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Preface

It is a great pleasure to present to you this rich collection of papers in the form
of the proceedings of the International Conference on Functional Imaging and
Modeling of the Heart held in New York City, USA, during May 25–27, 2011.
This was the sixth in a series of FIMH conferences, following a very successful
meeting in Nice, France in 2009.

FIMH 2011 aimed to integrate the research and development efforts in the
fields of cardiovascular modeling, physiology, and image-based analysis, at a
range of scales and imaging methods. A major goal is to encourage interaction
and collaboration among more technical scientists (e.g., in imaging, signal and
image processing, applied mathematics, biomedical engineering and computer
science), biologically oriented scientists (e.g., cardiac physiology and biology) and
clinicians (e.g., cardiology, radiology and surgery), with a common interest in the
heart. The FIMH 2011 program included three invited talks, original research
paper presentations, and clinical and industrial panels offering interdisciplinary
discussions on related cardiac topics.

The call for papers resulted in 123 submissions. Of these, 105 met the sub-
mission guidelines and were subjected to a rigorous review process. Each paper
was sent to at least four reviewers. Fifty-four papers whose scores were above a
certain threshold were accepted. The top 25 in terms of score were accepted as
orals and the remaining 29 as poster papers.

We would like to thank our three invited keynote speakers, Eugene Grossi
from New York University Medical Center, Ann Bolger from University of Cal-
ifornia San Francisco, School of Medicine and Joao Lima from Johns Hopkins
University, whose excellent presentations were a highlight of the conference. We
would also especially like to thank the team at the Center for Computational
Biomedicine Imaging and Modeling (CBIM) and especially Shaoting Zhang, our
Publications Chair, for the web support, the published proceedings and being
a liaison with the rest of the Organizing Committee. Finally, we would like to
thank Naomi Weinberger for all her assistance with the FIMH 2011 organization.

May 2011 Dimitris Metaxas
Leon Axel
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Martin W. Krueger, Olaf Dössel, and Cristian Lorenz

Image Analysis

Construction of Left Ventricle 3D Shape Atlas from Cardiac MRI . . . . . . 88
Shaoting Zhang, Mustafa Uzunbas, Zhennan Yan, Mingchen Gao,
Junzhou Huang, Dimitris N. Metaxas, and Leon Axel

Simulation of Diffusion Anisotropy in DTI for Virtual Cardiac Fiber
Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Lihui Wang, Yue-Min Zhu, Hongying Li, Wanyu Liu, and
Isabelle E. Magnin

On the Estimation of Transmural Myocardial Shear by Means of MRI
Tagging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

Alessandro C. Rossi, Theo Arts, and Tammo Delhaas

Multi-frame Radial Basis Functions to Combine Shape and Speckle
Tracking for Cardiac Deformation Analysis in Echocardiography . . . . . . . 113

Colin B. Compas, Ben A. Lin, Smita Sampath, Congxian Jia,
Qifeng Wei, Albert J. Sinusas, and James S. Duncan

Functional Imaging and Modeling

Monitoring Treatment Outcome: A Visualization Prototype for Left
Ventricular Transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

Stefan Wesarg

An Ultrasound-Driven Kinematic Model of the Heart That Enforces
Local Incompressibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

Dan Lin, Jeffrey W. Holmes, and John A. Hossack

Driving Dynamic Cardiac Model Adaptation with MR-Tagging
Displacement Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Christopher Casta, Patrick Clarysse, Jérôme Pousin, Joël Schaerer,
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Anode Make and Break Excitation Mechanisms

and Strength-Interval Curves: Bidomain
Simulations in 3D Rotational Anisotropy

Piero Colli-Franzone1, Luca F. Pavarino2, and Simone Scacchi2

1 Dipartimento di Matematica, Università di Pavia and IMATI-CNR
Istituto di Matematica Applicata e Tecnologie Informatiche,

Via Ferrata 1, 27100 Pavia, Italy
colli@imati.cnr.it

2 Dipartimento di Matematica, Università di Milano,
Via Saldini 50, 20133 Milano, Italy

{luca.pavarino,simone.scacchi}@unimi.it

Abstract. The shape of anodal strength-interval curves and make
and break excitation mechanisms are investigated in a 2D anisotropic
Bidomain model, with different membrane models and action potential
durations, and in a 3D rotational anisotropic Bidomain model, with ax-
isymmetric or orthotropic conductivity properties. The results have shown
that the LRd model with a long intrinsic APD exhibits a systolic dip
threshold lower than the diastolic threshold, in agreement with previous
experimental data. The spatial and temporal analysis of the excitation
patterns indicates a novel anode make excitation mechanism with delayed
propagation within the transition from break to make mechanisms.

1 Introduction

Optical mappings of cardiac transmembrane action potential, starting in the mid
nineties, has revealed that the extracellular cardiac stimulation by a unipolar
electrode produces a characteristic transmembrane pattern called virtual elec-
trodes response, see e.g. [11,26,14,28]. After an anodal stimulus, the transmem-
brane potential distribution exhibits a virtual anode (VA), i.e. a dog-bone shaped
hyperpolarized volume around the stimulating electrode, and two virtual cath-
odes (VCs), i.e. depolarized regions adjacent to the concave part of the VA
boundary. The central dog-bone VA develops mainly across the fiber direction,
while the two adjacent VCs are aligned along the fiber direction. Conversely, after
a cathodal stimulus, the polarity is reversed. It is well known that only macro-
scopic bidomain models of cardiac tissue with unequal anisotropy ratios of the
intra- and extracellular media are able to generate the observed virtual electrode
polarization regions, see [14,28]. During an anodal stimulation, we distinguish
between the anode make (AM) activation mechanism, if excitation starts at the
two VCs before the stimulus end, and the anode break (AB) activation mech-
anism, if excitation starts at the VA after the stimulus end. These excitation

D.N. Metaxas and L. Axel (Eds.): FIMH 2011, LNCS 6666, pp. 1–10, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



2 P. Colli-Franzone, L.F. Pavarino, and S. Scacchi

mechanisms have been investigated by simulation studies, mostly on 2D sheets
or in cylindrical domains, in [22,23,20,27,24,18] and by experimental studies in
[11,26]; see also the recent surveys [14,28].

The aim of this work is to investigate the shape of anodal strength-interval
curves and make and break excitation mechanisms in a 2D anisotropic Bidomain
model, with different membrane models and action potential durations, and in
a 3D rotational anisotropic Bidomain model, with axisymmetric or orthotropic
conductivity properties.

2 Methods

The anisotropic Bidomain model. The three-dimensional cardiac domain H
is in contact with a conducting medium Ω0, representing either the intracavitary
blood or an extracardiac bath. We define Ω = H∪Ω0 and S = ∂H∩∂Ω0 the com-
mon not insulated interface. The remaining interface ∂Ω is assumed insulated.
The macroscopic Bidomain model (see e.g. [13,17]) in H is coupled to an elliptic
problem for the extracardiac potential ub. The evolution of the transmembrane
potential v(x, t), extracellular potential ue(x, t), extracardiac potential ub(x, t),
gating variables w(x, t) and ionic concentrations c(x, t) is computed using finite
element approximation of the following time splitting method for the Bidomain
model, i.e. given (vn, wn, cn) and ie,n

app at time tn:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− div(D∇un
e ) = div(Di∇vn) + ie,n

app in H, − div σb∇un
b = ie,n

app in Ω0

nT Di∇un
e = −nT Di∇vn on ∂H

un
e = un

b , nT De∇un
e = nT σb∇un

b on S, nT σb∇un
b = 0 on ∂Ω0 \ S

wn+1 − τR(vn, wn+1) = wn, cn+1 = τS(vn, wn+1, cn) + cn, in H

cm

τ
vn+1 − div(Di∇vn+1)=

cm

τ
vn + div(Di∇un

e ) + iion(vn, wn+1, cn+1) in H.

Here D = Di + De with Di, De conductivity tensors, σb is the conductivity
coefficient of the extracardiac medium, cm, iion, ieapp denote the capacitance, the
ionic current, the applied current per unit volume, respectively. The reference
potential is determined by imposing

∫
H ue(x, t)dx = 0 and the compatibility

condition
∫

Ω
ieapp = 0 must be satisfied.

Membrane model. In [21], the bidomain model with unequal anisotropic ratio
was first proposed and used to establish a theoretical framework able to ex-
plain the make and break mechanisms of excitability in terms of the underlying
virtual electrodes polarization. In addition to the previous virtual electrodes po-
larization, another anode break mechanism has been proposed in [19], related
to the so called funny current If , see e.g. [10,4]. The contribution of If to the
anode break excitation has been investigated in [19,20,23] by performing bido-
main simulations on 2D anisotropic sheets, incorporating If into a Luo-Rudy
I membrane model [15]. Another active membrane factor contributing to exci-
tation mechanisms is the electroporation current [8]. In this work, we use two
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membrane models: the LR1 model [15] and the LRd model [12]. Both models
are augmented with: the funny current If , the electroporation current Ie and
the outward current Ia (see [5]), which has been incorporated in several recent
studies on the effects of defibrillation shocks, see e.g. [2,18].

Myocardial conductivity tensors and fiber architecture. Recent studies
have shown a laminar organization of the fibers structure evidencing two pref-
erential transverse fiber directions, one tangent and the other orthogonal to the
laminae, respectively, yielding orthotropic conductivity tensors, see e.g. [3] and
the references therein. In this work, we consider both orthotropic conductivity
tensors Di(x) and De(x) defined by

Di,e(x) = σi,e
l al(x)aT

l (x) + σi,e
t at(x)aT

t (x) + σi,e
n an(x)aT

n (x) ,x ∈ H (1)

and axisymmetric tensors defined analogously but with σi,e
n = σi,e

t .
al(x),at(x),an(x) are unit vectors parallel to the local fiber direction, tangent
and normal to the cardiac lamina, respectively. σi,e

l,t,n are the effective intra and
extracellular conductivity coefficients measured along (l) and across (t, n) the
fiber direction. The conductivity values mScm−1 of the two different anisotropic
calibrations are the following (see also [6,7]):

anisotropy σi
l σi

t σi
n σe

l σe
t σe

n

orthotropic 2.31724 0.24350 0.05690 1.54483 1.04385 0.37221
axisymmetric 2.31724 0.24350 0.24350 1.54483 1.04385 1.04385

Computational domain. The cardiac domain H considered in this study is a
cartesian slab of dimensions 0.96 × 0.96 × 0.32 cm3, with the lower face (endo-
cardium) in contact with a smaller slab of dimensions 0.96 × 0.96 × 0.16 cm3,
modeling the extracardiac bath, where σb = 6e−3 Ω−1cm−1 similar to the blood
conductivity.

Numerical methods. A structured grid of 96 ·96 ·48 hexahedral isoparametric
Q1 finite elements of size h = 0.1 mm is used in space, while the time discretiza-
tion is based on splitting both the ODEs from the PDEs and the elliptic PDEs
from the parabolic one. The large linear systems arising at each time step are
solved by the conjugate gradient method, preconditioned by a Multilevel Hybrid
Schwarz preconditioner (see e.g. [25]) and implemented using the PETSc parallel
library [1]. The simulations are run on 24 processors of a Linux Cluster.

Stimulation site. Stimulation pulses are delivered at the center of epicardium
in a small region of dimensions 0.06×0.06×0.03 cm3. The compatibility condition
is ensured by injecting a stimulation current in a strip of dimensions 0.96×0.96×
0.08 cm3 in the extracardiac bath with equal strength and opposite polarity of
that used at the subepicardial level. In order to simulate the break excitation
mechanisms during systole, we perform an S1-S2 stimulation protocol.

Strength-Interval (S-I) curves. We determine the threshold strength of the
premature anodal stimulus S2 able to generate a propagating excitation response
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as a function of the time interval elapsed from the previous cathodal excitation
stimulus S1 applied to a resting tissue. This yields a S-I curve in the strength-
interval plane.

Activation time isochrones. During the simulations, we process the distri-
bution of the transmembrane potential v(x, t) in order to define the activa-
tion time ta(x) as the first time instant for which v(x, ta(x)) = vup; we choose
vup = −50 mV , a value above threshold able to initiate an action potential.

3 Results

Anodal S-I curve: 2D slab. We study the shape dependence of the S-I curve
on the LR1 and LRd models, using a sheet of tissue with parallel fibers. Fig. 1
reports the anodal S-I curves of the LR1 and LRd models with a short intrinsic
APD of about 230−210ms, respectively (panel A), and with a long intrinsic APD
of about 380 ms (panel B). All the S-I curves exhibit break, make stimulation
mechanisms as well as the presence of the following features: a dip close to the
effective refractory period, a subsequent plateau phase and a sudden decrease
close to the end of the relative refractory period. The long APD tissue presents
a S-I curve with deeper threshold dip than the short APD tissue, (2 mA vs.
2.2 mA for the LR1 model, 1.2 mA vs. 2 mA for the LRd model), and a slightly
longer relative refractory period, (25 ms vs. 20 ms for the LR1 model, 35 ms
vs. 20 ms for the LRd model).

Anodal S-I curve: 3D slab. Fig. 1-C shows the dependence of the S-I curves
on the anisotropy (axisymmetric and orthotropic) for a 3D slab with the LRd
model with a short APD of about 210 ms. The curves are similar, except a
slightly deeper threshold dip and lower break and make threshold values in the
orthotropic case than in the axisymmetric one.
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Fig. 1. Anodal strength-interval curves. (A): 2D slab, LR1 and LRd (dashed) models
with short APD. (B): 2D slab, LR1 and LRd (dashed) models with long APD. (C):
3D slab, axisymmetric and orthotropic (dashed) anisotropy. Make and break excitation
mechanisms are marked with ( · ) and ( o ), respectively.
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Fig. 2. Orthotropic 3D slab. Top panels. Anode make. Diastolic S2 anodal stimu-
lation at 230 ms with amplitude 0.0864 mA and duration 10 ms. Bottom panels.
Anode break. Systolic S2 anodal stimulation at 205 ms with amplitude 0.1404 mA
and duration 10 ms. Isochrones of activation time on the epicardium (A-C) and on the
two transmural diagonals (B-D). Below each contour plot are reported the minimum,
maximum, and contour step size in ms of the displayed map.

Anode-make excitation mechanism. The epicardial and transmural
isochrones in Fig. 2-A,B show that two distinct activation wavefronts arise from
the VCs and propagate outward and inward along the diagonal parallel to the
fibers direction, but when they reach the VA region, a block of the inward prop-
agation takes place. Excitation starts from the VC regions at about 1.5 ms after
S2 onset, hence anode make excitation occurs.

Anode-break excitation mechanism. During the 10 ms of anodal stimula-
tion, on the epicardial face a dog-bone shaped region of strongly hyperpolarized
tissue (VA) surrounding the stimulated area is generated, with two depolar-
ized regions (VCs) developing along the fiber direction. Although the VCs are
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depolarized above threshold, anode make excitation does not occur, because the
surrounding regions are in the refractory period and still inexcitable. When the
stimulus is turned off, the combined effect of discharge diffusion of currents, flow-
ing from the VCs toward the central anodal region, and of the membrane funny
and electroporation currents If , Ie depolarizes the tissue inside the VA region,
inducing anode break excitation with a delay of about 6 ms. The isochrones of
activation time displayed in Fig. 2-C,D show the typical anode break excitation
pattern, where the first activated point is the epicardial central site of the anodal
region and the excitation wavefronts propagate across fibers with a rim on the
inexcitable obstacle located around the VCs.

Stimulation at the transition of break and make mechanisms. We now
consider an S2 stimulation at 210 ms, instant of transition between break and
make mechanisms (see S-I curve displayed in Fig. 1 C), in order to investigate
the dependence of the excitation sequence on the stimulation amplitude.

Axisymmetric 3D slab. For high stimulation amplitude, e.g. 0.2160 mA, anode
make excitation occurs, see Fig. 3-A, i.e. excitation emanates from the VCs before
the stimulus end. When decreasing the stimulation amplitude to 0.1366 mA, a
different type of excitation is observed, i.e. an anode make/break excitation
mechanism. In fact, two excitation wavefronts are launched from the VCs edges,
thus an anode make mechanism arises, but, since the surrounding tissue is not
fully recovered from refractoriness, these two initiated wavefronts can propagate
only after 10 ms, i.e. after the stimulus is turned off. Therefore, we are in presence
of a break mechanism with respect to the propagating features of the wavefront.
Subsequently, at about 18 ms, an additional wavefront arises and propagates
from the central VA region, triggered by the If and Ie membrane currents, see
Fig. 3-B. Hence, this is an additional anode break mechanism. Later on, at
20 ms, three distinct excitation wavefronts spread through the cardiac volume,
subsequently colliding and merging. When decreasing further the stimulation
amplitude to 0.1355 mA, only anode break excitation mechanism occurs at the
center of the VA region, triggered by the If and Ie currents, see Fig. 3-C.

Orthotropic 3D slab. For high stimulation amplitude , e.g. 0.1620 mA, anode make
excitation mechanism occurs (not shown). sharing the same features of Fig. 3-A.
When decreasing the stimulation amplitude to 0.0934 mA, anode make excitation
occurs, since before the end of the anodal pulse two wavefronts originates at the
edges of the VCs, but they propagate only after the termination of the stimulus.
The propagating fronts lie on the edges portion of VCs, crossed by the direction
along fiber, and propagate with a counterclockwise twist after 15 ms. Moreover,
after the anodal pulse is turned off, the VA region is excited at about 22 ms by
the collision of the two excitation wavefronts, see Fig. 3-D. Decreasing further
the stimulus amplitude, no excitation response occurs, in particular anode break
excitation is not observed.
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Fig. 3. Systolic S2 anodal stimulation at 210 ms, duration 10 ms. (A), (B), (C): axisym-
metric slab, (D): orthotropic slab. Below each contour plot are reported the minimum,
maximum, and contour step size in mV of the displayed map.
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4 Discussion

The behavior of our S-I curves in an anisotropic 2D sheet of parallel fiber shares
the same qualitative features observed in previous simulation studies employing
various ionic models [22,23]. A qualitative discrepancy is the drop between the
anode break and make portion of the S-I curve, which is less abrupt in the LRd
model. The features of the S-I curve reproduce some qualitative characteristics
of the experimental data, see [9,16]. In particular, the LRd model with a long
intrinsic APD, exhibits a threshold dip value lower than the diastolic threshold
value, in agreement with the experimental data of [9]. We have found that the
S-I curves in a 3D anisotropic slab show lower break and make threshold values
in the orthotropic case than in the axisymmetric one. Our result of anode make
and break mechanisms in a 3D slab with rotational anisotropy are in agreements
with the transmembrane snapshots previously obtained mainly in symmetric
cylindrical strand with parallel fibers, see [22,23,14]. Finally, we have investigated
the dependence of excitation patterns on the anodal S2 pulse amplitude, applied
at a time instant within the break and make transition. We have identified a
novel anode make mechanism with delayed propagation, in which two wavefronts
emanate from the edges of the two depolarized VCs regions, but they are able to
propagate only after 15 ms, i.e. after the end of the anodal pulse as in the anode
break mechanism. To our knowledge, the experimental investigation of anodal
stimulation mechanisms within the transition from break to make portions of
the S-I curve is still lacking in literature.
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Abstract. Diagnosis of acute cardiac ischemia depends on characteristic
shifts of the ST segment. The transmural extent of the ischemic region
and the temporal stage of ischemia have an impact on these changes.
In this work, computer simulations of realistic ventricles with different
transmural extent of the ischemic region were carried out. Furthermore,
three stages within the first half hour after the occlusion of the distal left
anterior descending coronary artery were regarded. The transmembrane
voltage distributions and the corresponding body surface ECGs were cal-
culated. It was observed how the electrophysiological properties worsen
in the course of ischemia, so that almost no excitation was initiated in
the central ischemic zone 30 minutes after the occlusion. In addition to
these temporal effects, also the transmural extent of the ischemic region
had an impact on the direction and intensity of the ST segment shift.

Keywords: Cardiac Ischemia, Phase 1b, Electrocardiogram, Mathemat-
ical Modeling, ST Segment Shift.

1 Motivation

The occlusion of a coronary artery due to e.g. atherosclerosis leads to a deficient
blood supply of the heart muscle. This pathology, which is termed acute cardiac
ischemia, leads to lethal heart failure or severe ventricular arrhythmias in many
cases. During the first thirty minutes after the occlusion, two different phases of
arrhythmias can be identified [1]. The so-called phase 1a peaks between 2 and 10
minutes and phase 1b between 20 and 30 minutes after the onset of ischemia [2].

In phase 1a, mainly three ischemia effects can be observed: hyperkalemia,
acidosis and hypoxia. Due to this, the conduction velocity (CV), the action po-
tential (AP) amplitude and duration are reduced and the resting transmembrane
voltage is increased [3]. These time-dependent electrophysiological changes are
classified with increasing ischemia: 5 to 7 minutes after the occlusion, stage 1
(S1) is reached and stage 2 (S2) after 10 to 12 minutes [4].

Phase 1b is characterized by cellular uncoupling, which means that the gap
junctional conductance decreases. In addition, the extracellular potassium con-
centration ([K+]o) and the intracellular calcium concentration ([Ca2+]i)
increase, which also favors initiation of arrhythmias [1].

D.N. Metaxas and L. Axel (Eds.): FIMH 2011, LNCS 6666, pp. 11–19, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Depending on the degree of the occlusion and the occlusion site, ischemia ef-
fects vary spatially. They appear in the subendocardium at first, which is called
subendocardial ischemia. Then, they spread transmurally towards the subepi-
cardium, if the occlusion of the artery continues for longer periods (transmural
ischemia) [5]. However, ischemia effects are stronger in the subepicardial tis-
sue, since, inter alia, the sensitivity of the ATP regulated potassium channels is
higher there [6].

The diagnosis of cardiac ischemia is based on changes in the electrocardiogram
(ECG), as for example shifts of the ST segment. Depending on the transmural
extent of the ischemic region, ST segment elevation or depression can be ob-
served in leads close to the ischemic region. The reason for these deviations is
the direction of injury currents, which flow from healthy or less injured towards
ischemic tissue [7]. Nevertheless, the exact underlying mechanisms responsible
for these ECG alterations and the dynamic changes during the first thirty min-
utes of ischemia are not completely understood. In order to improve the early
diagnosis of acute cardiac ischemia, computer simulations are a helpful tool. For
this purpose, the electrocardiograms of different ischemic stages of the heart
with varying transmural extent of the ischemic region were investigated in silico
in this work.

2 Methods and Materials

Aiming at simulation of the impact of acute cardiac ischemia on electrocardio-
grams, a ventricular cell model was modified to reproduce ischemia effects at
different stages. Then, the transmembrane voltage distribution was computed in
a realistic model of human ventricles with varying transmural extent of the is-
chemic region. Finally, the corresponding body surface potential maps (BSPMs)
were calculated and the ECGs were extracted.

2.1 Modeling Ischemic Myocytes

The simulation of acute cardiac ischemia was based on the ventricular cell model
published in 2006 by ten Tusscher et al. [8]. The model provides an electro-
physiological description of endocardial, midmyocardial and epicardial myocytes.
Furthermore, the model was modified according to Weiss et al. [3] in order to
simulate phase 1a ischemia effects, which are hyperkalemia, acidosis and hypoxia.
For both stages S1 and S2, different parameter sets were used. The formulation of
the ATP sensitive potassium channel was modified, so that the current was inhib-
ited at healthy ADP concentrations. For this purpose, the half-maximum inhibi-
tion constant was adjusted (Km = (−151.0919+75.5379·[ADP ]0.256

i )·Km,factor).
As a consequence, the ADP concentrations at stage 1 and phase 1b were adapted
(compare Table 1).

For the simulation of phase 1b cardiac ischemia, even more parameters, i.e. the
maximal conductances of INaK , INaCa, Iup and Irel (PNaK , kNaCa, Vmaxup and
Vrel), were modified according to Pollard and coworkers [9]. In this way, changes
of the intracellular calcium handling, pumps and exchangers were considered.
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Table 1. Cell model parameters at different stages of acute ischemia in the central
ischemic zone according to [3,9,10,11]. gNa and gCa,L are the sodium and calcium
channel conductivities, dVm,Na is the voltage shift of sodium channels, and [ATP ]i
and [ADP ]i are the intracellular concentrations of ATP and ADP

Cell model control stage 1 stage 2 phase 1b
parameter (0 min) (5 min) (10 min) (20–30 min)

[K+]o (mmol/l) 5.4 8.7 12.5 15.0
gNa,gCa,L (%) 100 87.5 75 50
dVm,Na (mV) 0 1.7 3.4 3.4
[ATP ]i (mmol/l) 6.8 5.7 4.6 3.8
[ADP ]i (μmol/l) 15 87.5 99 101.5
PNaK (%) 100 100 100 30
kNaCa (%) 100 100 100 20
Vmaxup (%) 100 100 100 90
Vrel (%) 100 100 100 5

Since the background calcium current IbCa is small compared to other currents
and the calcium sensitive nonselective cation current Ins,Ca is not implemented
in this model, the metabolic changes of these currents were neglected here. An
overview of the modified cell model parameters is given in Table 1.

2.2 Modeling Heterogeneous Excitation Propagation

The anatomical model of the ventricles used in this work was derived from
MR images of a healthy volunteer. This dataset was interpolated to an isotropic
cubic voxel size of 0.4 mm. The longitudinal intracellular conductivity, which was
scaled through the ventricular wall as described in [12], was on average 0.26 S/m
resulting in a conduction velocity of approximately 0.65 m/s. The anisotropy
factor was set to 2.6. The cardiac fiber orientation was modeled using a rule-
based method as in [12].

Different electrophysiological heterogeneities were considered for the simula-
tions shown in this work. For this purpose, the ventricular wall was divided into
20% epicardial, 40% midmyocardial and 40% endocardial tissue [12]. As already
included in the cell model of ten Tusscher et al. [8], transmurally differing val-
ues for the conductivities of the slow delayed rectifier potassium channel (gKs),
the transient outward potassium channel (gto) and the corresponding channel
kinetics were used. Furthermore, an apico-basal gradient of gKs resulting in a
two times larger value at the apex (compare Fig. 1) allowed the simulation of a
T-wave comparable to the measurements of the healthy volunteer.

The effects of cardiac ischemia also varied spatially. The half-maximum in-
hibition constant Km of the ATP sensitive potassium channel was largest in
epicardial and smallest in endocardial tissue. This ensured the transmurally dif-
fering sensitivity of this channel to changes of [ATP ]i and [ADP ]i [3]. The
ischemic region was described by the so-called zone factor (ZF), which described
the regional influence of the occluded coronary artery (see also Fig. 1). Its values
ranged from 0 (healthy tissue) to 1 (central ischemic zone, CIZ), intermediate
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Fig. 1. Ventricular model showing transmural and apico-basal heterogeneity of gKs

(left) and zone factor (ZF) with a subendocardial ischemic region and coronary arteries
(middle). Border zones of different ischemia effects (right).

values described the border zone (BZ). The different ischemia effects developed
unequally across the BZ, which had a thickness of 5.6 mm in this example. As
in [10], the effects of hyperkalemia underwent a linear course from the beginning
to the end of the BZ, whereas the impact of acidosis began at 50% of the BZ.
However, the effects of hypoxia were fully present after 10% of the BZ (compare
Fig. 1). In order to model cellular uncoupling during phase 1b, the intracellu-
lar conductivity was linearly decreased from healthy tissue (100%) to the CIZ
(12.5%) [11]. The ischemic regions were modeled as ellipsoids with their centers
on the endocardial surface. In order to investigate the impact of the transmural
extent of the ischemic region on the ECG, a subendocardial, an intermediate and
a transmural ischemic region were created. The total size of the ischemic region
varied between 2.9% (subendocardial ischemia) and 5.6% (transmural ischemia)
of the volume of the left ventricle. The size of the endocardial surface, which was
affected by cardiac ischemia, was equal in all three cases. The ischemic region
was located at the distal left anterior descending coronary artery (see Fig. 1).

Cardiac ischemia effects at different stages were initialized in a single-cell en-
vironment. Afterwards, simulation of cardiac excitation propagation was carried
out using the parallel monodomain solver acCELLerate [13] with a time step of
20 μs in the 3D ventricular model. For this purpose, an endocardial stimulation
profile as in [12] mimicking the His-Purkinje conduction system, which describes
the time instant and location of ventricular stimulation, was used.

2.3 Calculation of Body Surface Electrocardiograms

The simulated BSPMs were obtained by solution of the forward problem of
electrocardiography. For this purpose, the previously calculated transmembrane
voltages in the heart model were interpolated onto a high resolution tetrahedron
model of the torso (≈ 1.3 million nodes). This torso contained the following tissue
types in addition to the heart: blood, lungs, fat, skeletal muscle, intestine, kid-
neys, liver and spleen. After the interpolation, the bidomain equations were used
to determine the corresponding body surface potentials with inhomogeneous
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tissue conductivities as described in [12]. As in the ventricular simulations, the
intracellular conductivity of the heart was linearly decreased to 12.5% across the
BZ in the ischemic region in case of phase 1b ischemia.

3 Results

3.1 Cell Simulations

The cell model was initialized, so that the effects of the different stages of acute
ischemia were fully present. Since the changes due to cardiac ischemia were most
prominent in epicardial myocytes, only the results of this cell type are shown
here. The APs at different stages of cardiac ischemia are depicted in Fig. 2.

The changes of the action potential parameters were also consequently great-
est in epicardial cells (see Table 2). The APD90 (measured at 90% repolariza-
tion) gradually decreased to 18.2% of the control value after 30 min of cardiac
ischemia. The resting transmembrane voltage Vm,rest increased and the peak
transmembrane voltage Vm,max decreased in the course of ischemia.

3.2 Tissue Simulations

Altogether, ten simulations using the 3D ventricular model were carried out: one
control case and three setups with different transmural extent of the ischemic

Table 2. Action potential parameters of epicardial myocytes at different stages of
acute cardiac ischemia

Action potential control stage 1 stage 2 phase 1b
parameter (0 min) (5 min) (10 min) (20–30 min)

APD90 (ms) 309.1 116.5 72.1 56.3
Vm,rest (mV) -85.6 -73.6 -64.3 -58.1
Vm,max (mV) 38.4 34.9 18.8 16.5
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Fig. 2. Action potentials of epicardial myocytes at different stages of acute ischemia



16 M. Wilhelms, O. Dössel, and G. Seemann

Transmural Ischemic
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control
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stage 2

phase 1b

Intermediate Ischemic
Region

Subendocardial Ischemic
Region

-80 mV

20 mV

Fig. 3. Transmembrane voltages of different ischemia setups at t = 200 ms. The trans-
mural extent of the ischemic region and the stage of ischemia were varied.

region at three ischemia stages each. The resulting transmembrane voltage distri-
butions at t = 200 ms after beginning of a normal sinus beat are shown in Fig. 3.
The corresponding ECGs, which resulted from these simulations, are plotted in
Fig. 4. Since lead V4 was closest to the ischemic region simulated in this work,
the changes due to cardiac ischemia were most prominent in this lead.

In the control case, the ventricles were completely in the plateau phase of the
action potential at 200 ms resulting in a nearly zero baseline in lead V4. During
cardiac ischemia, this excitation pattern was changed. In case of subendocardial
ischemia, only short APs with low amplitude were initiated in the ischemic
region. The ischemia effects intensified with increasing ischemia stage. Since the
injury current was flowing from healthy epicardial towards injured endocardial
tissue, a pronounced ST segment depression could be observed during phase 1b.

The transmural extent of the ischemic region was slightly increased in the
intermediate ischemic region setup. During the first ten minutes, ischemia effects
were more pronounced in the midmyocardial and epicardial tissue, which resulted
in a slight elevation of the ST segment there. In phase 1b, no excitation was
initiated in the endocardial CIZ, whereas the midmyocardial and epicardial BZ
were activated. This caused nearly a ST segment depression in the later ischemia
stage.
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Fig. 5. BSPMs of the transmural ischemia case at t = 200 ms at different stages of
acute cardiac ischemia

In transmural ischemia, the CIZ of the ischemic region spanned the entire
ventricular wall. However, a conduction block was only visible in the epicardium
at stage 1 and stage 2. In the endocardium, a delayed activation could be ob-
served. This led to a pronounced elevation of the body surface potential (compare
Fig. 5), since the injury current was directed from the less injured endocardium
towards the more affected epicardium. During phase 1b, there was also a con-
duction block in the endocardium. Consequently, the body surface potential was
only slightly elevated close to the ischemic region. Next to this area of elevation,
the potential was similar to that of the control case.

4 Discussion and Conclusions

In clinical practice, the early diagnosis of cardiac ischemia is based on shifts of
the ST segment. In this in silico study, we showed that the changes in the ECG
depend not only on the transmural extent of the ischemic region, but also on the
stage of acute ischemia. Other groups as e.g. [9,10,11] also investigated phase
1b of cardiac ischemia. However, the corresponding body surface ECGs and the
differences between several acute ischemia stages were not investigated there.



18 M. Wilhelms, O. Dössel, and G. Seemann

The effects of cardiac ischemia worsened in the first thirty minutes. On the
cellular level, the electrophysiological properties, as e.g. the APD or the AP
amplitude, changed gradually. Furthermore, the intracellular conductivity was
reduced in the ischemic region during phase 1b. As a consequence, almost no
excitation was initiated in the CIZ at this stage. As a result, the ST segment
depression was more pronounced in the subendocardial ischemia case and also
in the intermediate ischemia case, a ST segment depression can be seen. In
the transmural ischemia case, the difference between endocardial and epicardial
ischemic tissue decreases during phase 1b compared to the earlier stages. Conse-
quently, ST segment elevation is less pronounced after 20 to 30 minutes. Similar
observations have been made in animal experiments [14,15], in which the ST
segment elevation decreased at ca. 30 minutes. However, the authors concluded
that this could be explained by transitory improvement of the electrophysiolog-
ical properties of ischemic cells due to a plateau phase of [K+]o accumulation.
However, lack of experimental data, i.e. human body surface ECGs of the first 30
minutes of cardiac ischemia, do not allow appropriate verification of the findings
of these simulations.

The exemplary ischemic region presented in this work shows that the diag-
nosis of cardiac ischemia based on ST segment shifts can be very difficult. In
addition to the transmural extent of the ischemic region, also the temporal stage
of ischemia has an impact on the ECG and the direction of the ST segment shift.
Some ischemia cases, as e.g. the subendocardial ischemia at stage 1 or stage 2,
can hardly be identified in the ECG. As a consequence, early diagnosis of cardiac
ischemia should not only rely on 12-lead ECGs. Instead, biomarkers as CK-MB
or troponin or multichannel ECG systems should be more emphasized.

In general, the monodomain model is sufficient for the simulation of cardiac
excitation propagation and body surface potentials using a high resolution for-
ward model [16]. However, anisotropy ratio may be changed during phase 1b
ischemia, which would require use of the bidomain model. As in [9], the model
of cardiac ischemia used in this work only indirectly simulates metabolic effects
as the inhibition of the Na+-K+ pump in order to reduce model complexity.
However, detailed metabolic models as in [17] allow more realistic simulations
of ischemia effects. Furthermore, a diffusion model of the blood flow in the coro-
nary arteries would create more realistic ischemic regions. Another aspect that
should be mentioned is that the spatial resolution of 0.4 mm was a compromise
between computing time and accuracy, since the calculation of a single heart beat
(450 ms) took approximately 8.5 h on 16 cores. In future simulations, a higher
resolution of 0.2 mm will be used. In addition, more simulations with different
occlusion sites and varying ischemia size should be carried out in the future.
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Abstract. The occlusion of a coronary artery results in myocardial is-
chemia, significantly disturbing the heart’s normal electrical behavior,
with potentially lethal consequences, such as sustained arrhythmias. Bi-
ologists attempt to shed light on underlying mechanisms with optical
voltage mapping, a widely used technique for non-contact visualization
of surface electrical activity. However, this method suffers from signal dis-
tortion due to fluorescent photon scattering within the biological tissue.
The distortion effect may be more pronounced during ischemia, when
a gradient of electrophysiological properties exists at the surface of the
heart due to diffusion with the surrounding environment. In this paper, a
combined experimental and computer simulation investigation into how
photon scattering, in the presence of ischemia-induced spatial hetero-
geneities, distorts optical mapping recordings is performed. Dual exci-
tation wavelength optical mapping experiments are conducted in rabbit
hearts. In order to interpret experimental results a computer simulation
study is performed using a 3D model of ischemic rabbit cardiac tissue
combined with a model of photon diffusion to simulate optical mapping
recordings. Results show that the presence of a border zone, in com-
bination with fluorescent photon scattering, distorts the optical signal.
Furthermore, changes in the illumination wavelength can alter the rela-
tive contribution of the border zone to the emitted signal. The techniques
developed in this study may help with interpretation of optical mapping
data in electrophysiological investigations of myocardial ischemia.

1 Introduction

Sudden cardiac death accounts for over 300, 000 deaths in the US each year [1].
One of the major causes of cardiac arrest is coronary artery occlusion, reducing
the supply of blood to the heart, and resulting in a phenomenon known as
myocardial ischemia.

The ischemic action potential (AP) displays significant morphological changes:
a decrease in upstroke velocity, AP amplitude and duration, and a depolariza-
tion of the resting membrane potential. These changes are mainly due to an
increase in extracellular potassium concentration ([K+]o), a decrease in conduc-
tance of the main ion channels carrying sodium and calcium (INa and ICaL) and
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an increase in conductance of the ATP-sensitive potassium current (IK(ATP ))
[2]. However, during ischemia, a layer of cells between poorly- and well-perfused
tissue, referred to as the border zone (BZ), does not display fully ischemic ac-
tion potentials (APs) [3,4], and the resulting electrophysiological heterogeneities
increase the likelihood of developing disturbed excitation patterns and cardiac
arrhythmias [5]. During global ischemia, this occurs at the the epi- and endocar-
dial surface (with a BZ thickness of ≈1mm), due to diffusion of oxygen and ions
with the environment surrounding the heart and blood within the ventricles [6].

Optical mapping utilizes voltage-sensitive fluorescent dyes to visualize the elec-
trical activity of the heart. Upon excitation at a specific illumination wavelength,
dye molecules transduce differences in membrane potential (Vm) into changes in
emitted fluorescence. However, penetration of the illuminating light into the tis-
sue (with depth dependent on illumination wavelength [7]) and scattering of the
emitted fluorescent photons, means that the detected signal represents a weighted-
average of Vm levels from within a volume of tissue beneath the surface recording
site. Such effects have been shown in modeling studies to distort optical recordings
[8,9], in particular causing a prolongation of the AP upstroke.

In this study, we combine experiments and computational modeling to
investigate how optical mapping recordings are affected by ischemia-induced
transmural electrophysiological heterogeneity in the epicardial BZ and photon
scattering. We hypothesize that optical signals will be significantly distorted rela-
tive to actual epicardial APs due to the collection of signals from a depth of tissue
containing the BZ and fully ischemic myocardium. Preliminary dual-wavelength
optical mapping experiments were performed on no-flow globally ischemic rabbit
hearts. Two excitation wavelengths were used to investigate whether differences
between the respective emitted optical signals would appear with time, assuming
ischemia-induced transmural heterogeneities became more pronounced. Compu-
tational simulations, representing both the BZ and the effects of photon scat-
tering on optical mapping signals, were performed to assist interpretation of
experimental data.

2 Methods

2.1 Optical Mapping Experiments

Optical mapping experiments were performed on isolated rabbit hearts (1kg fe-
males, n=3), Langendorff-perfused with 37◦C Krebs-Henseleit solution bubbled
with 95% O2 / 5% CO2, and maintained in a heated imaging chamber filled with
perfusate. Hearts were stained with voltage-sensitive dye (20μL bolus of 27.3mM
di-4-ANBDQPQ), excitation-contraction uncoupled to eliminate motion-induced
imaging artifacts (10μM blebbistatin), paced at the apex (2ms, 8V bipolar pulse
at 1.25Hz, to ensure maintained capture and avoid alternans during ischemia),
and subjected to no-flow global ischemia. Fluorescence was excited using camera
frame-synchronized LED illumination, alternating 470±10nm (shallow penetra-
tion) and 640± 10nm (deep penetration), and acquired with a 690nm long-pass
filter (which effectively cuts out excitation light) at 922Hz (64x64 pixel 16-bit
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CCD camera resulting in 300μm/pixel resolution). This allowed paired compar-
ison of short and long wavelength excitation.

2.2 Modeling Ischemia-Induced Alterations in Electrophysiology

We constructed a cuboid ventricular segment model (5mm x 5mm x 5mm) of
global ischemia, including transmurally-rotating fiber architecture and rabbit
ventricular cell membrane dynamics [10], with an added IK(ATP ) current [11].
We chose to model the cardiac tissue after 10min of ischemia, as the electrophys-
iological differences between the healthy and ischemic tissue are assumed to be
greatest at that time [6]. The BZ, as shown in Figure 1, was represented by a
transmural gradient in ischemia-induced changes [6].

Fig. 1. Diagram of varying ischemic electrophysiological parameters of the cardiac
tissue model with a BZ: [K+]o, SNa, SCaL, and SK(ATP ) define a BZ of 1mm, 0.5mm,
and 0.1mm, respectively

Bidomain simulations, solved using the finite element method within the
Chaste environment [12], were used to simulate propagation of electrical ex-
citation through the tissue following a supra-threshold stimulus applied to the
bottom plane of the cube, horizontally aligned to the transmural section. To
assess the effects of the BZ, models with/without ischemia-induced spatial het-
erogeneities were considered.

2.3 Optical Mapping Model

Optical mapping signals were simulated using the model presented by Bishop
et al. [8]. Briefly, the steady-state photon diffusion equation was solved using
the finite element method in the Chaste environment to calculate the distri-
bution of photon density throughout the tissue following both uniform epicar-
dial illumination (Φillum) and the resulting fluorescent photon emission (Φem):
D �2 Φ − μaΦ = −w, where the optical diffusivity (D) and absorptivity (μa)
were taken at the illumination/emission wavelength (488/669nm): 0.18/0.36mm,
0.52/0.10mm−1 [8]. Zero boundary conditions were used throughout, except dur-
ing illumination where the source term w was set to an arbitrary value of 1 on
the epicardial surface; during emission, w was defined to be a function of Φillum

and Vm, as obtained from the bidomain simulations, at each point in the tis-
sue. The recorded optical signal, Vopt, was then calculated as the outward flux
of Φem at each time step across the epicardial surface by applying Fick’s Law:
Vopt = −Dem � Φem.n, where n is the normal to the epicardial surface.
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The degree of distortion due to photon scattering depends highly on the ef-
fective optical penetration depth (δ =

√
D/μa) at both the illumination and

emission wavelengths [8]. Therefore, we analyzed the effects of high/default/low
values of δillum

eff (2.45/0.59/0.18mm) and δem
eff (3.20/1.90/0.18mm) to represent

high and low wavelength penetration depths.

2.4 Data Analysis

The results presented are taken from normalized Vm and Vopt values of a node
at the center of the epicardium: V ∗

m and V ∗
opt. We calculate the APD as the

time difference between the upstroke reaching 0 mV and 90% repolarization and
upstroke duration as the time between Vm reaching 10% and 90% depolarization.
We define τopt as the ratio of V ∗

opt and V ∗
m.

3 Results

3.1 Optical Mapping Experiments

Experiments were performed in isolated rabbit hearts to investigate changes
in optical mapping signals during no-flow global ischemia. Normalized voltage
signals, showing the activation wavefront at different times following apical stim-
ulation can be seen in Figure 2(a). Upstrokes from a 2x2 pixel area on the left
ventricular free wall for the two excitation wavelengths at different times of is-
chemia are shown in Figure 2(b). Differences between the respective emitted
optical signals increase with time, showing a prolongation in upstroke duration
and a reduced upstroke velocity recorded with 640nm compared to 470nm exci-
tation. We hypothesize that the deeper penetrating wavelength (640nm) displays
more ischemic features, as it gathers information from a larger volume that in-
cludes more ischemic cells than the shallower penetrating wavelength (470nm).
To investigate the source of these differences, we subsequently performed a sim-
ulation study.

3.2 Border Zone Effects on Epicardial Transmembrane Potential

Figure 3(a) shows the distribution of V ∗
m for the two types of tissue: with and

without a BZ. We notice that the repolarization wavefront shapes are signif-
icantly different in the two types of tissue. Cells close to the epicardium and
endocardium depolarize faster and take longer to repolarize in the tissue with a
BZ, than in the homogeneously ischemic tissue.

Figure 3(b) shows that the AP (sampled from the epicardium) of the fully
ischemic tissue (without a BZ) displays all of the expected ischemia-induced
morphological changes. In the presence of a BZ, the AP displays an upstroke
duration 22% shorter and an APD 11% longer than the homogeneously ischemic
tissue, characteristics of an AP from less ischemic tissue.
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(a) (b)

Fig. 2. (a) Images of normalized fluorescence emitted from the left ventricle of the
rabbit heart at different times after apical stimulation. (b) Normalized voltage upstroke
after 0, 5 and 10 min of ischemia for 470nm ±10nm and 640 ±10nm excitation with
the respective upstroke durations.

(a) (b)

Fig. 3. Computational model of border zone effects on V ∗
m. (a) Snapshots of V ∗

m for
tissue with and without a BZ during tissue depolarization (29 ms) and repolarization
(139 ms) following apical stimulation (b) V ∗

m with and without a BZ, including APD
and upstroke duration values.

3.3 Optical Signal and Transmembrane Potential Comparison

Figure 4(a) shows the corresponding V ∗
opt surface optical APs with/without BZ,

whilst Figure 4(b) compares differences in upstroke duration and APD relative
to the V ∗

m traces of Figure 3(b). As has been shown in previous optical mapping
studies, the emitted signal represents the transmembrane potential of a weighted
average volume of myocardium, due to photon scattering [8,9]. These effects are
more noticeable in the upstroke than the APD, as shown in Figure 4(b), even in
the homogeneously ischemic tissue. This is caused by the narrow and fast wave-
front that occurs during depolarization, such that as it crosses the scattering
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Fig. 4. (a) Simulated V ∗
opt with and without BZ. APD and upstroke duration values

are shown for the respective APs. (b) Photon scattering effects, represented by τopt,
on APD and upstroke duration for simulations run on a tissue with and without a BZ.

volume, some cells are in their resting state while others are excited. This is not
the case during the slower repolarization phase, where most of the cells in the
scattering volume will have a similar transmembrane potential. In fact, τopt(APD)

values are close to 1 while τopt(upstroke) values are of 2.92 or greater. Therefore,
differences in APD seen in Figure 4(a) are mainly due to the border zone as
opposed to photon scattering.

Figure 4(b) shows that τopt values move away from 1 in the presence of a BZ for
both APD and upstroke duration. This arises from the increase in heterogeneities
which lead to differences in AP morphology, in conduction velocity and wave
front propagation. In the presence of a BZ, V ∗

opt gathers information from cells
exposed to different degrees of ischemia, while V ∗

m represents the less ischemic
cells at the epicardium. Differences in upstroke duration and APD for simulations
with and without a BZ are attenuated in V ∗

opt (Figure 4(a)) compared to V ∗
m

(Figure 3(b)) due to the optical signal representing a weighted average volume
of tissue.

3.4 Varying Optical Mapping Penetration Depth

The trends mentioned above are accentuated as we change the penetration depth.
Figure 5 shows that τopt values move away from 1 as the penetration depth in-
creases for both APD and upstroke duration in simulations with and without
a BZ. Differences between V ∗

opt and V ∗
m increase due to the optical signal av-

eraging over a bigger volume for an increased penetration depth. Furthermore,
the differences between τopt values with and without a BZ become more pro-
nounced for both upstroke duration and APD calculations as the penetration
depth increases. As we increase δeff , the differences between V ∗

opt with and with-
out a border zone are attenuated due to a larger scattering volume, such that
more signal is acquired from the deeper ischemic tissue, decreasing the relative
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(a) (b)

Fig. 5. Varying penetration depth effects, represented by τopt, for tissue with and
without a BZ. (a) Upstroke duration and (b) APD, taken at different penetration
depths (Low, Default, and High).

contribution of the BZ. However, a large change remains in V ∗
m with/without

BZ (Figure 3(b)), thus leading to a larger difference in τopt as penetration depth
increases.

4 Conclusions

The aim of this study was to investigate the combined effects of ischemia-induced
transmural heterogeneities and photon scattering on epicardial optical mapping
recordings in a globally ischemic heart. We approached this with a combined ex-
perimental and simulation study. Preliminary dual wavelength optical mapping
experiments in globally ischemic isolated hearts were performed. These showed
a clear difference in voltage-sensitive fluorescence emission between the two exci-
tation wavelengths, which we attribute to the presence of an epicardial BZ. We
investigated this hypothesis with a model of global ischemia, including trans-
mural variation of electrophysiological parameters, combined with a model of
photon density and excitation to simulate the optical signal at the surface of
the heart. Simulations of Vm and Vopt were conducted on a model of ischemic
rabbit tissue with and without a BZ. This demonstrated that the electrophysi-
ological heterogeneities that exist in the presence of an epicardial BZ affect the
optical signal, resulting in a decrease in upstroke duration and an increase in
APD compared to the optical signal from a homogeneously ischemic slab of tis-
sue. Furthermore, as the penetration depth of the optical signal is increased, the
differences between the epicardial Vopt and Vm are accentuated.

Overall, this study shows that the electrophysiological heterogeneities that
arise at the epicardial surface during ischemia have a significant effect on op-
tical mapping recordings. Furthermore, exciting fluorescent dyes with different
wavelengths has an important impact on the resulting optical signal and may
be used to investigate transmural heterogeneities. These findings provide new
insights into optical mapping data interpretation when investigating the role of
heterogeneity during global ischemia.
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Abstract. The cardiac conduction system (CCS) has been in the spot
light of the clinical and modeling community in recent years because
of its fundament role in physiology and pathophysiology of the heart.
Experimental research has focused mainly on investigating the electrical
properties of the Purkinje-ventricular-junctions (PVJs). The structure of
the PVJs has only been described through schematic drawings but not
thoroughly studied. In this work confocal microscopy was used with the
aim of three-dimensional characterization of PVJs. Adult rabbit hearts
were labeled with fluorescent dyes, imaged with confocal microscopy and
Purkinje fibers differentiated from other cardiac tissue by their lack of
transverse tubular system on the membrane. A semi-automatic pipeline
to segment the network was implemented, using region growing and man-
ual revisions. The resulting three-dimensional reconstructions were used
to compute centerlines of the Purkinje fibers. Highly complex structural
configurations were found at a subcellular resolution including anasto-
moses with furcations of up to 5 paths. We suggest that the presented
analysis and parametrization of the centerline skeleton of the PVJs will
help to improve automated Purkinje network generation algorithms.

Keywords: Purkinje system, cardiac electrophysiology, confocal mi-
croscopy, labeling.

1 Introduction

The Purkinje fibers are a specialized myocardial tissue mainly characterized by its
ability to conduct electric impulses at higher speed than working myocardium[1].
� Corresponding author.
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This functionality improves efficiency of the contraction and pumping by ensuring
an activation pattern that synchronizes the electrical activation of the ventricular
walls. The cardiac conduction system includes several compartments along its ex-
tension differing in cell type and localization within the heart. In the ventricles, the
portion exiting the atrioventricular node is called the bundle of His, which splits
into right and left bundle branches at the basal septum. The fascicular branches
then lead to a complex network of Purkinje fibers, which connect to the ventricles,
and are the most distal portion of the system. Depending on species, the cardiac
conduction system is isolated from the rest of the myocardium by a sheath of con-
nective tissue which prevents the current to flow out from the fibers but at spe-
cific contact points. In some species transitional cells between Purkinje and the
myocardium can be differentiated, for instance in rabbit, dog or pig, but not in
human and bovine [2]. In these species the contact point for transmission of the
electric impulse occurs at the terminal points of the Purkinje network (Purkinje-
ventricular junctions, PVJs) [3,4,5].

The Purkinje network has hit a spot light in recent years in clinical and
academic research, in particular on arrhythmogenesis. On the one hand abnormal
activation of the CCS has been reported to cause electrical macro- or micro-re-
entries. This kind of reentry is produced due to a unidirectional block in the
His-Purkinje system and can give rise to ventricular tachycardia [5]. On the
other hand, it has been found that targeting Purkinje-like-potentials (PLPs)
during radio frequency ablation therapy near the scar border zone in patients
with myocardial infarction is an effective way to prevent recurrence of ventricular
fibrillation [6]. However there is a lack of detailed description of how ischemia in
these sites of PLPs is causing the electrical disturbance. Experimental research
has been focussed primarily on electrical coupling of the PVJs. These regions
have been studied, for example, on how cadmium and isoproterenol affect the
electrical delay of propagation [7]. At a structural level two types of interaction
have been found at this interface: a funnel connection and a transitional layer
(T cells) between the Purkinjes and working myocytes. Tranum-Jensen et al
showed a schematic description of the spatial configuration [2]. But apart from
this study based on light microscopy the structural appearance of the PVJ has
been only sparsely characterized.

More sophisticated techniques such as confocal microscopy allow 3D imaging at
subcellular resolution, which can be used to characterize these junctions in a more
precise way. This paper focuses on the construction of 3D models of PVJs from
microscopy techniques with the final aim of quantitatively characterize them. This
image-based information will provide a solid basis for developing realistic models
of the CCS with important applications to clinical treatment of heart disease.

2 Material and Methods

2.1 Tissue Preparation

The complete methodological pipeline is illustrated in Fig. 1. All animal usage
was approved by the Institutional Animal Care and Use Committee (IACUC) at
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Fig. 1. Methodological pipeline. We isolated, labeled and imaged sections from
rabbit subendocardial heart tissue. The image data was processed and analyzed using
methods of digital image processing.

the University of Utah. Adult rabbits were anesthetized with pentobarbital and
anticoagulated with heparin. Following thoracotomy hearts were quickly excised
and placed in a modified oxygenated Tyrode’s solution at room temperature. The
hearts were perfused and stabilized with a Langendorff preparation. Tyrode’s so-
lution including wheat germ agglutinin (WGA) conjugated to Alexa Fluor 555
(Invitrogen, Carlsbad, CA), a fluorescent dye that binds to carbohydrates in
the cell membrane and extracellular space, was passed through the hearts. This
method allowed for a homogeneous distribution of the dye throughout the heart.
The hearts were also fixed through the same line of the Langendorff perfusion
with paraformaldehyde. Biopsies were made from left and right ventricle lat-
eral walls (mid and apical), papillary muscles, and septal wall. Afterwards, the
biopsies were stored in paraformaldehyde.

2.2 Image Acquisition

Images were obtained within 2 months after heart isolation. 3D image stacks
were acquired using a confocal microscope equipped with a 40x oil immersion
lens (Zeiss 5 Live, Jena, Germany). Image stacks have a spatial resolution of
0.31 × 0.31 × 0.31μm and were obtained with a field-of-view (X x Y) of 318 ×
318μm extending up to 60μm into the myocardium (Z direction). The Z-axis
was parallel to the laser beam direction.

2.3 Geometric Reconstruction and Structural Analysis

The image stacks were pre-processed before the segmentation. A deconvolution
with the iterative Richardson-Lucy algorithm was applied to all the images us-
ing a measured point spread function (PSF) following descriptions from [8].
Images were further processed to remove background signals and corrected for
depth-dependent attenuation. These methods were implemented combining a
customized C++ and MatLab software (MathWorks, Natick, MA).
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3D Slicer software (www.slicer.org) was used for a semi-automatic segmen-
tation of the Purkinje network. Image stacks presented differences due to the
varying levels of diffusion of the WGA in the tissue. An approach using region
growing together with manual segmentation was found the most appropriate
when attempting segmentation on these type of images. Livewire algorithm was
used to perform the manual corrections [9]. Problems arose due to the number of
discontinuities on the cell membrane, which caused the region growing algorithm
to leak through into the extracellular space.

After stacks were fully segmented, centerlines were computed for the recon-
structed surfaces of the Purkinje network in order to analyze in a quantitative
way their branching pattern in following studies. For this, the implementation
of Antiga et al [10] in VMTK was used (www.vmtk.org).

3 Results

The pipeline allowed us labeling, imaging and processing tissue images to charac-
terize PVJs in 3D at high resolutions. First, the field of view and resolution used
in the image acquisition with confocal microscopy proved to be adequate for the
purpose of differentiating Purkinje fibers from working myocytes by observation
of the transverse tubular system (T-system). The WGA labeling marked the
clefts between cells (interstitial space) and to some extend fibrous structures of
the endocardium. Differentiating Purkinje cells from other cardiac tissue based
on the lack of T-system was possible, since Purkinje fibers lack T-system or
present a less developed T-system than working myocytes, depending on the
species [11]. Our XY-images displayed a characteristic dotted pattern due to the
T-tubules in the cell membranes of working myocytes and less pronounced in
Purkinje fibers (Fig. 2).

The collagen fibers sheathing the Purkinje fibers provided an effective bound-
ary for its segmentation. Nevertheless, in general the labeling of cell membranes
is not homogeneous in the images. Therefore a region growing method failed in

(a) (b)

Fig. 2. Exemplary images from 3D-stack. (a) Purkinje fibers (P). Notice the
absence of T-system inside the cells. (b) Ventricular myocytes (V). In these cells the
T-system appears as a very regular dotted pattern in the cell.
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Fig. 3. Multiple-furcation in Purkinje fibers. Star-like arrangement at a branch-
ing site of a fiber. Note in the lower right corner working myocytes below the Purkinje
fibers. The working myocytes follow preferential direction according to the fiber orien-
tation while Purkinje fibers do not have a particular direction.

Fig. 4. 3D reconstruction of image stacks. (a) Surface model of a Purkinje net-
work. (b) Zoom into a bundle of cells in a Purkinje fiber. Marked in red is the centerline,
averaged for the bundled of fibers.

multiple instances to segment entirely the Purkinje fibers without leaking into
extracellular space or ventricular myocytes. To avoid this problem, a manual
selection of distributed seeds was necessary to segment the stack. The algorithm
worked in 3D, and provided Purkinje structure spanning over the whole stack of
images. Manual corrections were needed and the Livewire algorithm was helpful
to perform the manual task.

After segmenting a stack the Purkinje network was analyzed in 3D. At fork
points, complex furcations were found. Anastomosis yielded alternative paths to
ensure the delivery of the electric signal. In some cells up to 5 branches were
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Fig. 5. Surface model with centerlines. The centerlines (lines in red) were com-
puted taking advantage of the tubular shape nature of the Purkinje fibers.

seen spreading from a star like geometry (Fig. 3). To extract quantitative data
from the images, binary 3D masks were created. Following, surface meshes were
reconstructed for each of the segmentations (Fig. 4a). Purkinje fibers at that
resolution form tubular complex structures, which tend to show a clear direc-
tionality, and do not run in parallel in many cases. Each fiber was formed by
a few group of cells, in the order of three to four. Inconsistencies on membrane
continuity also occurred in between Purkinje fibers, and thus the tubular shapes
appeared merged at certain segments. These connections might be due to seg-
mentation errors in some cases, although it has been reported that there is lateral
electrical connection between bundle fibers. This fact helped to decide a common
initial site when choosing seed and target points for the centerline computation;
the centerlines bundle a group of cells in the fiber (Fig. 4b).

In Fig. 5 a Purkinje fiber structure shows the centerlines computed for the
main directions of a PVJ interface. In this 3D orientation of the structure, ven-
tricular myocytes (endocardial wall) are below the structure. Note the two layers
of fibers and the connection between with anastomosis.

4 Discussion and Conclusions

The complexity of interconnection in our study at high spatial resolution is
in agreement with previous work [12]. From macroscopic (as early evidenced
from Tawara [13]) to microscopic resolution, the Purkinje network forms plexus
structures. The reported star-like arrangement of cells in Fig. 3, where a junction
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has more than two paths, has not been considered in modeling approaches of
the Purkinje tree [14,15]. Here, it was simplified to a parent-branch leading to
two child-branches.

The importance of the Purkinje system to realistic modeling has been demon-
strated in the past [16]. Further development in imaging technologies will enable
us to visualize in vivo the Purkinje network, meanwhile modeling approaches
seem to provide a suitable substitution. Nevertheless, these models should be
enriched by ex-vivo histological data, in order to be physiologically meaningful.
Algorithms for automated construction of Purkinje structures, e.g. [17], will have
to be extended in order to represent the level of detail for PVJ interconnection
with the surrounding tissue observed in this study.

As future work, the centerlines of the PVJs will be used to quantitatively study
the branching pattern, by means of studying the branch length, and furcation
angle, and other similar parameters. This parametric characterization of the
PVJ structure will be crucial in order to set up spatial growth parameters in
an automated algorithm. We hypothesize that from polygonal patterns seen in
macroscopic data there is a fractal relationship with the plexus forms observed
at microscopic level. This relation could be tested and expanded in the progress
of our research.
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ogische studie über das atrioventricularbündel und die purkinjeschen fäden. Jena,
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Abstract. Understanding the transmembrane potential (TMP) dynam-
ics of the heart provides an essential guidance to the diagnoses and treat-
ment of cardiac arrhythmias. Most existing methods analyze and classify
the TMP signal globally depending on extracting silent features such as
the activation time. In consequence, these methods can not characterize
the dysfunctions of each cardiac cell dynamically. In order to assess the
electrophysiology of the heart considering pathological conditions of each
cardiac cell over time, one should analyze and classify the TMP behavior
that is differentially expressed in a particular set of time. In this paper,
we utilize a spectral co-clustering algorithm to disclose the abnormality
of the TMP dynamics over a time sequence. This algorithm is based on
the observation that the embedding spectrum structures in the TMP dy-
namics matrices can be found in their eigenvectors through singular value
decomposition (SVD). These eigenvectors correspond to the characteris-
tic patterns across cardiac cells or time sequence. To demonstrate the re-
liability of this approach, our experimental results show great agreement
with the ground truth of the simulated data sets that enable efficient
use of this scheme for revealing abnormal behavior in TMP dynamics,
at the presence of added Gaussian noise to the simulated TMP dynam-
ics. Furthermore, we compare our results against the k-means clustering
algorithm outcomes.

1 Introduction

Electrical activity of the heart triggers myocardial contraction and any distur-
bance of this activity interrupts the rhythmic and coordinated contraction of
the heart, and eventually, weaken the strength of the heart to pump the blood.
The standard noninvasive observation of this signal is the Electrocardiogram
(ECG), and as a result, currently diagnosing cardiac pathology is primary based
on classification and pattern recognition of the ECG signal.

However, ECG signal is not able to provide localized information of cardiac
electrical activity. Therefore, in the last decades many efforts have been put to lo-
calize this electrical activity through estimation of the transmembrane potential
(TMP) of personalized electrophysiological models [2,3,4].
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It is difficult to understand the TMP dynamics, i.e. action potential, thor-
oughly as it is three-dimensionally distributed over space and evoluted over time
(3D+T) problem, and in consequence, people tend to extract certain features
from it, especially because early works manifest that certain features are valu-
able in disclosing dysfunctions of the heart in experimental [9], and simulated [5]
studies. Accordingly, many existing methods are based on such approach. In [1],
infarct region was identified by extracting two representative features, activation
time (AT) and action potential duration (APD), and measuring the diversions
of these features from the normal values. K-means clustering algorithm was then
used to differentiate between healthy and diseased regions. In [3], he accuracy
of the personalized TMP activity was measured by optimizing four features, i.e.
AT, APD, conduction velocity restitution and APD restitution, to measure t.

However, various studies [10,11,12,13,14], have shown different morphologies
and traits between depolarization segment (DS) and repolarization segment (RS)
in discovering cardiac arrhythmias. Therefore, analyzing either period or extract-
ing certain features can not reflect the cardiac electrophysiological states thor-
oughly and it is important to evaluate both segments dynamically by classifying
them based on their time distributions.

Within a cardiac electrophysiology (EP) context, there are numerous data
mining techniques that can be applied to identify cardiac arrhythmias and to
classify different pathological conditions of heart cells. With knowledge insuffi-
ciency of cardiac cells behavior as a function of time classes, it is appropriate to
design or use partitioning methods that have capabilities revealing latent classes
by benefiting from the correlation between cardiac cells and time sequence. To
the best of our knowledge, no work has been done on the topic of classifica-
tion and quantification of cardiac arrhythmias that consider the dynamics of
the TMP, instead existing methods are mostly based on isochrone features such
as action potential duration [1], [3], [4]. Therefore, the aim of this paper is to
consider the time sequence of the TMP dynamics in disclosing ischemic regions
by gaining from a spectral co-clustering algorithm. Dhillon was the pioneer of
spectral co-clustering algorithm on a bipartite graph (or bigraph), which is a
graph that has two independent sets of vertices and each set of vertices is con-
nected to subset or all vertices in the other set, and it successfully applied to
many applications such as linguistics [6], [7], and bioinformatics fields[8]. Within
cardiac EP, we can benefit from the duality of cardiac cell and time clustering.
Here, cardiac cells clustering induces time clustering, while time sequence clus-
tering induces cardiac cells clustering. We posed the cardiac cells clustering as
a bipartite graph-partitioning problem and by performing co-clustering on the
TMP dynamics, we could reduce this high dimensional data interaction problem
to visualize a selection of abnormal TMP behavior.

2 Methods

We simulate the TMP dynamics using phenomenological monodomain two-
variable modified FitzHugh-Nagumo (FHN) model, i.e. Aliev-Panfilov model
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Fig. 1. Spatiotemporal TMP. (a) Normalized waveform of a single normal left ven-
tricular TMP signal over time (noiseless TMP: blue line and noisy TMP: green line).
(b)-(d) Spatial propagation of the TMP signal through the entire myocardium. Left to
right: 20.63ms, 47.28ms, 215.42 ms after the onset of the ventricular activation. (b)-(c)
Depolarization segment, (d) Repolarization segment.

[19], because it generates realistic TMP shape at macroscopic level. In addi-
tion, it offers a flexible control on TMP shapes that make it easy to mimic
pathological conditions of the myocardium.

The transmembrane potential signal , as shown in figure 1, represents the
normalized electrical activity of a single cardiac cell over time before and after
adding Gaussian noise. At the same time, it represents the myocardium electrical
activity since it propagates from one cell to adjacent cells throughout the whole
cardiac muscle. Since our focus is to cluster the behavior of the TMP dynamics
into meaningful physiological conditions, normal/abnormal, we can reformulate
this clustering problem utilizing graph partitioning technique.

2.1 Co-clustering within a Cardiac Electrophysiology Context

Co-clustering or bi-clustering is a data mining technique that allows for cluster-
ing the samples and features of the data simultaneously. Each data sample is
constituted from these features. It is accomplished by relating each class of the
data features to a class of the data samples that share certain characteristics
and we believe that these characteristics are important in creating such a class.
Within cardiology context, representing each cardiac cell as a data sample and
each time step as a data feature. The scalar TMP value between each cell and the
corresponding time step represent the edge. Therefore, we aim to create clusters
that differentiate between normal and abnormal behavior of TMP dynamics by
splitting data samples and features into two classes.

Given a data set matrix of TMP dynamics with m nodes (samples) that
represent the whole myocardium and n time steps (features), i.e. A = (aij)m×n,
we consider the clustering of the time steps tq into groups as follows:

t1, t2, t3, ..., tp−1, tp, tq ⊆ {1, 2, ..., n}, q = 1, 2, 3, ..., p− 1, p. (1)

where
⋃p

q=1,..,p tq = {1, 2, ..., n}, and tq ∩ tr = 0, such that q, r = 1, ..., p, q 	= r.
The clustering procedure is done in such a way that time steps are grouped

together should share particular characteristics. In a similar manner, each cardiac
cell cq is assigned to one of the cardiac cells groups:

c1, c2, c3, ..., cp−1, cp, cq ⊆ {1, 2, ..., m}, q = 1, 2, 3, ..., p− 1, p. (2)
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(a) (b)

Fig. 2. (a) Constructed bipartite graph: C1...Cm represent cardiac cells and t1...tn

represent time sequence of the TMP dynamics (before clustering). (b) Partitioning of
the bipartite graph: The colors (black-white) represent (normal-abnormal) clusters and
the dotted line represent the cut of the graph (after clustering).

where
⋃p

q=1,..,p cq = {1, ..., m}, and cq ∩ cr = 0, such that q, r = 1, ..., p, q 	= r.
With this procedure, cardiac cells that belong to class cq are responsible for

constructing the time steps class tq. This dual process of classification is called
co-clustering.

2.2 Bipartite Spectral Graph Co-clustering Algorithm

In the framework of cardiac electrophysiology discipline, we can represent an
undirected weighted bipartite graph, as shown in figure 2, by G(V c, V t, E) that
consists of two finite sets of vertices V c that represent cardiac cells (samples)
and V t that represent the time sequence of each cell (features), and a finite set of
edges E that signify the association between the two sets of vertices in the graph
[6]. One approach to capture the strength of this association is to have dynamic
edge-weights equal to normalized TMP dynamics of each cardiac cell at specific
time. The cut of this graph captures the separation between different partitions.
In [15], it is shown that one can gain from graph spectrum by observing the
latent characteristics and structure of a graph, i.e. how to partition a graph. To
do so, we can solve matrices that contain eigenvalues and eigenvectors associated
with graphs. Furthermore, [6] proposed a new co-clustering approach on bipartite
graphs and it is straightforward to fit this approach to our problem, 3D+T, where
we can treat each time step as a feature and each cardiac cell as a vector of these
features in the feature space. Thus, the entire myocardium can be represented as
a cell-time matrix whose rows correspond to cardiac cells and columns represent
the time sequence of the TMP dynamics. The underlying assumption is that
cardiac cells that have the same behavior at specific time should be clustered
together. To achieve the clearest electrophysiological characterization of cardiac
cells in TMP dynamics, we subtract the TMP dynamics of each cell from the
reference (normal) TMP dynamics. Since we have the preprocessed data set
ready, we can now introduce the algorithm:

1. Given a data set matrix Am×n, which represent the TMP dynamics, that
measures the association ai,j of the cardiac cell i at particular time step j.
Construct the normalized matrix
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An = D
−1/2
1 AD

−1/2
2 (3)

where D1(i, i) =
∑

j Aij and D2(j, j) =
∑

i Aij are diagonal matrices.
2. Compute the associated singular value decomposition (SVD) of the normal-

ized matrix An

SV D(An) = U ∗ Λ ∗ V T (4)

where Um×m and V T
n×n are unitary matrices, Λm×n is diagonal matrix.

3. Calculate l = �log2 k� singular vectors, u2, ..., ul+1 and v2, ..., vl+1.
These l singular vectors usually contain k-modal information of the data set.

4. Construct the l-dimensional data set matrix

Z =

[
D

−1/2
1 U[2,...,l+1]

D
−1/2
2 V[2,...,l+1]

]
(5)

5. Run the k-means clustering algorithm on the l-dimensional data set matrix
Z to obtain the k-way multi-partitioning.

3 Experimental Results

3.1 Simulated Data Sets

– Modeling Specification: We accomplished our study on the heart model of
the University of Auckland with 836 nodes that represent cardiac cells [16].
We tested the algorithm on 100 simulated cases (27 anterior, 25 inferior, 27
lateral, and 21 septal) of myocardial ischemia and infarction that represent
the TMP dynamics of each cardiac cell over time. Abnormal TMP dynamics
for different pathological conditions are simulated as the gold standard and
then corrupted with Gaussian noises with zero mean of 20dB signal-to-noise
ratio (SNR) as defined in equation 6. This Gaussian noises are assumed to
be spatially variant, but temporarily invariant.

SNR = 10log10
power(signal)

cov(noise)
= 20log10

mean(signal)
std(noise)

(6)

– Infarction procedure: In our experiments, we follow [1], [5] procedure in as-
signing ischimic and infarct regions of the heart and used the AHA standard
17-segments devision of the left ventricular [17], as shown in figure 6 (a).
We define a scar ranging from one to nine combination of segments covering
all left ventricular regions. In each case, we decrease the tissue excitability
gradually from isthmus to the center of the chosen scar segment(s) that no
excitation can be recognized. As an example, we analyze two simulated cases
in more detail.
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(a) (b)

Fig. 3. (a) The ground truth of the infarct of case 1 (green area) in a meshfree
representation of the ventricles. (b) The ground truth of the infarct case 2 (green area)
in a meshfree representation of the ventricles. red: normal tissue excitability.

3.2 Results

1. Case 1: Figure 3 (a) shown the ground truth (GT) of the simulated data
for scar location that belongs to segments 4, 10, and 15, which represent
basal, mid, and apical inferior region of the left ventricle respectively. Figure
4 depicts the spectral co-clustering results of case 1 where it reveals the
embedding spectrum of the TMP behavior of each cell with time and cluster
it together. Also, as can be seen from figure 4 the algorithm clusters the
normal/abnormal TMP dynamics cells together in certain time steps. As
an example, the cardiac cell at row 800 depicts an abnormal behavior (red
color) in all time steps. This means that the cell is not excited at all. On the
other hand, the cardiac cell at row 650 reveals the abnormality just in the
repolarization period. Figure 5 displays the dynamic clustering of the TMP
behavior during DS and RS. As can be seen the excitation region difference
between this case and the normal case shown in figure 1 is in the inferior
region.

Furthermore, figure 6 (a) shows the clustered abnormal TMP segments
with their corresponding abnormality percentages. To present different ex-
amples of abnormalities in TMP dynamics, we plot the behavior of abnormal
cells in figure 6 (b-d). The percentage identification of the abnormal TMP
cells is measured by the ratio: the number of identified abnormal TMP cells
behavior to the total number of true abnormal TMP cells behavior. In this
case, the percentage of correctly identified abnormal TMP cells behavior be-
fore adding the noise is 90.51% where the algorithm can discover 124 nodes
out of 137 nodes in the GT. After corrupting the TMP dynamics signal by
adding Gaussian noise with 20 dB, the correctly identified abnormal TMP
cells behavior is 89.05% where the algorithm can discover 122 nodes out of
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Fig. 4. Visualization of co-clustering cardiac cells (y-axis) and time sequence (x-axis)
of case 1. (a) The results of co-clustering with shuffled time sequence of the TMP
dynamics. (b) The results of co-clustering with original time sequence. Colors encode
the embedding spectrum of the data. Green: normal TMP dynamics, red: abnormal
TMP dynamics.

(a) (b) (c) (d)

Fig. 5. (a)-(d) Dynamic co-clustering of the TMP cells in case 1. Left to right: 10.38ms,
20.63ms, 215.42 ms, 235.92ms after the onset of the ventricular activation. The color
encodes the TMP value from max (red area) to min (green area) while the black
contours represent isochrones of the TMP.

137 nodes in the GT. In addition, we characterize the regions where the ab-
normality of the TMP cells behavior appears, and found that 84.67% are in
the infarct scar segments, 12.09% are in the isthmus region, and 3.23% are
in distant regions.

2. Case 2: Figure 3 (b) shown the ground truth (GT) of the simulated data for
scar location that belongs to segments 5, 6, 11, 12, and 16, which represent
left circumflex region. Due to the space constraints we display the dynamic
clustering of the TMP during DS and RS periods, figure 7. The distinction
in excitation regions compared with the normal case depicted in figure 1
is in the lateral region. In this case, the percentage of correctly identified
abnormal TMP cells behavior before adding the noise is 91.95% and 95.48%
after adding the Gaussian noise. Also, we quantify the regions where the
abnormality of the TMP cells behavior manifests, and it is found that 95.08%
are in the true infarct scar segments, 4.37% are in the boundary scar region,
and 0.55% are in remote regions.
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Fig. 6. (a) Final clustering results of the TMP abnormality regions with corresponding
percentage of each abnormal segment in case 1. Red area: infarct scar segments and
orange area: isthmus and distant scar segments. (b) Exemplify the delay activation cell
that belongs to infarct scar segments. (c) Exemplify the early repolarization cell that
belongs to isthmus scar segments. (d) Exemplify the decreasing potential magnitude cell
that belongs to distant scar segments. Green line: normal TMP and red line: abnormal
TMP.

(a) (b) (c) (d)

Fig. 7. (a)-(d) Dynamic co-clustering of the TMP cells in case 2. Left to right: 10.38ms,
20.63ms, 215.42 ms, 246.18ms after the onset of the ventricular activation. The color
encodes the TMP value from max (red area) to min (green area) while the black
contours represent isochrones of the TMP.

Table 1. The (mean ± SD) percentages of cells that have abnormality TMP dynamics
on each region

Size of the infarct region Infarct scar region Isthmus scar region Distant scar regions

0 - 10 % 30.25% ± 14.35% 29.25% ± 7.22% 40.58% ± 8.26%

10 - 20 % 52.8% ± 14.88% 23% ± 7.17% 24.4% ± 10.8%

≥ 20 % 74.83% ± 9.66% 13.5% ± 5.57% 11.67% ± 8.57%

Table 2. The (mean ± SD) percentages of cells that have abnormality TMP dynamics
on each location

Location of the infarct Infarct scar region Isthmus scar region Distant scar regions

anterior 69.8% ± 20.32% 14.4% ± 8.82% 15.8% ± 12.67%

inferior 62% ± 16.29% 18.6% ± 7.36% 19.4% ± 11.88%

lateral 75% ± 10.81% 14.8% ± 6.09% 10.2% ± 7.82%

septal 57% ± 10.74% 32% ± 5.19% 10.8% ± 6.45%
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Fig. 8. Comparison results: red line: ground truth (GT), black line: co-clustering results
after adding Gaussian noise, green line: K-means results

3.3 Quantitative Analysis

We test the algorithm on 100 simulated cases and observe that the number of
cells with abnormal TMP dynamics changes with the size and location of the
infarct region. This observation coincides with [18], which indicates that there
is a delay of electrical activation in the isthmus region and additional activation
delay occurred in remote regions. Tables 1 and 2 summarize the percentages
of cells with abnormality TMP dynamics of three different regions based on
the size and location of the infarction. In the infarct scar region, we notice
that while the infarct scar size becomes larger, the TMP dynamics abnormality
increases. Contrarily, in the border and remote regions, when the infarct scar size
gets larger the TMP dynamics abnormality decreases. Also, we observe that the
lateral and anterior segments have larger abnormality TMP dynamics cells in
the infarct scar region. The septal segments have the largest abnormality TMP
dynamics cells in the boarder region, while the inferior segments have the largest
abnormality TMP dynamics cells in remote regions.

4 Discussion and Conclusion

In this study, we presented a novel approach in analyzing TMP dynamics through
spectral co-clustering of cardiac cells and time sequence (3D+T) performed on
a TMP data matrix. The clustered TMP dynamics, i.e. normal/abnormal, ex-
hibits high correlation with certain time steps. The adapted algorithm is robust
because it out performs the simple K-means clustering algorithm even when
adding Gaussian noise, as depicted in figure 8. Furthermore, our experimen-
tal results exhibit the advantage of this scheme in discovering latent classes of
the TMP dynamics with different locations and sizes of the transmural infarct
scars. This opens up new themes that can be investigated for understanding the
TMP dynamics and tissue excitability simultaneously, and considering spatial
classification of the TMP dynamics.
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Abstract. We propose in this paper a new way of calculating an en-
docardial end-systolic deformation parameter from electro-anatomical
data acquired intra-operatively during electrophysiology interventions.
The estimated parameter is then used to study deformation in regions
with different viability properties: scar, border zone and normal myocar-
dial tissue. These regions are defined based on electrophysiological data
acquired with a contact mapping system, specifically with the bipolar
voltage maps and a set of routinely used thresholds. The obtained results
when applying our methodology on a set of 8 cases show statistically sig-
nificant differences between the average deformation values of the scar,
border zone and normal myocardial tissue areas, thus demonstrating
the feasibility of detecting changes in deformation between normal and
non-healthy tissue from electro-anatomical maps. Nevertheless, although
low deformation regions more often correspond to non-healthy tissue,
deformation is not an accurate indicator of viability abnormalities.

1 Introduction

Scar presence and its characteristics play a fundamental role in several cardiac
pathologies. Most of ventricular tachycardias (VTs) present in patients with
ischemia are produced by a re-entrance mechanism associated to the presence of
scars [1], which are composed by areas of dense fibrosis that cause a conduction
block, as well as other areas of fibrosis where it is possible to find myocardial cells
with low-speed conduction [2]. Catheter ablation is an option for recurrent VT
treatment. To improve its applicability and effectiveness, a detailed knowledge of
the ventricular scar and border zone is required. In addition, it has been proven
that scar location, morphology and physiology play an essential role on Cardiac
Resynchronization Therapy (CRT) planning [3].

Several methods have been used to identify the region affected by the scar.
Delay-Enhancement Magnetic Resonance Imaging (DE-MRI) allows quantifying
the area with fibrosis and its level of transmurality, making it possible to detect
and assess the myocardial viability. However, these images are obtained prior
to the intervention, being its use for guidance during the ablation procedure
hampered.

D.N. Metaxas and L. Axel (Eds.): FIMH 2011, LNCS 6666, pp. 47–54, 2011.
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Therefore, electro-anatomical mapping is the most used way to locate the area
to be treated. It basically consists in introducing one catheter into the ventricle
and, with a tracking system, recording the position and electrical activity of
different points on the endocardium wall. Since reduced endocardial voltage
indicates electrically abnormal tissue, scar, border zone and normal tissue can be
delimited according to their electrical activity. This approach has the advantage
that it is an intra-procedure method and the same catheter can be used to
perform the ablation. However, some studies have concluded that it is hard to
establish absolute values that can be used to differentiate between scar, border
zone and normal tissue for all patients [4]. Moreover, spatial resolution in this
kind of procedures is usually very low.

To complement electrical information, mechanical properties can also be ana-
lyzed. This is actually possible with current electro-anatomical mapping systems
since trajectories for each acquired point are recorded, allowing motion of the
heart wall to be estimated and hence providing information on cardiac mechan-
ics [5]. During the last few years, the idea of extracting motion/deformation
from electro-anatomical mapping systems has started to be exploited, as it is
the case of NOGA system (Biologics Delivery Systems Group, Cordis Corpora-
tion, Irwindale CA, USA), which provides a linear local shortening index [6] as
an indicator of local contraction of the myocardium.

The main goal of this paper is to propose a new way to calculate deformation
from CARTO XP (Biosense Webster, Haifa, Israel) electro-anatomical data [7]
and to analyze how tissue viability defined by electrical data behaves in terms of
deformation. We focus on deformation analysis rather than motion, since passive
non-deforming regions can show motion due to tethering to adjacent regions and
overall heart motion [8]. The deformation parameter is computed with a strain-
like equation after point filtering, but projecting all points onto an estimation
of the plane tangent to the endocardial surface.

2 Cardiac Deformation Estimation

CARTO XP is an electrophysiological contact mapping system mostly used for
anatomical guidance of ablation procedures. The obtained electro-anatomical
maps consist of electrical signals (recorded at 1kHz) and position data of the
catheter (recorded at 100Hz) over 2.5s.

2.1 Data Pre-processing

Before the deformation analysis, some of the tracked points were removed to filter
out possible acquisition errors, i.e. the catheter sliding over the endocardial wall
or the contact of the catheter on the wall being unstable. For this study, points
were removed according to the following two criteria:

1. Points whose positions in two consecutive cardiac cycles are too far away. We
filtered those points whose distances between two consecutive end diastoles
were greater than 10mm, in a similar way as proposed in [9]. End-diastole is
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taken as reference because CARTO XP synchronizes all points according to
the R-peak of the electro-cardiogram (end-diastole), so it is a good reference.

2. Isolated points that did not have any point closer than 25mm, since it makes
local deformation estimation not reliable enough. This threshold has been
chosen regarding to the mean distance between the points.

Furthermore, since motion and electrical data are sampled with different rates,
motion data have been linearly interpolated.

2.2 Deformation Estimation

The following step in our proposed methodology is the deformation analysis, once
position data have been resampled. For each analyzed point, the Endocardial
End-Systolic Deformation (EESD) can be estimated from its Euclidean distance
to the closest points in space by using the following expression:

EESD =
LED − LES

LED
(1)

where LED is the distance between points at end-diastole, and LES represents
the same distance at end-systole.

According to Eq. 1, areas with high deformation should ideally have a higher
value (close to 1) for EESD than areas with low deformation (which should be
close to 0), as long as the distance between points in end-systole is smaller than
in end-diastole (which should be the normal situation).

This approach cannot, however, be directly applied over electro-anatomical
data because each point is acquired in different time instants. Even though the
mapping system synchronizes all points to the R-peak of the electro-cardiogram,
there is a lack of synchronization away from this instant that is intrinsic to the
acquisition procedure. This is illustrated in Fig. 1, where we can see two sim-
plified examples of endocardial wall displacement between diastolic and systolic
phases. In the ideal case, when there are no synchronization errors between
neighboring points away from the trigger point, LES is shorter than LED. On
the other hand, when two adjacent points are not in the same time instant of
the cardiac cycle, LES can be equal or larger than LED.

In Fig. 1, we can appreciate that most of the error is introduced in the radial
direction. Thus, part of the synchronization problem could be eliminated if we
filter motion in this direction. This can be done by projecting the length vectors
in a plane tangent to the endocardial wall surface.

However, we do not have enough data to accurately calculate such a tangent
plane. Thus, we have estimated this plane by finding the spatial center of all
points at end-diastole, so that a vector from one point to this center is a very
coarse approximation to the radial direction. Since this direction is normal to
the tangent plane, we just have to project point distances onto this plane and
calculate the deformation parameter in Eq. 1 by using these projections rather
than real distances, as illustrated in Fig. 2.
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Fig. 1. a) Ideal situation for points acquired with electro-anatomical mapping systems,
where LES is shorter than LED. b) Situation where for a certain acquisition time, two
points are not in the same time instant of the cardiac cycle, so LES can be equal or
larger than LED.

Fig. 2. Projection of end diastolic and end systolic distances onto the tangent plane.
When projecting, LES is smaller or equal than LED in most cases.

2.3 Statistical Analysis

Data are expressed as mean ± standard deviation. Comparisons between all
data were done using a Student’s t-test and results were considered statistically
significant at a p value lower than 0.05.

Moreover, a ROC analysis has been carried out to find out whether EESD
can discriminate between normal and un-healthy tissue.

2.4 Clinical Data

For the deformation analysis, we have used electro-anatomical maps from 4 VT
patients and 4 CRT patients (age 72.25 ± 4.71 years). The maps were acquired
with CARTO XP and had an average of 380 ± 219 points (range 83 - 548 points)
for VT patients and 76 ± 35 points (range 49 - 124) for CRT patients.

3 Results

Before the deformation analysis, 27.9 ± 11.6% points were filtered. Afterwards,
EESD maps have been compared between scar, border zone and normal myocar-
dial tissue. Tissue type has been defined according to their electrical activity,
which is the currently used gold standard [10]. Hence, points whose maximum
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Fig. 3. Box plots showing the EESD distribution for all points. For each box, the
central mark represents the median, the boxes represent the first and third quartiles
and the crosses represent outliers.

Fig. 4. On the left, a ROC curve when classifying normal from un-healthy tissue is rep-
resented. On the right, the cumulated percentage of points as function of deformation
value for scar, border zone and normal tissue is shown.

bipolar voltage is lower than 0.5mV are considered as scar, while points with
maximum bipolar voltage between 0.5mV and 1.5mV are defined as border zone.

Normal tissue showed a larger mean deformation than the border zone (29±
13% vs. 24± 10%, p ≤ 0.05) and scar regions (29± 13% vs. 22± 10%, p ≤ 0.05),
while scar regions showed lower mean deformation than border zone (22 ± 10%
vs. 24± 10%, p ≤ 0.05). Fig. 3 shows the box plots of the EESD distribution for
the points from all patients.

The ROC analysis for the EESD is shown in Fig. 4, where the obtained cut-
off value that best discriminates un-healthy from normal tissue is 25.8%. The
cumulated percentage of points for each deformation value is also represented.
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Fig. 5. Reconstruction of the left ventricle for two patients (a and b) from CARTO
XP data. For each patient, maximum bipolar voltages (scale in mV) are shown on the
left, EESD values are shown on the middle and manual segmentation from DE-MRI
on the right. For the voltage maps, regions in red correspond to scar and regions in
blue are related to normal tissue. For EESD maps, colors range from red (low EESD
value) to blue (high EESD value).

Finally, in Fig. 5, a view of two patient’s left ventricle reconstruction (with
Delaunay triangulation) from CARTO XP data is shown, where both electrical
and EESD data are represented. For visual comparison, a manual segmentation
of scar, border zone and normal tissue from DE-MRI performed by experts has
also been included.

4 Discussion

The obtained results suggest that points in normal myocardial tissue have a
higher deformation than points in the scar. Moreover, points on the border zone
seem to have a higher deformation than scar, but lower than normal tissue.

However, although the differences in EESD between the three kind of tissue are
statistically significant, one can appreciate in Fig. 3 that there is a considerable
overlap in their ranges. This is in agreement with previous studies using the
NOGA system [11].

The ROC analysis shown in Fig. 4 suggests that, for the optimal EESD cut-off
value, specificity and sensitivity are low. Moreover, 25% of normal points have
a lower value for EESD than the cut-off value, and 29% of points in scar have
a higher value. Hence, we can conclude that discrimination based only in the
EESD would not be reliable with the data analyzed in this paper.
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Under the hypothesis that regions with scar have a reduced deformation when
compared to normal tissue, there is a considerable mismatching (as shown in
Fig. 5) with respect to tissue classification based on electrical activity. This fact
was partially expected, because deformation and electrical activity show two
different and complementary characteristics of endocardial tissue. It is important
to point out that the classification based on electrical activity has been done
using absolute thresholds for bipolar voltages.

EESD computation is very dependent on the quality and proximity of the
acquired points and thus, we are very conditioned by the acquisition method.
The underlying problem is that, beside the measurement error of the tracking
system, every point is acquired independently, so there is a general lack of syn-
chronization that introduces an error. Furthermore, when acquiring a point, the
catheter usually slides over the endocardial surface, as can easily be appreci-
ated when visualizing its trajectory. Since deformation is very sensitive to small
changes in motion between every two points, it is very affected by all these errors.
It would be possible to filter out some of the artifacts present in the recorded
motion signal if their nature was known. For example, the error introduced by
respiration motion could be removed by filtering the frequencies associated to
it, or the lack of synchronization between points could be overcome by apply-
ing signal re-synchronization methods. Nevertheless, the most important artifact
is produced by the catheter sliding over the endocardial and it would be very
difficult to automatically detect and remove it.

5 Conclusions

In this paper, we have proposed a new way for estimating deformation from
electro-anatomical data acquired with a widely used contact mapping system.
We found that, even though there is a statistically significant difference between
the mean of EESD for scar, border zone and normal tissue, low deformation is
not always an indicator of low electrical activity. Dually, high deformation does
not always correspond to normal electrical activity.

These results are limited by the sparse spatial information and the various
sources of error derived from the acquisition procedure. Hence, it would be
necessary to use data from other intra-operative modalities to improve on the
reliability of the deformation computation.

Future work includes a co-registration of CARTO data to DE-MRI segmen-
tation to quantify its correspondence with the EESD proposed.
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Abstract. X-ray fluoroscopically guided cardiac electrophysiological procedures 
are routinely carried out for diagnosis and treatment of cardiac arrhythmias. X-
ray images have poor soft tissue contrast and, for this reason, overlay of static 3D 
roadmaps derived from pre-procedural volumetric data can be used to add 
anatomical information. However, the registration between the 3D roadmap and 
the 2D X-ray data can be compromised by patient respiratory motion. Three 
methods were evaluated to correct for respiratory motion using features in the X-
ray image data. The first method is based on tracking either the diaphragm or the 
heart border using the image intensity in a region of interest. The second method 
detects the tracheal bifurcation using the generalized Hough transform and a 3D 
model derived from pre-operative image data. The third method is based on 
tracking the coronary sinus (CS) catheter. All three methods were applied to X-
ray images from 18 patients undergoing radiofrequency ablation for the 
treatment of atrial fibrillation. The 2D target registration errors (TRE) at the 
pulmonary veins were calculated to validate the methods. A TRE of 1.6 mm ± 
0.8 mm was achieved for the diaphragm tracking; 1.7 mm ± 0.9 mm for heart 
border tracking; 1.9 mm ± 1.0 mm for trachea tracking and 1.8 mm ± 0.9 mm for 
CS catheter tracking. We also present a comparison between our techniques with 
other published image-based motion correction strategies. 

1   Introduction 

Cardiac electrophysiological (EP) procedures are traditionally carried out under X-ray 
fluoroscopic guidance to diagnose and treat cardiac arrhythmias. However, X-ray 
images have poor soft tissue contrast and it is difficult to interpret the anatomical 
context directly from these images. To overcome the lack of soft tissue contrast, a 
three-dimensional (3D) roadmap can be generated from 3D high-resolution computed 
tomography (CT)/ magnetic resonance images (MRI), registered and overlaid in real-
time with X-ray fluoroscopy images [1]. Currently, the 3D roadmap remains static 
and does not move with the patient’s respiratory motion. In some cases, respiratory 
motion can cause a two-dimensional (2D) registration error of over 14 mm [2], which 
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is a significant compromise in the accuracy of guidance. A number of groups have 
addressed the issue of respiratory motion correction in the literature. Motion-
compensated navigation for coronary interventions based on magnetic tracking was 
suggested in [3], but it required additional special hadware. Several image-based 
approaches have been developed that use only information from the X-ray 
fluoroscopic images themselves. Shechter et al. [4] constructed a model of cardiac 
and respiratory motion of the coronary arteries from biplane contrast-enhanced X-ray 
image sequences. The model was applied by tracking the motion of the diaphragm in 
subsequent (non-enhanced) X-ray images. However, forming the model from X-ray 
images under contrast injection means that it will be constructed from a limited 
amount of data. Furthermore, the diaphragm is not always in the X-ray field of view, 
particularly for obese patients. Brost et al. [5] developed an image-based respiratory 
motion correction method for EP procedures by tracking the 3D position of a lasso 
catheter from biplane X-ray images. Unlike tracking the diaphragm, this method 
directly tracks an instrument very close to the target region of the EP procedure. 
However, it also has some limitations. Firstly, the lasso catheter is particular for only 
a subset of EP procedures and it does not always remain stationary inside the heart. 
Secondly, the majority of X-ray systems are monoplane systems. Finally, the 
maximum frame rate of the lasso catheter tracking was only 3 frames per second and 
the tracking method required manual initialization. 

The aim of our study was to develop and clinically evaluate respiratory motion 
compensation techniques for anatomical roadmapping for guiding cardiac EP 
interventions, particularly catheter radiofrequency ablation (RFA) for atrial 
fibrillation (AF), which is now one of the most common reasons for cardiac 
catheterization. The techniques needed to have accuracy within the clinical 
requirement of less than 5mm (determined by the typical size of the targeted 
structures, i.e. the PVs). They needed to be clinically robust and also have minimal 
interference with the routine clinical workflow. For the latter reason, we opted for 
approaches that used features present in the X-ray fluoroscopy image data, i.e. 2D 
image-based motion correction methods. Three approaches were implemented and 
clinically evaluated. The first method was based on tracking the diaphragm or the 
heart border, both of which are commonly observed in cardiac fluoroscopic images, 
even at very low radiation doses. This method tracks the image intensity within a 
manually defined rectangular region of interest (ROI) that lies across the diaphragm 
or heart border. The second approach that was used was to automatically track the 
tracheal bifurcation using the generalized Hough transform (GHT) for detection. The 
third method was to track the coronary sinus (CS) catheter from X-ray images using a 
catheter detection technique. We validate these three methods by computing the 2D 
target registration errors (TRE) at the pulmonary veins. In addition, we compare our 
methods with other published methods in the terms of speed, accuracy and robustness. 

2   Method 

2.1   Diaphragm or Heart Border Tracking 

For the diaphragm or heart border tracking technique, a rectangular ROI was 
manually selected in which the motion of the diaphragm or heart border was visible 



 Comparing Image-Based Respiratory Motion Correction Methods 57 

and no other radiographically dense features were present (see figure 1). One X-ray 
image was chosen as a reference. The diaphragm or heart border motion of 
subsequent X-ray images was determined by computing the 1D translation (along the 
long axis of the rectangle) that minimised the mean sum of squared differences 
between the intensities in the current image and the reference image within the ROI. 
A simple translational model similar to the one commonly employed in MRI image 
acquisition [6] was used to apply the 1D displacement of the diaphragm or heart 
border to the 3D heart roadmap. The 1D motion scaling factor for diaphragm was set 
to 0.6 (same as used in MRI) and the 1D motion scaling factor for heart border was 
set to 1 as heart was tracked directly. Finally, the 3D heart roadmap was translated 
along the head-to-foot vector of the patient by the 1D displacement. 

 

       
         (a) diaphragm tracking                  (b) heart border tracking 

Fig. 1. Tracking diaphragm (panel a) and tracking heartborder (panel b) in EP X-ray images. 
Red rectangle is the region of interest. 

   
(a)                                            (b)  

Fig. 2. (a) An X-ray image showing the tracheal bifurcation. (b) A 3D model of the tracheal 
bifurcation derived from CT data is overlaid on to the X-ray fluoroscopic image. 

2.2   Tracheal Bifurcation Detection 

The tracheal bifurcation is located immediately above the LA and moves in a similar 
way to the LA during respiratory motion. It is clearly visible in cardiac X-ray 
fluoroscopic images (figure 2a). The Generalized Hough Transform (GHT) was used 
to detect the bifurcation in the X-ray images. A 3D model of the trachea (figure 2b) 
was derived from the pre-operative image data and then registered and projected onto 
the X-ray images to produce a 2D contour model. The contour model was used as a 
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template to match similar shapes in the X-ray images using the GHT. For tracking the 
tracheal bifurcation in X-ray fluoroscopic images, a Gaussian smoothing filter was 
first applied to the X-ray image followed by a Canny edge detector using the Sobel 
operator to find all edges. The edge map was then binarized using Otsu’s algorithm 
[7] and the edges were iteratively thinned until they were one-pixel wide. Finally the 
contour model is used to search the optimal matched position in the binarized edge 
map using the GHT. 

2.3   CS Catheter Detection 

We developed a real time CS catheter tracking technique in [8]. This method first uses 
a fast multi-scale blob detection method to detect all possible electrode-like objects in 
the X-ray image. Based on prior knowledge of the CS catheter geometry, a cost 
function was designed to identify the CS catheter from all catheter-like objects. The 
reason for choosing the CS catheter instead of other catheters is that it is ubiquitously 
present during EP procedures. The CS catheter has several electrodes which are 
highly visible in normal dose and low dose X-ray images. Furthermore, the CS 
catheter remains in place throughout the procedure, its position is not routinely altered 
and it is normally not close to other catheters. Figure 3 gives an example of CS 
catheter detection. 
 

    

Fig. 3. An example result from the CS catheter detection method. Green crosses are the 
positions of CS catheter electrodes. Red crosses are the positions of other catheter electrodes. 
The size of the red circles represents the strength of the blobs. 

3    Results  

The tracking errors of the methods are first given. CS catheter tracking error was 
presented in [8] and we achieved 2D detection error of 0.39 mm ± 0.22 mm for all 
electrodes of the CS catheter. Then the validation of the motion correction methods is 
presented using the lasso catheter.  

3.1   Diaphragm and Heart Border Tracking Errors 

A clinical expert manually picked a center point along the border of the diaphragm or 
heart within the rectangular ROI. The error of tracking is defined as the 1D absolute 
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difference between the manually tracked point and the automatically tracked point along 
the long axis of the region of the interest. 1145 clinical X-ray fluoroscopic images were 
used to test the accuracy of tracking. There were a total of 25 different clinical 
fluoroscopy sequences which came from 18 clinical EP cases. 29% of the clinical X-ray 
images that were tested were low dose and contained high frequency noise. All X-ray 
images were 512×512 pixels in resolution. To estimate the ratio from pixel to mm xrayR  

in X-ray images, the X-ray DICOM file header information is used. Although the 
DICOM header gives the ratio dicomR  from pixel to mm, it is only correct when the 

magnification factor M of X-ray system is 1.0. The magnification factor M is computed 
using patDDM det= , where detD  is the distance from X-ray source to the detector and 

patD  is the distance from X-ray source to the patient. Finally, MRR dicomxray /= . The 

errors of diaphragm and heart border tracking in normal dose X-ray images were 1.2 ± 
0.9 pixels (0.3 ± 0.2 mm). The errors in low dose X-ray images were 1.9 ± 1.3 pixels 
(0.5 ± 0.3 mm). 

3.2   Tracheal Bifurcation Detection Errors 

The tracheal bifurcation detection method was evaluated on the same dataset. 
However, only the X-ray sequences with the tracheal bifurcation within the field of 
view were selected. The total number of X-ray images used was 954 from 20 
sequences which came from 18 clinical EP cases. 32% of the X-ray images were low 
dose and contained high frequency noise. The 3D models of the tracheal bifurcation 
were derived from pre-operative image data. There were 6 clinical cases using CT 
data, 4 cases using rotation X-ray angiography (RXA) and 8 cases using MRI. The 
tracheal bifurcation was automatically segmented from 3D high-resolution whole 
heart image data using a region growing algorithm followed by manual correction. To 
evaluate the detection errors, the bifurcation point was manually annotated on each X-
ray frame by a clinical expert. This provided the ground-truth. The 3D trachea model 
was manually registered with a 2D X-ray image. In the subsequent frames, 2D 
translations were applied to the 2D trachea contour model. The detection errors were 
defined as the 2D distance between the manually defined bifurcation point and the 
bifurcation point in the trachea contour model. The model was positioned in 2D by 
the highest score from the GHT. Table 1 gives the errors of the trachea detection. All 
calculations were carried out on 512×512 resolution X-ray images. 

Table 1. The 2D errors of the tracheal bifurcation detection. (Two figures are given for each 
modality: the 50% and 95% percentile errors. These represent the maximum detection errors of 
the lowest 50% and 95% of the tests respectively.). 

 CT MR RXA 
 50% 95% 50% 95% 50% 95% 
Normal dose image 1.9 pixels 

0.5 mm 
2.7 pixels 
0.7 mm 

7.7 pixels 
2.1 mm 

48.7 pixels 
12.8 mm 

2.0 pixels 
0.5 mm 

3.1 pixels 
0.8 mm 

Low dose image 5.8 pixels 
1.5 mm 

40.4 pixels 
10.5 mm 

44.5 pixels 
11.7 mm 

55.5 pixels 
14.6 mm 

N/A N/A 
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3.3   Validation Using the Lasso Catheter 

The intended application of the image-based tracking techniques was to update the 
position of a 3D roadmap. Therefore, the target registration error (TRE) was computed 
for the main validation of the approaches. Previous papers [2, 4] have reported motion 
error figures as a percentage of the total motion recovered. The percentage of motion 
recovered is calculated as 

beforeafterbeforerec TRETRETREM /)(*%100 −=  

where beforeTRE  and afterTRE  are the TREs before and after respiratory motion 

correction. A lasso catheter is often used in EP procedures. The lasso catheter is 
normally placed inside the PVs to be used as a mapping/measurement catheter. For the 
image sequences in which the lasso catheter was used for validation of accuracy, it 
remained stable in one of the PVs for all the X-ray frames evaluated (assessed by a 
clinical expert).  For validation using the lasso catheter, 1D or 2D translational motion is 
applied to the 2D position of the lasso catheter tip electrode which acts as a surrogate for 
the position of the PVs since it is rigidly placed within these structures during the 
procedure. For the diaphragm and heart border tracking based motion correction 
strategies, the 1D translation along the long axis of the ROI was used. For the trachea 
tracking based approach, 2D translational motion was directly used. For the CS catheter 
based approach, filtered 2D translational motion was used. The TRE was computed as 
the distance error between this predicted position of the lasso catheter tip electrode and 
the actual position of the lasso catheter tip electrode in the X-ray data. The positions of 
the lasso catheter tip were manually annotated by a clinical expert. The TRE was 
calculated at the PVs on 418 fluoro images (8 patients). All X-ray images are normal 
dose which is suitable for the trachea-based motion compensation approach. The pre-
operative image was either CT or RXA data. Table 2 gives the comparison of TREs 
among all motion correction strategies. 

Table 2. TRE before and after motion correction using lasso catheter validation 

TRE (mm) Diaphragm Heart border Trachea CS catheter 

Before 4.7 ± 1.7 4.7 ± 1.7 4.7 ± 1.7 4.7 ± 1.7 
After 1.6 ± 0.8 1.7 ± 0.9 1.9 ± 1.0 1.8 ± 0.9 
Motion 
Recovered 

45%~75% 41%~74% 39%~71% 37%~72% 

4   Conclusion and Discussions 

Three image-based motion correction approaches have been developed and evaluated. 
Image-based approaches do not require any fiducial markers, additional contrast agent 
or special hardware and do not interfere with the clinical work-flow. Each approach 
has its advantages and disadvantages. Diaphragm tracking is fast and free of cardiac 
cycle motion. Heart border tracking is also fast but can be influenced by cardiac cycle 
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motion. However, considering the case of an obese patient, the diaphragm is not often 
in the field of view so heart border tracking can be used instead. Furthermore, 
diaphragm tracking requires a motion correction factor (0.6) which may not be valid 
for all patients. Both methods require manually defined ROIs which are free of other 
features such as guide wires or catheters. The ROI may have to be changed often due 
to C-arm rotation, changing contrast and features moving into the region of interest. 
However, from the experience of 18 clinical EP cases, tracking the heart border is 
easier than tracking the diaphragm as the heart border shadow often has better 
contrast than the shadow of the diaphragm and it is always in the field of view. In 2 
cases, when the left heart border was tracked and the patient heart was aligned to the 
iso-center of the X-ray system, the ROI did not have to be changed even if the C-arm 
was rotated through the normal clinical range. Both methods are computationally 
efficient and simple to implement. Furthermore, as both methods track soft tissue, 
they can be used at anytime during EP procedures. 

Tracking the trachea gives only respiratory motion and the trachea is very close to 
the primary target of left atrium of the procedures. However, it becomes less robust 
and accurate when it is used for low dose X-ray images. This is because low dose X-
ray images have fewer strong edges for the tracheal bifurcation and this causes the 
GHT method to detect the wrong object. The trachea detection method requires a 3D 
model to generate the 2D GHT contour model. In this study, it was found that the pre-
operative 3D MRI image data was least suitable for generating the 3D tracheal model. 
This was caused by the low contrast of the tracheal bifurcation in the MR images and 
the region growing method yielded a noisy and truncated model of the trachea. 
Truncated bronchi generate less edge information for the GHT contour model and the 
GHT becomes less robust. As a conclusion, the trachea detection based motion 
correction approach should be used in normal dose X-ray fluoroscopic images with a 
pre-operative 3D image data set acquired using CT or RXA. The 2D translational 
motion of the tracheal bifurcation can be directly applied to the 3D roadmap to correct 
respiratory motion.  

As a fully automatic method, real-time CS catheter detection in X-ray fluoroscopy 
images was developed and it is accurate and robust even in low dose fluoroscopy 
images as CS catheter electrodes remain highly visible. A sub-millimeter accuracy of 
CS catheter detection method was achieved. Updating the 3D roadmap by the filtered 
2D motion of the CS catheter can significantly improve the accuracy of fluoroscopy 
overlays for cardiac EP procedures. The CS catheter detection method has several 
advantages. First, it is real-time so that as well as being used to detect respiratory 
motion it could potentially also be applied to the detection of the much faster cardiac 
cycle motion. Secondly, it does not require any user interaction and can detect the CS 
catheter position without defining a ROI in the X-ray image. Similar to the diaphragm 
and heart border tracking based approaches, the CS catheter detection based motion 
correction does not restrict which kind of pre-operative 3D image data can be used. 
However, the presence of cardiac cycle motion in the CS catheter is a potential 
disadvantage for respiratory motion correction. Table 3 summarizes the comparison 
among the methods as well as the lasso catheter tracking based motion correction 
method [5], King et al.’s patient-specific motion correction method [2] and Shechter’s 
prospective motion correction method [4]. 
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Table 3. Comparison among respiratory motion correction methods. (unit of tracking speed is 
frames per second). 

 Tracking 
error (mm) 

Success 
rate 

With 
cardiac 
motion 

Tracking 
Speed  

Motion 
Recovered 
(average) 

X-ray Image 
Dose 

Diaphragm 0.4 ± 0.3 100% No >30 65% Low/Normal 
Heart 
border 

0.4 ± 0.3 100% Yes >30 63% Low/Normal 

Tracheal 
bifurcation 

0.8 ± 0.2 96.7% * No 3 61% Normal 

CS 
catheter 

0.4 ± 0.2 99.3% Yes 21 60% Low/Normal 

Lasso 
catheter 

0.6 ± 0.3 N/A Yes 3 N/A N/A 

King et al. 
Method 

N/A 100% No >30 66% Low/Normal 

Shechter’s 
Method 

N/A N/A Yes N/A 63% Normal 

A successful detection is defined as the detection error is within 5 mm, which is the radius of the 
pulmonary veins.  
*Please note that the success rate of trachea detection excludes tests carried out on the low dose X-ray 
images and the clinical cases using MR pre-operative image data.  
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Abstract. Delayed-enhancement magnetic resonance imaging is an effective 
technique for imaging left atrial (LA) scars both pre- and post- radio-frequency 
ablation for the treatment of atrial fibrillation. Existing techniques for LA scar 
segmentation require expert manual interaction making them tedious and 
prone to high observer variability. In this paper, we propose a novel automatic 
segmentation algorithm for segmenting LA scar based on a probabilistic tissue 
intensity model. This is implemented as a Markov random field-based energy 
formulation and solved using graph-cuts. It was evaluated against an existing 
semi-automatic approach and expert manual segmentations using 9 patient 
data sets. Surface representations were used to compare the methods. The 
segmented LA scar was expressed as a percentage of the total LA surface. 
Statistical analysis showed that the novel algorithm was not significantly 
different to the manual method and that it compared more favorably with this 
than the semi-automatic approach. 

Keywords: delayed enhancement MRI, atrial fibrillation, scar segmentation, 
graph-cuts, Markov random fields. 

1   Introduction  

Atrial fibrillation (AF) is the most common cardiac arrhythmia and affects 
approximately 2.2 million people in the USA. A common treatment for AF is 
minimally-invasive catheter-based radio-frequency ablation (RFA) that aims to 
electrically isolate the pulmonary veins (PVs) from the left atrial body. The procedure 
is successful in 50-80% of patients. Assessment of the LA substrate in terms of 
scarring is important both pre- and post-RFA. The successful imaging of LA scars has 
been demonstrated using Gadolinium delayed enhancement (DE) magnetic resonance 
imaging (MRI) [1, 2] (see Fig. 1a). However, clinical interpretation of these data is 
difficult from tomographic images. Several strategies have been proposed for 
visualization including maximum intensity projection (MIP) onto a thick slice [1], 
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MIP onto a LA surface model [3] (see Fig. 1b), and 3D volume rendering [2]. Such 
visualization techniques provide more intuitive visualization and may have a role for 
guiding redo procedures [4], which are very common (20-50%). Quantification of the 
DE-MRI has been proposed using thresholding techniques for either endocardial 
surface-based segmentation [3] or volumetric segmentation [2]. Such quantification 
has been shown to predict likely response to RFA in clinical studies [5]. It will also be 
critical for applying cardiac biophysical models of AF for patient selection and RFA 
planning [6]. 

  
a b 

Fig. 1. (a) Example of left atrial Gadolinium delayed enhancement MR images; (top) pre-
ablation; (bottom) post-ablation showing enhancement around the pulmonary veins. (b) Left 
atrial surface model with color-code scar information (red is scar) generated using maximum 
intensity projection of DE-MRI intensity to left atrial surface along surface normals [3]. The 
model is superimposed onto live X-ray fluoroscopy data to guide a redo ablation procedure. 

Existing techniques [2, 3] for LA scar segmentation require expert user interaction 
making them tedious and prone to high inter- and intra-observer variability. In this 
paper, we propose a novel automatic LA scar segmentation algorithm based on a 
probabilistic tissue intensity model of DE-MRI data. This is implemented as a 
Markov random field (MRF)-based energy formulation and solved using graph-cuts. 
We evaluated our automatic method using 9 patient data and compare to expert 
manual and semi-automatic approaches [3]. 

2   Methods 

2.1   Patient Protocol 

9 patients with paroxysmal AF were recruited into the study under a local ethics 
committee approved protocol. The patients underwent RFA using wide area 
circumferential ablation to achieve isolation of the PVs. At 6 months post-ablation, 
the patients underwent MRI (1.5T Achieva, Philips Healthcare, The Netherlands). 
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The MR examination included (a) a 3D magnetic resonance angiography (MRA) scan 
with whole-heart coverage, reconstructed to 1mm isotropic resolution, following 
injection of a 0.4ml/kg double dose of a Gd-DTPA contrast agent; (b) a 3D 
respiratory-navigated and cardiac-gated, balanced steady state free precession 
(bSSFP) acquisition with whole-heart coverage, reconstructed to 1.3mm isotropic 
resolution; and (c) 20 minutes after contrast injection, the delayed enhancement scan, 
which was a 3D respiratory-navigated and cardiac-gated, inversion recovery turbo 
field echo with whole LA coverage, reconstructed to 1.3x1.3x2mm3 resolution. 

2.2   Left Atrium Segmentation and Image Registration 

The best quality anatomical scan was selected from either the bSSFP or MRA scans 
and the endocardial boundary of the LA was segmented using an automatic approach 
based on a statistical shape model [7]. The automatic segmentation was verified by a 
clinical expert and manual corrections were made whenever required to achieve a 
high-fidelity result. The anatomical images were registered to the DE images using 
initialization by the DICOM header data, followed by affine registration [8]. Thereby 
the endocardial LA boundary was defined in the DE images. 

2.3   Segmentation of Atrial Lesions 

Segmentation Framework. The segmentation approach is based on a MRF-based 
energy formulation solved using graph-cuts [9]. Segmentation of scars from DE-MRI 
images can be described as assigning a label ௣݂ א ሼ0,1ሽ to every voxel ݌ in the image. 
Voxels representing scar tissue are assigned to the foreground class label ௣݂ ൌ 1 and 
non-scar tissues are assigned to the background class label ௣݂ ൌ 0. Given the 
observed intensities in the image and prior knowledge about scars, the segmentation 
problem can be solved using a probabilistic framework where the maximum a 
posteriori (MAP) estimate is computed using Bayes' theorem: argmax܎ ۷ሻ|܎ሺ݌ ൌ ௣ሺ۷|܎ሻ௣ሺ܎ሻ௣ሺ۷ሻ   (1)

where ܎ is the total label configuration and ۷ are all observed intensities in the image. 
The image likelihood ݌ሺ۷|܎ሻ describes how likely is the observed image given a label 
configuration ܎. The prior ݌ሺ܎ሻ encodes any prior knowledge of the tissue class labels 
(i.e. non-scar and scar tissue classes). Eq. 1 is commonly transformed into an MRF-
based energy function over the neighborhood system N and labeling f : ܧሺ݂ሻ  ൌ ߣ ∑ ୟ୲ୟሺୢܧ ௣݂ሻ௣א௉ െ ∑ ୮୰୧୭୰൫ܧ ௣݂, ௤݂൯.ሼ௣,௤ሽאே   (2)

The introduction of a weighting term ߣ weights the influence of the energy terms. The 
intensity energy ୢܧୟ୲ୟ measures the disagreement between the a prior probabilistic 
model and the observed data, and ܧ୮୰୧୭୰ is a smoothness term within a tissue class that 
penalizes any discontinuities between voxel pairs ሼ݌,  ሽ. The scar segmentationݍ
problem is solved by minimization of the energy function described in Eq. 2. In the 
context of images, certain MRF-based energy functions are efficiently solved using 
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graph-cuts [9]. In this approach the image is represented as a graph ܩ ൌ ,ܸۃ  where  ۄܧ
each voxel in the image corresponds to a node. However, the node set ܸ contains two 
special terminal nodes called the source and the sink. These represent the foreground 
(i.e. scar) and background (i.e. non-scar tissue) classes respectively. Every node in the 
graph has an edge to these terminal nodes, as well as neighbour-to-neighbour edge 
links that exist between neighboring nodes. The MRF-based energy function in Eq. 2 
is coded into the edge weights. The optimal cut or partitioning of the graph into two 
disjoint sets with each set containing a terminal node solves the segmentation 
problem. The cost of the graph-cut is equal to the total energy of the corresponding 
segmentation.  

Non-scar Tissue Priors. The intensity model for non-scar tissue provides the source 
edge weights in the graph. This is based on prior knowledge about different tissue 
classes that could possibly interface with scar. As scar tissue normally borders with a 
multitude of tissues, it is not possible to model non-scar tissues using a single, uni-
modal Gaussian distribution. A multi-modal distribution is used that can be 
represented as a mixture of Gaussian distributions: ∑ ܽ௜௡௜ୀଵ ۵௜ሺߤ௜, ௜ሻ  (3)ߪ

where ۵௜ is a Gaussian distribution for tissue i with mean ߤ௜ and variance ߪ௜ for some 
mixture proportion ܽ௜ א ሾ0,1ሿ and ∑ ܽ௜௡௜ୀଵ ൌ 1. The non-scar tissue model is derived 
from the image to be segmented (i.e. unseen image). Given our segmentation of the 
LA endocardium from the anatomical images, regions of blood pool, atrial wall and 
pericardium can be approximated. This is accomplished by obtaining regions within 
fixed distances from the LA endocardium. For example, regions of blood pool and 
pericardium are obtained 5mm inside and outside the endocardial border, 
respectively. The atrial wall region is obtained 0-5 mm from the endocardium. See 
Fig. 2 for examples of the healthy tissue mixture model taken from two patients. 
However, as scarred tissue is also part of the atrial wall, the Gaussian in the mixture 
model most likely resulting from scar tissue is identified and eliminated. This is 
possible using an ROI corresponding to scar tissue that is selected by the operator. 
Assuming that the mean and variance of scar are  ߤௌ and ߪௌଶ respectively, then the 
Gaussian corresponding to index t has the maximum amount of overlap with the scar 
Gaussian within unit standard deviation and is subsequently eliminated: ݐ ൌ argmax௜ห|ߤ௜ േ |௜ߪ െ ௌߤ| േ ௌ|ห.  (4)ߪ

Following the elimination of Gaussian ۵௧, the weights of the remaining Gaussians of 
the mixture model are normalized to sum to one. It is also useful to take as user-input 
an ROI on normal myocardium selected by the operator. To incorporate this new 
normal myocardium Gaussian with mean and variance ߤெ and ߪெ into the existing 
tissue mixture model, the weights are adjusted based on ߩ which weights the degree 
of confidence on the manual operator’s normal myocardium selection with a higher 
ratio assigned for expert operators: ݌൫۷ห ௣݂ ൌ 0൯ ൌ ሺ1 െ ሻߩ ∑ ܽ௜௡ିሼ௧ሽ௜ୀଵ ۵௜ሺߤ௜, ௜ሻߪ ൅ ,ெߤ۵ሺߩ ெሻ.  (5)ߪ
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segmentation, as for the semi-automatic method. This will be important for assessing 
transmurality of post-RFA scars. It is envisaged that user-independent lesion 
segmentation with low computational cost, as proposed in this paper, will allow for 
standardization of DE-MRI as a marker of cardiac injury. Future work will focus on 
improved training of the probabilistic intensity model and validation using a larger 
patient cohort with more expert segmentations per data set. 
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Abstract. The bidomain and monodomain equations are well estab-
lished as the standard set of equations for the simulation of cardiac elec-
trophysiological behaviour. However, the computational cost of detailed
bidomain/monodomain simulations limits their applicability to scenarios
in which results are needed in real time (e.g. clinical scenarios). In this
study, we present a graph based method which relies on point to point
path finding to estimate activation times in cardiac tissue with minimal
computational costs. Activation times are compared to bidomain simu-
lation results for heterogeneous tissue slabs and an anatomically-based
rabbit ventricular model. Differences in activation times between our
proposed graph based method and bidomain results are less than 10%
of the total activation time and computational performance is orders of
magnitude faster with the graph based method. These results suggest
that the graph based method could provide a viable alternative to the
bidomain formalism for the fast estimation of activation times when the
need for fast performance justifies limited loss of accuracy.

1 Introduction

During the last two decades, the bidomain equations, and the closely related
monodomain equation, have emerged as a gold standard for simulating cardiac
electrophysiology [1]. Although able to provide a sophisticated representation of
cellular mechanisms and intercellular interactions, solving the resulting PDEs
is very computationally expensive. Additionally, in many situations, e.g. when
determining the activation times in a steady state setting, the level of complexity
provided by the bidomain formalism is higher than necessary, making bidomain
simulations inefficient solutions to the problem at hand.

For such situations, several alternative ways of describing cardiac propagation
exist, ranging from early models relying on Huygens principle [2], via cellular
automata models [3], to models explicitly derived from the bidomain equations,
such as the eikonal equations [4]. Common between all of these simplified models
is that finding the order of activation requires a sequence of computations for all
the spatial nodes. Thus, in each step of the algorithm, all data needed to find
the wavefront are computed. While this is desirable in many situations, for some
applications, even focussing the computational efforts on locating the wavefront
is inefficient.

D.N. Metaxas and L. Axel (Eds.): FIMH 2011, LNCS 6666, pp. 71–79, 2011.
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Instead of computing the wavefront, we might determine the path the current
takes from a point of initial activation to any point in the tissue, representing the
fastest route between the two points. The analytic calculation of these paths in a
continuous setting remains an open problem for most situations. However, some
progress has been made towards closed form solutions [5], and several algorithms
exist for solving the corresponding problem on graphs. Cardiac tissue can thus
be described as a connected graph, allowing activation times to be approximated
in a very efficient manner.

This paper presents a novel approach to estimating activation times in car-
diac tissue using a graph-based method. Results are compared to finite element
solutions to the bidomain equations in an attempt to characterise method accu-
racy. The comparison is performed in three different models: (1) a succession of
7 cardiac tissue slabs of decreasing resolution to evaluate methods convergence;
(2) a cardiac tissue slab incorporating fiber rotation and a central region of slow
conduction; (3) an anatomically-based rabbit ventricular model.

2 Methods

2.1 The Bidomain Model

The bidomain equations describe the cardiac tissue as two continuous and com-
pletely interpenetrating domains. At each point in space, two electrical poten-
tials exist, one intra-cellular (φi), and one extra-cellular (φe). This also implies
a transmembrane potential, v, at each point in space, defined as

v = φi − φe . (1)

With the transmembrane potential defined is this way, the bidomain equations
can be written as

β(Cm
∂Vm

∂t
+ Iion(η, Vm)) −∇ · (σi∇(Vm + φe)) = ISi ,

∇ · ((σi + σe)∇φe + σi∇Vm) = ISe ,
(2)

where β is the cell surface to volume ratio, Cm is the membrane capacitance
per unit area, σi is the intracellular conductivity tensor, σe is the extracellular
conductivity tensor, ISi is an external stimulus applied to the intracellular space
and ISe is an external stimulus applied to the extracellular space. Iion is the
ionic current, a function dependent on the cell model coupled to the bidomain
model. η is a vector containing the state variables for the cell model.

2.2 The Graph Based Model

By considering the cardiac tissue as a connected graph, very fast approximations
of activation sequence can be obtained. In this context, a graph consists of spatial
nodes, connected by edges. Every edge in the graph is assigned a cost, based on



Estimation of Activation Times in Cardiac Tissue 73

the time it takes the activation wavefront to traverse the corresponding path
between two points in the tissue. Activation is initiated at one or several nodes,
corresponding to the point or points where the tissue is initially stimulated. From
there, the activation travels from node to node along the edges of the graph. At
each node, an estimate of its activation time can be obtained by finding the
accumulated cost of all edges traversed in order to reach it along a specific path.
Typically, a very large number of paths can be taken between two nodes in the
graph, so in order to obtain the best estimate of the activation time, the path
with the lowest cost needs to be found.

Path Finding with the A∗ Algorithm. In this work, the A∗ algorithm has
been used to find the lowest cost path though the network [6]. The A∗ works by
keeping a priority queue of nodes to search. Each node n in the priority queue
is assigned a score, based on the expected cost f(n) of reaching the goal along
a path passing through n, and the queue is ordered according to these scores.
The score f(n) is a sum of two other scores g(n) and h(n). g(n) represents the
accumulated cost of all the edges traversed in order to reach n, while h(n) is a
heuristic estimate of the cost that will be accumulated along the path from n to
the goal.

Starting from a node s in the graph, a basic version of the A∗ algorithm can
be described as follows:

1. Add s to the priority queue and calculate f(s).
2. Select the node n on the queue whose value of f is smallest.
3. If n is the goal node, terminate the algorithm.
4. Otherwise, find all connected nodes ni connected to n, calculate f(ni) for

each and add them to the queue.
5. Goto step 2.

In the context of this work, two different heuristics have been employed. For the
succession of slabs of decreasing resolution, a weighted Euclidean distance was
used. For the more complex models, the heuristic estimate was based on another
path finding procedure, performed on a down-sampled mesh, which itself used
the heuristic h(n) = 0 for all nodes. The final estimates resulting from this
procedure can thus be viewed as a refinement of initial coarser ones.

Graph Construction. As stated in the introduction, 9 different meshes were
used in this work: 8 discretized slabs and 1 anatomically-based ventricular mesh.
The nodes of the discretized slabs were regularly spaced in the shape of a Carte-
sian grid, while the nodes of the ventricular mesh had a less ordered distribution,
conforming to the more complex geometry. For the regular meshes, the graphs
presented here were constructed by successively processing cubic subgraphs of
2×2×2 nodes, ensuring that all nodes in the subgraphs were 7-connected, so that
an edge existed between any pair of nodes in the subgraph. For the anatomically-
based ventricular geometry, the finite element mesh was used as the graph.
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For each edge in the resulting graphs, costs of traversal was calculated ac-
cording to

ci,i+1 =
√

vT
i,i+1Mi,i+1vi,i+1, (3)

where vi,i+1 is the vector from node ni to node ni + 1 and Mi,i+1 is a tensor
describing conduction costs for that edge. For the 3D case, M can be written as

M = [mlλ
2
l , mtλ

2
t , mnλ2

n] . (4)

Here, the set of vectors {ml, mt, mn} form an orthonormal system, describing
the local fiber direction, while the scalars λl, λt, λn are the costs of traversal in
the longitudinal, transversal and normal directions defined by this system.

In the results presented below, the conduction costs for the graphs were es-
timated using the full set of activation times resulting from the bidomain sim-
ulations. Starting from the bidomain simulation output, the activation time for
each node was defined as the time when Vm changed sign from negative to pos-
itive. The three principal directions of conduction in the graph, corresponding
to the ml, mt and mn elements of M (i.e. the fibre direction), were the same as
those used in the bidomain simulations. Conduction costs for these directions,
corresponding to λl, λt and λn, were estimated using the Nelder-Mead simplex
algorithm. As an objective function, the RMS error between the activation times
estimated using the graph based method and those calculated from the bidomain
simulations was used.

Recently, van Dam et al. [7] used a graph based method to estimate activation
times on a ventricular surface. Although superficially similar, the method differs
from ours in several important ways. While the previous method only considers
nodes on the cardiac surface, our method also takes into account nodes that are
situated within the cardiac walls. Additionally, while the previous method uses
a fully connected graph, our method uses a sparser graph with a comparatively
small number of connections for each node, allowing it to be applied to larger
graphs. Furthermore, our method treats fibre directions in a more explicit way,
using information about the the principal conduction directions in each node
when determining the conduction costs for the graph. Finally, our method relies
on a heuristic path finding algorithm, leading to very low computational costs
for estimating the activation time in individual nodes.

3 Results

Activation times obtained using the graph-based method were compared to cor-
responding bidomain simulations in each of the three different settings: The
succession of seven slabs of decreasing resolution, the slab incorporating fiber
rotation and conduction heterogeneity, and the full ventricular mesh. The slab
succession provides means to compare how the two methods perform for differ-
ent mesh resolutions, while the two more complex settings elucidate how well
the graph based method is able to mimic a given bidomain activation pattern.
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All bidomain simulations presented were done using the Chaste software pack-
age [8]. The relative errors were calculated as Ei = (ÂT i − ATi)/ATtot, where
E is relative error, i is the node index, ÂT is the approximate activation time,
AT is the correct activation time, and ATtot is the time it takes for all the nodes
in the considered mesh to become activated. For the tissue slab with varying
mesh resolution, the activation times from the finest mesh was considered cor-
rect, while for the remaining simulations, the activation times calculated from
the bidomain simulations were considered correct, giving the errors a subtly
different interpretation.

3.1 Method Comparison for Different Mesh Resolutions

The first set of bidomain simulations were performed on a cuboid geometry,
measuring 1.80 × 0.73 × 0.29 cm. The cuboid was discretized at seven different
levels, producing seven tetrahedral meshes with homogeneous element size. The
average node distance for each of the 7 meshes was 684 μm, 622 μm, 442 μm,
306 μm, 179 μm, 132 μm and 75 μm respectively.

For the bidomain simulations, activation of cardiac tissue was initiated by
point stimulation at one of the corners of the mesh. After stimulation, activa-
tion time at each mesh node was calculated. These activation times were also
estimated using the graph based approach, resulting in another set of activation
times. For the bidomain simulation at a mesh resolution of 75 μm mesh, ATtot

was 34 ms.
For comparison between the different discretizations and methods, a grid of

250 points was chosen, with the points evenly distributed throughout the vol-
ume. The activation time values in these points, obtained from the bidomain
simulations and the graph based approximations, were found using the built in
linear interpolation functionality in MATLAB. Results are shown in Fig. 1.

From the histograms and graph in Fig. 1 it can be seen that the bidomain
simulations have a lower relative error than the graph based method up to a dis-
cretization of 300 μm, while for coarser discretizations the graph based method
has a lower relative error. The results also show that while the average rela-
tive error of the bidomain equations greatly increases for discretizations above
400 μm, the corresponding error for the graph based method remains almost
constant.

3.2 Method Comparison in a Slab of Heterogeneous, Anisotropic
Tissue

Next, propagation in a tissue slab of 4×4×1 cm (for the x,y and z directions
respectively), with a spatial discretization of 300 μm was simulated. The conduc-
tivity was anisotropic, with fiber directions according to the Streeter model [9].
For the current geometry this implies that fibres were oriented in planes of ho-
mogeneous fibre orientation, perpendicular to the z-axis, with the fibre direction
gradually rotating 120◦ between the planes z = 0 and z = 1. Additionally, a
region of low conductivity was incorporated at the centre of the tissue, centred
at the point (x, y, z) = (2, 2, 0) and defined by two ellipsoids. The conductivity
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Fig. 1. Left panel shows histograms of relative errors in activation time for bidomain
(upper row) and the graph based method (lower row). The columns correspond to
different mesh discretizations, with the node spacing increasing from left to right. Right
panel shows the mean relative error in activation time of bidomain (blue line, points
marked with circles) and graph based approximations (green line, points marked with
dots).

Fig. 2. The upper left panel illustrates the tissue slab with its central low conductivity
region. The lower left panel shows a histogram of the relative errors of the graph based
activation time approximations. The six right panels show activation isochrones of the
six slab simulations. The upper row corresponds to bidomain results, while the lower
row shows graph based approximations. The columns from left to right correspond to
endocardium, mid-myocardium and epicardium.

inside the larger ellipsoid was 10 times lower than outside. Additionally, in the
region overlapping the smaller ellipsoid, the tissue was modelled using passive
diffusion only. Conductivity in the slow region was isotropic. A bidomain simula-
tion of the activation was performed, with the initially stimulated area situated
just outside the low conductivity region. Again, activation times were computed
for each node, and corresponding activation times were also estimated using the
graph based method. The total activation time for the bidomain simulation was
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120 ms. The geometric model, along with a histogram of relative errors and
activation isochrones for 3 cross sections of the slab, are shown in Fig. 2.

From the histogram in Fig. 2 it can be seen that the errors of the graph
based activation time approximations keep within 5% of the total activation
time. Considering the activation isochrones on the right side of Fig. 2, it can
be observed that although polygonal in shape, the activation isochrones from
the graph based method (lower row) show strong similarities in shape to the
isochrones from bidomain (upper row).

3.3 Method Comparison in a Rabbit Ventricular Mesh

Finally, a realistic mesh of the rabbit heart ventricles, derived from MRI [10],
was simulated. The mesh resolution was 420 μm, giving a total of 82619 nodes.
The model was activated at several endocardial points in the lower half of the
ventricles, emulating purkinje activation. Subsequently, the activation times for
each node as obtained from the bidomain simulations were compared to the
corresponding approximations obtained using the graph based method. The total
activation time for the model was 71 ms. Results are shown in Fig. 3.

Fig. 3. Left panel shows a histogram of relative errors in activation time for graph
based approximations. Right panel shows four rotated views of the distribution of
relative errors in activation time on the epicardium of the rabbit ventricular mesh. The
geometry is rotated 90 degrees between consecutive frames.

The histogram in Fig. 3 shows a fairly narrow distribution of errors, keeping
well within 10% of the total activation time. The spatial distribution of errors
show a largely irregular pattern, with no strong correlation between the distance
from the area of initial stimulation and the magnitude of the errors. The right-
most view show a central accumulation of relatively high positive errors, which
might be due to the greater wall thickness of this area, accentuating effects of
wavefront curvature in the bidomain propagation.

4 Conclusions

We have presented a fast, graph based method for cardiac activation time esti-
mation under steady state conditions. The comparison between the graph based
method and the succession of increasingly coarse slabs show that while the av-
erage relative error for the bidomain greatly increases at discretizations above
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300 μm, the corresponding error for the graph based method stays almost con-
stant for the entire range of resolutions investigated. Additionally, results from
both the slab with anisotropic, heterogeneous conduction and from the ventricu-
lar mesh show that the graph based algorithm is able to approximate activation
times to well within 10% of the total activation time. This suggest that the
method provides a viable alternative for situations where need for fast perfor-
mance justifies limited loss of accuracy.

In the simulations presented here, the wall time for approximating activation
times of isolated nodes in the most complex meshes were of the order of 10 ms
on a standard desktop computer, making them 104 - 105 times faster than the
bidomain simulations for that particular task. The authors are aware of the ex-
istence of alternative fast methods for activation time approximations, such as
the fast marching method [11]. However, the primary aim of this work has been
to investigate the accuracy of the proposed method. For this purpose the bido-
main equations, representing the state of the art in cardiac electrophysiological
modelling, provide a good basis of comparison. A full comparison of all alterna-
tive methods in terms of computational performance is beyond the scope of this
manuscript. It should however be noted that the computational complexity of
Dijkstra-like methods, such as the fast marching method (FMM), is O(NlogN)
for N nodes, while for the A∗ algorithm, this complexity provides a very rare
worst case scenario. Additionally, each node expansion is likely to be much more
computationally expensive for FMM than for the A∗ algorithm. While these con-
siderations do not quantify the difference in performance, they strongly suggest
that the proposed method is less computationally expensive than the bulk of
competing fast methods.
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Martin W. Krueger1, Olaf Dössel1, and Cristian Lorenz2

1 Institute of Biomedical Engineering, Karlsruhe Institute of Technology (KIT),
Germany

2 Philips Research Hamburg, Germany

Abstract. Electrophysiological simulations of the atria could improve
diagnosis and treatment of cardiac arrhythmia, like atrial fibrillation or
flutter. For this purpose, a precise segmentation of both atria is needed.
However, the atrial epicardium and the electrophysiological structures
needed for electrophysiological simulations are barely or not at all de-
tectable in CT-images. Therefore, a model based segmentation of only
the atrial endocardium was developed as a landmark generator to facil-
itate the registration of a finite wall thickness model of the right and
left atrial myocardium. It further incorporates atlas information about
tissue structures relevant for simulation purposes like Bachmann’s bun-
dle, terminal crest, sinus node and the pectinate muscles. The correct
model based segmentation of the atrial endocardium was achieved with
a mean vertex to surface error of 0.53 mm for the left and 0.18 mm for
the right atrium respectively. The atlas based myocardium segmentation
yields physiologically correct results well suited for electrophysiological
simulations.

Keywords: automatic segmentation, computed tomography, cardiac
atrium, atrial fibrillation, electrophysiological structures.

1 Introduction

Although not lethal by itself, atrial fibrillation is the most widespread cardiac ar-
rhythmia and a possible cause of apoplectic seizures and serious cardiac diseases
like cardiac insufficiency and heart failure. According to the ”Copenhagen Stroke
Study”, 18% of all stroke patients are also atrial fibrillation patients [1]. Electro-
physiological (EP) simulations of the atria could improve diagnosis and treatment
of cardiac arrhythmia, like atrial fibrillation or flutter [2,3]. For this purpose, pre-
cise segmentation and patient specific model generation of both atria are needed.
Due to the recent advances in computed tomography, which allow sub millime-
tre resolution 3D images of the human heart, the preconditions for the automatic
segmentation of the atrial endocardium are given [4,5]. However due to the lack of
contrast it is still not possible to automatically detect the atrial epicardium as well
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as the tissue structures contained in the atrial myocardium needed for the elec-
trophysiological simulations mentioned above. To overcome this lack of informa-
tion, we propose an atlas based segmentation procedure of the atrial myocardium
with its respective wall thickness information in the different atrial regions. The
resulting segmentation further incorporates atlas information about tissue struc-
tures relevant for simulation purposes like Bachmann’s bundle, terminal crest, si-
nus node and the pectinate muscles [6]. This atlas based segmentation is guided
by a model based segmentation of the atrial endocardium yielding the landmarks
used for the atlas registration. The atlas information is incorporated in a tetrahe-
dral mesh structure of the atrial complex.

2 Materials and Methods

The segmentation process of the atrial myocardium was separated into three ma-
jor steps. A data and atlas generation step, the endocardial surface segmentation
and the atlas registration. Section 2.1 and 2.2 cover the first step, the endocar-
dial segmentation is introduced in section 2.3 and in section 2.4 the registration
of the atlas with the patient image via thin plate spline transform (TPS) is
explained. Figure 1 shows an overview of the whole process.

Fig. 1. Generation of patient specific atrial myocardium models
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2.1 Wall Thickness from MR-Data

For the left atrium the wall thickness values for five different areas were used
as proposed by Hall et al. [7]. However, for the right atrium there are only few
and coarse wall thickness values obtainable through literature research. In order
to overcome this lack of information, the right atrium wall thickness values were
manually extracted from 7 magnetic resonance images obtained from 7 different
volunteers via a targeted black blood, fat suppressed, ECG triggered spin echo
sequence [8]. All images had a resolution of about 1.0mm along the x- and y-axis
and 5.0mm along the z-axis. The atrium was divided into five different regions
each of which was again subdivided into one to three subregions with different
wall thickness values. The final wall thickness values were determined by 940
manual measurements in eleven different regions of the atrium. Additionally 32
reference measurements of the left atrial wall were conducted in order to detect
a possible systematic error resulting from the chosen imaging modality.

2.2 Atlas Mesh Generation

An atlas, describing the wall thickness in the different atrial regions and the
EP-structures needed for EP-simulations, was incorporated into a tetrahedral
mesh structure. Therefore, mean surface meshes of the atrial endocardium were
generated from the manually segmented atria in 30 and 44 different patient
images for the left and right atrium respectively and labeled according to the
different tissue types, EP-structures and the orifices present in the atrial wall.
The labels representing the specific tissue structures are inserted manually based
on the results of the approaches presented by Krueger et al. [6], Ho et al. [9]
and Saremi et al. [10]. A list of all inserted electrophysiological structures can
be seen in Table 1.

These mean meshes are then dilated, according to the wall thickness deter-
mined for the respective anatomical region in section 2.1, to represent the epicar-
dial surface of each atrium. To combine the two still separate left and right atrial
meshes they are connected by removing their overlapping parts and afterwards
closing the thus produced gap. Secondly, the orifices to the ventricles, the caval

Table 1. Electrophysiological structures inserted into the atrial tissue. Abbreviations:
PM – pectinate muscles, TC – terminal crest, BB – Bachmann’s bundle.

Right atrium Left atrium Septum

Sinus node BB (left branch) Septum
TC BB end point BB
BB (right branch) BB starting point
PM onsets
PM 1-7
TC inflexion point
TC end point
BB end point
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(a) (b) (c)

(d) (e) (f)

Fig. 2. Construction of a double walled atrial mesh consisting of the epi- and endo-
cardium of both atria including the orifices to the ventricles and veins. (a) Depicts the
overlapping epicardium meshes. (b) Shows the two meshes after the intersecting tri-
angles have been removed. (c) Both atrial meshes after the overlap has been removed.
Next the resulting gap between the meshes is closed (d), the epi- and endocardium
meshes are merged (e) and afterwards the orifices are inserted (f).

vein and the pulmonary veins are inserted at the previously labeled locations.
The process is illustrated in Figure 2.

Next the surface mesh which consists of the merged endo- and epicardium
of both atria, was used to generate the tetrahedron mesh. The open source
tool TetGen [11] was used to generate a Delaunay tetrahedralization of the
input mesh, suitable for finite element and finite volume methods. Due to the
fact that TetGen does not preserve the mesh labeling, the electrophysiological
labeling was automatically transferred from the triangles of the surface mesh to
the respective closest elements of the tetrahedron mesh. The final results of the
atlas mesh generation process can be seen in Figure 3.

2.3 Model Based Segmentation of the Atrial Endocardium

The actual adaptation of the atrial endocardium in cardiac CT images was con-
ducted with a model based approach similar to the one introduced by Weese et
al. [12]. This segmentation method was enhanced by a label specific parameter
selection to account for the specific situations at the different anatomical regions
of the atrium which each requires different parametrization of the segmentation
process. The mesh used for the segmentation has nine differently labeled regions,
each of which has its own set of adaptation parameters. The most important pa-
rameters are the allowed range of the image gradient feature, the maximum
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(a) (b)

Fig. 3. Figure (a) shows the final atlas mesh augmented with all EP-structures listed
in Table 1. In (b) the mesh consisting only of the EP-structures but without the
surrounding myocardium is illustrated.

feature search distance, the weighting of the external energy as well as a feature
distance penalty. These parameters are automaticaly changed after each iteration
during the segmentation process in order to cope with the different situations at
the different stages of the process. The first step in the segmentation process is
the prepositioning of the endocardial mean meshes introduced in section 2.2 in
the patient image. This initialization was achieved by the detection of the atria
via generalized hough transform. The thus yielded affine transform was applied
to the atrial mean meshes. To allow for explicit adaptation to the different con-
figurations of the pulmonary venous drainage a method for the detection of the
correct number of right pulmonary veins was applied. According to the detected
number of pulmonary veins a fitting mean mesh can be chosen which prevents
mis-segmentation of the left atrium in this region. The different pulmonary vein
configurations considered here are based on a study performed by Marom et al.
on the anatomical variation of the pulmonary veins using contrast-enhanced CT
data [13]. The correct pattern of the right pulmonary veins is detected by using
a 3D image based region grower which is constrained to grow into the direction
of a cone originating at a seed point located in the right part of the left atrium
and stretching into the direction of the right pulmonary veins.

2.4 Registration of the Atlas Mesh with Patient Images

To register the volumetric atlas mesh generated in section 2.2 to patient images
a transformation based on thin plate splines is used [14]. The vertices of the
endocardial surface as detected in section 2.3 are used as landmarks for the reg-
istration. The transformation is computed between the vertices of the respective
mean endocardium mesh and the according target vertices of the adapted mesh.
The transformation, describing the deformation between the the mean surface
model and the adapted surface model, can now be applied to adapt the mean
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tetrahedron mesh to the patient image. The registration of this mesh results in
a complete segmentation of the atrial myocardium including the electrophysio-
logical structures introduced in table 1.

3 Results

The average wall thickness of 3.3mm determined in section 2.1 combined with
the wall thickness values of the left atrium described in [7], yielded an average
value for both atria of about 2.5mm. The reference measurements of the left
atrial wall resulted in an average wall thickness of 2.1mm.

To evaluate the segmentation result of our approach the model based segmen-
tation of the endocardial surface was evaluated automatically as well as, in case
of the right atrium, manually by a physician. The evaluation of the model based
endocardium segmentation yielded a mean vertex to surface error of 0.53mm
for the left and 0.18mm for the right atrium and was conducted for 30 refer-
ence meshes of the left atrium and 44 reference meshes of the right atrium in a
leave-one out-manner. In the human evaluation approach, all the automatically
segmented right atria were scored on a scale from 1 to 5 where 1 is the worst
and 5 is the best result. Additionally each result was commented with respect
to the accuracy of the segmentation. The evaluation yielded an over all positive
result with no segmentation scored worse than 3. The average score for all seg-
mentations was 4.2. The CT-images used for the evaluation where acquired with
an average resolution of about 0.5mm in all three spatial directions.

Due to the lack of ground truth data, the atlas based registration of the atrial
myocardium was not evaluated via automatically computed error measurements.
A visual evaluation of the correct positioning of the EP-structures yielded an
over all very positive result which is a direct result of the very accurate model
based segmentation discussed before and the used registration method. The vox-
elized results of the patient specific tetrahedron mesh for one exemplary dataset
are visualized in Figure 4. To ensure the fitness of the generated atrial my-
ocardium model for electrophysiological simulations, the correct labeling of the
electrophysiological structures in the generated mean tetrahedron meshes had
to be evaluated. The most important task in the tissue labeling process was the
insertion of the undisrupted terminal crest and Bachmann’s bundle to facilitate
the correct simulation of the electrical behavior of these conduction lines as well
as the complete segregation of the left and right atrial myocardium by the sep-
tum layer. To check the first characteristic a conduction test was performed to
check whether every part of the conduction system could be reached by a region
grower starting from the sinus node. To test whether the septum layer between
both atria is leak proof the region grower was modified to grow over all triangles
but the triangle labeled as septum or the part of the Bachmann’s bundle passing
through the septum. If the layer is leak proof, the grower will not spread into
the left atrium. The generation process proposed in this work meets all these
requirements.
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(a) (b) (c)

Fig. 4. Exemplary voxelized patient specific tetrahedron mesh. (a) Depicts the terminal
crest and the septum, (b) shows Bachmann’s bundle and the septum and (c) illustrates
the pectinate muscles and the lower part of the terminal crest.

4 Discussion and Conclusion

An automatic method for the complete segmentation of both atria and its elec-
trophysiological structures is proposed. The method consists of a model based
segmentation approach of the atrial endocardium and an atlas based segmenta-
tion of the atrial myocardium using the results of the endocardium segmenta-
tion as scaffolding for the registration. The models yielded by this segmentation
approach incorporate statistical information about the wall thickness of the dif-
ferent atrial regions, as well as different electrophysiologically relevant tissue
structures like Bachmann’s bundle, terminal crest, sinus node and the pectinate
muscles.

One important advantage of the method proposed in this work is its high flexi-
bility regarding the information incorporated in the model. The model can easily
be extended with additional label regions. This way, further structures that could
be electrophysiologically relevant, such as the fossa ovalis or the cavotricuspid
isthmus, can be added. Furthermore, supplemental information can be defined
for each volume element, containing e.g. muscle fibre orientation.

A very good segmentation accuracy of the atrial endocardium has been
achieved. Regarding the manually extracted wall thickness values of the right
atrium, the resulting wall thickness of both atria is not completely consistent
with the results stated in [15]. The difference might result from an overestimated
wall thickness in the MR-images due to signals received from unsuppressed blood
near the atrial walls. The comparison of the left atrial reference measurements
to literature values support this assumption of a systematical error and made a
correction of the overestimated wall thickness possible. The registration of the
atlas mesh and the incorporated EP-structures also yields very good results.
Nevertheless, the actual validity of the adapted meshes will not be proven until
extended electrophysiological simulations are conducted on the basis of these
meshes. Future work will focus on the application of the method to other or-
gans and modalities like MRI as well as the further validation of the proposed
method by extensive conduction of electrophysiological simulations on the basis
of the models generated with our approach. Such simulations could be of great
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value to improve the diagnosis and treatment of cardiac arrhythmia, like atrial
fibrillation or flutter.
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Abstract. In this paper, we present an effective algorithm to construct a 3D shape
atlas for the left ventricle of heart from cardiac Magnetic Resonance Image data.
We derive a framework that creates a 3D object mesh from a 2D stack of contours,
based on geometry processing algorithms and a semi-constrained deformation
method. The geometry processing methods include decimation, detail preserved
smoothing and isotropic remeshing, and they ensure high-quality meshes. The
deformation method generates subject-specific 3D models, but with global point
correspondences. Once we extract 3D meshes from the sample data, generalized
Procrustes analysis and Principal Component Analysis are then applied to align
them together and model the shape variations. We demonstrate the algorithm via
a set of experiments on a population of cardiac MRI scans. We also present modes
of variation from the computed atlas for the control population, to show the shape
and motion variability.

1 Introduction

In the last decade, Magnetic Resonance Imaging (MRI) has been proven to be a non-
invasive tool that can be used to measure the myocardial mass and functional defor-
mation of the heart [8]. Quantification of ventricular mass and function are important
for early diagnosis of cardiac disorders and quantitative analysis of cardiac diseases.
Recent developments in Cine MRI further help diagnose the presence of heart disease
by analyzing the heart function throughout the cardiac cycle. MRI is becoming consid-
ered as a gold-standard for cardiac function [2,6]. In this context, the construction of an
anatomical shape atlas of the structures in the heart has been of particular interest and
its importance has been emphasized in a number of recent studies [10,11,13].

In clinical applications, particularly the delineation of left ventricle endocardium and
epicardium, automatic and quantitative approaches are highly desired to facilitate the
analysis of comprehensive MR data sets. Regarding the needs for automated and quan-
titative methods in clinical applications, an atlas can provide a reference shape for a
family of shapes or can be used to model the consistent deformation of a structure of in-
terest. This could be useful in numerous applications including, but not limited to, statis-
tical analysis of different populations, the segmentation of structures of interest, motion
characterization, functional analysis, and the detection of various diseases [5,11,13].
The 3D size and shape characteristics of the left ventricle, and its deformation over a
cardiac cycle, are relatively consistent and can be fairly well characterized by specific
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Fig. 1. From left to right: visualization of 2D slices from MR scans; annotation in the short axis;
annotation in the long axis

models. 2D delineations of the left ventricle is already available from manual segmen-
tation. Accurate 3D manual annotation, however, is difficult and time-consuming.

In this paper, we propose a method for creating a 3D shape atlas of the left ventricle
from 2D manual delineations. It employs currently available 2D databases and could
lead to further novel segmentation methods if further developed. The input to our al-
gorithm is a cloud of points marked on a set of sparse, 2D cardiac slices, as shown in
Fig. 1. Note here, that the slice thickness is typically several times larger than the pixel
size in cardiac MR images, so that the resolution is poorer in the direction orthogo-
nal to the slice. Thus, creating a 3D model from such sparse data is challenging. Our
proposed framework is based on several steps. First, a 3D binary image is generated
by interpolating 2D labeling. Then a surface is obtained from the 3D binary file, using
Marching Cubes algorithm. Second, geometry processing methods are applied to ob-
tain a high quality mesh. These methods include decimation, detail-preserved smooth-
ing, and isotropic remeshing. In the third step, the one-to-one correspondence for each
vertex is obtained among the sample set of the model by registering a reference shape
model to all the other samples. The transformation is done based on a nonrigid local
deformation method. The mapping of a unique template to all instances provides a con-
sistency among not only the motion model of one cardiac image series, but also shape
and textures model of many cardiac series from different patients, if needed. In the fi-
nal step, shape statistics are computed straightforwardly, using generalized Procrustes
analysis and PCA. The mean shape and major variations are then obtained. Note here,
that the manual delineations do not have to be constrained with any anatomical point
correspondence. Our method automatically resolves that issue, both among multiple
instances of the same phase of a cardiac cycle or sequential phases of one cycle. The
ability to fit the atlas to all temporal phases of a dynamic study can benefit the automatic
functional analysis.

2 Methods

2.1 Algorithm Framework

Fig. 2 shows the algorithm framework. The typical input data is MRI scans, acquired
in different locations, along with their 2D contour labeling. The MRI data can be rel-
atively sparse. Note that the input data can also be previously constructed 3D binary
images or meshes. In such cases the algorithm will just start from the second or the
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Fig. 2. The algorithm flowchart. The diamond shape represents data, and the rectangular shape
denotes algorithms.

third step. Given MRI and 2D contour data, a 3D binary image is generated by inter-
polating values among slices. Then, the Marching Cubes method [4] is employed to
derive the corresponding isosurfaces. The mesh of this surface may be very dense and
contain hundreds of thousands vertices. Furthermore, the shape of this may contain ar-
tifacts caused by the sharp transitions at contours. It is necessary to downsample and
smooth it, without removing the shape detail information. After these geometry pro-
cessing steps, a simplified and high-quality shape is generated. Then, a reference shape
is deformed to fit it, using a shape registration method. Since all resulting shapes are
registered with the same reference shape, they share the same topology and all ver-
tices have one-to-one correspondences. Finally, generalized Procrustes analysis [1,3]
and Principal Component Analysis (PCA) are used to compute the mean shape and
major variations.

2.2 Geometry Processing

In our system, the input data is converted to a isosurface after the preprocessing. Be-
cause of the properties of Marching Cubes, such surface may contain too many vertices
and also may have local artifacts. Thus it is desirable to obtain a simplified and high-
quality mesh, with shape details preserved. We use mesh decimation to downsample
the input shape, and also use isotropic remeshing to guarantee that each vertex has six
neighbors. The remaining difficulty is to smooth the shape without losing the important
details. We use Laplacian Surface Optimization [7] to achieve this. This method has
previously been employed to reconstruct the left ventricle from tagged MRI [12].

Let the mesh M of the shape be described by a pair (V,E), where V = {v1, ..., vn}
describes the geometric positions of the vertices in R3 and E describes the
connectivity. The neighborhood ring of a vertex i is the set of adjacent vertices Ni =
{j|(i, j) ∈ E} and the degree di of this vertex is the number of elements in Ni. Instead
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of using absolute coordinates V, the mesh geometry is described as a set of differen-
tials Δ = {δi}. Specifically, coordinate i will be represented by the difference between
vi and the weighted average of its neighbors: δi = vi −

∑
j∈Ni

wijvj , where wij is
computed from cotangent weights [7]. Assume V is the matrix representation of V.
Using a small subset A ⊂ V of m anchor points, a mesh can be reconstructed from
connectivity information alone. The x, y and z positions of the reconstructed object
(V ′

p = [v′1p, ..., v
′
np]

T , p ∈ {x, y, z}) can be solved for separately by minimizing the
quadratic energy:

‖LuV ′
p − Δ‖2 +

∑
a∈A

‖v′ap − vap‖2, (1)

where Lu is the Laplacian matrix from uniform weights, and the vap are anchor points.
‖LuV ′

p − Δ‖2 tries to smooth the mesh when keeping it similar to the original shape,
and

∑
a∈A ‖v′ap − vap‖2 keeps the anchor points unchanged. The cotangent weights

approximate the normal direction, and the uniform weights point to the centroid. By
minimizing the difference of these two (i.e., LuV ′ and Δ), the vertex is actually moved
along the tangential direction. Thus the shape is smoothed without significantly losing
the detail. With m anchors, (1) can be rewritten as a (n+m)×n overdetermined linear
system AV ′

p = b: [
Lu

Iap

]
V ′

p =
[

Δ
Vap

]
(2)

This is solved in the least squares sense using the method of normal equations
V ′

p = (AT A)−1AT b. The conjugate gradient method is used in our system to efficiently
solve it. The first n rows of AV ′

p = b are the Laplacian constraints, corresponding to
‖LuV ′

p − Δ‖2, while the last m rows are the positional constraints, corresponding to∑
a∈A ‖v′ap − vap‖2. Iap is the index matrix of Vap, which maps each V ′

ap to Vap.
The reconstructed shape is generally smooth, with the possible exception of small areas
around anchor vertices.

2.3 Shape Registration and Shape Statistics

These simplified and high-quality meshes do not share the same topology. They may
have different numbers of vertices, and there is no one-to-one correspondence for each
vertex. Our solution is to use shape registration to deform a reference shape to fit to
all the others. Since all deformed shapes are registered to the reference one, they ef-
fectively have one-to-one correspondences for each vertex. It is also important that the
deformed reference shape should be almost identical to the target shape. We use an
Adaptive-Focus Deformable Model (AFDM) [9] to do the shape registration task. This
algorithm was originally designed for automatic segmentation and has the property of
maintaining the topology. We have simplified it for shape registration without using
image information. After applying AFDM for each shape, all shapes share the same
topology.

Once the one-to-one correspondence is obtained for each vertex among all shapes,
the shape statistics can be computed straightforwardly using generalized Procrustes
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analysis and PCA, like the Active Shape Model [1] does. Given any two shapes, they can
be fitted to each other using a similarity transformation. Procrustes analysis is used to
find the translational, rotational and scaling components. Since there is no mean shape
in the beginning, generalized Procrustes analysis arbitrarily chooses a shape to use as
the reference and transforms all the rest to fit it. After that, a mean shape is computed
by averaging all transformed shapes. Then, this mean shape is used as a reference shape
in the next round. We repeat this procedure until the mean shape converges to a stable
state. Note that normalization is necessary, as otherwise the mean shape will degenerate
to a single point.

After the alignment, each resulting shape is filled into a matrix as a column vector.
PCA is applied to get the Point Distribution Model (PDM). The important “modes”
(i.e., eigenvectors corresponding to the largest eigenvalues) are selected to cover more
than 80% of the variance. Combining the mean shape and the modes, the PDM is able
to summarize and describe the sample shapes concisely and accurately. Such shape
statistics are used as the atlas or shape prior information.

3 Experiments

We validated our method on 36 3D MRI scans. They are from sequences of images
over the full cardiac cycle. Thus, the shape variances are large. Manual segmentation
was applied in each 2D slice. Then a 3D binary data was obtained by interpolating
values among slices. The Marching Cubes method was used to generate a 3D mesh.

These meshes may contain artifacts and too many vertices. Thus geometry process-
ing methods were necessary to downsample and smooth these meshes without removing
the shape details. Some decimated meshes are shown in Fig. 3. Fig. 4 visualizes the er-
rors after all geometry processing. The distance between the original surface and the
processed surface is computed and visualized. Most errors of vertices are within one
voxel. Compared to the initial mesh in Fig. 3, the processed shapes are more smooth
and most artifacts are removed, while the shape detail is still preserved. Then, shape

Fig. 3. Samples of decimated 3D meshes. The artifacts along the long axis can still be observed.
Note that these shapes don’t have one-to-one correspondence for vertices.
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Fig. 4. Visual validation of geometry processing methods. The errors of each vertex is plotted
using different color. Green means that the error is within one voxel. Blue and yellow denote
errors within two voxels.

Fig. 5. Three modes with largest variations, from −3σ to 3σ. The first row: the first mode rep-
resents the contraction. The second row: the second mode is the movement along the short axis.
The third mode is the twisting.

registration was employed to fit a reference mesh to all the others. This method uses
non-rigid local deformation. Thus, the fitted shape is nearly identical to the target shape.
Furthermore, the resulting meshes have the same topology and one-to-one correspon-
dence since they all start from the same reference mesh.

After obtaining one-to-one correspondence, it is straightforward to compute the mean
shape and its variations, by using generalized Procrustes analysis and PCA. Fig. 5 shows
the major modes having largest variances. The first three modes cover more than 80%
of the variance. Although the shapes of original data are diverse, the modes are very
simple. By changing the variations from −3σ to 3σ, where σ is the standard devia-
tion, the first mode just represents the contraction of the heart. The second mode is the
movement along the short axis. The third mode is the twisting.

We implemented this method using Python 2.5 and C++ on a Quad CPU 2.4GHZ
PC. It took about 20 seconds to do geometry processing and shape registration for each
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data, and 5 seconds to construct the atlas and shape statistics from 36 meshes. The
processing time may increase when there are more vertices in each shape. In our test,
each mesh contained around 2,800 vertices and 5,600 triangles.

4 Conclusions

In this paper we presented a framework to construct a 3D shape atlas of the left ventricle
from MRI scans. The framework includes geometry processing, shape registration, and
Principal Component Analysis. It was tested on 36 annotated 3D data. The benefits of
our atlas method are twofold. First, the 3D mesh is generated from existing 2D labeling
and MR scans. Thus, 3D training data can be obtained from 2D annotations. Such high-
quality meshes can also improve the training performance since points evenly distribute
on the surface. Second, the one-to-one correspondences thus established can be used
to generate PDM, which is very important for many segmentation methods such as
ASM. In the future, we plan to use this atlas to facilitate the segmentation and tracking
algorithms, using it as the shape prior information. We will also use this framework to
obtain an atlas for other anatomies, such as liver.
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Abstract. Diffusion anisotropy is the most fundamental and important parameter 
in the description of cardiac fibers using diffusion tensor magnetic resonance 
imaging (DTI), by reflecting the microstructure variation of the fiber. It is, 
however still not clear how the diffusion anisotropy is influenced by different 
contiguous structures (collagen, cardiac myocyte, etc.). In this paper, a virtual 
cardiac fiber structure is modeled, and diffusion weighted imaging (DWI) and 
DTI are simulated by the Monte Carlo method at various scales. The influences of 
the water content ratio in the cytoplasm and the extracellular space and the 
membrane permeability upon diffusion anisotropy are investigated. The 
simulation results show that the diffusion anisotropy increases with the increase of 
the ratio of water content between the intracellular cytoplasm and the extracellular 
medium. We show also that the anisotropy decreases with the increase of myocyte 
membrane permeability. 

Keywords: DTI, cardiac myocyte, diffusion anisotropy, myocardial fiber, 
Monte Carlo simulation. 

1   Introduction 

The myocardial fiber structure plays an important role in determining the mechanical 
and electrical properties of the ventricles of the human heart. It is very useful for 
analyzing the normal and pathologic states of the heart. Up to now, most research on 
myocardial fiber structure focuses on fiber orientation, which can be provided by 
diffusion magnetic resonance imaging (DMRI). DMRI measures the displacement of 
water molecules subject to Brownian motion within the tissues. Since the mobility of 
the molecules is conditioned by the microstructure of the tissue, especially the 
direction, we can infer the structural orientation information of the later from the 
anisotropy of the molecular displacements.  

A number of approaches for analyzing the DMRI have been proposed, and the 
most popular ones are diffusion tensor magnetic resonance imaging (DTI) [1, 2], high 
angular resolution diffusion imaging (HARDI) [3], q-space imaging (QSI) [4] and  
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q-ball imaging (QBI) [5]. These methods provide more and more precise knowledge 
about the orientation distribution of fibers. However, for typical DMRI, an image 
voxel is of the order of about 10 mm3. For cardiac applications, it means that such 
voxel contains thousands of cardiac myocytes and other extracellular tissues. In this 
condition, it would be difficult to know exactly whether the diffusion anisotropy 
measured by the above imaging modalities arises from the intra myocyte 
compartment or the extracellular compartment or their combination [6,7]. Meanwhile, 
the diffusion of water molecules in each compartment (e.g., collagen, intercalated 
disk, membrane, and cytoplasm) is affected by the local viscosity, component, 
geometry and membrane permeability, etc. As a result, using DMRI techniques, it is 
impossible to analyze the influence of these factors on diffusion anisotropy, because 
of the so small size of myocytes, whose length ranges from 50~100µm, and diameter 
from 10~25µm [8].  

In order to overcome the technical limitations of these imaging techniques, several 
modelling and simulation methods have been developed. In [9], the Brownian motion 
of molecules by the Monte Carlo (MC) was simulated in a restricted space to obtain 
the diffusion signal. The authors of [10] introduced the concept of spin phase memory 
loss during the MC simulation and applied it to describe the diffusion-induced signal 
attenuation. In [11] the diffusion anisotropy was simulated with the digital fiber 
phantom. The authors of [12] compared the experimental diffusion signal and the 
simulated signal for a cylinder fiber. In the present work, we propose to model virtual 
cardiac fiber structures (VCFS) and simulate the diffusion behavior of water 
molecules in this VCFS. We use the quantum spin theory to compute virtual diffusion 
magnetic resonance (MR) images and analyze the contribution of various structure 
parameters (such as water content in extracellular space and intracellular cytoplasm) 
and the membrane permeability to the diffusion anisotropy. The rest of this paper is 
organized as follows. The simulation method is presented in Section 2, the obtained 
results and discussion in Section 3, and the conclusion in Section 4. 

2   Method 

2.1   VCFS Model  

In order to mimic the realistic structure of a myocyte as well as that of a myocardial 
fiber, and find an easy way to describe some of known variations in the tissue 
structure, such as the shape and the location of the myocyte, and their small shape 
variation during the beat of the heart, we model the VCFS as a three-dimensional 
matrix of realistically shaped myocytes organized into fibers. They are connected 
with intercalated disks and plunged in within an extracellular medium. In order to 
reduce computation consuming resources, the spatial resolution of the model was 
selected as 5 µm. The model consists of the mixture of two regions, the intracellular 
cytoplasm and the extracellular space. Each myocyte in the model has a size of about 
15×25×90 µm3 and all the myocytes share the same direction along the long axis but 
they are arranged differently in space, which means from a macroscopic viewpoint, 
that the anisotropy is uniform, but from a microscopic view, it is not. 
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2.2   Diffusion MRI Simulation Theory 

The diffusion process can be seen as a sequence of small random walks of water 
molecules. If the walk of molecules obeys the stochastic properties of a Brownian 

particle, the random 3D walking displacement irΔ  of a molecule i during time 

interval tδ  between two random walks is then given by [12]: 

06ir D tδΔ =  .                                                        (1) 

where 0D  is the diffusion coefficient of water molecules.  

According to the basic theory of DMRI [13], the phase shift induced by this 
displacement is  

2i iq rφ πΔ = ⋅ Δ  .                                                        (2) 

where q  is related to the diffusion gradient ( )G t , ( )
2

q G t dt
γ
π

= ∫  and γ is the 

gyromagnetic ratio. 
Thus, the diffusion signal can be numerically approximated by 
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where n  designates the number of molecules involved and i  the index of the 
molecules. The phase iφΔ  should conform to the distribution ( )P φΔ . By combining 

equations (2) and (3), the diffusion signal can be further written as  
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If the diffusion gradient is a constant, according to equation (2), the distribution of 

( )P rΔ  will be the same as that of ( )P φΔ . In our research, this distribution is 

simulated by a Monte Carlo method.  Designating the diffusion time as Δ , then the 
number of random walk steps m  for one molecule is  

   m
tδ

Δ=  .                                                           (5) 

If the displacement for the thi  molecule induced by the thj  walk step is ijrΔ , the 

corresponding phase shift is  

2 ijij q rφ π= ⋅Δ   .                                                 (6) 

At the end of the diffusion, the total phase shift for the thi  molecule is 
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m m
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(7) 

According to equation (4), we then obtain the diffusion signal 
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Due to the complex structure of the cardiac fibers, the diffusion of water molecules in 
the VCFS model is not free. Therefore, the interaction between the molecules and the 
membrane of the myocyte should be considered in the simulation. In this work, such 
interaction is modeled by elastic collision and reflection, which means that, after the 
collision with the membrane, the molecule does not lose energy and will be reflected 
by the membrane in an arbitrary direction.  

Based on the above hypothesis, we add diffusion gradients along different 
directions to get the diffusion weighted images of the VCFS model. In order to 
analyze the influence of different parameters upon the diffusion anisotropy, we 
calculated the diffusion tensor [14, 15] and fractional anisotropy (FA). In the present 
work, the number of gradient directions was selected as 30, which were obtained from 
the Siemens MRI machine. Let 1λ , 2λ  and 3λ represent respectively the three 

eigenvalues of the diffusion tensor. The FA is then given by [14, 15] 

2 2 2
1 2 1 3 2 3

2 2 2
1 2 3

( ) ( ) ( )1
FA

2 ( )

λ λ λ λ λ λ

λ λ λ

− + − + −
=

+ +
 .                          (9) 

3   Results and Discussion 

In order to choose an appropriate distribution ( )P rΔ  of random walking step lengths, 

we compare two situations with respectively Gaussian and uniform distributions, 
which are often used in simulations [10-12]. Then, the diffusion weighted images 
(DWI) of the myocytes are simulated and the influence of the water content ratio in 
different compartments upon diffusion anisotropy is analyzed by means of the 
diffusion tensor. Finally, the influence of membrane permeability upon diffusion 
anisotropy is also investigated. 

3.1   Monte Carlo Simulation of the Restricted Diffusion 

We assume that water molecules diffuse in two infinite parallel plates spaced by a 
distance of 2a (Eq.10). If the diffusion gradient is applied along the direction normal 
to the plates, the thus resulting diffusion corresponds to the restricted diffusion. 
However, if the gradient is added in the direction parallel to the plates, it then 
concerns free diffusion of the water molecules in this direction. For the restricted 
diffusion and the free diffusion, the corresponding analytical diffusion equations are 
given respectively by 

2 2
retrict sin ( ) / ( )E qa qaπ π=   .                                          (10) 

 0free exp( )E bD= −   .                                                         (11) 

which correspond to two modeling situations.  
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Fig. 1. Monte Carlo simulation of DMRI signal of diffusion between two plates 

In all the simulations, the number of molecules was set to 2×108 in order to obtain 
the results with high accuracy. At the beginning, the molecules are uniformly 
distributed in space. Then, they walk randomly with either uniform or Gaussian 
distribution of walk step lengths, but with the same distribution of directions (between 
0 and 2π ). After a given time, according to equation (8), the diffusion signals in the 
directions both normal and parallel to the plate are calculated. All simulations were 
performed on a PC machine cluster; the computation time was about 16 hours. The 
simulation results with the corresponding parameters are illustrated in Fig. 1. It can be 
seen that the simulation with the uniform distribution conforms better to the 
theoretical results. For this reason, in the following, all the diffusion processes will be 
simulated using the uniform distributed walking step length.  

3.2   Simulation of VCFS 

In order to approximate the actual structure of myocytes, we represent it by a random 
hexagons combination. In the transverse plane, the myocyte location is randomly 
distributed on the surface. Based on the Voronoi theory, a myocyte is formed by 
combining the nearest neighbor hexagons. Fig.2 provides a histological image for the 
transverse section of myocytes and its corresponding simulation model. It can be seen 
that our model is fairly realistic, and that it can generate myocytes with certain regular 
organization but varying shapes.  

 
                                (a)                                                                     (b) 

Fig. 2. (a) histological image for the transverse section of myocyte (Reference [16]) (b) The 
VCFS transverse model 
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From this transverse slice, a three-dimensional myocyte is constructed by changing 
the length of the myocytes. By choosing the hexagon as the basic modeling element, 
we can control various parameters of diffusion simulation such as the boundary 
condition for the random walk, the simulation spatial resolution, the computation 
complexity, etc. In the present study, the hexagon edge length was chosen as 5µm. 

3.3   DTI Simulation and Anisotropy Analysis 

As mentioned in Section 2.2, diffusion tensor imaging data can be simulated by 
applying diffusion gradients along different directions. The DTI data are simulated at 
three different scales. The first DTI scale concerns that of one hexagon, which 
corresponds to one voxel having a dimension of 5x5x5 µm3. The second scale is at the 
level of one myocyte whose spatial resolution is about 25µm, and the final scale is 
dealt with the simulation of several myoyctes. In the present study, we chose only 
four myocytes with a resolution of about 100µm, for the sake of the heavy 
computation load. 

3.3.1   Influence of Water Content on Diffusion Anisotropy 
From the research of Denis Le Bihan [17], it is considered that water molecules 
diffuse quickly in the intra and extra spaces, but diffuse slowly near and across the 
membrane. The dimension of the membrane of cardiac myocytes being about 7.5 nm 
[18], it is so small in comparison with that of cytoplasm and extracellular space that it 
will be ignored in the present simulation. The diffusion coefficient in the cytoplasm 
and the collagen is selected as the same, which is 2

0 1000μm /sD = , because both of 

them belong to the quick diffusion region. Moreover, the dimension of water 
molecules is about 3.2Å, and in the cytoplasm the water content is 78%, of which 
92% is immobilized [19]. Thus, for our voxel (8x8x8 µm3), there are about 3×1011 
water molecules. In practice, it is almost impossible to simulate with such a number 
of water molecules. A trade-off between computing time and simulation accuracy 
should then be done. We selected 1000 molecules for one voxel. For the diffusion 
gradient, the amplitude was chosen as 2 Tesla/µm (note however that, in real imaging, 
it is about 1.5 Tesla/m), the diffusion time as 50 ms, and the number of random walks 
during this period as 300. Since there are some contradictory conclusions in the 
literature about the water content in the myocyte and extracellular space, it is 
necessary to simulate the effects of the ratio of water contents on diffusion anisotropy. 
Fig. 3(a) shows a 3D simulated structure of myocytes, (b) a single transverse slice and 
(c) the corresponding diffusion image of the later in one gradient direction d (red 
color) which is illustrated in Fig.3(d). For this illustrated situation, water was 
distributed only in the extracellular space in order to distinguish it from the structure 
information. 

To investigate the influence of water content in different compartments, the ratio of 
water content in cytoplasm and extracellular space was chosen respectively as 1/6, 
1/5, 1/4, 1/3, 1/2, 1(Point1, Fig. 4(a)), 2, 3 (Point2, Fig. 4(a)), 4, 5 and 6. The 
simulation results are given in Fig. 4, where Fig. 4(a) shows the variation of diffusion 
anisotropy with the water content ratio changes in extracellular and intracellular 
spaces. We compare the diffusion images along the same direction for different water 
content ratio. It can be seen that for each pixel the diffusion signal intensity changes a 
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       (a)   3D simulated structure of myocytes             (b) One transverse slice of myocytes 

                                           
      (c) Simulated DWI for slice (b) indirection d (red)   (d) Directions of diffusion gradient 

Fig. 3. 3D Myocyte structure and diffusion image  

little, which means, from a microscopic view, that the change in water content ratio 
does not influence greatly the anisotropy. This can also be verified by the diffusion 
tensor for each voxel shown in Fig. 4(b) and 4(c). However, for a larger scale of 
single myocyte or several myocytes, the diffusion FA increases if the water content in 
the myocyte is bigger than that in the extracellular medium, as illustrated by global 
diffusion tensor comparison in Fig. 4(b) and 4(c). This phenomenon is caused by the 
combination effects of diffusion in the intra- and extra- cellular compartments in the 
large scale measurement. All these imply that for modeling MRI diffusion signal with 
DTI in large scales, the water content influence should be taken into account. 

3.3.2   Influence of Permeability on Diffusion Anisotropy 
According to [20], there are some aqueous pores in the myocyte membrane, which 
allow water molecules to exchange between different compartments (intra- and extra- 
cellular). Following [21], the membrane permeability of a myocyte ranges from 0 to 
100 µm/s. During their random walk process, water molecules will pass through the 
membrane with a certain probability p , determined by the permeability tp , the 

diffusion coefficient 0D  and  the random walk step length s . Their relationships is 

ruled by 

0/tp p s D= ×   .                                                           (12) 

The simulation results are shown in Fig. 5. 

The results show that the diffusion anisotropy decreases with the increase of the 
membrane permeability. In the present work, walk step length is 1µm that 
corresponds to a diffusion time of 1/6 ms for one step. In this condition, when the 
membrane permeability is smaller than 50µm/s, its influence can be ignored.  
 
 



102 L. Wang et al. 

 
(a) Influence of water content on the FA and DWI of the myocyte slice (Fig.4(b)) in the same 

gradient direction d for two different water content ratios 1 (Point 1) and 3 (Point 2) 

        

(b) 3D Diffusion Tensor of one hexagon, one myocyte and four myocytes for Point 1 

 

(c) 3D Diffusion Tensor of one hexagon, one myocyte and four myocytes for Point 2 

Fig. 4. Influence of water content on the diffusion FA 

 

Fig. 5. Influence of membrane permeability on the FA 

In practice, diffusion time in DMRI ranges from several ms to several seconds. As a 
result, for such long diffusion process, the contribution of permeability to FA should 
be considered accordingly. 
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4   Conclusion 

A fairly realistic virtual cardiac fiber structures (VCFS) model has been constructed, 
and its diffusion weighted image and diffusion tensor image were simulated by Monte 
Carlo method. From the thus simulated images, the influences of the water content 
and membrane permeability upon diffusion anisotropy have been investigated. The 
results show that the diffusion anisotropy increases with the increase of ratio of water 
content between intra- and extra- cellular media, and that it decreases with the 
increase of membrane permeability. Consequently, for different spatial resolutions in 
practical imaging, the contribution to FA of water content in different compartments 
and permeability should be taken into account accordingly. For the future work, we 
will improve the VCFS model to make it more realistic and compare the thus obtained 
results with practical imaging techniques such as polarized optical imaging. 
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Abstract. The reliability of non-invasive myocardial shear measurements based 
on MRI tagging is evaluated in relation to the influence of possible edge effects 
close to myocardial borders. Automatic cardiac motion tracking is performed 
with SinMod, a method based on sinusoidal wave modeling. Shear results are 
evaluated for simulated images with a known imposed motion field, as well as 
for real short-axis acquisitions from 10 healthy volunteers. To evaluate accuracy 
and precision in vivo, automatic results are compared with manual tracings. 
Results show that estimation of circumferential-radial shear is feasible in vivo, 
where edge effects close to myocardial borders play a minor role as compared 
with those found in synthetic images. In healthy subjects, circumferential-radial 
shear and rotation of the myocardium appear negatively correlated. 

Keywords: MRI tagging, left ventricle, myocardial mechanics, transmural 
gradient, shear, SinMod, Harp. 

1   Introduction 

Transmural deformation gradients in the left ventricle (LV), estimated non-invasively 
by means of MRI tagging (MRIT), have been reported in literature for healthy 
subjects [1] as well as for aortic stenosis patients [2]. Being closely related to the 
myocardial fiber arrangement in the LV, such gradients can be used, along with 
torsion and circumferential shortening, to analyze and validate computational models 
of cardiac mechanics [3]. 

The amount of tags along the radial direction in MRIT images of the heart is 
limited, due to the fact that tag spacing usually ranges between 1/2 and 1/3 of the 
myocardial thickness. Edge effects inducing errors in displacement estimation close to 
epicardial and endocardial borders could therefore hamper the assessment of 
transmural displacement gradients. In this regard, the aim of this study is to evaluate 
the accuracy and precision in measuring LV rotation angle and circumferential-radial 
shear (Ecr) using MRIT. The automatic tracking method used, SinMod [4], is based on 
local sine wave modeling. Measurements have been evaluated using synthetic images 
with a known imposed motion field, as well as comparing automatic and manual 
tracings of endocardial and epicardial markers in real MRIT acquisitions from 10 
healthy subjects. 
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2   Materials and Methods 

2.1   MRIT Acquisitions and Bandpass Filtering 

Horizontal and vertical MRIT image sequences of the LV, acquired from 10 healthy 
adults using spatial modulation of magnetization [5], were analyzed. Short-axis MR 
images were acquired with a 1.5 T Gyroscan NT Intera (Philips, The Netherlands). 
Tag spacing was set to 6 mm in both directions. Grid images were generated by 
subtracting horizontally tagged images from the vertically tagged ones, and were 
stored for processing. For each subject, 3 short axis slices were considered: basal, 
equatorial and apical. The distance of basal and apical slices from the equatorial one 
ranged between 8 and 12 mm, depending on heart size. The first frame in each 
sequence was acquired 21 ms after the R-top of the ECG. The frame rate varied 
between 42 and 56 Hz, depending on the heart rate of the subject. Motion tracking 
was carried out on the first 12 frames in each sequence, starting at end diastole and 
covering most of the ejection period. 

MRIT images were bandpass filtered in the frequency domain. The center 
frequency corresponded to the spatial frequency of the tags. The bandwidth to center 
frequency ratio was set to 1.0. The transmission factor of the bandpass filter was a 
squared cosine window, circularly symmetric in the domain of the complex logarithm 
of frequency [4]. 

2.2   LV Motion Tracking with SinMod 

SinMod, an automatic MRIT tracking method, was implemented as described in [4]. 
MRIT images were modeled as moving sinusoidal wavefronts. The displacement 
components along horizontal (ux(x,y)) and vertical (uy(x,y)) directions were obtained, 
yielding a complete displacement map evolving in time. The center frequency ωc of 
the bandpass filter was tuned to either direction x or y. Thereafter, two additional 
filters were defined in the passband, respectively skewed towards low and high 
frequencies. At each pixel of the deformed image, estimates of ωp and u along either 
direction were calculated from low frequency power (PLf), high frequency power (PHf) 
and cross-power maps (PCC) of the complex images resulting from the skewed filters: 
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The implementation of SinMod took advantage of a shift in the frequency domain, 
allowing faster calculations in the spatial domain thanks to lower amounts of 
processed pixels. Furthermore, noise was suppressed by using a local criterion for fit 
quality of the sinusoidal model [4].  
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2.3   Lagrangian Shear Strain in Synthetic and Acquired Images 

The Lagrangian circumferential-radial shear (EcrL) was automatically estimated both 
for real and for synthetic MRIT images. The latter were generated by imposing a 
known motion field to a myocardium-like tagged circular region, with either uniform 
or tagged external background (fig. 1). 

 

 

Fig. 1. Synthetic MRIT images. The circular myocardium is subject to a motion field 
combining rigid rotation, circumferential shortening, radial thickening and circumferential-
radial shear. a) and b) show the last frame of the sequence in the cases of uniform and tagged 
background, respectively. 

Lagrangian EcrL can be estimated using the ux and uy displacement maps obtained 
pixel-by-pixel with SinMod. The Cartesian components of the Lagrangian strain 
tensor E, namely Exx, Eyy and Exy, were computed by properly combining the spatial 
derivatives of the displacements [6]. EcrL was then expressed as: 

( ) ( ) xyxxyycrL EEEE ⋅−+−⋅⋅= )(sin)(cos)cos()sin( 22 θθθθ  ,               (3) 

where θ represents the angular coordinate with respect to the LV center position at the 
reference frame. To compensate for potential edge-effects near myocardial borders, a 
Hanning weighing in the radial direction was used. This weighing enhanced the 
midwall values of EcrL when averaging over the myocardial region of interest (ROI), 
which for acquired images was retrieved with manual endocardial and epicardial 
delineation.  

2.4   Rotation and Shear Estimated with 16 Markers   

To validate in vivo automatic estimation of myocardial rotational shear, 16 markers (8 
endocardial and 8 epicardial) were manually tracked throughout all the analyzed 
MRIT frames. Markers were placed on tag centers, trying as much as possible to 
distribute them equally along the circumferential direction. The images were tracked 
after bandpass filtering in order to reject noise. An example is shown in fig.2.  
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Fig. 2. End-diastolic, mid-systolic and end-systolic frames (from left to right) of an MRIT 
acquisition (apical slice). Manually tracked epicardial and endocardial markers are represented 
by white squares and white circles, respectively. Timing of each frame with respect to the ECG 
R-top is also shown. Images are bandpass filtered as reported in section 2.1.  

Manual and automatic tracings of the 16 markers were compared. The rotation 
angle α of each marker with respect to the left ventricular center point was calculated, 
both for manually and automatically tracked positions. Rotation is positive 
counterclockwise, looking from the apex. The LV center point was retrieved at frame 
1 by means of a best-fit circle over the myocardial ROI. To avoid the interference of 
rigid body translation with the calculation of rotation, the center point position was 
adjusted at each time frame using the average LV displacement. 

Once the rotation angle was known for each marker, the mean rotation of all 16 
markers and the average transmural rotation difference ΔαT = (αepi – αendo) were 
calculated. Based on the latter, the time course of the circumferential-radial shear Ecr 
can be estimated for each analyzed MRIT slice: 
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where Repi and Rendo are the average epicardial and endocardial radiuses, respectively. 

3   Results 

In order to compare SinMod results with a standard tracking method for MRIT 
images, Harp [7] was also implemented after the bandpass filtering described in 
section 2.1. Harp estimates myocardial displacements based on the differences in 
harmonic phase between consecutive images.  

In synthetic images, EcrL errors depend strongly on the background texture and on 
the amount of rigid rotation applied. Both for SinMod and Harp, high errors in the 
estimation of EcrL are present for the tagged background case (fig. 1b), reaching on 
average 180% of the true EcrL value when a rigid rotation of 20 degrees is 
superimposed to shear. With uniform background (fig. 1a), EcrL errors are about 10 
times lower. 
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Fig. 3 shows in vivo manual and SinMod results for Ecr estimated by means of 
marker tracking (eq. 4), as well as SinMod-based estimates of EcrL (eq. 3) for the whole 
myocardium. Since EcrL is an element on the secondary diagonal of a symmetric tensor 
[6], it is expected from theory that the ratio Ecr/EcrL is on average about 2. 

 

Fig. 3. Circumferential-radial shear results in a healthy subject. White panels: manual and 
SinMod estimations of Ecr combining 8 epicardial and 8 endocardial markers; grey panel: 
Lagrangian EcrL tracks averaged throughout the whole LV ROI. The ratio Ecr/EcrL is on average 
about 2. A systematic difference in circumferential-radial shear is present at end systole 
between apical (solid), equatorial (dashed) and basal (dash-dotted) tracks. 

 

Fig. 4. Rotation (left panel) and Ecr (right panel) averaged among 10 healthy subjects in late 
systole (frames 7 to 12 of the analyzed MRIT sequences). Estimations are performed with 
manual tracings (circles), SinMod (triangles) and Harp (squares). Vertical bars indicate ± 1 
standard deviation. Rotation and Ecr appear negatively correlated. 
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Basal, equatorial and apical rotation and Ecr in late systole are shown in fig. 4, 
averaged over all of the 10 healthy subjects analyzed. Mean rotation is assessed 
accurately by both SinMod and Harp. It is also clear how, contrarily to what found in 
synthetic images, the estimation of circumferential-radial shear is feasible in vivo. Ecr 
values assessed with either SinMod or Harp follow the ones measured manually, and 
the bias is low (fig. 4). 

Bland-Altman plots [8] relating the performance of SinMod with respect to manual 
tracking for rotation and Ecr are presented in Fig. 5. 

Table 1 presents, for both rotation angle and Ecr, the standard deviation of the 
differences between manual and automatic estimates in all images, expressed as 
percentage of the mean value across all subjects for the specific slice. 

 

Fig. 5. Bland-Altman plots for SinMod (S) with respect to manual tracking (M). Grey panels 
(left) represent rotation, and white panels (right) Ecr, for base, equator and apex respectively 
(top to bottom). Solid horizontal lines represent the average difference (bias) between SinMod 
and manual tracking, whereas dashed lines delimit the ± 1 standard deviation range. 

Table 1. Standard deviation (SDd) of the in vivo estimation error, for both rotation and Ecr, 
expressed as percentage of the respective mean measured values in base, equator and apex. 
Estimations with SinMod are less affected by noise, especially for base and equator.  

Rotation SDd [%] Ecr SDd [%]  
SinMod Harp SinMod Harp

Base 5.9 8.3 115.1 168.4 

Equator 4.0 6.4 49.5 67.4 
Apex 5.1 4.9 52.5 59.9 
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4   Discussion and Conclusion 

When testing automatic tracking on synthetic images, the results for Ecr are not 
indicative of Ecr inaccuracies in vivo for SinMod and Harp, but are due to the 
unrealistically abrupt gradients found at the myocardial borders in synthetic images. 
Compared to fig. 1b, for instance, images acquired in vivo do not present the same 
high grey level discontinuities across the epicardial border. Hence, edge effects in 
vivo, even though being present due to the limited bandwidth of the bandpass filtering 
(section 2.1) and of the tagging imaging protocol, are not affecting the estimates as 
much as in simulations. This is also supported by the fact that, for the calculation of 
Lagrangian EcrL in real MRIT acquisitions, hardly any effect is noticed when 
switching on or off the Hanning weighing across the myocardial thickness. 

Both Harp and SinMod accurately estimate rotation (fig. 4). SinMod performs 
better than Harp for the estimation of Ecr. The right panel of fig. 4 indicates that inter-
subject bias and variability of Ecr estimation are lower for SinMod than for Harp. 
Also, Table 1 shows that SinMod presents lower errors with respect to Harp. 

The standard deviation of the Ecr estimation error shown in Table 1 is relatively 
high because the myocardial thickness is relatively small with respect to tag spacing. 
Thus, small errors in displacement estimation on either epicardium or endocardium 
have a large impact on the measurement of transmural angle differentials and Ecr. 
However, fig.4 shows that the standard deviations of manual and automatic estimates 
across the analyzed population are similar. The slice with the lower relative precision 
for Ecr is the base (Table 1). Interestingly, as shown in fig. 4, the base is also the slice 
with the lower absolute variations in Ecr. Bland-Altman plots (fig. 5) show that 
SinMod is not biased when compared to manual tracings. These plots also show that 
errors are not dependent on the mean value of either rotation or Ecr.  

In conclusion, this study suggests that automatic estimation of myocardial rotation 
and transmural shear in vivo can be performed accurately and precisely, by tracking 
non-invasive MRI tagging images. SinMod proves to be a reliable algorithm for such 
task. Edge effects in real images play a minor role as compared with those found in 
synthetic images. It is observed that at end ejection the LV apex presents a 
circumferential-radial shear higher in amplitude with respect to the base. This pattern 
has already been reported in previous studies [3], and is consistent with a base-to-
apex gradient in the maximum transmural component of myofiber orientation. The 
negative linear correlation between the apex-to-base courses of rotation and 
circumferential-radial shear (fig. 4) is a feature of LV motion, and not an artifact, 
because both manual and automatic assessments show it. Further developments could 
include investigating the relation of myocardial shear strain with other quantities such 
as torsion and circumferential shortening, both for healthy and pathological subjects. 
Also, further investigations could be aimed at the comparison between SinMod and 
DENSE [9] for the calculation of Ecr. Non-invasive estimates of transmural 
circumferential-radial shear have the potential to unveil mechanistically relevant 
patterns of myocardial motion. 
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Abstract. Quantitative analysis of left ventricular motion can provide
valuable information about cardiac function. Echocardiography is a non-
invasive, readily available method that can generate real time images
of heart motion. Two methods that have been used to track motion in
echocardiography are shape tracking and speckle tracking. Shape track-
ing provides reliable tracking information on the boundaries of the my-
ocardium, while speckle tracking is reliable across the myocardium. The
complementary nature of these methods means that combining them can
lead to a better overall understanding of ventricular deformation. The
methods presented here use radial basis functions to combine displace-
ments generated from the two methods using information from multiple
sequential frames. Ultrasound data was acquired for six canines at base-
line and also, for three of these, after myocardial infarction induced by
surgical coronary occlusion. Mean segmental radial strain values showed
significant decreases in the infarct regions. Comparison to tagged MRI
strain values for two of the animals showed good correlation.

1 Introduction

Left ventricular (LV) deformation analysis has long been an active area of re-
search in the medical imaging community. Quantitative analysis of LV defor-
mation can provide information about the location and extent of myocardial
injury, as well as information about treatment efficacy. In order to obtain this
type of quantitative information, accurate tracking of myocardial deformation
is required. Many different methods have been proposed to quantify myocardial
deformation over the cardiac cycle. Shape tracking methods have been used to
track feature points between image frames [1,2]. The feature points used in these
methods are generally located on the endocardial and epicardial boundaries of
the myocardium. These feature points are matched between adjacent frames to
find a sparse set of displacements. The sparse displacements are then interpolated
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into a dense displacement field over the entire myocardium for deformation anal-
ysis. Image noise is especially difficult to overcome in echocardiography, which
makes it difficult to calculate feature points.

Echocardiography has excellent temporal resolution and portability while be-
ing relatively inexpensive. The high frame rate at which images can be acquired
allows for real time imaging of cardiac deformation. In ultrasound, speckle track-
ing methods have been proposed to track cardiac deformation [3]. Speckle is
a unique pattern generated in an ultrasound image by the underlying tissue
micro-structure. This pattern remains temporally consistent for small deforma-
tions and can be used as a feature for motion tracking. Tracking is performed
by calculating the maximum correlation between speckles in neighboring frames.
Performing speckle tracking on the raw radio frequency (RF) signal has proven
to be effective for tracking small deformations, which can be achieved by imaging
at a high frame rate [4]. Speckle tracking provides good tracking results across
the myocardium where the temporal coherence of the signal remains more con-
sistent. Speckle tracking methods perform poorly on the endo- and epicardial
boundaries due to inhomogeneities in the signal at the tissue boundaries.

The displacements calculated through shape and speckle tracking methods
provide complementary information. Shape tracking gives more reliable infor-
mation on the boundaries of the myocardium, while speckle tracking gives more
reliable displacement values across the myocardium. For this reason combining
these two methods can lead to improved quantification of myocardial deforma-
tion over the cardiac cycle. Since speckle tracking provides displacement val-
ues across the myocardium, models are no longer required to calculate dense
displacement fields (as when using shape information alone). Speckle tracking
has difficulty tracking motion lateral to the ultrasound beam due to the lower
sampling rate and lack of phase information in the RF signal. Shape tracking
information can be used to improve lateral tracking because it is not affected by
beam orientation. The methods presented here use radial basis functions (RBFs)
in a multilevel framework to combine displacement information from shape and
speckle tracking. RBFs have been used extensively in scattered data approxi-
mation [5,6], as well as in medical imaging for modeling the deformation field
in image registration [7] and motion tracking [8,9]. A major advantage of using
RBF methods for interpolation is that data is not required to be in a regular grid.
This makes them very suitable for sparse displacements that are scattered over
the complex geometry of the left ventricle. Using RBFs avoids the complicated
meshing step that is required in some other modeling strategies [2,10].

2 Methods

2.1 Shape Tracking Methods

A brief description of the generalized robust point matching (G-RPM) used for
shape tracking is provided here. For a more detailed description of the algorithm
see [10]. G-RPM is used to track a set of feature points, with associated feature
values, across a set of image frames. The G-RPM algorithm uses soft-assign and
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deterministic annealing techniques to jointly estimate a nonrigid transformation
and correspondences between point sets. For a data point-set X , with template
point-set Y , and their associated feature values an objective energy function is
minimized to find the displacements from X to Y . A correspondence matrix is
calculated to determine the quality of the point matches. The feature points for
shape tracking are found directly from image intensity information using area
based operators. Partial derivatives are taken on the image intensity values in
order to find Gaussian curvature values at each point. These curvature values
are then thresholded and non-maximum suppression is performed to find feature
points that will remain consistent through the cardiac cycle.

2.2 Speckle Tracking Methods

Methods for RF speckle tracking have been presented in [3] and are briefly dis-
cussed here. Each pixel in the initial analytic image has both a magnitude and
a phase. A two-dimensional correlation kernel is defined with a spatial extent
equal to approximately one speckle. A speckle is defined as the full-width at half
maximum in both dimensions of the two-dimensional auto correlation function
of the initial complex image [11]. Following deformation the kernel in one image
is cross-correlated with the next complex image. Initial correlations are found us-
ing only the magnitudes and then refined using the phase information. The peak
correlation is found and the two-dimensional values are given for the displace-
ment. The magnitude of the correlation can be used as a confidence measure for
the quality of the displacement values. Speckle tracking feature points are found
by using displacement values that correspond to a correlation value above a set
threshold.

2.3 Combined Method with RBFs

Combining the shape and speckle tracking data can be posed as a data interpola-
tion problem for a given set of distinct nodes X = {xi}N+M

i=1 ⊂ R
2 with function

values {fi}N+M
i=1 ⊂ R

2. We need to find an interpolant s : R
2 → R such that

s(xi) = fi, i = 1, . . . , N . Where {x1, . . . , xN}and {f1, . . . , fN} are from shape
tracking, and {xN+1, . . . , xM} and {fN+1, . . . , fM} are from speckle tracking.
These methods are performed here on two-dimensional data, but the nature of
radial basis functions will allow for transition to three-dimensions in the future.

For data at nodes x1,...,xN in d dimensions, the general form of an RBF
approximation is

F (x) =
N∑

i=1

λiφ (||x − xi||) (1)

where ||·|| denotes the Euclidean distance between two points and φ(r) is defined
for r ≥ 0. Scalar function values of fi = f (xi) can be found from calculated
displacements and the coefficients λi can be found by solving a system of linear
equations

Aλ = f (2)
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Fig. 1. Sparse input vectors (left) with shape tracking shown in red and speckle tracking
showing in green. Output of dense displacement field (right).

where the interpolation matrix A is defined as aij = φ (||xi − xj ||). The interpo-
lation matrix, A, is guaranteed to be non-singular for many choices of φ [12]. In
this work we use a compactly supported RBF (CS-RBF) for φ(r) . CS-RBFs use
only local information to calculate a displacement value at a given point. When
solving Equation 2, CS-RBFs also provide a computational advantage over glob-
ally supported functions. Wu’s compactly supported positive definite RBFs were
used:

φs (x) = φ

( ||x||
s

)
, x ∈ R

d (3)

φ (r) = (1 − r)4+
(
3r3 + 12r2 + 16r + 4

)
for r ≥ 0 (4)

where (1 − r)+ = max (1 − r, 0), and s is the region of support for the basis
function. This function was selected because it exhibits C2 continuity and the
function φ is guaranteed to be positive definite for dimensions up to three [5].

To combine the two sources of information CS-RBFs are implemented in a
hierarchical fashion with varying levels of support. Large scale functions capture
the larger motion trends while the smaller scale functions fill in finer details of
the displacement field. The final deformation field, F (x), can then be computed
as F (x) = F1(x) + · · · + FL(x) with L being the total number of levels used.
In this work L = 4. A level is defined as a given center spacing and region of
influence. Centers are initially spaced equally over the myocardium at diastole.
At each subsequent level the number of centers increases and the spacing between
centers decreases. The region of influence for each level is set to twice the spacing
distance between centers. This value was found experimentally to be the smallest
value that would yield smooth results.

For each level of the algorithm a decision is made to determine if a specific
region needs to be modeled using smaller scale functions. Regions with fine detail
would need smaller scale functions in order to avoid smoothing out important
information. Some regions that appear to have a high level of detail may be
image noise and we use larger scale functions to smooth the noise. In order to
determine if a region contains important details or noise we look at the dis-
placement variance and correlation values within the region. A noisy region is
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characterized by high variance with low correlation and modeled by a small num-
ber of functions with a large region of support. A region with fine details would
have high variance with high correlation and is modeled in subsequent levels
of the algorithm with an increasing number centers with decreasing regions of
support. The values for variance and correlation that determine if a region needs
further sampling have been determined experimentally.

For a given basis function center there will be a set of feature points from
speckle tracking and a set of points from shape tracking that lie within the
region of influence. The periodic nature of cardiac motion also allows this region
of influence to be extended temporally. For image frame i, information from the
previous two frames i − 2 and i − 1 and information from the following two
frames i + 1 and i + 2 is used. The weighting used on the displacements from
neighboring frames is inversely proportional to time. These feature values are
used to generate the f c values to solve Equation 2. For a given center c at frame
i the value f c is found as a weighted sum of speckle and shape tracking values.

fi = αfspeckle + (1 − α)fshape (5)

fspeckle = w(t)fspeckle,i +
2∑

t=1

w(t) (fspeckle,i−t + fspeckle,i+t) (6)

fspeckle =
1
N

N∑
i=1

φ (||xc − xspeckle,i||) dspeckle,i (7)

fshape = w(t)fshape,i +
2∑

t=1

w(t) (fshape,i−t + fshape,i+t) (8)

fshape =
1
M

M∑
i=1

φ (||xc − xshape,i||) dshape,i (9)

where fspeckle and f shape are the weighted means of the values contained within
the region of influence in the current frame and in the two neighboring frames
weighted by w(t). For a given center location, xc, xspeckle and xshape are the
locations for the N and M number of points with displacement values dspeckle and
dshape from speckle and shape tracking respectively. The parameter α weights
the contribution of each of the two data sources.

3 Results

2D cardiac short-axis US images were acquired at 122-149 fps using a modified
Philips iE33 system with an X7-2 phased array transducer at 4.4 MHz. The probe
was suspended in a water bath over the heart for six anesthetized, open-chested
canines. All subjects were imaged at baseline and three subjects were also imaged
after surgical occlusion of the left anterior descending coronary artery. All studies
were performed with approval of the Institutional Animal Care and Use Com-
mittee. RF and B-mode ultrasound data were exported for speckle and shape
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Fig. 2. (Left) Six Region Partition: (1) Anterior, (2) Anterolateral, (3) Inferolateral,
(4) Inferior, (5) Inferoseptal, (6) Anteroseptal and (Right) Sample radial strain map
over the myocardium for a baseline frame near peak systole

Fig. 3. Radial strain values for six cardiac segments in a single canine pre- and post-
occlusion

tracking, respectively. Tagged magnetic resonance (MR) imaging was performed
for two baseline animals on a 1.5T Sonata MR scanner using a 1:1 SPAMM pulse
sequence [13] and a harmonic phase (HARP) MR software analysis package to
compute radial strains [14].

For US data, manual contours of the endocardium and epicardium are traced
were traced at end-diastole. The displacement fields were calculated between
subsequent frames using the methods outlined in Section 2. The initial contours
were warped to each subsequent frame using the calculated displacement field. In
this way, the regions of interest were defined with minimal manual input. Radial
strains were then calculated from the accumulated frame to frame displacements.
For analysis radial strain values were calculated over the entire myocardium and
mean radial strain values were also obtained for each of the six regions shown
in Figure 2. The radial strain map is shown for a single frame of a baseline
acquisition in Figure 2. The radial strain is greatest near the endocardium with
lower values closer to the epicardium, as expected.

Figure 3 shows the differences in radial strain values between the baseline and
post-occlusion conditions for a single animal. Physiologically, the anterior and
anteroseptal regions of the myocardium are most affected by the left anterior
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Table 1. Mean correlation of radial strain values across six cardiac segments for two
baseline US data sets and corresponding MR data sets

Ant. Anterolat. Inferolat. Inf. Inferosep. Anterosep.
R 0.916 0.880 0.825 0.976 0.984 0.924

descending coronary artery occlusion. This is shown by the large scale changes
in radial strain values in those regions. The inferoseptal and anterolateral regions
border the area affected by the occlusion and also show a slight decrease in strain,
while the inferolateral and inferior regions do not change significantly. Analysis
of pooled data from all animals showed similar behavior. Mean radial strain
values in the anterior and anteroseptal regions were found to have statistically
significant differences pre- and post-occlusion by ANOVA analysis (p<0.01 and
p=0.01, respectively).

Data in Table 1 shows that there is good correlation between the strains gener-
ated from the combined method on US data and the strains generated from MR.
For the baseline data we see reasonable correlation between the two methods.
The differences in how these strains are calculated could lead to the discrepancies
in the strain values on the borders of the infarct. The combined US methods gen-
erate a strain map over the entire myocardium, while the MR methods calculate
strains along three hand traced contours placed on the endocardium, mid-wall,
and epicardium.

4 Conclusion

A new method for combining shape tracking and speckle tracking displacement
values in echocardiography has been presented. This method uses RBFs in a
multi-level fashion to calculate a deformation field for a single image frame using
multiple frames for analysis. These methods take advantage of the complemen-
tary nature of the two tracking methods to find dense displacement and strain
fields over the entire myocardium without the need for a complex meshing step
or model based interpolation. We have shown that our combined method is able
to distinguish between normal and infarcted regions of the myocardium. We also
see consistency with corresponding MR tagged data. Future directions will ex-
tend these methods to 3D to ensure that out of plane motion of the myocardium
is captured.
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Monitoring Treatment Outcome: A Visualization

Prototype for Left Ventricular Transformation

Stefan Wesarg

Interactive Graphics Systems Group (GRIS), TU Darmstadt, Germany

Abstract. The analysis of cardiac dynamics – especially of the left ven-
tricle – is a means for evaluating the healthiness of the heart. In case that
a malfunction has been detected and afterwards has been treated, the
question arises whether the treatment was successful or not. On a longer
time scale, it is of clinical interest to compare the results of follow-up
studies with those of former examinations.

In this paper, we address both issues by presenting a visualization
prototype for the comparison of left ventricular dynamics obtained from
cine-MRI data. Our approach is based on the computation of differences
for standard cardiac parameters between two time series which have been
acquired prior to and after treatment. For their visualization, we use a
series of bull’s-eye displays allowing for an in-depth examination of the
treatment outcome. Here, we focus on the special clinical application
ventricular reduction surgery where we perform a retrospective evalua-
tion for cine-MRI data acquired prior to and right after surgery as well as
several months later. We compare our results with diagnosis information
obtained from clinical experts.

1 Introduction

In cardiac imaging, the heart is captured at multiple points in time allowing
for an examination of its dynamics. There, cardiologists are mainly interested in
detecting any abnormalities related to the contraction and relaxation of the left
ventricle (LV). For this purpose, cine-MRI (magnetic resonance imaging) is the
imaging modality of choice that provides a series of 3D volumes which cover the
whole cardiac cycle. In these data sets, the blood pool of the LV has different
gray values compared to the myocardium, which permits to easily segment these
two regions. Based thereon, the volume of the LV can be computed, and the two
boundaries of the myocardium – endocardium and epicardium – can be defined.

Standard LV analysis uses the volume of the blood pool in order to extract
end-systole (ES) as well as end-diastole (ED). Afterwards, cardiac parameters
are computed [1]. In 2002, the American Heart Association (AHA) has published
a set of recommendations concerning LV analysis [2]. The most important issues
are the segmentation of the LV into 16/17 regions and the usage of a bull’s-eye
(BE) display for a standardized visualization.

Hennemuth et al. [3] employed a BE display for the visualization of perfusion
information and delayed-enhancement image data. The approach presented by
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de Sa Rebelo et al. [4] uses BE displays in order to show the three components
of velocity vectors for the endocardial wall motion. Mantilla et al. [5] visualized
computed radial and longitudinal contraction as well as torsion values for the LV
in a BE display. A method for computing the degree of asynchronous wall mo-
tion and wall thickening has been introduced by Wesarg & Lacalli [6]. There, a
BE display is used for the visualization of the corresponding values. A visualiza-
tion combining 3D rendering and a BE display has been proposed by Termeer
et al. [7]. Coronary territories derived from simulated perfusion data are color
coded in both visualizations, and in addition, the coronary arteries are projected
onto the BE plot. In order to distinguish between a normal and a hypokinetic
heart, Kermani et al. [8] compute the path length and visualize these values in a
BE display.

Most of the aforementioned works employ one single, static BE display for
the parameter visualization. Solely, the approach by de Sa Rebelo et al. [4] uses
simultaneously two BE displays – one showing the parameters at ED and a
second one for ES. A visualization method for cardiac dynamics which employs
a set of polar plots and that is closely related to our work has been introduced
by Breeuwer [9]. The so-called uptake movie consists of successive images which
represent the uptake of a contrast agent in the myocardium for the purpose
of perfusion examination. In conjunction with the perfusogram – a rectangular
layout of temporal and spatial perfusion parameters – a convenient navigation
through the uptake movie is provided.

The computation of cardiac parameters can be performed for a single study
only, i.e. analyzing cine-MRI data acquired at one specific day. However, the
examination of changes of LV dynamics over a longer period is also of clinical
interest. This may be a monitoring of medication related effects or a follow-up

Fig. 1. Ventricular reduction surgery where the apical region is modified. The upper
row shows the pre-operative situation, the lower row the status a few days after surgery.



A Visualization Prototype for LV Transformation 123

study for investigating surgery outcome. In this work, we focus on the latter
where the change of cardiac parameters caused by ventricular reduction surgery
(VRS) [10,11] is examined. Our data sets originate from patients where the apical
region has been reduced in order to give the LV a better overall shape (Fig. 1). For
the visualization of surgery outcome, the standard static 2D representation of the
BE display is extended to a 2D+t representation. Dynamic BE data is computed
for two cine-MRI data sets: a first one acquired prior to surgery and a second
one a few days and a few months, respectively, after the intervention. Computing
the differences of cardiac parameters between these two data sets allows for a
quantification and a detailed examination of left ventricular transformation.

2 Computation of Left Ventricular Transformation

Cardiac image data. Clinical cine-MRI data used for the analysis of left
ventricular dynamics is typically represented as short axis (SA) slices. Employing
an algorithm specifically designed for the segmentation of the left ventricle, the
endocardium as well as the myocardium of the LV can be extracted for all
N time steps. We use our own semi-automatic segmentation approach [12] for
the extraction of the left ventricular blood pool as well as endocardial borders.
However, the method described here is independent from the used segmentation
algorithm. In addition to the LV extraction, we obtain a division of the LV into
16 segments (apex is neglected) for each single volume of the time series. For
each of the segments, the regional volume is computed and the endocardial (and
epicardial) boundaries are sampled on a regular grid of size I × J (Fig. 2, left).
Thus, the BE data consists of a number of equally distributed values which
represent a specific parameter.

Based on the delineated cine data, the geometrical measure endocardial dis-
tance Λn n ∈ {1, . . . , N} – being the distance of the sampled wall positions from

(a) (b)

Fig. 2. Sampling of the endocardial border for one mid-cavity segment. The I × J
sampling points are equally distributed over the segment of the endocardium (a) and
the corresponding distances Λn from the long axis can be computed (b).
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Fig. 3. Two sets DH and DL of dynamic BE data with different temporal resolution i
and j are aligned in order to match ED. The lower resolution data set DL (middle) is
upsampled to D∗

L using a linear interpolation of the values (bottom).

the LV long axis – (Fig. 2, right) can easily be computed. Similarly, the regional
volume Ωn of the blood pool covered by each of the 16 segments can be derived.
If these values are available for each of the N time steps, a series of BE data
can be obtained. Thus, in contrast to the conventional approach, where one sin-
gle BE display – typically related to ED and ES – is computed, we generate a
series of BE data comprising all time steps. (Here, we consider only the blood
pool and its boundary – the endocardium. But, similar computations can also
be performed for the myocardial wall thickness.)

Temporal alignment. We aim on the comparison of two cine-MRI data sets.
Assuming that for each of them the segmentation, the sampling of the bound-
aries as well as the computation of the BE data has been done for all time
steps, the BE data has to be aligned spatially as well as temporally in order to
compute differences for the cardiac parameters. This alignment could be done
on the cine-MRI data directly. For this, several methods have been proposed:
spatio-temporal free-form registration [13], level-set motion [14], multichannel
diffeomorphic demons [15].

In contrast to these works, we follow a straightforward matching approach
based on the BE data and not on the cine-MRI data itself. Spatial correspondence
between the BE data is given, since the initial image data has been aligned
corresponding to the AHA recommendations and the boundaries are sampled
with the same number of points. Due to the fact that in the majority of cases,
the temporal resolution is different, a temporal interpolation for the BE data has
to be performed. Here, we ignore the rotational motion and deformation since
the temporal resolution of our data sets differs only slightly: up to 2 time steps
per cardiac cycle.

For performing the temporal alignment, the BE data DH with the higher
temporal resolution is selected and the BE data DL for the other data set is
interpolated (Fig. 3). This is done by first aligning the ED phases of both data
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sets and afterwards computing the missing information. For each time step where
data exists in DH , new values for DL are interpolated linearly. Thus, a temporally
upsampled data set D∗

L is obtained.

Computation of difference values. After the temporal alignment, the dif-
ference values for the parameters endocardial distance Λn as well as regional
volume Ωn between two image acquisition dates can be computed. For instance,
the differences between pre-operative and post-operative situation are given as:
L = DΛ

post − DΛ
pre and O = DΩ

post − DΩ
pre, respectively. This results in new dy-

namic BE data sets L and O describing each parameter change caused by the
treatment.

Visualization. The computational output of the above steps is a set of differ-
ence values which are related to specific positions in a BE display. Considering
the fact that these values are available for all time steps, dynamic BE displays for
the changes of endocardial distances as well as regional volumes can be created.
For their visualization, several approaches can be used: interactively scrolling
through the stack of BE displays, using a multiple window layout, dynamic vi-
sualization as animation loop. The computed parameter values are displayed
by mapping them to color. For this, we use a perceptually based color map1

(Fig. 4). The value ranges for this mapping are (−10 . . .10 mm) for the endo-
cardial distance differences and (−5 . . . 5ml) for the regional volume differences.
These settings are based on normal value ranges given in the literature [16,17].

3 Clinical Example

Our clinical partner provided us cine-MRI data obtained from over 30 patients
who underwent VRS. That data comprised the pre-operative situation, the post-
operative status a few days later as well as image data from a follow-up study
performed several months after surgery. Due to space constraints, we show results
for only one representative patient who underwent VRS.

The diagnosis reported a slightly improved overall LV function right after
surgery (global EF increased from 36% to 38%) but a re-deterioration – occuring
quite often for those patients [11] – seen in the follow-up study with a newly
increased size of the LV and dramatically reduced EF (now only 28 %). Using
our method, these findings are confirmed and can be investigated in more detail.
For this, the differences between the values of the endocardial distances and of
regional volumes related to the pre-operative situation (18 time steps) and those
values for the post-operative (18 time steps) and follow-up data (16 time steps),
respectively, are displayed.

Right after surgery (Fig. 4, top), the apical wall does virtually not move at
all. The endocardial distances for these regions are larger around ES but smaller
around ED compared to the pre-operative ones. In addition, the distances in the
basal regions are increased around ED, thus compensating for the reduced apical
1 Taken from http://colorbrewer2.org

http://colorbrewer2.org
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regions. Consequently, the regional volume displays show significantly increased
values for the apical region around ES and an increase for the mid-cavity and
basal segments around ED.

Nine months later (Fig. 4, bottom), the wall distances for the apical regions
are even larger than before surgery. Between basal anterior and lateral regions
the endocardial distances are decreased. The end-systolic volume values for basal
and mid-cavity regions are increased showing a lowered contractibility of the LV.
In addition, the apical LV volume values are globally increased.

4 Discussion

In this work, we have presented an approach for an improved visualization of
cardiac parameters related to left ventricular transformation. For this, we have
adopted the idea of Breeuwer [9] to display a set of successive polar plots and
extended it to a comparison of two dynamic cardiac image data sets. In case that
two or more 4D data sets for the same patient are available, our method allows
for an in-depth examination of the temporal evolution of cardiac parameters.
Differences between the cardiac parameters can be computed and dynamic BE
data can be generated. Choosing the clinical application VRS, we have shown
how to benefit from our approach for gaining more insight into the changes
of cardiac anatomy and function. Furthermore, it can directly be applied to
other clinical purposes where the monitoring of treatment outcome after cardiac
surgery or drug administration is of interest.

As an extension of the recommended usage of a BE display as preferred means
for visualizing the analysis results for the LV [2], the dynamic BE display can
easily be understood by cardiologists. There is no need for adapting to a new visu-
alization method, nor is the visualization overloaded with too much information.
Solely the temporal dimension is added to the display, making the information
accessible which is available in any case. The visualization method presented in
this work is currently in a prototypic stage. Initial tests with clinical images from
our database related to VRS patients – containing data for over 30 patients –
show evidence for providing more detailed information. However, an extensive
clinical evaluation is needed for an ultimate verification of the assumed benefit.
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Abstract. Local incompressibility can be used to improve fitting and
analysis of ultrasound-based displacement data using a heart model. An
analytic mathematical model incorporating inflation, torsion, and axial
extension was generalized for the left ventricle. Short-axis and long-axis
images of mouse left ventricles were acquired using high frequency B-
mode ultrasound and myocardial displacements were determined using
speckle tracking. Deformation gradient components in the circumferen-
tial and longitudinal directions were fitted using linear regressions. The
slopes of these lines were then used to predict motion in the radial direc-
tions. The optimized kinematic model accurately predicted the motion
of mouse left ventricle during filling with normalized root mean square
error of 4.4±1.2%.

1 Introduction

While diagnoses and therapies for cardiovascular diseases (CVD) have improved
in recent years, CVD remain a major global health concern. In the United States,
heart disease is the leading cause of death, accounting for 33.6% of all deaths
in 2007 [1]. In an effort to curtail CVD mortality, patient-specific left ventric-
ular (LV) modeling has been introduced to facilitate improved and individu-
alized diagnoses [2,3,4]. Unfortunately, patient-specific modeling is currently a
labor-intensive process, involving multiple medical imaging modalities (typically
magnetic resonance imaging (MRI) and computed tomography (CT)), and de-
tailed geometric modeling using finite element analysis (FEA) that requires ex-
tensive manual tracings. Thus, current approaches to patient-specific modeling
are very expensive. We therefore sought a modeling approach to fitting and inter-
preting ultrasound data that could provide some of the advantages of patient-
specific FEA, such as incorporating known aspects of myocardial mechanics,
without requiring detailed knowledge of fiber structure, material properties, etc.,
for each heart.

Models using simple geometric shapes appropriate to the LV have been in-
fluential in studying cardiac mechanics. Cylindrical models have been used to
predict distribution of stress and strain around the myocardium [5]. They have
also been used to estimate material properties of the myocardium [6]. While these
models have been instrumental in understanding regional ventricular function,
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they are only accurate at the mid-ventricular section of the LV and are inade-
quate in modeling regions near the apex. Other models using prolate spheroidal
and actual heart geometries have had better success in describing motion near
the apex as well as other modes of motion observed in LV that cannot be modeled
with a cylinder [7].

While there is a plethora of established cylindrical heart models [6,8], existing
models are similar in that the radial motion is often assumed to be uniform
and axisymmetric around the myocardium. In this paper, we derive a kinematic
model describing myocardial deformation using a classic cylindrical model and
myocardial incompressibility. We then generalize the model by using actual heart
geometry to allow radial motion to vary as a function of R, Θ and Z. This
formulation allows more freedom in describing cardiac motion but retains the
incompressibility of myocardium as a constraint on the fitted displacement field.

In addition to studying cardiac mechanics, geometric models can also operate
as a filter by imposing geometric constraints on allowed myocardial motion. This
can be used to discard and correct improbable motion estimates derived from
motion tracking techniques. For example, the incompressibility constraint has
been used to improve both automated segmentation [9,10] and motion estima-
tion [11,12,13]. This is particularly useful in small animal imaging using ultra-
sound, where motion estimates using speckle tracking techniques are often noisy.
In mouse heart imaging, high heart rate and associated low number of image
frames per cardiac cycle can result in significant decorrelation between frames.
Additionally, signal dropout, attenuation and anatomical related artifacts (e.g.
sternum, rib or lung related multipath reverberation) can also degrade image
quality. Under these scenarios, motion estimates are frequently inaccurate and
unreliable. While there are disadvantages in using ultrasound images, there exist
many post image processing techniques to partially compensate for poor image
quality, including clutter and artifact reduction using finite impulse response
(FIR) filters [14] and principal component analysis via blind source separation
method [15]. Compared to MRI and CT, medical ultrasound imaging is inexpen-
sive, radiation free, and has high temporal image resolution. For these reasons,
patient-specific modeling may therefore be feasible in a clinical setting.

2 Methods

2.1 Model Formulation

A general form of cylindrical model describing inflation, torsion and extension of
a deformable thick-walled cylinder was adopted from Adkins [16]. A cylinder can
inflate and deflate radially, corresponding to LV expansion from end-systole (ES)
to end-diastole (ED) and LV contraction from ED to ES, respectively. Simple
torsion occurs on the plane perpendicular to the axis of the cylinder, and axial
extension and compression along the axis of the cylinder. In the initial cylinder
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model, undeformed and deformed states were defined at ES and ED, respectively.
Left ventricular filling from ES to ED is simulated using equation (1):

r = r(R), θ = θ(Θ) + τZ, z = z(Z). (1)

(R,Θ,Z) and (r,θ,z) are the radial, circumferential and longitudinal compo-
nents in undeformed and deformed cylindrical coordinates, respectively. During
filling, the LV expands radially as a function of R; twists circumferentially as a
function of Θ and proportionally to Z by constant τ ; and extends longitudinally
as a function of Z. We generalized this model to account for spatial nonuniformity
expected in an actual heart due to mismatch between the assumed (cylindrical)
and actual geometry, regional ischemia, dyssynchrony, etc. Specifically, we al-
lowed radial inflation to vary with circumferential and longitudinal coordinates:

r = r(R, Θ, Z), θ = θ(Θ, Z), z = z(Z). (2)

LV deformation from ES to ED can be described using a deformation gradient
tensor. In cylindrical polar coordinates and using equation (2), the deformation
gradient matrix, F , is [17]:
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To find a closed form solution to equation (2), the myocardium is assumed
to be incompressible. This is a reasonable assumption since the myocardium is
composed of 80% water [18,19], and water is almost perfectly incompressible.
While studies have shown that myocardial volume is not isovolumetric due to
blood perfusion in the heart, the change in volume is no more than 4% [20].
Using incompressibility, the determinant of the deformation gradient matrix is
equal to unity:

det(F ) =
(

∂r

∂R

)(
r

R

∂θ

∂Θ

)(
∂z

∂Z

)
= 1. (4)

Integrating equation (4) and applying boundary condition at the endocardium
gives:

r(R, Θ, Z) =

√
R2 − R2

0

f(Θ, Z)
+ r2

0 , f(Θ, Z) =
(

∂θ

∂Θ
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∂z
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)
. (5)

R0 is the endocardial radius at ES and r0 is the endocardial radius at ED.
The solutions to θ = θ(Θ, Z) and z = z(Z) can be determined by fitting circum-
ferential and longitudinal displacement data, and are used to predict the radial
deformation that is consistent with local geometry (R0 and r0), circumferential
and axial deformation, and myocardial incompressibility.
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2.2 Mouse Heart Imaging and Motion Estimates

Short-axis (SA) and long-axis (LA) cine B-mode images of 6 healthy male
C57BL/6 mice (10- to 12- weeks old, 24 to 26 g) were acquired using a Visual-
Sonics Vevo2100 scanner (Toronto, Ontario, Canada) with a MS400 transducer
operating at 30 MHz. Imaging frame rate was approximately 350 fps, and the
average heart rate of mice under anesthesia was 462±14 bpm. Serial SA images
were acquired at 0.5 mm interval, with 10 to 12 slices throughout the LV for
each mouse. One LA cine loop through the major axis of the LV was acquired
for each mouse.

Displacement fields across the myocardium were determined by speckle track-
ing with approximately 0.2 mm × 0.2 mm pixel block size using a minimum sum
absolute difference (MSAD) algorithm and parabolic fit derived sub-pixel res-
olution [21]. Displacement components were transformed into cylindrical polar
coordinates and fitted to the model.

2.3 Optimization of Model Parameters

For normal mouse hearts, a linear relationship was observed between θ and Θ,
and between z and Z. From this observation, the final system of equations is
expressed as follows:

r(R, Θ, Z) =

√
R2 − R2

0

ac
+ r2

0 , θ(Θ, Z) = aΘ + τZ + b, z(Z) = cZ + d. (6)

In diseased mouse hearts, higher order polynomials or piece-wise functions
might better explain the motions in circumferential and longitudinal directions.
For healthy mouse hearts, the constants a, b, c, and d can be determined using
linear regression on the observed displacement data in the circumferential and
longitudinal directions; however, these constants, specifically a and c, do not
optimize the model as a whole, since errors in the radial direction are not taken
into consideration. To optimize these constants, the normalized root mean square
error (NRMSE) between observed, (ri, θi, zi), and predicted, (r̂i, θ̂i, ẑi), position
after deformation in each direction is calculated:

NRMSE =
1

3
√

n

∑
x∈(r,θ,z)

√√√√ n∑
i=1

(xi − x̂i)2

xmax − xmin
. (7)

The combination of parameter values that yields the minimum NRMSE is
determined to be the optimal values:

(a, b, c, d, τ) = arg min(NRMSE(a, b, c, d, τ)). (8)
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3 Results

Motions in the circumferential and longitudinal directions were modeled using lin-
ear functions. Longitudinal motion is obtained using lateral displacement data de-
rived from tracking LA cine loops. The 0 mm-position is defined at the apex at
ES. As shown in figure 1A, tissues that are slightly above the apex did not have
any longitudinal displacement, while tissues at the basal level move upward and
tissues at the apical level move slightly downward. This effectively results in LV
extension. Circumferential motion is illustrated in figure 1B. The 0-rad reference
is defined at the section between the papillary muscles, and increases in counter-
clockwise direction. A difference in phase shift is observed at different levels of the
LV. Using the midventricular layer as a reference, the basal and apical layers are
observed to rotate in opposite directions. This results in LV torsion.

The coefficients determined using linear regression are optimized in their re-
spective components. Therefore, they are not necessarily optimal for the system.
Since b, d, and τ are not used in r(R, Θ, Z), these parameters can be easily opti-
mized individually after a and c are optimized for the system. A range of values
in the neighborhood of the regression coefficients a and c are simulated using the
model, and the NRMSE of each combination are shown in figure 2. These coef-
ficients were determined individually for each mouse. A statistical summary of
the mean and standard deviation of the values for these coefficients are reported
in table 1.

The NRMSE of the system using the optimized value is 4.4±1.2%, represented
by the minimum value of the surface in figure 2. Figure 3 shows predicted radial
motion at different levels of the LV. The fact that the model captures radial
motion at different SA levels with a single choice of parameters for ∂θ/∂Θ and
∂z/∂Z suggests that most of the variation in radial motion in the normal mouse
heart arises from spatial variation in geometry (R0 and r0 in equation (6)). As
shown in figure 3C, the apical section contributes most of the error; this error
near the apex is largely due to tracking error, as shown in the sparsely observed
data in figure 3C.

Fig. 1. Linear regression of LV wall motion in longitudinal (A) and circumferential
(B) directions. LV extension and torsion are observed, where motions at the basal and
apical layers are moving in opposite directions in both components.
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Table 1. Optimized values for model Parameters

Parameter Value

a 1.03±0.12
b -0.09±0.04 rad
c 1.12±0.08
d -0.18±0.03 mm
τ -0.01±0.004 rad/mm

Fig. 2. Model simulation using different combinations of a and c. The NRMSE is
calculated for each simulation and the combination with the minimum NRMSE (arrow)
represents the optimal parameter values.

Fig. 3. Observed and predicted radial motion at the base (A), midventricular (B) and
apical (C) levels of the LV

4 Conclusion

A unique kinematic model of mouse LV has been shown to accurately predict the
motions of the myocardium by enforcing myocardial incompressibility. Compared
to a standard cylindrical model, our generalized model can be extended to allow
sufficient spatial variation in radial motion to model diseased hearts. In situations
with substantial regional variation in deformation, a linear fit will not capture
motion in the circumferential component; instead, higher order polynomials or
piecewise functions can be used. In these cases, the value for parameter is no
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longer a constant, and therefore asymmetric motion can be modeled. Asymmetric
motion in the LV can be used to describe the dyssynchrony that is associated
with diseased hearts.

Compared to existing geometric models of the LV, the model presented here
is simple, and also accurate with 4.4% NRMSE. The presented model is shown
to work well with ultrasound datasets. This model offers a lower cost approach
to patient-specific modeling by using relatively noisy ultrasound image data as
opposed to more expensive imaging modalities.
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Abstract. The dynamic deformable elastic template (DET) model has
been previously introduced for the retrieval of personalized anatomi-
cal and functional models of the heart from dynamic cardiac image se-
quences. Dynamic DET model is a finite element deformable model, for
which the minimum of the energy must satisfy a simplified equation of
Dynamics. In this paper, we extend its scope to the retrieval of car-
diac deformation within tagged magnetic imaging, using precomputed
displacement fields as prior data to drive the model. Evaluation con-
ducted on simulated sequences shows the performance of the model to
track heart motion as a function of the quantity and quality of prior
displacement information.

1 Introduction

Retrieving personalized anatomical and functional models from clinical cardiac
images remains a challenging task. Magnetic resonance imaging (MRI) is a ver-
satile imaging modality, able to provide the required data to reconstruct patient
specific models. MR-tagging has been extensively used to extract in a non in-
vasive way local myocardial deformation in vivo. This modality generates grids
within the myocardium as temporary markers, allowing to retrieve deformation
throughout the whole cycle.

Several papers have tackled motion and strain estimation from MR-tagging.
Axel et al. calculated the 2D Lagrangian strain by tracking and interpolating
deformation tags, using a spline method to obtain dense displacement maps
[1]. Osman et al. calculated the myocardial velocity field using the phase map
in the HARP method [2]. Arts et al. proposed the SinMod method to extract
motion from MR-tagging image sequences, by modeling image intensity in the
environment of each pixel as a moving sine wavefront [3].

A few papers have targeted the spatio-temporal modeling of the heart function
from dynamic MR image sequences. Sermesant et al. proposed a bio-inspired
electromechanical model of the heart designed both for the simulation of its
electrical and mechanical activity [4]. Billet et al. extended this approach to
cardiac motion recovery from the adjustment of the previous electromechanical
heart model to cine MR images [5].
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In a previous paper [6], we introduced the dynamic deformable elastic tem-
plate model for the automatic segmentation and tracking of the heart in dynamic
cine MRI sequences. This spatio-temporal approach imposes temporal smooth-
ness and periodicity constraints to improve the regularity and continuity of the
extracted contours throughout the cardiac cycle. In [7], we proposed to improve
the robustness and accuracy of the results by introducing prescribed displace-
ments to some contour model nodes. In this study, we propose to provide such
point prescription by using a motion field extracted from MR-tagging. Using
more or less of this information allows us to assess the behaviour of the model
depending on the quantity and quality of the available motion information.

First, the principle of the dynamic DET model is briefly recalled. Then, the
methodology to impose prescribed displacements from MR-tagging into dynamic
DET is introduced. Then, the evaluation protocol is presented, with results on
both simulated and real human MR-tagging sequences. In the last section, we
discuss the behaviour of the model when dealing with a lack of prior data.

2 Dynamic DET Model

2.1 Model Main Equations

The dynamic DET model is a deformable volumetric model submitted to ex-
ternal constraints imposed by the image [6]. The equilibrium of the model is
obtained through the minimization of an energy E which is the sum of an elastic
deformation energy Eelastic and energy Edata due to the action of external image
forces f .

The a priori left ventricular (LV) model is an annulus in 2D. The material
is considered to be isotropic, homogenous and completely defined by its Young
modulus and its Poisson coefficient. The energy terms can be approximated by
discretizing the displacement u and the force f , using the finite element method
(FEM). The displacement is approximated by linear functions on these elements,
while the forces are sampled at nodal points. Under this approximation, the
minimum of the energy must satisfy the following simplified Dynamics equation
(where acceleration is neglected):

DU̇ + KU = F(U, t) (1)

where K is the stiffness matrix corresponding to the response of the elastic
material, and U and F are respectively the displacement and force vectors on
mesh nodes. We consider the matrix D to be a multiple of identity, with scalar
coefficient α.

Note that solutions to equation (1) do not necessarily satisfy the periodicity
and smoothness constraints. Hence, we look for solutions in a finite-dimensional
subspace F generated by a set of Fourier harmonics (see [6] for details).

2.2 Algorithm Implementation

Solution to equation (1) is achieved through a pseudo-instationary process.
Roughly speaking, it consists in introducing a parameter τ , and considering
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a pseudo-instationary problem with respect to τ derived from the original prob-
lem. Let’s define the operator A = α d

dτ + K and consider,{
dU
dτ = F(U) − AU
U(0) = 0.

(2)

If U converges when τ → +∞, then it tends towards a limit which is a solution
of the nonlinear time dependent problem. Discretizing the previous equation with
finite differences to solve the temporal equation leads to (see [6] for details):

(
1

Δτ
+

α

Δn
+ K)Uτ

n = F(Uτ−1
n ) +

1
Δτ

Uτ−1
n +

α

Δn
Uτ

n−1 (3)

which is a linear system and thus straightforward to solve.

3 A Priori Information Applied to the Model

In the context of the dynamic segmentation of the LV contours within conven-
tional cine MRI sequences, the model was driven only by image based forces,
which are obtained from extracted contours with gradient operators.

In [7], we investigated two different approaches to prescribe displacements on
certain mesh nodes. We briefly recall the principle of the Payne’s method and
the way it is used to take into account displacement information from tag data.

3.1 Payne’s Method for Prescribed Displacement

In the static case, the complete system of equations can be written:⎧⎨
⎩

K11u1 + K12u2 + ... + K1nun = F1

K21u1 + K22u2 + ... + K2nun = F2

etc.

To impose the displacement of a node, for example ui = ũi, a large value βI is
attributed to the coefficient Kii. The second member of the equation is replaced
by βũi. If β is much larger than the other coefficients of the stiffness matrix,
this modification is equivalent to replacing the initial equation by βui = βũi.
Thus, the displacement of the node is set to the required value. This process can
be extended to the dynamical scheme, and the displacement of any node at any
given time point of the sequence can be imposed (see [7] for details).

3.2 MR-Tagging Data

Prescribed displacements were previously used to locally drive the model in order
to obtain better LV segmentations in cine MRI sequences, especially when deal-
ing with large contraction throughout the cardiac cycle, or highly pathological
cases [7].

We propose to control the model convergence to patient data by introducing
displacement information obtained from tagged MRI data, which is considered
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as a reference for myocardial motion studies. Therefore, displacement fields esti-
mated from MR-tagging are used as prescribed displacement within the Payne’s
scheme. Several methods have been proposed to extract motion fields from MR-
tagging sequences. In the context of this study, the SinMod [3] method will be
used.

We operate as follows: prescribed displacements U are attributed to selected
nodes, depending on a priori data, and the stiffness matrix K is modified accord-
ingly. Non prescribed nodes are displaced using a combination of forces extracted
from both prescribed points and computed image based forces. In the case of
cine MRI sequences, only points at end diastole (ED) and end systole (ES)
phases are usually prescribed. In the case of MR-tagging sequences, prescribed
displacements were attributed to every phases.

An objective is to extend the approach to 3D. However, to stay as close as
possible to clinical protocols, motion information will be very sparse and only
available in a limited number of short axis and long axis planes. Therefore, we
are interested to evaluate the behaviour of the model when motion information
is partially given. The following experimental study is designed to this aim.

4 Method Evaluation Protocol

To evaluate the impact of the proportion of tag-based motion information onto
the model convergence, reference MR-tagging sequences were simulated using
a parametric model. Dynamic DET model is applied to the sequence with dis-
placement prescription randomly selected from the known reference motion. Ex-
periment is repeated with less and less proportion of imposed displacements.
Impact of actual motion measurements vs ideal motion data and the locality of
missing data are studied as well.

4.1 Simulated MR-Tagging Sequences

The performance of the method was quantitatively estimated using simulated
2D-MR-tagging sequences of the heart. The sequences are generated as follows:
a 2D-MR-tagging short-axis slice of the heart is taken as the first image of the
simulated sequence. Then, the motion model is focused onto the myocardial area
(defined with two concentric circles) and a dense displacement field is computed
at successive time points in the cardiac cycle, using a simple cardiac motion
model [8]. Finally, the reference real image is warped according to these fields.
This results in a series of MR-tagging images that ressemble a real MR-tagging
sequence, for which the whole motion is known. In this paper, the real displace-
ment fields are later refered to as ”Reference”. Two sequences of 21 images
covering the cardiac cycle (systole and diastole) have been generated. Ref-d30
sequence has a 30% contraction value, while Ref-d30r20 sequence has a 30%
contraction value mixed with a 20 degrees rotation parameter. Figure 1 shows
two sample images generated using this procedure.
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Fig. 1. Two sample images of the computer simulated 2D-MR-tagging Ref-d30r20
sequence, respectively at ED and ES

4.2 Study of Motion Prescription onto the Model

To study the impact of prior motion data, a predefined amount of model’s
nodes is prescribed by true motion (from analytical model). The motion re-
sulting from the application of DET model is compared with the true one over
the myocardium domain. A whole range of percentage of prescribed nodes is
sweeped.

The DET model was applied to the Ref-d30 and Ref-d30r20 sequences, using
the ring mesh, defined with 5 layers and 40 sectors, as the initial shape of the
model. The Young modulus was set to 5 and the Poisson coefficient to 0.2 (this is
to cope with the adaptation of the initial template to the data and the myocardial
area variation during the cardiac cycle, in 2D). The center of the annulus, its
radius and thickness were set manually. The stopping criterion was set to 10−5

and the parameter β (from Payne’s method) to 50 (which represents a good
compromise between image based-forces and prescribed-based forces).

The model was run onto the simulated sequences several times, using less and
less prior data (from 100% to 10% of prescribed nodes), and the mean absolute
displacement error averaged over the whole sequence was computed as:

¯err =
1
N

∑
N

∑
i∈Ω

√
(dxDET

i − dxR
i )2 + (dyDET

i − dyR
i )2

where N is the number of phases, Ω is the model domain (myocardium), dDET
i

(resp. dR
i ) is the displacement of node i with respect to the initial position, with

the DET model (resp. Reference) method.
Figure 2 shows the mean absolute displacement error for Ref-d30 and Ref-

d30r20 sequences, depending on how much prescribed information is removed.
The blue curve corresponds to the mean error using the reference field (Refer-
ence) as prior data. For Ref-d30, the mean error goes from 0.52mm to 1.01mm,
with StD<0.007mm. For Ref-d30r20, the mean error goes from 0.53mm to
4.52mm, with StD<0.04mm.
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Fig. 2. Mean absolute displacement error (mm) for Ref-d30 (left) and Ref-d30r20
(right) sequence, depending on the decimation of a priori information, for both Refer-
ence and SinMod prescription

4.3 The Case of Noisy Motion Data

To take into account the imperfection within the motion measurements, an ap-
proach consists in adding noise to the reference displacement values. Here, we
prefered to use the measurements provided by the SinMod motion estimator
which is representative of what can be obtained from MR-tagging analysis. The
same sensitivity analysis as the one in the previous section is performed from
estimated motion measurements. In figure 2, the red curve corresponds to the
error using the field extracted with the SinMod estimator as a priori data. For
Ref-d30, the mean error goes from 0.51mm to 1.01mm, with StD<0.008mm. For
Ref-d30r20, the mean error goes from 1.13mm to 4.49mm, with StD<0.02mm.

4.4 Global vs. Local Absence of Data

Previous experiments were based on a ”homogeneous” distribution of motion
data. To study the impact of a local absence of data, motion information was
cancelled in a selected sector of the myocardium and the quality of the retrieved
motion by DET model was localy assessed. Results on Ref-d30r20 sequence are
shown in figure 3, where motion information was cancelled in the posteroseptal
sector, in a 30 degrees sector. All the model nodes outside this sector were pre-
scribed normally. The mean error averaged over the whole sequence is 0.64mm.
The error is maximum at ES, near the endocardium, where contraction and ro-
tational motion are the highest. However, the model accounts well for the lack
of information, especially near the epicardium.

4.5 In Vivo Data

The method is experimented on real MR-tagging sequences without any addi-
tional modification. Typical results are shown in figure 4. We observed the very
good propention of the method to accurately follow motion deformations.
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Fig. 3. Mean absolute displacement error (mm) for the Ref-d30r20 sequence at ES, with
full data prescription (left), with data cancelling in the posteroseptal sector (right). The
transparent layer is the region where data is cancelled.

Fig. 4. DET model superimposed onto the images of a real MR-tagging sequence at a
median slice of the heart, at ED (left) and ES (middle) phase. Strain map (following
the vertical axis in this case) is provided by DET model (right).

5 Discussion

We used motion information from MR-tagging to drive the deformation of dy-
namic DET model. The performance of the method is evaluated based on sim-
ulated MR-tagging sequences, for which the motion at each myocardial point
is known. In particular, we investigated the ability of the model to cope with
partial miss of data.

On Ref-d30 sequence, results for both Reference and SinMod method are sim-
ilar, with a small error compared to sequence Ref-d30r20. This is due to the fact
that the sequence has only radial motion, hence image based forces can drive
the model correctly when data prescription is missing. On Ref-d30r20 sequence,
while the mean error over the whole sequence when dealing with complete pre-
scription is about 1mm, the error difference between motion prescribed with both
Reference and SinMod method becomes smaller as displacement information is
removed. The mean error becomes the same between both methods when deci-
mation is over 50%, since the model and image based forces (which only capture
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radial motion) have a higher impact. It rises linearly as we remove information,
which shows a good ability of the model to follow the motion of the heart even
when the information is not very dense. In each case, the error is larger at end-
systole because the total motion (computed relatively to end-diastole) is greater
at maximum of contraction.

6 Conclusion

We have presented an improved dynamic DET, for the segmentation and tracking
of the heart in MRI sequences, using displacement information from MR-tagging
to drive the deformation. Experiments on simulated sequences show a good over-
all ability of the model to track the motion of the heart even when some amount
of information is missing.

The next step will be extending DET model to track heart borders and motion
in 3D, from both cine and tagged MR image sequences. Such an extension does
not require any further theoretical developments, since the equations remain
valid for the 3D case. However, 3D MR image processing poses a number of
purely technical problems, such as inter-slice alignement, 3D interpolation and
data visualization.
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Abstract. In coronary angiography, a catheter’s tip has to be directed
through the aorta towards the ostium – the region where the coronary
arteries arise. Due to the anatomical variation in different humans, there
is no common catheter which can be used for all patients. Thus, in a
trial and error procedure cardiologists find a catheter that fits to the
patient’s anatomy. To replace this time consuming approach by provid-
ing a computer aided planning tool to be used prior to the intervention
is the focus of our work. First of all, it is necessary for such a system
to derive geometrical parameters for the patient’s aorta as well as for
the different available catheters. Based thereon, the best fitting catheter
can be selected. In this paper, we discuss the first step: the computa-
tion of geometrical parameters from the patient’s image data. Due to
the setting defined by our clinical partner, two MRI data sets are ac-
quired and should be used for the computation. This requires a specific
image processing pipeline which we present here and which has to our
knowledge not been proposed so far. Furthermore, we show first results
obtained for real clinical data sets and discuss the subsequent steps for
the development of the catheter selection tool.

1 Introduction

Coronary angiography is used for the diagnosis of any narrowing or occlusion
of the coronary arteries. During this procedure, a catheter is pushed through
the aorta towards the ostium – the region where the coronary arteries arise.
Due to the anatomical variation in different humans, there is not a common
catheter to be used for all patients. In fact, the cardiologist selects based on his
or her experience a catheter that may fit to the patient’s anatomy. However, on
average, several catheters have to be tried out until the one that fits is found –
especially in cases of anomalous anatomy. For instance, Sarkar et al. [1] tried out
79 catheters on 24 patients in order to find the correct one, which corresponds
to an average of three catheters per patient.
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Obviously, performing the procedure in this way is time consuming. And in
addition, there is a slight chance of cancer from excessive exposure to radiation.
Furthermore, it is also possible that a catheter which does not match the aortic
anatomy punctures the wall tissue causing internal bleeding. For the cardiologist,
it would be a huge benefit to be able to select the optimal catheter in advance
– before starting the angiography. In the medical literature, aorta and coronary
arteries shapes are discussed [2,3] and suggestions for suitable catheter selections
are given [4,5]. Nevertheless, there is a lack of work dealing with patient specific
catheter selection based on previously acquired image data.

This is where we start with our work. The idea is to use image data routinely ac-
quired prior to a coronary angiography and to develop a planning tool that helps
the cardiologist to select the catheter that is most appropriate. The imaging pro-
tocol used by our clinical partner dictates that the planning has to be performed
on specifically acquired MRI data. On one hand, a low resolution 3D data set
covering the complete ascending as well as large parts of the descending aorta is
acquired. And on the other hand, a high resolution data set containing only that
part of the aorta where the ostia are located is provided. Combining the informa-
tion contained in these two MRI data sets serves as the basis for the computation
of several geometrical parameters. The segmentation of the relevant anatomical
structures as well as the computation of geometrical parameters being the first
step for the intended planning tool is the focus of this work.

To the best of our knowledge, there has not been published any other work so
far, dealing with patient specific catheter selection based on image data. However,
there exist previous work focusing on the segmentation of aorta and coronary ar-
teries from 3D image data sets. For example a stochastic relaxation based method
for the aorta segmentation is given by Rueckert et al. [6]. A model-based segmen-
tation is proposed by Kovacs [7,8] taking six minutes for segmentation. Wörz and
Rohr [9,10] propose a 3-D cylindrical parametric intensity model which needs user
interaction for the two points describing the initial 3-D position and orientation.
The two level thresholding algorithm of Sauer et al. [11] needs user interaction for
the two thresholding levels. The work of Lorenz et al. [12] for coronary arteries
segmentation needs to select the seed point for each coronary artery. Hennemuth
[13] propose a method where the user has to select a seed point above the branch-
ing points of the coronary arteries. An automatic coronary artery segmentation
in X-ray images is described by Fallavollita [14]. Wang [15] propose a fully auto-
mated level set base method for CT data which needs parameter tunning wheras
Shoujan [16] proposes a segmentation algorithm in X-ray projections. Most of
these methods are used for CT data with sub millimeter resolution.

2 Material and Methods

For the planning of a coronary angiography, the imaging protocol used by our
clinical partner defines the acquisition of two 3D MRI data sets: one containing
nearly the complete aorta at low resolution (0.83×0.83×1.5mm3) and a second
one covering only the region of the aorta close to the ostia of the coronary
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Fig. 1. Segmentation pipeline

arteries but being acquired at high resolution (0.68 × 0.68 × 0.5 mm3). The
clinical requirement is to generate from these two data sets a single patient
specific model of the aorta and the adjacent coronary arteries arising from the
ascending part while masking the other arteries (e.g. subclavian and carotid).
From this model, a set of geometrical parameters should be derived. This requires
at first a segmentation of the relevant anatomical structures, then a fusion of
the regions delineated in both data sets, and finally the generation of a skeleton
of the vascular structures. We want to emphasize that the standardized image
acquisition protocol as well as our developed methods allow a fully automatic
segmentation as well as computation of the geometrical parameters.

2.1 Whole Aorta Segmentation

The segmentation of the aorta in the low resolution image data is performed in
a slice-wise manner. We combine a Hough transform [17] with a Fast Marching
Method (FMM) [18]. In a pre-processing step, the image data is smoothed with
an anisotropic diffusion filter and a gradient magnitude filter as well as a sigmoid
filter are applied.

An initial start point for the FMM is found automatically by searching for
circles with the strongest Hough peaks in the gradient magnitude filtered image
slices. This approach has some similarities to the work of Kovács et al. [7].
But in contrast to their method, we start from the middle slice of the stack of
image data and search in 10% of the neighboring slices for three circles with the
strongest Hough peaks. Two of them represent the ascending and descending
aorta, respectively. The third one is another more or less circular structure with
varying location over the different slices. Searching for three circles garanties that
the two parts of the aorta are found in each slice. In a next step, the circles in
neighboring slices are combined to cylindrical shapes. There, two cylinders which
are the largest ones emerge. The one with the largest diameter represents the
ascending aorta close to the aortic root, the other one the descending aorta. The
center of the latter one defines the start point for the FMM based segmentation.

Beginning at this position, the sigmoid filtered image slices are segmented
stepping down the descending aorta. An FMM is applied to each slice and the
center-of-gravity (COG) of the segmented region is propagated to the next slice
as starting point for the FMM. Similarly, the algorithm steps upwards along the
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descending aorta until the size of the segmented region abruptly decreases. This
avoids that the subclavian and carotid arteries are included into the segmen-
tation. A few slices below, the size of the segmented region has been abruptly
increased. This is the position where ascending and descending aorta join. For
the left half of the segmented region in this slice, the COG is computed and
serves as start point for the segmentation of the ascending aorta. This part is
segmented the same way as the descending aorta by stepping down towards the
aortic valves. The segmentation is stopped in case that the size of the segmented
region abruptly increases which occurs just below the aortic valves.

2.2 Coronary Artery Ostia Segmentation

The high resolution data set is preprocessed the same way as the low resolution
one and in addition, two vesselness filtered [19] image data sets are created.
The vesselness filters have to be used with proper smoothing of the Hessian
matrix for getting the structure we are looking for. We set σ = 1 for high-
lighting the coronary arteries (Fig. 2 (a)) and σ = 4 for the aorta (Fig. 2 (b)).
These two data sets represent additional input for the following segmentation.

Fig. 2. Vesselness filter applied to the high resolution
data set (σ = 1 (a), σ = 4 (b))

In order to initialize it,
we first perform a rigid
registration of both data
sets employing a Mean
Squares Metric and up-
sampling the low resolu-
tion data set to the voxel
sizes of the high resolu-
tion one. We restrict the
low resolution data set to
fifteen slices lying above the aortic valves, whose position is known from the
whole aorta segmentation described above. This increases the speed and robust-
ness of the registration. Once the alignment is done, the COG of the aorta region
already segmented in the low resolution data set and having an overlap with the
high resolution data set is taken as start point. We explicitly segment the high
resolution data set instead of simply transferring the segmented region from the
low resolution data set since we need an accurately delineated aorta in the region
of the coronary artery ostia.

The aorta and the coronary arteries are extracted in two steps, each of them
employing one of the vesselness filter output image data sets. First, the one with
σ = 4 is multiplied voxel-wise with the sigmoid filter’s output. Then, an FMM
based slice-wise segmentation downwards and upwards the aorta, respectively,
as described above is performed. Afterwards, the vesselness filtered image data
with σ = 1 is added voxel-wise to the output of the FMM and the FMM is
run again – but in this case in 3D. This extracts in addition to the aorta the
coronary arteries being the only small structures which are directly connected
to the aorta. The final step is a fusion of the segmentation results. Since the
registration of low resolution and high resolution data sets has already been
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done, we can simply add both segmentation results after an upsampling of the
whole aorta segmentation output to the voxel sizes of the high resolution data
set. When adding the results, priority is given to the segmentation derived from
the high resolution image data set in the region of the ostia. Thus, we obtain a
patient specific aorta model.

2.3 Geometrical Parameter Estimation

Providing a planning tool for the selection of the best fitting catheter requires
to compute the geometrical parameters of the segmented structures. Clinically
relevant are the following.

Centerline extraction: We use a binary thinning algorithm for 3D image
data [20] to get the centerline of the image.

Aorta and coronary arteries diameter: We create a plane which is normal
to each of the centerline’s points. Along that plane, the averaged distances of the
points lying on the surface of the segmented region are determined, providing
values for the aorta as well as the coronary artery diameters.

Coronary artery ostium: For finding the ostium of the right coronary artery
we start from the right endpoint of the skeleton (Fig. 3, point B), compute the
diameter at this point, move to the next point on the skeleton and compute
the diameter. We proceed to next points and by calculating the ratio between
current value and the previous one we determine the skeleton point where this
ratio exceeds 2.0 indicating that this point is already inside the aorta. The skele-
ton between the previous point and the corresponding endpoint of the skeleton
is marked as coronary artery ostium. Similarly we find the ostium of the left
coronary artery.

Fig. 3. The set of computed geometrical parameters illustrated for the right coronary
artery curve angle
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Fig. 4. Segmented aorta and coronary arteries

Coronary artery angle: For the computation of the angles of both coronar-
ies arteries with respect to the aorta, the coronary arteries’ skeleton parts as
well as the skeleton part belonging to the ascending aorta are projected onto a
2D plane. Straight lines are interpolated for these projected segments and the
corresponding angles between them are computed. We refer to [21] for more
details.

Aortic valves position: The aortic valve position which has already been
estimated during the segmentation of the whole aorta is refined. For this, the
intensities in the low resolution data set within the segmented area in the slices
which are close to the estimated valve position are considered. The valves appear
as darker structures compared to the aorta lumen. Thus, by stepping upwards
from the slice containing the initially estimated aortic valve position we search
for the first slice where the mean intensity within the segmented region increases
by a factor of 1.5 and consider the slice just below as the position of the aortic
valves.

3 Results

For testing our developed automatic method for the segmentation and geomet-
rical parameter derivation, a limited number of data sets from eight patients
was available. Thus, we present here only initial results. For all patients, low
resolution image data covering the whole aorta was available. The segmenta-
tion quality was judged visually by an experienced cardiologist. In all cases the
aorta was successfully segmented. For three of the patients, additional high res-
olution image data was available. There, our proposed method was effective
too: the segmentation as well as the fusion of the two data sets run success-
fully – judged again by an experienced cardiologist. Figure 4 shows segmented
aorta with adjacent coronary arteries. Also, the calculation of the geometrical
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parameters worked well for these three patients. The average time for the aorta
segmentation and for the coronary arteries segmentation was 22 sec and 55 sec,
respectively, running on a system with an Intel 2.67 GHz processor. There, the
preprocessing of the image data sets – smoothing, gradient as well as sigmoid
filtering and the computation of the vesselness in case of the coronary arteries –
consumed a significant amount of time. This initial processing step took about
15 sec for the low resolution aorta data sets and approximately 20 sec for the
coronary artery data sets.

4 Discussion and Conclusion

We have presented a novel segmentation and geometrical parameter estimation
method for the aorta and the coronary arteries. The specialty of our method
is the fact that we base our computation on two MRI data sets with different
resolution and varying coverage of the aorta. From the segmentation results
independently generated for the two data sets, we build a fused model of the
aorta and the adjacent coronary arteries. In contrast to other methods, our
approach is fully automatic. However, a limitation of our approach is that it
cannot model abnormal aorta shape.

In order to meet the requirements for the derivation of geometrical parame-
ters defined by our clinical partner, our segmentation method explicitly excludes
subclavian as well carotid arteries. Based thereon, a set of patient specific geo-
metrical parameters is derived. This serves as a basis for the recommendation
of the best fitting catheter to be used during angiography. The subsequent step
is the development of a procedure for computing how well a specific catheter
matches the patient’s anatomy [21]. Furthermore, we will do additional tests
with more data sets and work on speed improvements. With the work presented
here, we have done the first step towards a patient specific catheter selection.
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Abstract. Recent developments on the 320 multi-detector CT technolo-
gies have made the volumetric acquisition of 4D high resolution cardiac
images in a single heart beat possible. In this paper, we present a frame-
work that uses these data to reconstruct the 4D motion of the endocardial
surface of the left ventricle (LV) for a full cardiac cycle. This reconstruc-
tion framework captures the motion of the full 3D surfaces of the complex
anatomical features, such as the papillary muscles and the ventricular tra-
beculae, for the first time, which allows us to quantitatively investigate
their possible functional significance in health and disease.

1 Introduction

Most countries face high and increasing rates of cardiovascular diseases. There-
fore, it is critical to detect and diagnose such diseases in early stages. Computed
tomography (CT) and Magnetic resonance imaging (MRI), as non-invasive meth-
ods to generate three dimensional images of an organ, have been widely used over
the decades. If the detailed cardiac shape features are accurately reconstructed
from these images, we can potentially obtain additional clinically valuable in-
formation besides the widely used wall thickness and global function features.
Many cardiac reconstruction methods have been developed to build 3D models
of the heart from cardiac MR images, such as, but not limited to registration-
based propagation framework [12] and deformable model [8] [9]. However, due to
the sparsity of the data in usual MRI data sets, important anatomic structures,
such as the papillary muscles, the ventricular trabeculae and the valves, are often
difficult to capture in this modality.

There has also been work on the 3D cardiac reconstruction from CT im-
ages [10,7,2]. However, despite the higher level of structural detail potentially
available in CT data, most of the prior work has not sought to capture the finer
detail structures of the myocardium, such as papillary muscles and trabeculae.
The conventional approach to reconstructing cardiac structures from 3D images
(e.g., for generating generic or patient-specific models of the heart) is a model-
based one that uses a smooth parametric model to guide the segmentation of
the cardiac structures from the 3D images. Such parametric models capture the
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overall shape of the heart wall, but are too coarse to capture or incorporate
many of the finer scale anatomical features. For example, Zheng et al. proposed
an automatic method to segment the four-chamber heart [10]. Their method em-
ploys Active Shape Model to exploit a large database of annotated CT volumes.
It efficiently segments all the four chambers of heart. However, the inner wall of
the chambers is simply modeled as a smooth surface.

Recent advances in CT technology have made the acquisition of higher res-
olution cardiac images possible, which can capture previously unseen cardiac
structure details. However, these anatomical details are currently only visual-
ized using methods such as volume rendering, which do not lend themselves to
the quantitative analysis of the 3D anatomical structures. Segmentation and re-
construction of the endocardial surface of the ventricles with incorporation of
finer details can potentially greatly assist doctors in diagnosis and functional
assessment. Chen et al. proposed a hybrid framework for 3D cardiac reconstruc-
tion [1]. That method has provided high resolution segmentation results of the
complex cardiac structure. Their results captured the papillary muscles and de-
tail structure of the myocardium. However, CT data sets from different time
frames were segmented independently. Prior model knowledge from neighboring
time frames is not used in their framework. Topological consistency between
consecutive time frames is not guaranteed, either.

For the case of 4D cardiac images, two problems have to be considered simul-
taneously: 1) a heart wall segmentation problem in each image and 2) a tracking
problem of the left ventricle motion given the data set. In [3], Mcinerney et al.
proposed a method for 4D cardiac reconstruction, in which the output of the
previous time frame is used as the initial guess for the current time frame in
order to do a sequential segmentation. They used a finite element surface model
which may not be able to handle topology changes. Montagnat et al. proposed
an extended deformable framework by introducing time-dependent constraints.
Thus, in addition to computing an internal force to enforce the regularity of the
deformable model, prior motion knowledge is introduced in the deformation pro-
cess through either temporal smoothing or trajectory constraints [4]. However,
these 4D reconstruction methods do not capture detailed features.

In this paper, we present a framework for 4D left ventricle (LV) segmentation
with inclusion of small scale anatomical features. Semi-automatic segmentation
is used to get the initial segmentation from high resolution CT data for an initial
(3D) frame of data. This semi-automatic segmentation is time consuming and
tedious, so it is not efficient to use it for segmentation of all the frames. The
initial high resolution mesh model is generated as an isosurface of the segmenta-
tion. Geometric processing is then applied to the initial model to get a smooth
and regular mesh with an appropriate number of vertices. Based on the initial
model from one time frame, our method deforms it towards the boundaries on
the other frames. During the formation, the topology of the model is kept un-
changed. We can also get the one-to-one correspondence between frames, as an
additional benefit during the segmentation process. With the one-to-one corre-
spondence, we can easily do interpolation among different time frames to get a
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smoother heart cycle animation. We have applied our framework on a whole car-
diac cycle. The results have been validated based on the ground truth segmented
by multiple clinical experts. These novel and powerful methods can extract the
full 3D surfaces of these complex anatomical structures, which allows us for the
first time to quantitatively investigate their possible functional significance.

2 Methodology

We propose a framework to reconstruct the cardiac model. This framework in-
cludes: initial model construction, deformable model based segmentation, and
interpolation between time frames. The initial model is generated using 3D
snake-based segmentation on one time frame of the CT image. The initial model
needs geometry processing, such as decimating, detail-preserving smoothing and
isotropic remeshing to get high-quality meshes. Based on the initial model, seg-
mentation of the rest of the CT images is automatically performed using the
deformable model. The segmentation of a sequence of CT images is interpolated
in time to get a higher effective temporal resolution.

2.1 Model Initialization

The model initialization framework is illustrated in Fig. 1. We use a 3D snake-
based semi-automatic segmentation method to get the initial model [11]. This
segmentation process is very time consuming and could not be used to segment
all frames. Usually it takes several hours to finish a semi-automatic segmentation
on one time frame. However, once this model has been generated, it is used to
segment the rest of other frames automatically.

Segmentation results are represented as binary images. Isosurface detection
is then applied to generate the mesh. However, the resulting mesh is usually
bulky, noisy and irregular. To get a better initialization model, some geometric
processing should be done on that mesh, such as decimating, detail-preserving
smoothing and isotropic remeshing. First, the initial model is too large to readily
modify, edge collapses are performed during decimation. After decimation, we get
a mesh with much fewer vertices, but that still retains most of the shape details.
The meshes have been decimated to about 20, 000 vertices. Detail-preserving
smoothing is then performed after decimation. The smoothing is restricted to

Decimation

Isosurface
Semi-automatic
SegmentationCT data

Isotropic

Remesher

Initialized

Mesh

Detail-preserving

Smoothing

Fig. 1. Initial model construction
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the tangential direction. Instead of moving each vertex towards the centroid
of its neighbors, which would smooth out the shape details and sharp features,
detail-preserving smoothing ensures higher quality meshes without losing details.
Isotropic remeshing is important for the mesh quality. In irregular meshes, the
vertices with high valences exert strong internal forces to drag other vertices,
which can cause unrealistic results in deformable models [6]. An incremental
isotropic remeshing technique is used to remesh the given triangular mesh so
that all edges have approximately the same target edge length and the triangles
are as regular as possible. This process would generally be iterated several times
to get the final results.

After all these geometric processing steps, we finally get a high-quality tri-
angular mesh with an appropriate number of vertices. This mesh is used as an
initialization for other frames.

2.2 Deformable Model Based Segmentation

We want to deform our model normal to the boundaries during tracking. To
do so, we define an energy function, including a term, external energy, derived
from the image so that it is smaller at the boundaries. By minimizing the energy
function, it drags the model towards the boundaries. We also want to keep the
shape of the model unchanged during deformation. For that, we use another
energy term, model energy, which reflects the differences between the original
model and the deformed model.

Given a gray level image I(x, y) , viewed as a function of continuous position
variables (x, y). The model Mt−1 derived from the previous frame is used to fit
the current frame Mt. The energy function we want to minimize is defined as
follows:

E(Mt, It, Mt−1) = Eext(Mt, It) + Emodel(Mt, Mt−1). (1)

The external energy Eext is designed to move the deformable model towards
object boundaries.

Eext(Mt, It) = − |∇I|2 , (2)

where ∇ is the gradient operator.
Model energy is defined as the differences of attribute vectors. An attribute

vector is attached to each vertex of the model [5], which reflects the geometric
structure of the model from a local to global level. In 3D, for a particular vertex
Vi, each attribute is defined as the volume of a tetrahedron on that vertex. The
other three vertices form the tetrahedron are randomly chosen from the lth level
neighborhood of Vi. Smaller tetrahedrons reflect the local structure near a vertex
while larger tetrahedrons reflect a more global information around a vertex. The
attribute vector, if sufficient enough, uniquely characterizes different parts of a
surface of a boundary. The normalized attribute vectors are affine-invariant [5].

The volume of a tetrahedron is defined as fl(Vi). The attribute vector on a
vertex is defined as:

F (Vi) = [f1(Vi), f2(Vi), ..., fR(Vi)(Vi)], (3)

where R(Vi) is the neighborhood layers we want to use around Vi.
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As we elaborated earlier in this section, the model energy term reflects the
differences of attribute vectors between the original model and the deformed
model.

Emodel(Mt, Mt−1) =
N∑

i=1

R(Vi)∑
l=1

δl(ft,l(Vi) − ft−1,l(Vi))2, (4)

where ft,l(Vi) and ft−1,l(Vi) are components of attribute vectors of the model
and deformed model at vertex Vi, respectively. δl here denotes the importance of
the lth neighborhood layers. R(Vi) is the number of neighborhood layers around
vertex Vi.

A greedy algorithm is used here to minimize the energy function. The proposed
algorithm is iterative. During each iteration, the first step is to minimize the
external energy, moving vertices towards the minimum gradient of a image; the
second step is to minimize the model energy; a neighborhood of a vertex has
been examined and the point in the neighborhood with the minimum model
energy would be chosen as the new location of the vertex. The iterations continue
until the energy converges. While this greedy algorithm might fall into a local
minimum, the experiments show satisfactory results.

During the deformation, we suggest moving a surface segment as a whole,
rather than a single vertex. This would avoid this risk of getting trapped in a
local minimum, and also speed up the convergence. Let Vi be the vertex to be
deformed during a particular iteration. The first to R(Vi)th neighborhood layers
are about to move together as a surface segment. Suppose Vi is to move to Vi+Δ
as a tentative position. Then the new position of each vertex nbrl,m(Vi), the mth
vertex on lth neighborhood layer, is set to move to

nbrl,m(Vi) + Δ · exp(− l2

2δ2
), (5)

where δ is a parameter determining the locality of the transformation. We make
the deformation unchanged on the boundary of the surface segment, such that
the continuity has been maintained.

The parameter R(Vi) that determines the locality if the deformation is chosen
to be large in the initial iteration, and is then gradually reduced to 1. Therefore,
initially there are more vertices involved in the deformation. More global features
are used in deformation. In later states, more local deformations are performed.

2.3 Interpolation

Segmentation for all frames are deformed from one single model, such that not
only the topology is consistent, but also we have one-to-one correspondence of
different time frames. All the meshes are interpolated in time to get a smooth
animation of the cardiac cycle. We use periodic cubic spline interpolation. The
last frame is set as the previous frame of the first frame in the interpolation
process to get a circular animation of the heart cycle. Periodic cubic spline
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interpolation makes heart meshes continuous on the second derivatives. The
interpolation results are used in simulation of blood flow in the left ventricles.

3 Results and Validation

We applied our reconstruction framework to 10 cardiac CT volumes, which cap-
tures a whole cycle of cardiac contraction. The CT data were acquired on a
320-MDCT scanner using a conventional ECG-gated contrast-enhanced CT an-
giography protocol. The imaging protocol parameters include: prospectively trig-
gered, single-beat, volumetric acquisition; detector width 0.5 mm, voltage 120
KV, current 200− 550 mA. Reconstructions were done at 10 equally distributed
time frames in a cardiac cycle. The resolution of each time frame is 512 by 512
by 320.

Our reconstruction method successfully captured the papillary muscles and
the trabeculae of the left ventricle. Figure 2 illustrates the anatomic structure
of the papillary muscles and the trabeculae of the left ventricle. The three-
dimensional structures, their relationship and their movement during the cardiac
cycle are much more readily appreciated from the model than from the original
volumetric image data.

We compare our results to the ground truth from the annotations of clinical
experts. Figure 3 shows the differences of the results from the manual segmen-
tations. The color indicates the distance from each vertex of our results to the
manual segmentation.

Figure 3(d) shows the quantitative evaluation of the results. The mean dis-
tance from every vertex to the semi-automatic segmentation is about one voxel.
During the diastolic frames, which are frames 4 to frame 9, there are smaller

(a) (b) (c) (d)

Fig. 2. Reconstruction results of left ventricle at one time frame. Papillary muscles
and the trabeculae are clearly captured. (a) shows a view of the left ventricle from the
top, through valves (b) shows a view of the trabeculae of left ventricle from the front
(c) shows a zoom-in view of the papillary muscles and the trabeculae. (d) shows that
papillary muscles and trabeculae being clipped by a user-defined plane.
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(a) (b)

(c) (d)

Fig. 3. Differences of the left ventricle to the ground truth. Green colors mean that
the distances are within one voxel. Red colors mean under-segmentation while blue
colors mean over-segmentation. (a)(b)(c) Different frames of the differences of the left
ventricle to the ground truth. (d) Distances distribution of every frame.

distances and less distance variations. On the other hand, during cardiac sys-
tole, because of large deformations between neighboring frames, the results have
larger errors.

The interpolation results have made possible a smooth animation of the full
cardiac movement cycle.

4 Conclusion

In this paper, we have presented a framework using high resolution CT data to
reconstruct 4D motion of the left ventricle for a full cardiac cycle. The framework
has been applied to a sequence of cardiac CT volumes. High resolution details,
such as papillary muscles and ventricular trabeculae, were successfully captured
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in this framework. In the future, we plan to use this framework to capture more
fine structures of the heart, e.g., the valves and wall surfaces of all the four
chambers.
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Introduction 

Accurate left ventricular (LV) assessment by transoesophageal echocardiography 
(TOE) can be clinically important particularly in intensive care or intraoperative set-
tings. Assessment from TOE views is limited by foreshortened imaging planes and 
mitral valve pathology. Transgastric short-axis (SAX) views allow better alignment but 
may be limited by patient tolerability or patient-related factors (e.g. post gastric sur-
gery). Fusion of multiple 3D volume datasets is now technically possible and improves 
LV visualisation from transthoracic windows. We hypothesized that fusion of full 3D 
TOE volumes would improve LV image quality and allow SAX image reconstruction 
from the oesophagus with improved image quality vs. transgastric SAX views. 

Methods 

3D 2 chamber or 4 chamber volumes were obtained in 30 sequential patients undergo-
ing TOE study. The optimal 2 or 4 chamber view on 2D imaging was visually  
assessed and a 3D dataset acquired in that position. 2-5 further 3D volumes were ac-
quired following small probe manoeuvres (1cm withdrawal or advancement; minor 
lateral/medial rotation; and angle adjustment (<5). Transgastric SAX views were  
attempted in the same patients when clinically appropriate and feasible (n = 14, 12 
successful). 3D images were fused together using an in-house developed programme. 
The optimal and fused 2 or 4 chamber views with their corresponding mid SAX im-
age were analysed (using Philips QLAB 7.1 iSlice) to compare quality (using the 
standard segmental approach) and field of view (FOV). Each segment was assigned a 
rating 0-3 depending on the amount of visualised endocardial border defined as: 0 
(<50%), 1 (50-75%), 2 (75-99%), and 3 (100%). 

Contrast-to-noise ratio (CNR) was used as a quantitative measurement of the im-
age quality defined as the ratio of the signal intensity differences between image re-
gions (myocardium and blood pool) to the image noise (variance of image regions). 
Two readers analysed all images. 

Results 

Each reader analysed 720 segments. Image quality of both 4 or 2 chamber and SAX 
views improved with fusion (mean 1.8 vs. 2.2 (p<0.05)). There were fewer 0 ratings 
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post fusion (68 vs. 28) and greater 2/3 ratings (135 vs.187). The FOV improved in all 
images post fusion. The image quality of the optimal (unfused) mid SAX TOE view 
was similar to the transgastric view (mean 2.0 vs. 2.0 (p = 0.8) and improved with 3D 
fusion (mean 2.5, p <0.05)). CNR improved post fusion by 64% (p <0.05). Interob-
server agreement showed a mean difference in image quality assessment of 0.2 image 
points (CI 0-0.3) and good correlation (r =0.78, p<0.05). 

Conclusions 

3D fusion TOE significantly improves LV segmental image quality and allows acqui-
sition of SAX views from the oesophagus in all patients. Fused datasets were noted to 
have increased FOV in the near field. This approach may reduce requirement for 
transgastric images; improve patient procedure tolerability/safety as well as shorten 
procedure time. 
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Abstract. In this paper, we develop a framework for the automatic de-
tection and segmentation of the ventricle and myocardium from multi-
slice, short-axis cine MR images. The segmentation framework has the
ability to deal with large shape variability of the heart, poorly defined
boundaries and abnormal intensity distribution of the myocardium (e.g.
due to infarcts). We integrate a series of state-of-the-art techniques into
a fully automatic workflow, including a detection algorithm for the LV,
atlas-based segmentation, and intensity-based refinement using a Gaus-
sian mixture model that is optimized using the Expectation Maximiza-
tion (EM) algorithm and the graph cut algorithm. We evaluate this
framework on three different patient groups, one with infarction, one
with left ventricular hypertrophy (both are common result of cardiovas-
cular diseases) and another group of subjects with normal heart anatomy.
Results indicate that the proposed method is capable of producing seg-
mentation results that show good robustness and high accuracy (Dice
0.908 ± 0.025 for the endocardial and 0.946 ± 0.016 for the epicardial
segmentations) across all patient groups with and without pathology.

1 Introduction

Accurate estimation of indices of cardiac function, such as ejection fraction and
wall thickness or thickening, is important in routine clinical applications as well
as in cardiovascular research aimed at better understanding the function of the
heart. In order to compute these measurements of cardiac function, one of the
essential steps is to identify the ventricles and the myocardium and to delineate
their boundaries. Manual segmentation tends to lead to significant inter- and
intra-observer variations and is extremely time-consuming, it is hence highly
desirable to develop an automated method to obtain a reproducible and unbiased
result.
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Model-based segmentation [1,2,3,4] achieves automatic delineation by deform-
ing the surface of a pre-constructed model towards the detected boundaries,
while at the same time constraining the model within a reasonable shape based
on a-priori knowledge of the model. The detection of candidate boundaries in
these methods is usually confined to a local region around the model surface.
Therefore, constructing an appropriate prior model, whose shape variability can
adequately capture the shape of the heart in unseen images, is crucial for seg-
mentation techniques in this category. An alternative technique for segmenta-
tion is to propagate a pre-constructed atlas to the unseen images using image
registration [5,6,7]. By using a locally affine registration method (LARM), this
technique is able to deal with large shape variations of the heart. However, the
segmentation accuracy reported using LARM is limited, in particular for the
segmentation of the epicardium [7]. This problem becomes particularly evident
when the intensities in the myocardium exhibit locally varying contrast, e.g. due
to infarction.

Voxel-based segmentation identifies differences between the intensity distribu-
tion of different tissues[8,9,10,11]. The method is able to achieve sub-voxel accu-
racy but requires a good initialization. However, the lack of geometric information
makes it difficult to achieve such a good initialization due to the large shape vari-
ation of the heart within a given population of subjects. Furthermore, most of the
automatic segmentation methods, including model-based and atlas-based meth-
ods, assume homogenous tissue intensities. This leads to problems when segment-
ing subjects with myocardial infarction, as the infarcted myocardium often has a
heterogeneous intensity distribution in contrast to normal myocardium which is
characterized by a more homogeneous intensity distribution. These problems are
further compounded by the fact that these heterogeneous intensity distributions
are difficult model using prior knowledge since the position and intensity of in-
farcted myocardium varies across different subjects.

In this paper we propose an integrated framework (Figure 1) to deal with
the challenges described above. This framework includes a Haar feature-based
cascade classifier for heart detection, image registration for propagating prior in-
formation built from a group of healthy subjects, and a multiple component EM
(MCEM) estimation and graph cut-based method for segmentation refinement.
Using Gaussian mixture modelling in the EM estimation has been proposed by
[12] to cope with partial volume voxels which exist at the interface between differ-
ent tissue classes. We extend this approach with spatial weighting to emphasize
on that the components are clustered and choose number of Gaussian models
explicitly from number of potential components (for example myocardium con-
sist of normal and infarcted myocardium and background consist of blood tissue
and air).

In the following sections, the proposed method is described in Section 2,
validation results are presented in Section 3, and finally the conclusion and
discussion can be found in Section 4.
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Fig. 1. Workflow of the automatic segmentation framework and MCEM against EM

2 Methods

2.1 Initial Atlas-Based Segmentation of the Heart

Once a region of interest containing the cardiac anatomy has been located via
variant of the object detection approach proposed by Viola and Jones [13], we
use image registration to propagate an atlas to the unseen images. Zhuang et
al. [6,7] proposed a locally affine registration method (LARM) to address the
large local shape variability of cardiac anatomy, commonly seen across large
populations with pathologies. LARM is integrated into the registration process as
an intermediate registration step between a global affine registration and a fully
non-rigid registration. Compared to traditional registration schemes, LARM is
capable of providing a good initial alignment between the images of patients
with pathologies and the atlas constructed from normal subjects.

2.2 Multi-component EM Estimation

To enable voxel-based classification, we propagate a probabilistic atlas to the
unseen images using the result of the previous registration process as a spatial
constraint. We then use the EM algorithm [5] to classify each voxel into 3 labels
Λ = {Lk, Lb, Lm} for background, blood pool, and myocardium respectively.
The probabilistic atlas has been constructed from 25 healthy subjects and is
used as a-priori information for the EM algorithm. However, the probabilistic
atlas has been constructed from healthy subjects. In normal anatomical MR
images, the intensity of myocardium is relatively homogeneous and the EM-
based segmentation is able to segment normal myocardium in healthy subjects
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with high accuracy (mean distance and standard deviation reported in [5] is
2.05±2.19mm). For the subjects with myocardial infarction, the intensity of the
infarcted region can be significantly different from the healthy myocardium. This
leads to inaccurate delineation of the myocardium in the infarcted region when
using the traditional EM-based algorithm as the example in Figure 1 shows.

We propose to use a multiple component EM (MCEM) algorithm to cope with
this abnormal intensity distribution. The MCEM algorithm models the myocar-
dial tissue using multiple Gaussian distributions and thus can better adapt to
the heterogeneous intensity distribution. Let K be the number of labels and
n be the number of voxels in the image. Let G(yi, μ, σ) represent a Gaussian
distribution where yi is the intensity, and μ and σ are the mean and standard
deviation respectively. Furthermore let pm

L (i) be the probabilistic estimate of the
segmentation of vi for label L at the m-th iteration; patlas

L (i) is the prior prob-
ability propagated from the probabilistic atlas after the registration step. The
MCEM algorithm is then initialized as follows:

p0
L(i) = patlas

L (i) (1)
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the proportion of component j.
The algorithm then interleaves the following E- and M-steps:. To estimate the

probabilistic segmentation, a spatial coefficient CLj which measures how close
vi is to the gravity center of label L’s component j is also computed. where vi

the location of the i-th voxel This is important to avoid misclassifying similar
intensities which are remote from the location of the infarction.
E-step:
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M-step:
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The EM optimization iterates until the sum of the log likelihood of the Gaus-
sian estimation at every voxel converges and changes by less than a given small
value. As a result, areas of myocardial infarction can be segmented using the
Gaussian mixture model.

2.3 Segmentation of the Epi- and Endocardial Surfaces

Using the traditional EM-based segmentation, it is difficult to separate the pap-
illary muscle from the myocardium because of the lack of tissue contrast and
relatively high probability of myocardium in the area of the papillary muscle.
Therefore, we propose to use an energy functions based on Markov Random
Fields (MRF) in combination with graph cuts [14,10,15] to improve the smooth-
ness of the segmentation. The data term Dp(fp) is estimated using the previous
MCEM results.

To identify the endocardial contours and to remove the papillary muscle com-
pletely we computed the convex hull of the blood pool segmentation. This is
done in 2D since the cardiac longitudinal contour is not always convex. Then,

Fig. 2. Random selected segmentation results of different patients
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a Fourier representation of the epi- and endocardial contour is computed and
the first 6 harmonic phases are retained to obtain a final, smoothed segmenta-
tion [16,17,11]. A 3D surface model of the myocardium can be constructed using
shape based interpolation [18] and marching cubes [19]. Some example of the
segmentation results are shown in Figure 2.

3 Results

We acquired 90 subjects, using multi slice cine steady state free precession MR
sequence acquired voxel size 1.44× 1.44× 8mm. Images were divided into three
different groups according to pathologies, including patients with myocardial in-
farction (49 cases), patients with ventricular hypertrophy (30 cases), and healthy
subjects (11 cases). Manual segmentations were performed by a cardiologist to
extract myocardium and left ventricle, and then compared to segmentation re-
sults obtained via three different techniques: (a) the technique by Lorenzo et
al. [5] which uses affine and non-rigid registration of a probabilistic atlas fol-
lowed by EM-MRF segmentation, (b) the technique by Zhuang et al. [6] which
employs registration for atlas propagation, and (c) the technique proposed in
this paper. For comparisons between the methods we used the Dice metric,
D = (2||Sa ∩ Sb||)/(||Sa|| + ||Sb||) where Sa and Sb are the manual label seg-
mentation and automatic label segmentation, and the surface-to-surface distance
[7,20,1]. The results are summarized in Table 1 and 2.

Table 1. Validation results: The Dice overlap measure for the endocardial segmentation
(Lb) and epicardial segmentation (Lb + Lm) results between automatic and manual
segmentation”s label results

Group Segmentation Lorenzo et al.[5] Zhuang et al.[7] MCEM

normal
endocardial 0.921 ± 0.013 0.919 ± 0.016 0.927 ± 0.013
epicardial 0.935 ± 0.016 0.936 ± 0.013 0.946 ± 0.018

infarction
endocardial 0.841 ± 0.045 0.853 ± 0.036 0.899 ± 0.029
epicardial 0.932 ± 0.015 0.933 ± 0.012 0.950 ± 0.011

hypertrophy
endocardial 0.748 ± 0.228 0.917 ± 0.031 0.917 ± 0.028
epicardial 0.761 ± 0.210 0.929 ± 0.028 0.940 ± 0.023

Table 2. Validation results: The average surface-to-surface distances for the endocar-
dial surfaces and epicardial surfaces between manual and automatic segmentation”s
surface results

Group Surface Lorenzo et al.[5] Zhuang et al.[7] MCEM

normal
endocardial 2.274 ± 0.115 2.119 ± 0.101 1.990 ± 0.150
epicardial 2.154 ± 0.167 2.122 ± 0.191 1.830 ± 0.185

infarction
endocardial 2.931 ± 0.545 2.637 ± 0.590 1.926 ± 0.342
epicardial 2.192 ± 0.325 2.326 ± 0.598 1.775 ± 0.195

hypertrophy
endocardial 6.738 ± 8.198 2.446 ± 0.459 2.349 ± 0.418
epicardial 7.581 ± 8.073 2.862 ± 0.528 2.162 ± 0.337
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The results indicate that our proposed segmentation scheme performed con-
sistently better than the other two methods. In our experiments, the global affine
registration failed for 8 out of 30 patients with ventricular hypertrophy, leading to
failures using the segmentation technique proposed by Lorenzo et al. [5]. On the
other side the registration-based approach by Zhuang et al. [6] uses the LARM
registration technique, thus the segmentation results were significantly better on
subjects with ventricular hypertrophy due to its ability to address the large local
shape variability. Furthermore, the proposed method outperformed both other
techniques due to its ability to model infarcted myocardium using multiple tis-
sue class components. Finally, the MCEM segmentation achieved high accuracy
for the fully automated segmentation across all three groups, which compares
favourably to other recent techniques [7,20,1].

4 Discussion and Conclusion

In this paper we have developed a framework for automatic segmentation of
MR images the cardiac anatomy with different pathologies. We evaluated our
proposed method using a test data set with a wide diversity including healthy
controls, patients with myocardial infarction and patients with cardiac myopa-
thy. The proposed segmentation algorithm was compared to two other, state-
of-the-art, segmentation schemes. The results showed a consistent improvement,
particularly in the segmentation of subjects with myocardial infarction for which
registration-based segmentation tends to perform poorly. Also, the voxel-based
techniques[5] alone did not demonstrated a robust performance without a good
initialization from LARM propagation in the group with ventricular hypertro-
phy. The proposed integration of registration- and voxel-based segmentation has
shown the ability to achieve both the robustness and accuracy. Finally, the seg-
mentation performance achieved by the proposed method is very competitive
and outperforms some other recent approaches [7,20,1], although a direct com-
parison is often difficult due to the different image data sets used.

This work was funded in part by EPSRC grant EP/H019847/1.
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Abstract. A statistical atlas of the cardiac fiber architecture is built
for the first time with a human dataset of 10 healthy ex vivo hearts
acquired using DT-MRI. The atlas is constructed using an efficient semi-
automated method where limited interactions are only required to seg-
ment the myocardium. All hearts are registered automatically by an
efficient and robust non linear registration method. The statistical atlas
gives a better understanding of the human cardiac fiber architecture.
The study on the global variability of the human cardiac fiber architec-
ture reveals that the fiber orientation is more stable than the laminar
sheet orientation. The variability is also consistent across the left ven-
tricular AHA segments. Moreover this atlas could be used for cardiac
electromechanical modeling as well as a basis for more precise extrapo-
lation models, essential for in vivo cardiac DT-MRI acquisition.

1 Introduction

The beating heart undergoes complex deformations, and the study of the car-
diac fiber architecture gives an opportunity to better understand these dynamics.
Early studies relied on fiber dissections and histological slices [12]. Nowadays,
with advances in imaging technologies, the cardiac fibers can be imaged via dif-
fusion tensor magnetic resonance imaging (DT-MRI) [3,10]. Various acquisition
schemes have been proposed for in vivo diffusion weighted imaging (DWI) [5,7].
However, due to the fast cardiac motion, its application is currently limited to
single DT-MRI slices (2D). The full 3D in vivo imaging of the cardiac architec-
ture should still rely on an extrapolation model [17] in the near future. Localized
and direct in vivo measurements with a dedicated catheter is also possible [11],
but is limited to sparse locations on the endocardial surface. The availability
of a full 3D atlas of the cardiac architecture opens the door to not only the
construction of more accurate extrapolation models for in vivo acquisitions, but
also to a better understanding of various cardiac mechanical functions, cardiac
electrophysiology patterns, and remodeling processes. So far only ex vivo canine
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DT-MRI studies [9,13] have been considered, and in humans, only cases using a
single ex vivo heart has been studied [15] and visualized in 3D [16]. Histological
and DT-MRI studies all lead to similar findings. The fibers, locally organised as
laminar sheets, appear to be consistently structured as two counter wound spi-
rals where the fibers smoothly change orientation from the endocardium to the
epicardium. Their orientation seems to be more stable than the laminar sheet
orientation [9,13].

The availability of human hearts is extremely difficult (they are rather trans-
planted than used for research), and thanks to a unique post-mortem human
dataset [6,14], we have built a statistical atlas from ex vivo DT-MRI and ex-
tended previous studies [9,13] to humans. The next section explains the semi-
automatic method used to construct such atlas. The last section provides global
statistics on the fiber architecture as well as more local properties within several
myocardial segments.

2 Materials and Method

A method requiring the least possible interactions has been developed. The user
provides two paint strokes in a B0 image, one in each ventricle, and the method
finds automatically the myocardium, registers it to the other myocardia, and
constructs the statistical atlas of the fiber architecture. The construction of the
atlas requires thus minimal user interaction, is reproducible, and can be quickly
extended with additional hearts. From this atlas, the fiber variability is analyzed
using state-of-the-art statistical tools on diffusion tensors within an efficient Log-
Euclidean framework.

2.1 Data Acquisition

The human dataset [6,14] consists of 10 ex vivo human hearts acquired dur-
ing forensic autopsies (6 of them are presented in Fig. 1(a)). MR imaging was
performed within 24 hours after death, prior to the examination of the heart
and lungs by the pathologist. All cases were from extra cardiac sudden deaths,
and hearts were classified as healthy after controlling their weight, wall thick-
ness, and subsequent pathology examination. The excised hearts were placed in
a plastic container and filled with hydrophilic gel to maintain a diastolic shape.
All images have been acquired on a 1.5T MR scanner (Avanto Siemens) with
a bipolar echo planar imaging using 4 repetitions of 12 gradient images. The
volumes are of size 128x128x52 with an isotropic resolution of 2mm. Each tensor
image is globally normalized by aligning the histograms of the traces of the ten-
sor matrices to compensate for any acquisition variability. This normalization
does not affect the orientations of the eigenvectors.

2.2 Segmentation

The myocardium segmentation is a crucial part in our atlas construction, and
the Graph Cut algorithm [4] has been chosen for its efficiency and ease of use.
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(a) Original tensor fields overlaid by the B0
images

(b) Segmented B0 images and registered tensor
fields

(c) Fiber tractography of the
left ventricle and a short axis

slice

(d) Close up on the fiber orientations
of a short axis slice

(e) Fiber tractography
around the left ventricular

blood pool

Fig. 1. A statistical atlas of the human cardiac fiber architecture is constructed from
(a) 10 ex vivo human hearts (only 6 of them are shown). (b) They are segmented and
registered to an average heart shape. The transmural variation of the fiber orientations
in the left ventricle is visible in the fiber tractography (computed with MedINRIA) of
the average tensor field. (c) It is overlaid with a short axis slice (with a close up view
on (d)). (e) A long axis view of the left ventricle with the blood pool in red. The fiber
coloring is dependent on the fiber orientation.

(a) Painted
strokes

(b) Labeled
image

(c) Alignment
of ventricles

(d) Rigid
registration

(e) Non-rigid
registration

(f) with
masked images

Fig. 2. Segmentation: (a) The user marks the left and right blood pools on B0 images
(red and blue strokes), (b) a segmented image is created via Graph Cuts. Registration:
The method (c) aligns the ventricles of the segmented images, (d) performs a rigid
registration, and finds the non-rigid registration between (e) the segmented and (f) the
masked B0 images.

From a B0 image, an underlying 3D graph is constructed and a global optimal
solution partitions the graph into an object and a background. Fast interactions
are possible to correct any missed segmentation. In our application, the user
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marks on a 3D slice a few pixels, the seeds ([4]), in the left and right blood
pools (red and blue strokes in Fig. 2 (a)). From these marks, three 3D binary
segmentations are performed: i) the heart is isolated from its background using
the marked pixels as object seeds [4] and the pixels lying on a surrounding box
(large enough to be outside the heart) as background seeds, ii) the myocardium
is delineated using the pixels on the inner boundary of the heart mask as object
seeds and the marked pixels as background seeds, and iii) the blood pool is par-
titioned into the left and right sides using each paint stroke as seeds. From these
binary masks, a 3D segmentation image is created with four labels: background,
left and right ventricles, and myocardium (Fig. 2(b)).

2.3 Registration and Atlas Construction

To construct the atlas of DT-MRIs, the population of hearts must be registered
to a common reference heart shape. The registration is solely based on B0 images
and their segmented images. Information on the fiber architecture are purposely
omitted in order to avoid any bias in the study of the fiber variability. After align-
ing the centers of mass of each ventricle (Fig. 2(c)), a block matching algorithm
performs a rigid registration on the segmented images (Fig. 2(d)). Once correctly
aligned, a non-rigid registration of the segmented images is performed (Fig. 2(e)).
The resulting transformation initializes the registration of the masked B0 images
(Fig. 2(f)). The symmetric log-domain diffeomorphic demons [18] provides an
efficient non-rigid registration method. Moreover, averaging and inverting dif-
feomorphic deformation fields are straightforward in the log-domain. The con-
struction of the atlas follows Guimond’s et al. method [8], where the average
of inverse transforms brings iteratively the reference heart toward an average
shape. In practice, the reference image becomes stable after two or three iter-
ations. Finally, the tensor fields associated with each B0 image are warped to
the converged average heart shape. Among two possible reorientation strategies
[1], the Finite Strain strategy is preferred to the Preservation of the Principal
Direction for its preservation of geometric features [13].

2.4 Statistical Analysis

A voxel-wise statistical analysis is performed on our atlas (i.e., a population of
diffusion tensors warped to a reference heart). The Log-Euclidean metric [2] pro-
vides a fast and valid framework for the study of the variability of the diffusion
tensors. Our study uses classical statistical tools (such as the mean or the co-
variance) in the Log-Euclidean framework rather than in the Euclidean space. A
tensor is described with a condensed form, vec(D) = (D11,

√
2D12, D22,

√
2D31,√

2D32, D33)t, where redundant terms in the tensor matrix (Dij)i,j=1,2,3 are re-
moved. With N tensor fields, {D(i)}i=1,...,N , the mean is computed, D̄ = exp(

1
N

∑N
i=1 log(D(i))

)
, along the covariance matrix, Σ = 1

N−1

∑N
i=1 vec(ΔD(i))·

vec(ΔD(i))t where ΔD(i) = log(D(i)) − log(D̄). The trace of the covariance
matrix (i.e., the sum of its eigenvalues) gives an assessment on the global
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variability of the tensor field. To express it as a percentage ratio from the
mean tensor D̄, we use its square root:

√
Tr(Σ) =

√√√√ 1
N − 1

N∑
i=1

‖vec(ΔD(i))‖. (1)

To gain further information on the variability of the tensor field, The covariance
matrix is projected onto orthonormal bases [13]. These bases are formed with a
combinations of the different eigenvectors v1,v2,v3 of the mean tensor matrix
D̄. The bases of particular interest are W2,3 = 1/

√
2 (v3 · v2

t + v2 · v3
t), W1,3 =

1/
√

2 (v3 · v1
t + v1 · v3

t), and W1,2 = 1/
√

2 (v2 · v1
t + v1 · v2

t). The standard
deviation of orientation differences, {θi,j}i,j=1,2,3, between the coupled (vi,vj)
axes around vk (i.e., the variability of how the orthogonal axes (vi,vj) rotates
around vk) are revealed by projecting the covariance matrix Σ onto W2,3, W1,3,
and W1,2 (λ1,2,3 are the tensor eigenvalues):

θi,j = arctan
(

1
2(λi − λj)2

[vec(Wi,j)t · Σ · vec(Wi,j)]
) 1

2

(2)

3 Results

The variability of the global fiber architecture is first presented, followed by a
more local study on the 17 AHA (American Heart Association) cardiac zones in
the left ventricle.

3.1 Fiber Variability

The tractography of the cardiac fibers in Figure 1 shows the average fiber struc-
ture. The transmural variation of the fiber orientation is clearly seen in all views.
The fibers form a double spiral with different orientations on each side of the
myocardium mid-wall. The histogram of the trace (Fig. 3 using Eq. 1) shows a
peak of variability at 13.2%. It is however important to note that this variability

Fig. 3. Global variability (
√

Tr(Σ), Eq. 1) (expressed in percentage) of the human
cardiac fiber structure. The histogram shows a mode of 13.2%.
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Histogram of the fiber orientation variability

v1,2,3 with respect to the fiber and laminar

sheet orientations1

Fig. 4. Standard deviation of the fiber orientation (expressed in degree). Top row of
the image and in the blue histogram: Variability of the laminar sheet orientation, θ2,3

around v1, with a mode at 31.1◦. Middle row and in the green histogram: Variability of
the fiber orientation, θ1,3 around v2, with a mode at 11.5◦. Bottom row and in the red
histogram: Variability of the fiber orientation, θ1,2 around v3, with a mode at 13.0◦.

also includes registration errors. The registration can be difficult and challenging
(large deformations, low resolutions) and could certainly be the cause of a higher
variability in the right ventricle, the papillary muscles, and around the apex. The
variability of the eigenvectors (Fig. 4) reveals a disparity among the different di-
rections. Indeed, the rotations of the planes containing the first eigenvector (i.e.,
the fiber orientation) around perpendicular axes v2 and v3 (θ1,3 and θ1,2 using
Eq. 2) show a rather stable cardiac fiber orientation with a standard deviation
of θ1,3 = 11.5◦and θ1,2 = 13.0◦. However, the orientation of the coupled axes
(v2,v3) (i.e., the laminar sheets) around the fiber orientation v1 shows a much
greater variability in the laminar sheet structure with θ2,3 = 31.1◦. This concurs
with a previous canine study [13] where the fiber orientation (with θ1,3 = 7.9◦and
θ1,2 = 7.7◦) is more stable than the laminar sheet orientation (with θ2,3 = 22.7◦).

3.2 Variability across Myocardial Segments

We register and map the statistical atlas onto a prolate ellipsoid, and analyze the
transmural variation of the fiber orientation in the 17 AHA segments of the left
ventricle. The figure 5 shows the helix angle (between the fiber orientation and
a short axial line) and the transverse angle (between the fiber orientation and
a long axial line) against the transmural width. The helix angle varies globally

1 Illustration adapted from LeGrice et al., Am. J. of Phys. - Heart and Circ. Phys.,
269(2), 1995.
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Fig. 5. Joint histograms showing the distribution of the (a) helix angle and the (b)
transverse angle of the human cardiac fibers across the myocardial wall in the 17
AHA segments of the left ventricle. The x axis of each joint histogram represents the
transmural distance from epicardium (left) to endocardium (right). The y axis is the
helix or transverse angle.

from -51◦on the epicardium to +66◦on the endocardium (the range is 117◦- a
canine study [13] showed a range of 110◦). It appears to be consistent across all
myocardial segments. There is however a drastic difference at the apex. While
this might be due to missed registrations in the apex area, this could also mean
that the fiber structure at the apex varies among the human population. The
helix angle is strongly correlated to the transmural distance with a correlation
factor of ρ = 0.831. The transverse angle is less correlated with ρ = 0.286 (i.e.,
it depends less on the transmural width). It is stable at 0◦and appears to be
always close to zero on all myocardial segments.

4 Conclusion

This paper brings the first statistical description of the human cardiac fiber
architecture from 10 ex vivo DT-MRI images. The statistical atlas has been
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built thanks to a unique access to 10 ex vivo human hearts. The fiber vari-
ability has been studied across the whole myocardium. The results show that
the orientations of the cardiac fibers are more stable than the cardiac laminar
sheet orientations. Knowing that the fibers are globally stable, it was interest-
ing to study the fiber orientation in a more local manner in the left ventricular
AHA zones. The observed orientation is consistent across nearly all myocardial
segments. Only the apex shows a higher variability. This might show that the
fiber structure at the apex might not have a consistent structure. The results of
this study also extend a previous canine study [13]. Moreover, a semi-automatic
method has been described to build a morphological atlas with easy user inter-
actions. It can be reused for other future studies using more samples or other
species. The fiber architecture plays a key role in mechanical and electrical car-
diac functions. This first statistical atlas of the human cardiac fiber architecture
allows thus a better understanding of the human heart. With recent advances in
in vivo DT-MRI, it is possible to foresee the use of this statistical model of the
heart to extrapolate sparse in vivo acquisitions and thereupon paving the way
for personalized in vivo DT-MRI.
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Abstract. This paper presents an image-based classification method,
and applies it to classification of cardiac MRI scans of individuals with
Tetralogy of Fallot (TOF). Clinicians frequently diagnose cardiac disease
by measuring the ventricular volumes from cardiac MRI scans. Interrater
variability is a common issue with these measurements. We address this
issue by proposing a fully automatic approach for detecting structural
changes in the heart. We first extract morphological features of each sub-
ject by registering cardiac MRI scans to a template. We then reduce the
size of the features via a nonlinear manifold learning technique. These
low dimensional features are then fed into nonlinear support vector ma-
chine classifier identifying if the subject of the scan is effected by the
disease. We apply our approach to MRI scans of 12 normal controls and
22 TOF patients. Experimental result demonstrates that the method can
correctly determine whether subject is normal control or TOF with 91%
accuracy.

Keywords: Tetralogy of Fallot, Morphological classification, Manifold
learning, Computational anatomy.

1 Introduction

Cardiac MRI has become essential for pre- and post-operative management
of tetralogy of Fallot patients [1]. This non-invasive technique can yield de-
tailed 3D anatomical images of the beating heart with constant image quality
through time. Clinicians use cardiac MRI to perform volumetric measurements
of anatomical structures, such as left/right ventricular end-diastolic/end-systolic
volumes, mass, stroke volumes, and ejections fractions. However, these measure-
ments are often not sensitive enough to detect certain cardiac disease as they do
not fully utilize the rich information provided by cardiac MRI. In addition, clin-
icians often find it difficult to produce reliable prediction of disease progression
due to the high inter- and intra-rater variability associated with these measure-
ments. We address this issue in this paper by suggesting an alternative approach
for accurately detecting heart disease.

Our approach is based on a popular concept in the vision community, where
high-dimensional features are extracted from the images and then fed into a
classifier. The classifier automatically labels the image, which in our case corre-
sponds to differentiating cardiac MRIs of patients effected by a certain disease
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from healthy individuals. One issue with this type of analysis with respect to
cardiac MRI is the relative low sample size in comparison to the high dimen-
sionality of the image features. The number of training subjects impacted by
a disease is often limited to hundreds while the number of voxels in a medical
scan is typically more than a million. The community has addressed this issue
by mapping the high-dimensional features into a lower dimensional space.

Principal component analysis (PCA) performs a linear mapping of the high
dimensional features to a lower dimensional space such that the variance of
the features in the lower dimensional representations is maximized [2]. How-
ever, PCA is not appropriate for nonlinear features, because it is employed
in a linear way. Alternatively, manifold learning techniques can map nonlinear
high-dimensional data to low-dimensional space [3], [4]. Manifold learning tech-
niques assume that the data of interest lies on an embedded non-linear manifold
within the high-dimensional space while preserving neighborhood relations be-
tween nearest neighbors. Therefore, they can perform nonlinear dimensionality
reduction by applying embedding to high-dimensional features.

In the remainder of this paper, we describe our disease classification approach,
which first extracts morphological features from short-axis cine MRI of a subject
by finding the spatial transformation that places the scan into a common space.
We then compute the Jacobian determinants of the transformations which we
relate to tissue density maps. The Jacobian determinants are then embedded
into a lower-dimensional space via manifold learning. We then use the resulting
embedding coordinates as the lower-dimensional features for disease detection.
The method is applied to MRI scans of 12 normal controls and 22 tetralogy of
Fallot patients and evaluated by classification rates using leave-one-out method.

2 Method

Fig. 1 summarizes our morphological classification framework. We first extract
morphological features for each subject from the given ventricular segmentations
of patients’ medical scan image. We then use the morphological features to learn
a low-dimensional embedding via a manifold learning technique targeted towards
dimensionality reduction. Each scan is now represented by coordinates in the
low-dimensional embedding. We then apply these coordinates to a non-linear
support vector machine classifier to produce the class label. In followings, we
will explain each component in detail.

2.1 Feature Extraction

We use the RAVENS maps as a morphological descriptor characterizing the
images [5]. RAVENS maps are the results of deformable registration of cardiac
images to a common template while generating maps that are proportional to
each individual’s regional tissue amount. They capture tissue density, which
tetralogy of Fallot patients often affect.



182 D.H. Ye et al.

Fig. 1. Overview of proposed framework

Suppose Sk denotes the segmented image for tissue k in the individual image
S : ΩS → R and T : ΩT → R is the template to be registered. Then a RAVENS
map, Dk : ΩT → ΩT , for tissue k is defined as:

Dk(x) := J(h(x))Sk(h(x))

with h being the deformation map from ΩS to ΩT and J(h(x)) is the Jacobian
determinant of h at voxel x.

We create the RAVENS map, by registering the images to the common at-
las via fast diffeomorphic demons algorithm [6]. When registering the images,
the choice of a template plays an important role in the accuracy of the mor-
phological features. Therefore, it is necessary to select the optimal template for
better morphological representations. In order to select the optimal template, we
adopt GRAM framework [7] which finds the geodesic mean of the data. GRAM
computes the geodesic distance between two images by viewing the dataset as
undirected graph with the nodes of the graph representing the images of the
data set. g(Ii, Ij), the geodesic distance between two images Ii and Ij , is ap-
proximated by the shortest path between the two corresponding nodes in the
graph. The geodesic mean template T is then defined by the image in the data
set with minimum distance to all other images:

T = argmin
i

∑
j

g(Ii, Ij).

After registering all images to T , we reduce the noise in the RAVENS maps
via Gaussian kernel smoothing. We further reduce the number of features by
only using the RAVENS map DRV of the right ventricle for classification. We do
so because right ventricle is the most significant tissue type related to Tetralogy
of Fallot.

2.2 Dimensionality Reduction

Even after confining the RAVENS maps to the right ventricle, its dimensionality
is still very high compared to the limited sample size. As mentioned, this gener-
ally negatively influences the accuracy of the classifier. We address the issue by
performing dimensionality reduction via the ISOMAP algorithm [4].

In order to apply the ISOMAP algorithm, we represent the data as a graph
whose vertex corresponds to the image samples. First, we define the edge length
d(i, j) between two subjects i and j as a L2 distance of RAVENS maps:

d(i, j) :=
∑

x∈ΩT

(Di
RV (x) −Dj

RV (x))2,
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We then construct a connected k-NN graph based on the edge lengths d(i, j).
We then use the k-NN graph to infer the geodesics between all pairs of subjects.
This results are stored in a matrix with the size corresponding to the number
of samples. We then generate the low-dimensional embedding of the data by
computing the eigenvalues and -vectors of the matrix. The eigenvectors of the
9 highest eigenvalues then define the coordinate system of the low-dimensional
embedding of the data set. Finally, each data set is described by its (embedding)
coordinates in that coordinate system. By doing so, we reduced the number of
features describing each data set from 172800 to 9.

2.3 Non-linear SVM

The embedding coordinates of each image are fed into classifier, which labels each
data set based on those features. We choose the support vector machine (SVM)
classifier [8] for this task. SVM is a popular approach pattern classification.
It separates the data into two clusters hopefully representing the healthy and
diseased population. This separation is described through a hyperplane. The
hyperplane is generated by training the algorithm on a pre-classified training
set. From this training set, the algorithm selects a relatively small number of
samples that are close to the opposite group. These samples are called support
vectors and are used for defining the dividing hyperplane. By doing so, the
classifier inherently focuses on the subtleties of the morphological differences
between normal controls and tetralogy of Fallot patients and not on data sets
that are easy to detect.

While the SVM classifier is very effective in finding this hyperplane, selecting
the type of hyperplane is very important. If the hyperplane is too stiff then the
algorithm might not perfectly separate the two groups. On the other hand, if
the hyperplane is too flexible then the algorithm will overfit the data. The type
of hyperplane is characterized by the kernel that maps the data to a higher-
dimensional where linear separation is possible. Based on our experience, we
choose the Gaussian radial basis function as kernel [9].

K(u, v) := exp(−γ||u − v||2),
where u and v are data points and γ is a model parameter.

In summary, we conduct supervised classification with embedding coordinates
on the cardiac MRI scans of 34 subjects. In our application, we consider tetralogy
of Fallot as a positive data, and normal controls as a negative data. We choose
the support vector machine with radial basis function kernel as a classifier due
to its effectiveness and efficiency. The classifier is trained on the 33 subjects
and trained classifier was applied to the 1 left-out data. We select the model
parameter γ in the radial basis function by grid search using cross validation.

3 Experiment

We evaluate our method by applying it on short-axis cardiac MRIs of 12 nor-
mal volunteers and 22 Tetralogy of Fallot patients. Tetralogy of Fallot patients
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were post-repaired and age-matched to normal controls. Steady-state free pre-
cession cardiac MRIs were obtained at end-diastole. The acquired short-axis
slice covered the whole heart. To prevent other organs from influencing anal-
ysis, the images were cropped using manually defined rectangular regions that
enclosed the complete left ventricle and right ventricle on the short axis, respec-
tively. The left ventricular endocardium, left ventricular epicardium, and right
ventricular epicardium were semi-automatically segmented in the data set on
short-axis slices [10]. We then applied the data set to our pipeline. We measur-
ing the accuracy of our approach via leave-one-out cross validation comparing
the classification of the test subject with the diagnosis of an expert. For com-
parison, we also computed the accuracy of the non-linear SVM classifier using
the left and right ventricular volume as input features.

3.1 Features

Fig. 2 shows the distribution of the features used as input to the SVM classifier.
Fig. 2a plots the left and right ventricular volume features and Fig. 2b shows the
two-dimensional embedding of RAVENS map. It is worth to mentioning that for
classification of the RAVENS map we actually used 9 dimensional features. How-
ever, it is practically impossible to visualize 9 dimensional features. Therefore,
we confine our low-dimensional embedding to the first two largest eigenvalues
for visualization purpose. A subset of images is also shown with embedding in
Fig. 2b. The embedding conveniently summarizes the change in right ventri-
cle size as the most dominant parameter. These type of observation support
the impression that neighborhoods in the embedding coordinates represent im-
ages that are similar in terms of the size of right ventricle. Furthermore, we note
that ventricular volume features have more overlap between normal controls and
tetralogy of fallots in the feature space than embedding coordinates. Therefore,
embedding coordinates can have more discriminative power than ventricular vol-
ume features. In addition, distribution of embedding coordinates is not linearly
separable. This indicates that non-linear kernel mapping is necessary for these
features.
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Fig. 3. Receiver Operating Characteristics(ROC) curves for embedding features and
ventricular volumetric features

Table 1. Recall rates between Normal Control versus Tetralogy of Fallot

Sensitivity(%) Specificity(%) AUC(%)

Ventricular volumes 86.36 75 85.2

Embedding coordinates 95.45 83.33 96.4

3.2 Classification Accuracy

The classification performance was measured by precision recall rate. In the
binary classification of positive tetralogy of fallot and negative normal hearts,
the results are represented by numbers of true positive(TP), false positive(FP),
true negative(TN), and false negative(FN). The sensitivity and specificity were
computed by

sensitivity =
TP

TP + FN
, specificity =

TN

TN + FP

In addition, area under the curves (AUC) are computed by ROC analysis in
Fig. 3. Table 1 shows precision recall rates and AUC for ventricular volume
features and embedding coordinates. Compared to ventricular volume features,
embedding coordinates achieves higher sensitivity (10.09% increase), specificity
(11.07% increase) and AUC (11.2% increase). This result indicates that the
features generated by ISOMAP applied to the RAVENS maps better characterize
the disease compared to ventricular volume features often used in the clinical
setting.

3.3 Group Comparisons via Voxel-Based Analysis

Although nonlinear classification methods are generally effective in resolving
spatially complex group differences, they do not easily lend themselves to in-
tuitive interpretation of the result. For clinical evaluation, we need to identify
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Fig. 4. Maps of the t statistics showing differences between normal controls and tetral-
ogy of fallot patients. T-maps are presented in different mid slices of the cropped
template image. Regions in which tetralogy of fallot patients are significantly differ-
ent from normal controls are highlighted in red, reflecting right ventricular outflow
tract (RVOT) obstruction. T-maps were thresholded at the p = 0.001 level. Color bar
represents logarithm of p value.

abnormalities such as progressive hypertrophy and chamber dilation. However,
the high dimensional features are generally not displayable in a single image. We
thus choose an alternative approach called voxel-based group comparisons to vi-
sualize the differences between healthy and diseased subjects [11]. Fig. 4 shows
the t-statistics thresholded at p = 0.001 level in different mid slices. This figure
shows significant right ventricular shape changes in tetralogy of fallot compared
to healthy hearts. Right ventricular outflow tract, which are generally implicated
in tetralogy of fallot, are highlighted (red color). This implies that our classifica-
tion method can precisely localize the region of pathology in tetralogy of fallot
patients compared to normal subjects.

4 Conclusion

We presented a disease classification frame work to diagnose tetralogy of Fallot
patients. Mass-preserving morphological descriptors were used to extract mor-
phological features from cardiac MRI. We then reduced the dimensionality of
features via ISOMAP. The reduced features were fed into the non-liner support
vector machine classifier to produce labellings of healthy and diseased patient
group. On a small data set, classification based on our features outperformed
conventional clinical analysis based on the volume of the ventricle. We believe
this improved performance was due to better morphological descriptors and non-
linear classifier.
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Abstract. The high contrast and lack of ionizing radiation, renders
Magnetic Resonance Imaging (MRI) a suitable modality for continuous
intra-operative imaging. Tracking the motion of key locations in cardiac
MRI is of paramount importance in control and guidance in emerging
robot-assisted interventions. Tracking can also be used to assess my-
ocardial wall motion for diagnostic purposes. This article presents an
expanded collaborative tracking algorithm to facilitate both interven-
tions and diagnosis in MRI. Specifically, the network of trackers not
only follows anatomical landmarks on the beating heart but also com-
putes its evolving deformable surface on a specific plane. Experimental
investigations with both CINE and real-time MRI demonstrate that the
collaborative tracker network achieves robust real-time performance over
long periods, outperforming the MIL tracker. Pilot experimental results
also demonstrate that the evolution of the network’s deformation mesh
can be used for blood volume estimation and computation of the ejection
fraction - both of great diagnostic value.

1 Introduction

Image-guided robot-assisted interventions promise to improve patient manage-
ment and reduce the cost of delivered health care. Real-time tracking of car-
diac anatomical landmarks is paramount in such intra-operative interventions
to maneuver the robotic manipulator around critical tissue. A major drawback
of legacy procedures is that the anatomical information is not updated intra-
operatively. Hence, any tissue shifts induced by the advancement of the inter-
ventional tools cannot be compensated for. Tissue dislocations are difficult to
predict as they depend on tissue elastic properties and the speed of advance-
ment [1][2][3][4][5][6]. Moreover, conventional MRI guided procedures that entail
the insertion of the tool while the patient is outside the scanner followed by
validating scanning, become lengthy and cause additional discomfort to the pa-
tient. They may also result to more surgical trauma and increased chances for
complications due to multiple insertion attempts.

To keep track of a specific anatomical landmark over time, one approach is to
segment the underlying structures in each slice. Such approach may entail defin-
ing an appropriate optimization scheme to iteratively minimize a cost function,
and the computational cost can be significant. For example, in [7], while the
proposed boundary segmentation method achieved very high accuracy, the com-
putational time was 10 seconds per slice. In contrast, Yuen et al. [8] achieved

D.N. Metaxas and L. Axel (Eds.): FIMH 2011, LNCS 6666, pp. 188–194, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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real-time performance in Ultrasound images with an extended Kalman filter
tracker. Zhou et al. [9] proposed to use multiple particle filter trackers to track a
single region. For each tracker, a decision is made to classify it as “survivor” or
“failed”. Tracker interaction is modeled via a Bayesian network. The approach
is able to achieve accurate overall state estimation in real-time, as an evidence
for the motion estimation of a specific landmark point.

In this article we extend Zhou’s method to handle tissue surface deformation
and not just motion of single landmark points. Different trackers in the network
may have different motion patterns due to non-linear tissue deformation. This
motivates to take advantage of each tracker’s specific location, and form a de-
formation mesh. The deformed region captures the heart’s surface undergoing
non-linear deformations. The surface area from the deformation mesh shows pe-
riodical rhythm during heart’s contraction and extraction - a feature that may
be used in diagnosis. We also compare our approach to the state-of-art Multi-
ple Instance Learning (MIL) tracker [10]. MIL tracker uses an online-boosting
approach to train the appearance model at each time step. And the training
examples are presented in “bags” rather than individual instances. The exper-
imental results show that although MIL tracker captures abrupt motion and
appearance changes at first, it gradually drifts and finally loses the target as
time passes by. Our tracking approach outperforms the MIL tracker both in
speed and robustness in long tracking sequences.

In section 2 we describe in detail the methodological approach. In section 3
we present analysis of the experimental performance of the method.

2 Methodology

2.1 Collaborative Tracking

We have adopted as a baseline methodology the collaborative tracking algorithm
proposed by Zhou et al. [9]. The algorithm tracks the region of interest via a
grid of particle filter trackers. After each tracker’s motion state is estimated as
an independent particle filter tracker, the tracker network is formed. For each
individual tracker Ti in the 3×3 grid, a decision is made whether to include it or
not into the survivor group. The adjacent trackers {Tj, ..., Tm} provide evidence
to make this decision via a Bayesian network.

p(Wi,t, Θ̂i,t|Gi,t−1, Zi,t) ∝ p(Gi,t−1)
∏
k

N(θ̂i,t|θ̂k,t, σ
2)
∏
k

p(θ̂k,t|zk,t). (1)

The surviving probability of Ti,t is computed in Equation (1); please note that
Θ̂i,t = {θ̂i,t, θ̂j,t, ..., θ̂m,t} and Zi,t = {zi,t, zj,t, ..., zm,t} are the estimated states
and observations of Ti and its adjacent trackers at time t. Wi,t represents the
event that tracker Ti is in the survivor group at time t. Gi,t−1 is the Bayesian net-
work at time t−1, whose probability p(Gi,t−1) is known at time t. N(θ̂i,t|θ̂k,t, σ

2)
is the probability density of θ̂i,t on the Normal distribution centered at θ̂k,t with
variance σ2.
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p(Wi,t, Θ̂i,t|Gi,t−1, Zi,t) serves as evidence in deciding whether to include or
not tracker Ti in the survivor group. If the evidence exceeds a certain threshold
(0.05 in our implementation), then it is included in the survivor group, otherwise
it is excluded.

The overall motion state is determined by the trackers in the survivor group
and computed as follows:

θ̂overall =
1∑|W |

i=1 βi

|W |∑
i=1

θ̂iβi, (2)

where |W | is the cardinality of the survivor group and βi is the impact factor of
each linked tracker. The latter is determined from:

βi =
p(Wi,t, Θ̂i,t|Gi,t−1, Zi,t)

Di,t
, (3)

where the enumerator is the conditional probability computed in Equation (1)
and Di,t is the Euclidean distance from the point of interest (landmark) to the
center of the tracker.

2.2 Deformed Region Computation

The multi-tracker network concept presented in [9] is quite powerful but is grossly
underutilized. It is used to track single landmark points in cardiac MRI. Here
we expand the algorithm to perform deformation mesh computation and track
tissue surfaces, not just points.

Specifically, we compute the deformation mesh out of all the surviving trackers
in the network. The deformation mesh Mt is composed of a set of nodes c =
(c1, c2, ..., cn), which are distributed over the selected target region during the
initialization step. Each node is linked to several trackers (Figure 1) and its
location is decided by the linked survivor trackers as described in Equation (4):

ci =
1∑ui

k=1 βk

ui∑
k=1

pkβk, (4)

Fig. 1. Deformation mesh computation: (a) Survivor group is selected and colored in
green. (b) Computed deformation mesh.
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where {pk}ui

k=1 indicates all the corner coordinates of the linked survivor trackers
at a certain location and βk is the impact factor of each linked tracker; ui is the
total number of surviving trackers. We use the conditional probability computed
in Equation (1) as the impact factor here.

The deformation mesh follows the heart surface while undergoing non-linear
tissue deformations. The surface region contracts and expands periodically with
the beating heart. This motivates us to examine the surface area of the defor-
mation mesh, which is computed in Equation (5): polyArea(Mt) is the polygon
area covered by the deformation mesh, and ui is the total number of surviving
trackers. Experiments in Section 3.2 demonstrate the potential applications of
the mesh’s evolution.

surf =
polyArea(Mt)

ui
(5)

3 Experimentation

In this study we compare the performance of the collaborative tracker [9] with
that of MIL [10] in tracking landmarks in long cardiac MRI sequences. This
is in contrast to the short sequences reported in [9], where no comparison was
attempted. This part of the experimentation solidifies the baseline algorithm’
potential in interventional MRI. Furthermore, we present initial experimental
results regarding the computation of cardiac function out of the evolution of the
deformation mesh - an algorithmic extension introduced in the present article.
This is a development with great diagnostic potential.

3.1 Collaborative versus MIL Tracking in Interventional MRI

The MIL [10] tracking code was downloaded from the authors’ webpage.
Figure 2 shows a sample visualization from the comparative study. The MRI
sequence used in testing consists of 60 repeating cycles, and each cycle includes
25 frames of short-axis view images. The entire sequence has a total of 1500
frames, and lasts 1 minute. Each column shows one snapshot from the tracking
sequence by different approaches. The first row shows snapshots of the defor-
mation mesh’s evolution as computed by the collaborative tracker. The second
row shows the corresponding anatomical landmark locations as computed by the
collaborative tracker. The third row shows the corresponding anatomical land-
mark locations as computed by the MIL tracker. One can observe that the MIL
tracker performs well at first, but gradually it drifts to other locations. This
could be a fatal problem in interventional MRI, where the operation is expected
to last several minutes. A likely reason for the drift is that MIL constantly up-
dates its appearance template through an online-boosting approach. Although
this boosting method uses a bag of appearance patches, it is fuzzy about how the
exact appearance of the target during evolution; consequently, small errors start
accumulating with time. On the contrary, the collaborative tracker, thanks to its
redundancy, achieves stable results, which is paramount in robotic interventions.
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Fig. 2. Comparison results with MIL tracker

Despite this redundancy, the collaborative tracker remains highly efficient and
achieves 28 fps on a standard PC versus the 9 fps of the MIL tracker. This has to
do with the simple nature of the individual particle filter trackers in the network.
Hence, the collaborative tracker renders itself to real-time implementation.

3.2 Surface Area Computation

We computed the evolved area of the deformation mesh and formed respective
signals. We applied this analysis on two data sets: the CINE (Figure 3) and the
single axis ultrafast dynamic cardiac MRI (Figure 4).

Results from a representative CINE set are shown in Figure 3; the signal
clearly tracks the cardiac cycle. One can discern the rapid squeeze of the heart
during systole (the lower peak), then the recovery of the relaxing myocardium,
and finally reaching the end-diastolic phase (the highest peak). Such dynamic
pattern was observed in all slices and subjects we studied.

Results from a sequence with 1350 images at a speed of 50 ms/slice are shown
in Figure 4. In this case the same single slice was collected for a far longer period
as compared to the CINE sequence in Figure 3. Although, Figure 4 illustrates
the same periodicity, because it does not have the time resolution of CINE it
does not provide us with the same high resolution assessment of the heart phase
changes. In addition, the maxima (end-diastole) and the minima (end-systole)
are not as regular as it would be been expected, due to highly varying contrast
encountered in such rapid continuous acquisitions.
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Fig. 3. Deformation mesh evolution signal for a CINE sequence

Fig. 4. Deformation mesh evolution signal for a true dynamic sequence. To fit the page,
the long signal was split into two parts.

4 Conclusion

The superiority of the collaborative tracking algorithm [9] in long MRI sequences
is demonstrated against a state of the art algorithm (MIL - [10]). The collabora-
tive tracker excels in stable behavior and speed - both of paramount importance
in interventional MRI. Furthermore, an algorithmic expansion introduced in the
present article enables the computation of the deformed heart’s surface through
the cardiac cycle. The formed signal holds great potential not only as an inter-
ventional aid but also as a diagnostic tool. Specifically, this approach can be
used for on-the-fly analysis of CINE (while the patient is still in the scanner),
that is, for rapid extraction of hemodynamic or heart wall motion parameters.
For example, it may provide valuable information about blood volume/velocity
estimation and ejection fraction. Still, additional experimental studies are re-
quired to fully investigate the relationship of the deformation mesh signals to
the hemodynamics of the LV.
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Abstract. The aim of this work was to develop a simple and fast 3D MRI-based 
computer model of arrhythmia inducibility in porcine hearts with chronic 
infarct scar, and to further validate it using electrophysiology (EP) measures 
obtained in-vivo. The heart model was built from MRI scans (with voxel size 
smaller than 1mm3) and had fiber directions extracted from diffusion tensor 
DT-MRI. We used a macroscopic model that calculates the propagation of 
action potential (AP) after application of a train of stimuli, with location and 
timing replicating precisely the stimulation protocol used in the in-vivo EP 
study.  Simulation results were performed for two infarct hearts: one with non-
inducible and the other with inducible ventricular tachycardia (VT), 
successfully predicting the study outcome like in the in-vivo cases; for the 
inducible heart, the average predicted VT cycle length was 273ms, compared to 
a recorded VT of approximately 250ms. We also generated synthetic fibers for 
each heart and found the associated helix angle whose transmural variation (in 
healthy zones) from endo- to epicardium gave the smallest difference (i.e., 
approx. 41°) when compared to the helix angle corresponding to fibers from 
DW-MRI. Mean differences between activation times computed using DT-MRI 
fibers and using synthetic fibers for the two hearts were 6 ms and 11 ms, 
respectively. 

Keywords: electrophysiology, computer modelling, cardiac MR imaging. 

1   Introduction 

Abnormal heart rhythms are often associated with infarct scars and are a major cause 
(>85%) of sudden cardiac death [1]. One dangerous manifestation is ventricular 
tachycardia (VT), where a “reentry circuit” facilitates an abnormal re-excitation of the 
tissue. In such cases, the electrical wave (i.e., the action potential, AP) loops fast 
around the scar and through a channel which contains viable bundles of muscle 
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interdigitated within nonconductive collagen [2]. Should the VT circuit fails to be 
interrupted (e.g., via RF ablation lesions placed onto this channel), the abnormal 
propagation degenerates into lethal fibrillation, VF. The arrhythmogenic substrate is 
often located at the border zone (BZ) of the scar and is identified during a clinical 
electrophysiology (EP) study. The EP study uses surface measurements via invasive 
catheters and aggressive stimulation protocols to induce VT. More-over, many 
patients are hemo-dynamically unstable and the inducibility of VT can not be 
performed in the EP laboratory; thus, the substrate is difficult to identify and to ablate 
[1]. To complement the EP study in identifying the potential VT patients, 3D non-
invasive imaging modalities (e.g., MRI) and computer modelling could be exploited.  
Several groups have shown that MRI can provide good characterization of the VT 
substrate by using contrast methods (i.e., delayed-enhanced DE-MRI) [3]. However, 
the in-vivo voxel size currently used in DE-MRI clinical studies suffers from partial 
volume effects that might affect the accuracy of the substrate identification, thus 
higher resolution is desirable. 

Computer modelling is a valuable tool used in cardiac EP to understand the normal 
electrical activity and abnormal propagation of action potential (AP) waves [4]. 
Considerable efforts have been made by the cardiac computational community to 
develop multi-scale models (from molecular to tissue level), integrating micro-
structures and biophysical details into complex models [5, 6]. Several groups recently 
worked on developing MRI-based models suitable EP studies. One group [7] has 
focused on developing virtual models for mouse, rabbit, dog and human hearts from 
diffusion weighted DW-MRI scans, and further used them in combination with 
detailed, ionic equations to study VT inducibility, but their study lacked any EP 
experimental validation. Other researchers focused on using fast eikonal models, which 
can be attractive for patient-specific applications using clinical cardiac MRI models [8] 
but are not adequate for modelling reentry (since this model lacks the repolarization 
phase of AP wave); in addition, they used fibers from atlases which have unclear 
impact on the accuracy of computed activation times. On the other side, simple 
macroscopic formalisms based on two-variable equations [9] could be used to model 
re-entrant waves [10, 11]. We chose to explore this mathematical model, as well as to 
develop pre-clinical animal models to validate computations that would replicate 
exactly the in-vivo EP experiments.  

The specific aim of this paper was to use a 3D MRI-based model together with a 
simple macroscopic formalism, to study VT inducibility in infarct hearts. For this, we 
used our recently developed experimental model in swine with chronic infarct hearts 
[12]. Here, we perform: i) the construction of the 3D MRI-based model (integrating 
anatomy, scar extent and fiber directions from DW-MRI); ii) the simulation of VT 
inducibility (replicating exactly the EP experiment); and iii) comparison of model 
predictions with those observed during the in-vivo EP study. Figure 1 illustrates the 
workflow of the current study. 

Finally, to study the influence of anisotropy on VT inducibility, we generated 
synthetic datasets by allowing the helix angle to vary within a wide range (between 
epi- and endocardium). We then performed simulations with the synthetic dataset for 
which we found the smallest difference between the helix angle corresponding to 
synthetic fibers and to the fibers from DT-MRI.  
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Fig. 1. Diagram of the comparison between the computer model output and in-vivo EP 
experiments 

2   Methodology 

2.1   Electrophysiology Study 

Myocardial infarction was generated in a swine model by a 90’-min coronary artery 
occlusion, followed by reperfusion (to create potentially heterogeneous infarct areas), 
in accordance to the animal protocol approved by our research centre [12]. In this 
current paper, we focused on two cases in which VT induction was performed: one 
animal had the left anterior descending (LAD) artery occluded (as shown in Fig. 2a, 
where the white arrow indicates the occluding balloon), while the other one had the 
left circumflex (LCX) artery occluded. The in-vivo EP studies were performed at 4-5 
weeks post-occlusion and involved the inducibility of VT by following a precise 
stimulation protocol. This protocol employed the application of a train of stimuli S1 
that paced the heart fast (to override the sinus rhythm SNR), followed by several S2-
S3 extra stimuli, delivered from the tip of a catheter inserted into the apex of the right 
ventricle RV (Fig. 2b). The ECG waves were recorded on a paper (allowing us to 
calculate the resulting VT cycle length when VT was induced).  

2.2   Construction of the 3D MRI-Based Computer Model of the Heart 

At the completion of the in-vivo EP study, the hearts were explanted, preserved in 
formalin for few days, and then MR-imaged for anatomy, scar characterization and 
myocardial fiber directions, using the diffusion weighted DW-MR pulse sequence 
described in [13]. The MR parameters were given in our previous EP studies [12, 14], 
together with the methodology regarding the construction of the 3D model from 
 

 

(a)                                            (b)                                    (c) 

Fig. 2. Generation of LAD-infarct (a); EP catheters viewed under fluoroscopy (b); and the 
stimulation point (red dot) in the model, with location corresponding to the catheter tip (c) 
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apparent diffusion coefficient (ADC) maps, which were next used to segment the 
heart into three zones: healthy tissue, BZ and infarct scar. Surface meshes were then 
created for each heart from the 3D anatomy MR scan, and volumetric tetrahedral 
meshes were generated with TetGen package. Lastly, for each heart, several datasets 
of synthetic fibers were computer-generated, allowing large transmural variations of 
fiber direction, such that the helix (inclination) angle from endocardium to epicardium 
varied on a large range (each from 30º to 90º, with a 5º increment). The calculations 
of fiber directions and helix angle were performed with Matlab. 

2.3   Mathematical Model 

We used the macroscopic model developed by Aliev and Panfilov, which is simple, 
fast, and is based on reaction-diffusion type of equations [8]. In the system of 
equations given in (1-2) we solve for the action potential (V) and the recovery 
variable contribution (r) using the Finite Element Method, with an explicit Euler time 
integration scheme. The term –kV(V-a)(V-1) controls the fast processes (initiation and 
upstroke of action potential) via the threshold parameter a, while r, determines the 
dynamics of the repolarization phase. 
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This simple model accounts for the heart anisotropy via the diffusion tensor D (which 
also depends on tissue ‘bulk’ conductivity d). For instance, the value in the anisotropy 
ratio is set to 0.14 for a wave propagating almost 2.7 times as fast along the fiber as in 
the transverse direction. The input values for model parameters were taken from our 
recent optical fluorescence imaging study performed in infarct hearts [14], and these 
values were assigned per zone (i.e., infarct, BZ and healthy) and are given in Table 1. 
Specifically, the values for a (tuning the duration of AP), k (tuning the up-stroke of AP) 
and the normalized conductivity d were set as in Table 1 (note that a and k values in the 
scar zone are similarly set like those for BZ, but are in fact irrelevant because the scar is 
unexcitable, thus d is to 0 (i.e., the AP wave does not propagate through the scar).  

Table 1. Electrophysiological parameters in the mathematical model (assigned per zone) 

Parameters Zone 

a (adimensional) k (adimensional) d 

Healthy myocardium 0.112 8 3 

Border zone (BZ) 0.2 2 1 

Scar (dense) 0.2 2 0 
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The heart stimulation in the computer model was achieved as follows: i) the sinus 
rhythm was simulated by applying a square pulse of maximum amplitude (i.e., V = 1 
since the model output has normalized values for AP) and of 5 ms duration, on both 
endocardial surface of RV and LV (to mimic Purkinje activation); and, ii) the pacing 
was simulated by applying a combination of stimuli S1-S2(-S3). These were square 
pulses 5 ms in duration, of maximum amplitude (i.e., V = 1) replicating precisely the 
stimuli duration and timing like in the EP study, as well as the location of the pacing 
catheter (at the apex of the RV-endocardium, indicated by the red dot in Fig 2c).  

3   Results  

3.1   Assessment of VT Inducibility in the EP Study 

During the EP experiments, the LCX-infarct heart had non-inducible VT after thirteen 
pacing stimuli S1 = 550 ms, followed by two S2 extra stimuli at 400 ms and one S3 at 
300 ms (thus, S2-S3 coupling interval was 100ms). S3 failed to induce VT, and, 
consequently, the sinus rhythm was recorded after that (Fig 3a). For the LAD-infarct 
heart the VT was induced after pacing with eight stimuli S1 = 800 ms, followed by 
three S2 extra stimuli at 300 ms which induced VT; several VT cycles were recorded, 
of approximately 250 ms length (Fig 3b).  

3.2   Assessment of VT Inducibility in the 3D MR Image-Based Model 

Figure 4 shows the results obtained in the LVX-infarct heart, illustrating the 
construction and parametrization of the 3D MRI-based computer model, together with 
an example of theoretical propagation of AP wave computed for this heart with non-
inducible VT. Specifically, the left panel shows an example of ADC map (2D axial 
view through the heart) with elevated values of ADC in the scar area, together with the 
fibers from DT-MRI (with notable severe fibers’ disarray in the scar zone). The 3D 
conductivity map corresponding to the MRI-based model is also illustrated (note that d 
is set to zero in the scar zone shown in black, and has reduced values in the BZ, as per 
the input values given in Table 1). The input model parameters also resulted in different 
EP characteristics for AP wave per zones, for instance: i) the AP duration at 90% 
recovery is 320 ms for healthy tissue and 275 ms for BZ (as measured in [14]); and ii) 
 

 

Fig. 3. Non-inducible VT in the LCX-infarct heart, ECG waves recorded at 25 mm/s (a); and 
inducible VT in the LAD-infarct heart (ECG waves recorded at 10 mm/s), with resulting mean 
VT cycle length of 250ms (b) 
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the AP wave has reduced amplitude in BZ (only 0.9) and a slower up-stroke speed 
compared to the AP wave in the healthy zone. The right panel of Fig. 4 presents 
simulated activation maps; illustrated are isochronal maps of depolarization times for 
sinus rhythm (SNR) and following paced cycle (S1), as well as computed all AP waves.  

All 3D heart images in Fig. 4 are in presented in a lateral-posterior view.   

 

Fig. 4. Left panel: The 3D MRI-based parametrized model for the LCX-infarct heart (from 
segmented ADC maps, and fibers from DT-MRI), together with input 3D conductivity map 
(with scar in black, healthy in green, BZ in light-blue) and corresponding AP waves (with 
smaller AP amplitude and shorter duration in the BZ than in the healthy zone). Right panel: 
simulated isochronal maps (depolarization times, with color scale corresponding to early 
activation times in red and late activation times in blue) during SNR & pacing, and computed 
AP waves before and after the application of S1-S2-S3 train (resulting in non-inducible VT). 

 
(a)                              (b)                                    (c)                         (d)           

Fig. 5. Effect of fiber architecture in the LCX-infarct heart: (a) computed helix angle (in a 
short-axis view) corresponding to synthetic fibers (up) and fibers from DTI (bottom); (b) 
histogram of angular difference plotted over the vertices in the heart mesh; (c) histological 
sample taken from the scar area; and (d) and isochronal map of depolarization times during S1 
pacing, computed using the synthetic fibers (color scale as in Fig. 4) 
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Figure 5 shows an example from the results obtained by computer generated 
synthetic fibers, for which the helix angle varied from +45° on the epicardium to -60° 
on the endocardium the for LCX-heart.  This dataset gave the smallest angular 
difference (mean ± SD) between the helix angle of synthetic and DTI fibers (i.e., 41.7 
± 20.7° in the healthy heart, and 40.7 ± 18.6° in the scar zone, respectively), see 
figure caption for more details. 

Histological image of Picrosirius Red stain (corresponding to the white square 
selected in Fig 5a), demonstrated collagen deposition in the transmural scar (in red) 
and alteration in myofibers’ architecture (Fig 5c). Figure 5d shows the activation 
times obtained using this synthetic dataset, which gave us a mean difference value  
of 6 ms (over all vertices), compared with the activation times obtained for the case  
in Fig.4.  

Figure 6 presents the 3D MRI-based model obtained for the LAD-infarct heart. 
The same values for a, k, and d parameters were assigned per zones as for the LCX-
heart. The volume of the scar and border zone was significantly larger than for the 
LCX-infarct hear; the scar geometry and heterogeneity are notable in the conductivity 
map. These could explain the inducibility of VT in this LAD-heart. 

 

Fig. 6. Upper panel: The 3D MRI-based parametrized model for the LAD-infarct heart from 
segmented ADC maps, together with a top view through the mesh (note the BZ in blue,  
is visible through the mesh) and the input 3D conductivity map (with d-values assigned  
per zone: with scar in black, healthy in green, BZ in blue). Lower panel: simulated isochrones 
maps (depolarization times) after the S1-S1-S1 train and an extra stimulus S2, resulting in 
inducible VT and reentrant wave propagating around the scars, in the directions indicated by 
the white arrows (color scale corresponding to early activation times in red and late activation 
times in blue). 
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Fig. 7. Effect of fiber architecture in the LAD- heart: (a) computed helix angle (seen through 
the 3D volume) for synthetic fibers; (b) histological sample take from the septum area indicated 
by the black rectangle in (a); (c) synthetic fibers displayed on the 3D mesh; (d) histogram of 
angular difference plotted over the mesh; and (e) absolute difference between activation times 
computed with DTI-fibers and synthetic fibers (after S1 pacing) 

Table 2. Quantitative error analysis associated with differences between activation times 
computed with DTI fibers and synthetic fibers, respectively 

Heart r RMS-error mean ± S.D (ms) 

LCX-infarct heart 0.97 11.4 6.2 ± 4.7 

LAD-infarct heart 0.91 22.5 11.1 ± 8.1 

Figure 7 shows results obtained for the synthetic fibers generated for LAD-infarct 
heart. Fig 7a shows the 3D image of the helix angle for the dataset that gave the 
smallest angular difference (mean ± SD) between this helix angle for synthetic set 
(with fibers direction shown in Fig 7c) and DTI fibers, that is, 39.8 ± 23.7° in the 
healthy heart and 64.1 ± 18.5° in the scar zone, respectively (Fig 7d).  

Histological image of picrosirius red stain is presented in Fig 7b (for the sample 
corresponding to the black rectangle selected in the ventricular septum, as seen in Fig 
7a). The histopathology demonstrated severe dense collagen deposition and fibers’ 
disarray in the scar area, with islands of viable myocytes at the BZ. Figure 7e shows the 
absolute difference between computed activation times using DTI fibers and synthetic 
fibers, and errors indicated in Table 2. Note also that an absolute difference of 12 ms 
was obtained between the activation times computed during VT using DTI-fibers (with 
a cycle length of approx 273 ms) and the synthetic fibers (CL of approx 285ms). 

Table 2 summarizes the errors associated with the differences between the 
activation times computed using DTI-fibers and using synthetic fibers (for the dataset 
that had the helix angle varying from 45° on the epi- to -60° on the endo-cardium). 
For this comparison, we calculated the Pearson’s correlation coefficient (r), RMS 
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error and mean ± S.D. (over the vertices in each heart mesh). Notable is the higher r 
value and a smaller RMS-error and mean difference, for the LCX-infarct heart; we 
attributed this result to the very small volume of BZ in this heart. 

The mesh for the LCX-infarct heart had 212,678 elements, whereas for the LAD-
infarct heart the mesh had 245,591 elements. A time step of 5x10-5s yielded a 
computational time of 50 min for 1s of simulated heart cycle on a regular PC. 

4   Discussion and Future Work 

To study the key characteristics of VT potentially observable with non-invasive 
imaging modalities and to predict VT inducibility, one needs to construct patient-
specific models and identify the substrate associated with chronic infarct scars. 
However, prior to integration into clinical applications, such models have to be 
properly validated using experiments selected to reflect the electrophysiological 
phenomena at spatio-temporal scales similar to those considered in simulations. 

In summary, in this work we developed and tested a simple and fast 3D MRI-based 
computer model of arrhythmia inducibility in porcine hearts with chronic infarct scar, 
and validated it using in-vivo EP measures. Simulation results were performed for 
two infarct hearts: one with non-inducible and another with inducible VT, 
successfully predicting the outcome as in the in-vivo EP studies. For the inducible 
heart the average predicted VT cycle length was slightly longer 273 ms compared to 
recorded cycle 250 ms, possibly due to model input parameters or simplified global 
parameterization. A finer tuning could be performed by partitioning the heart in 
smaller zones as in the optical study presented in [14].  

Currently, in our experimental model, we have chosen to use juvenile swine 
(weighing approximately 40-45kg at the sacrifice time), because they do not have yet 
M-cells (which account for heterogeneities in AP duration in mature endo-, mid- and 
epicardial cells). Therefore, our experimental model has simplified restitution 
properties, with APD constant within the cardiac wall. We thus parameterized the 
model with constant values for k, a and d throughout the heart mesh. However, one 
study limitation is that the values of these parameters were derived from an ex-vivo 
optical study [14]. Further experimentation is needed to measure restitution properties 
in-vivo and to customize these model parameters from in-vivo pacing scenarios. 

The simulation results obtained with synthetic fibers were encouraging, with rather 
small differences between activation times. Synthetic fibers are also feasible to use for 
predicting the VT inducibility. The smallest variation of helix angle between DTI-
fibers and synthetic fibers corresponded to a transmural variation of this angle from -
60° on endocardium to +45° on epicardium. These values are within ranges reported 
by other studies performed in sheep, swine and canine hearts [13, 15, 16, 17]. 

This study used only two hearts, thus further experimentation is needed to fully 
validate the model. Moreover, to better understand the physical conditions associated 
with VT inducibility in various reentry circuits, future work will focus on study the 
influence of scar location, geometry, size and transmurality. Furthermore, we will also 
focus on building accurate EP models for individual hearts by incorporating in-vivo 
MR data. For the in-vivo characterization of infarct heterogeneities we can use 
contrast-agent methods instead of DW-MRI (since the latter is not currently suitable 
to routine clinical investigations due to image noise and motion, as well as long scans 
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associated with many directions of gradient diffusion [17]). In a recent MR study 
performed ex-vivo in porcine hearts with chronic infarct (with voxel size 
0.63x0.63x0.6mm3), we reported very good agreement between delineation of infarct 
heterogeneities in MR images obtained using contrast agent method and DW method 
[18]. This gives us confidence to build, in the future, similar contrast MR-based heart 
models, and, based on the results of this paper, to use synthetic fibers when DTI data 
is not available.  
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Abstract. Thanks to the recent development of the high-resolution and
high-speed multi-sliced CT, CT-based perfusion imaging has become
possible. In this paper, we have developed a 320-MDCT-based perfu-
sion imaging framework to detect myocardial ischemia. We designed a
rest/stress perfusion imaging protocol, developed an automated LV seg-
mentation algorithm, and adapted a LDA-based classifier to predict my-
ocardial ischemia using the intensity profiles in rest perfusion images.
Experiments were done on 6 stress/rest CT perfusion data sets from pa-
tients with obstructive coronary artery disease (CAD) and 6 rest CT per-
fusion data sets from normal subjects. Experimental results have shown
that rest perfusion images have the potential of accurately predicting
ischemia caused by obstructive CAD.

1 Introduction

Myocardial perfusion imaging is a widely-used cardiovascular diagnostic tool
that detects myocardial ischemia and evaluates cardiac function by assessing
the blood flow to the heart muscle. Convention myocardial perfusion imaging
is based on a nuclear medicine procedure (SPECT), or a first-pass contrast-
enhanced MRI. In order to study the reversibility of the myocardial ischemia,
myocardial perfusion imaging is usually done at rest and stress, which is induced
by physical exercise or drug stimulation.

Cardiac CT is a fast, non-invasive, sub-millimeter resolution imaging modal-
ity used to image the heart and the coronary arteries. Thanks to the recent
development of the high-resolution and high-speed multi-sliced CT, CT-based
perfusion imaging has become possible. Studies [1] [2] have reported that CT-
based perfusion imaging on 64- and 256-MDCT single and dual source scanners
are predictive of myocardial perfusion defects by visually comparing the my-
ocardial intensity at stress and rest [1] or calculating the transmural perfusion
ratio [2]. Compared to nuclear imaging modalities, CT-based perfusion imag-
ing has the potential of achieving higher image resolution and lower radiation
dose. Compared to myocardial perfusion MRI, CT technique is more applicable
to patients who have metal implants or are too sick to hold their breath for a
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few heart beats as required by MRI. The additive value of perfusion imaging
to imaging the coronary arteries makes cardiac CT a potential ”one-stop-shop”
procedure for cardiac imaging.

In a recent study [3], a quantitative CT perfusion method on a 320-MDCT
was developed. This study demonstrated that CT perfusion at stress and rest is
able to quantitatively detect myocardial ischemia by validating against angiog-
raphy and the measurement of fluid pressure drop caused by the vessel stenosis
(fractional flow reserve). Compared to 64- and 256-MDCT, 320-MDCT is unique
in cardiovascular imaging: it covers up to 16cm length of the scan area in a sin-
gle gantry rotation. Therefore 320-MDCT is able to scan the whole heart in
a single heart beat, and potentially achieve an improved temporal uniformity,
or contrast homogeneity, throughout the whole heart. Additionally, 320-MDCT
has the potential of lowering the overall contrast media and the overall radiation
dose, because it shortens the acquisition time and avoids the helical acquisition.

In this paper, we designed a 320-MDCT-based rest and stress myocardial
perfusion imaging protocol and developed an image post-processing framework
for the prediction of myocardial ischemia. Fig. 1 shows the flowchart of the
framework. The CT perfusion imaging protocol consists of acquiring two sets
of contrast-enhanced CT scans of the heart, one at rest and the other under
stress, which are acquired 10 minutes apart. We adapted a 3D deformable model-
based segmentation algorithm [4] and extended it to a dual-layer structure to
segment the endocardial and epicardial surfaces of the left ventricle. The seg-
mented left ventricle is further automatically divided into 17 segments according
to the AHA’s standard 17-segment model [5]. The intensity profile in each of the
17 segments, as well as in the ventricular blood pool and the whole left ventri-
cle myocardium are derived to train a linear discriminant analysis (LDA)-based
classification algorithm to predict ventricular ischemia.

Fig. 1. The flowchart of the CT-based myocardial perfusion imaging framework in
predicting myocardial ischemia
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In order to validate our proposed approach, in the experiment, we collected 6
CT perfusion data sets from ischemic patients with obstructive coronary artery
disease, as defined by invasive angiography and fractional flow reserve. In ad-
dition, we also collected 6 normal CT angiography data sets whose imaging
protocols are essentially the same as the CT perfusion imaging at rest. In order
to avoid unnecessary radiation, we did not acquire stress CT perfusion image
on those normal subjects. The myocardial ischemia classifier is trained by using
the rest CT perfusion images of those ischemic patients and the normal CT an-
giography images. Training and testing are done on a strict leave-one-out basis.
Experimental results have shown that based on CT rest images, the diagnostic
accuracy of ischemia of our method is 91.7% on a strict leave-one-out basis. This
suggests CT-based perfusion imaging has the potential to accurately diagnose
myocardial ischemia even at rest.

2 Methodology

2.1 CT Perfusion Imaging Protocol

The imaging protocol of the CT-based myocardial perfusion imaging are shown
in Fig. 2. The patient first undergoes a rest contrast-enhanced cardiac CT scan
with the administration of β-blocker, a medicine that lowers the patient’s heart
rate. After 10 minutes, the patient undergoes a stress contrast-enhanced cardiac
CT scan with the administration of regadenoson, a vasodilator. The detailed
imaging parameters for both rest and stress imaging include: 320-MDCT with
prospectively triggered, single-beat, volumetric acquisition; detector width was
0.5 mm, voltage was 120 kV, current range was 200 − 550 mA; reconstruction
was done at 65 − 75% R-R. Essentially, the rest CT perfusion protocol is the
same as the conventional CT angiography protocol used in clinical practice.

2.2 LV Segmentation in 3D

Much work has been done on myocardial segmentation of the left ventricle in
multiple imaging modalities [6].In [7], endocardial surface of the left ventricle
was segmented using a Gibbs prior model, a marching-cubes surfacing method,
and a local deformable model at the voxel level so that a very detailed surface
segmentation can be achieved, including small structures such as the papillary
muscles. However, in our application, there is a need to segment the left ventricle,

Fig. 2. The imaging protocol of the CT-based myocardial perfusion imaging
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including not only the endocardial surface, but also the epicardial surface and
the outer boundaries of the left ventricular septum, which is actually part of the
endocardial surface of the right ventricle. In addition, there is a need to exclude
the papillary muscles and trabeculae structures from the endocardial surface,
because the perfusion quantification should be done only in the myocardium.
Some of the previous work solved these problems by applying a model to guide
the segmentation. In [8], a statistical shape model (ASM) was trained to segment
the 4 chambers of the heart. In [9], left ventricle (LV) segmentation was done on
a slice-by-slice fashion using morphological operations.

In our study, we did not have a large enough data set to train a model as
in [8], and we still needed a strong shape prior to guide the segmentation so that
we could exclude the small structures such as the papillary muscle and obtained
a smooth boundary surface. Therefore, we adapted a parametric deformable
model that consists of two layers of surface meshes, where the distance between
the surfaces is constrained by an empirically chosen ventricular thickness. In
addition, CT image has a unique characteristic: different tissue has its relatively
fixed intensity range in Hounsfield unit (HU). For example, in contrast-enhanced
CT image, the myocardium usually has an intensity range of 0− 250 HU, while
the epicardial fluid and lipid tissue has an intensity below 0 HU. In our approach,
the model external force is derived using such characteristic.

Model Initialization. We chose an incomplete ellipsoid shape with rectangular
tessellation to model both the endocardial and epicardial surfaces, as illustrated
in Fig. 3(a,b). In the surface coordinate system u = (u, v), u ∈ [−π

2 , π
4 ], v ∈

[−π, π). In the Cartesian coordinate, the node position Xo = [x, y, z]′ can be
retrieved by:

Xo =

⎛
⎝ax cosu cos v

ay cosu sin v
ay sin v

⎞
⎠ (1)

where ax, ay, and az are the scaling parameters in the x, y, and z coordinates.
In contrast-enhanced CT image, the blood pool in the left ventricle is relatively

easy to segment because of the increased intensity. We adapt a levelset-based
segmentation algorithm [10] to derive the left ventricle blood pool surface first,
and use it to guide the model initialization. We denote the nodes of the LV blood
surface surface as Bi. As shown in Fig. 3(c), the LV blood pool surface is first
manually trimmed to exclude the mitral and aortic valves. Then, the center,
long axis orientation and size of B are derived to translate, rotate and scale the
surface model in 1. In order to exclude the detailed structure in Fig. 3(c), we
impose internal forces of the first and second derivatives of X , and deform the
endocardial surface (in red) by iteratively updating X ← X + ΔX , where,

ΔX = γ · F + α(
∂X

∂u
+

∂X

∂v
) + β(

∂2X

∂u2
+

∂2X

∂v2
) (2)
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(a) (b) (c) (d) (e)

Fig. 3. a) The mesh tessellation. b) The initial parametric model. c) The endo-surface
from levelset segmentation. d) the initialized dual-layer surface. e) The intensity his-
togram is first filtered using a Gaussian filter. Then, the peak location P is found.

where γ, α, β are empirically set weighting parameters that balance the external
and internal forces, and F is the external force exerted on the nodes, which is
defined by:

F = max
i

(NT • (Bi − X) · N) (3)

where N is the outward surface norm of X , and we denote dot product as •.
After the endocardial surface is initialized using the blood pool surface, the

epicardial surface is initialized by simply expanding the endocardial surface for
a certain distance Do:

Xepi = X + Do · N (4)

In Fig. 3(d), an example of the initialized endo- and epi-cardial surfaces are
illustrated using the LV blood pool surface in Fig. 3(c).

Model Fitting. In the model fitting stage, the deformation update is similar
to Equation 2, except for the definition of the external force, which are derived
from image intensity profile. The input 3D CT image is first smoothed by a
3D Gaussian filter. Voxel with intensity value off the range of [0, 250] HU are
considered off the myocardium, and is replaced with an intensity value of 1000
HU. At each node on the endocardial surface X , we sample a set of the smoothed
image intensity value im along the outward norm N that is centered at X . The
external image force Fendo for the endocardial model fitting is defined by:

Fendo = sign(argmax
m

d exp (im−μ)2

σ2

dm
) · |max

m

d exp (im−μ)2

σ2

dm
)| (5)

where μ and σ are empirically selected mean and standard deviation values of
the myocardial intensity. Similarly, the external image force Fepi for epicardial
is defined by:

Fepi = sign(argmin
m

d exp (im−μ)2

σ2

dm
) · |min

m

d exp (im−μ)2

σ2

dm
)| (6)

where the intensity profile is centered at Xepi. However, the epicardial surface
is more difficult to segment because of the less reliable image information at the
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epicardial surface. For instance, it is common that the right ventricle is not filled
with contrast, and there is no distinguishable boundary between the septal and
the right ventricle blood pool. Therefore, we imposed a stronger internal force
that smoothes the inter-surface distance. We define Xepi = X + D, where X
is the endocardial surface, D is the inter-surface distance. We derive Xepi by
updating D ← D + ΔD, where

ΔD = γ · Fepi + α(
∂D

∂u
+

∂D

∂v
) + β(

∂2D

∂u2
+

∂2D

∂v2
) (7)

2.3 Segmental Intensity Profile

As shown in Fig. 1, the segmented LV is divided into 17 segments using the
AHA 17-segment model. In each segment, we first exclude voxels with intensity
value off the HU range of [0, 250]. Then, the intensity histogram is filtered by
a Gaussian filter, and we find the location P of the intensity histogram H(x)’s
peak, as illustrated in Fig. 3(e). The variation width W of the histogram can be
derived by:

W =

√∑
x(x − P )2 · H(x)∑

x H(x)
(8)

2.4 Ischemia Classification Using Linear Discriminant Analysis

In order to investigate the effectiveness of our proposed approach, we adapted a
linear discriminant analysis (LDA) [11] algorithm to classify ischemic and normal
patients using rest CT perfusion images, because in normal patients, the stress
images are not available. A typical two-class LDA classifier can be trained to sep-
arate the feature vectors in one class from the other by finding a proper linear
projection function. LDA aims to maximizes the between-class scatter and mini-
mizes the within-class scatter. Since in our study, the training sample size is small,
we limited the length of the feature vector to avoid over-fitting. We only include
the peak location P and variation width W of the blood pool and the whole my-
ocardium, and the variation width W of the segmental myocardial in the feature
vector. We did not include the whole intensity histogram profile nor the segmental
P values. Therefore, LDA projects the 2+2+17 = 21 dimensional feature vector
to a subspace of C−1 dimensions, where C is the number of the classified classes.
In this application, C = 2. Therefore, the 21 dimensional vector was projected
to a 1D scalar. Classification is done by comparing in the 1D subspace, using a
k-nearest neighbor scheme. We empirically tested k = 1 and 3.

3 Experiments and Results

We collected 6 stress/rest CT perfusion image sets from ischemic patients with
obstructive coronary artery disease, and 6 rest CT perfusion image sets from
normal subjects. Myocardial perfusion defect is defined by X-ray angiography
(XRA) and fractional flow reserve (FFR): XRA ≤ 70% or FFR ≤ 0.75.
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Fig. 4. An example of LV segmentation results in 3D and 2D

3.1 Myocardial Segmentation

We applied our LV myocardial segmentation algorithm on the 6 stress/rest pa-
tient data and the 6 rest normal data (18 data sets in total), and obtained
very accurate and reliable segmentation results. In Fig. 4, an example of the
segmentation results is shown, illustrating that the segmented endocardial sur-
face successfully excludes the papillary muscles from the LV, and the epicardial
surface accurately delineates the LV from the epicardial fluid and fat.

Since we do not have manual segmentation results as the ground truth, for
quantitative validation, we calculate the percentage of the number of voxels that
are off the range of [0, 250] HU in the total voxel number within the segmented
LV. Although not exact, this value partially estimates the amount of voxels that
are inappropriately included into the LV. From the segmentation results of the 18
data sets, we find the mean and standard deviation of this value are 10.6%±5.8%.
Since the LV is a wall structure whose thickness varies in the range of [0.5, 1.2]cm
in most cases, we can estimate the average combined segmentation error from
the endocardial and epicardial surface to be below 1.5mm. In addition, since we
excluded all the off-range voxels in the intensity profile analysis and focused on
the histogram analysis in the HU range of [0, 250], our experiment shows that
such segmentation errors have very limited effects on the subsequent perfusion
analysis.

3.2 Visual and Quantitative Assessment of CT Perfusion Image

In the first row of Fig. 5, the stress/rest CT perfusion images from a patient
with obstructive left anterior descending artery lesion were shown. The ischemic
area, indicated by the red arrow, is easy to visualize in the stress image, but not
so apparent in the rest image. In the second row, quantitative analysis shows
that the intensity histogram peak location P and variation width W exhibit very
similar patterns in the stress and rest perfusion images, but with relatively lower
amplitude in the rest images. This suggests that the pattern of intensity profile
of the rest CT perfusion image might be potentially predictive of ischemia.

Therefore, we train the LDA classifier using the rest CT perfusion image
from 6 ischemic patients and 6 normal subjects. The feature vector of the LDA
consists of the P and W of the blood pool in LV and the myocardium in the
whole LV, and W of the segmental LV regions. Experiments are done on a strict
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Stress Rest

P W P W

Fig. 5. Visual and quantitative comparison of the stress and rest CT perfusion images

leave-one-out basis, and the LDA classifier accurately classified 11 out 12 data
sets, using either k = 1 or 3 nearest neighbors.

4 Discussion and Conclusion

In this paper, we have developed a CT-based perfusion imaging framework to
detect myocardial ischemia. We designed the rest/stress perfusion imaging pro-
tocol for the 320-MDCT, developed an automated LV segmentation algorithm,
and adapted a LDA-based classifier to predict myocardial ischemia using the rest
perfusion image. Experiments have shown that rest perfusion images have the
potential of accurately predicting severe ischemia caused by obstructive CAD.
It is probably due to existing myocardial perfusion defects even at rest in those
obstructive CAD patients.

There is only one mis-classification in our experiment; however, when substi-
tuting that patient’s stress image into the LDA testing, the LDA re-classifies it
correctly. This suggests that stress imaging amplifies the defects of myocardial
perfusion, and in mild to moderately ischemic patients, CT-based stress imaging
might be more accurate than rest imaging.

In selecting the feature vector of LDA, we also tested inclusion of the seg-
mental P values, but the accuracy worsens. This may be partially due to the
small training sample size. In addition, this suggests the timing of the contrast
arriving in the myocardium and then being washed away is difficult to predict
and control, which leads to the variation in the overall myocardium intensity
levels in CT perfusion images. However, the intensity variation within each lo-
cal myocardial segment reveals how evenly the blood flow is distributed in the
local region, which may be more predictive of obstructive diseases and perfusion
defects in the myocardium.
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Abstract. The geometry of the mitral leaflets, most commonly viewed
using three-dimensional ultrasound, is an important input for mechani-
cal models predicting valve closure. Current methods for leaflet modeling
from ultrasound either require extensive user interaction, rely on inac-
curate assumptions, or produce generic results. The presented method
for modeling the mitral leaflets from three-dimensional ultrasound of
an open mitral valve is automatic and able to capture patient specific
geometry. The method requires as an input the location of the mitral
annulus, which we generate semi-automatically using our previously de-
signed method. No additional user interaction is required. The leaflet
modeling algorithm operates by first constructing an extended surface
at the location of the leaflets which extends beyond the leaflet edges
into the blood pool, and then trims the surface to the observed length
of the leaflets. Preliminary results suggest the leaflet modeling method,
combined with our previous method for annulus segmentation, generates
accurate patient-specific mitral valve models.

1 Introduction

The mitral valve is a complex three-dimensional anatomic structure which con-
trols the blood flow between the left atrium and left ventricle in the heart. While
it can be imaged using magnetic resonance or computed tomography imaging,
the shape and motion of the mitral valve is most accurately captured using three-
dimensional ultrasound (3DUS). Ultrasound, in addition to being inexpensive,
portable, and non-ionizing, is fast enough to capture the fast moving structures
of the valve. The geometry of the mitral valve is used in several applications,
including mechanical modeling to predict valve closure [1,2]. While these mod-
els typically included only generalized leaflet geometry, more recent efforts have
been made to predict valve closure using patient specific geometry [2]. For this
reason, several efforts have been made to model the leaflets from 3DUS.

The methods for modeling the leaflets from 3DUS can be categorized as either
volumetric, mesh, or parametric. An example of a volumetric method for 3DUS
was shown in [3], which used an intensity-based level set method to locate the
leaflets. Unfortunately the method included not only the leaflets but anything

D.N. Metaxas and L. Axel (Eds.): FIMH 2011, LNCS 6666, pp. 215–222, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



216 R.J. Schneider et al.

connected to the leaflets with similar intensity, such as the left ventricle wall,
thus failing to isolate the leaflets. A method for modeling the valve as a mesh
was presented in [4], which used a thin tissue detector and level sets to locate
the leaflets and surrounding tissue. The method subsequently required manual
intervention and the assumption of a planar annulus to construct an isolated
leaflet mesh geometry. The method presented in [5] segmented and tracked the
locations of several features of the mitral and aortic valve structures in 3DUS
using machine learning techniques. It then fit a parametric model to the seg-
mented locations. However, in fitting the model to only a few points, the model
lacked patient-specific detail.

To compensate for the highlighted insufficiencies of previous methods, we
have developed an automatic method for modeling the leaflets. The method is
designed for open mitral valves because we want to differentiate between anterior
and posterior leaflets, and making this distinction for coapted leaflets in 3DUS
is extremely difficult even for a human observer. After finding the location of
the annulus using our previously developed semi-automatic algorithm [6] and an
automated optical flow tracking method based on the work by Lucas & Kanade
[7], the leaflet modeling method automatically finds the location and extent of
the mitral leaflets and generates a mesh to represent the geometry with no ad-
ditional user interaction. We chose to represent the leaflets as a mesh because
this representation can be easily used to generate either a volumetric or para-
metric representation if needed, is a suitable input for mechanical modeling, and
is representative of the the thin leaflet tissue.

The method uses the location of the annulus as a means to enforce knowl-
edge about the location and orientation of the leaflets. The method then uses
a series of steps to estimate and refine a search space coordinate system and
the shape and location of the leaflets. A mesh at the location of the leaflets is
then constructed as a natural consequence of the geometry of the search space.
The details of the algorithm are described in Section 2. A study quantifying the
performance of the method as compared to manual leaflet tracings is then shown
in Section 3.

2 Methods and Materials

2.1 Algorithm Summary and Components

The mitral leaflet modeling algorithm is comprised of five main components or-
ganized in a two-pass strategy that drives the algorithm to accurately locate
the leaflets (Figure 1). The components can be described as defining the search
space, redefining the search space axis based on the availability of new informa-
tion, estimating an extended leaflet surface using a graph cut method, refining
the extended leaflet surface using an active surface method, and finally trimming
the extended leaflet surface using dimensional reduction and a level set method.
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Fig. 1. Flow chart summary of the leaflet modeling algorithm. A description of each
component appears in the corresponding section.

2.2 Constructing the Search Space

The location of the mitral leaflets in the heart is such that they attach to and
rotate about the mitral annulus. Therefore, we search for the location of the
mitral leaflets by constructing a search space that is comprised of an arc system
that is centered about the annulus (Figure 2). The arcs are constructed in planes
that are rotated about a defined axis. Initially, little is known about the leaflets
aside from their orientation, and so the axis is generically defined as the direction
of least variance as determined from a principal component analysis of the mitral
annulus. For the final pass, the axis location is refined, as described in Section 2.5,
to account for the estimated leaflet orientation and position. The search planes
are evenly spaced at an angular offset of ΔΘp. The arcs are evenly spaced at a
radial offset of ΔR, and points are sampled along the arcs at an angular offset of
ΔΘs. The search space is designed around the assumption that the leaflets will
intersect the search arcs, at most, at a single location along each arc. This point
along each arc is found first using a graph-cut method to estimate the leaflet
location, and in the final pass, the location is refined to account for surface
curvature and the image.

2.3 Estimating an Extended Leaflet Surface

The location of the leaflets is estimated by fitting a surface to their believed
location. The surface is found as the min-cut of a graph [8], where the source
connects to all points at the minimum Θs and the sink to all points at the
maximum. The undirected edges of the graph, Γ , connect neighboring points at
Θp ± ΔΘp, R ± ΔR, and Θs ± ΔΘs, making Γ 6-connected. The edges of the
graph have a capacity that is a function of a drive image, which is computed
at each point. The drive image on the first pass is a product of the original
3DUS intensity (I) and a thin tissue detector (TTD) [6], Idrv = (I) (TTD). For
the final pass, because we have an estimate for the leaflet location, a weighting
function, W, is incorporated into the drive image, Idrv = (I) (TTD) (W), to
encourage the min-cut to be found at the estimated leaflet location. The edge
capacity between points i and j is then defined as
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Fig. 2. Example of the location (relative to the mitral valve) and spacing of the search
space axis, planes, arcs, and sample points. (a) Open mitral valve in a clinical 3DUS
slice. (b) Atrial view of an open mitral valve showing search planes oriented about
the search axis. (c) Cut-plane view of an open mitral valve showing the search arc
and sample point configurations. (LA - left atrium; LV - left ventricle; MA - mitral
annulus).

Eij =
1

1 + ω (Idrv,i + Idrv,j)
2 , (1)

where ω is a scalar weight. The min-cut of the graph is found using Kolmogorov’s
implementation [9]. The point representing the leaflet surface location along each
arc is herein referred to as a leaflet node.

2.4 Trimming an Extended Leaflet Surface

The extended leaflet surface should reside at the location of the leaflets and
extend past the edges of the leaflets into the blood pool of the left ventricle. It is
therefore necessary to trim the surface at the leaflet edge so that the remaining
leaflet geometry accurately portrays the location and geometry of the mitral
leaflets. The trimming operation is done by isolating the nodes that reside at
the leaflets from those that reside in the blood pool. This is done by first reducing
the ultrasound intensity information at the surface nodes to a two-dimensional
image, where the axes of the image are the search plane angle and the arc radial
offset (Figure 3). The leaflet nodes are then separated from the blood pool nodes
using the RCAC level set method [3], where the level set function is initialized
using a k-means algorithm. The annulus nodes are always made to be included
in the leaflet group during the level set evolution, and the continuity between
the first and last search plane is maintained. Nodes that are not found to be
a member of the leaflet group are considered to be part of the blood pool and
removed from the surface.

2.5 Redefining the Search Space Axis

The search space axis is initially defined with only the knowledge about the
general orientation of the leaflets. The problem with this generic assignment is
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Fig. 3. (a) Example of an extended and refined leaflet surface. The gray level of the
triangles reflect the 3DUS intensity. (b) The intensity image formed from the ultrasound
intensity at the surface nodes. Also shown is the computed trimming contour (dashed
white line) found using a level set formulation. (c) The surface from (a) that is trimmed
according to the contour shown in (b). The black contours in (a) and (c) indicate the
location of the mitral annulus.

that information about the leaflet position is unknown, and so the axis could
potentially pass through the leaflet tissue, thereby creating an inconsistency
in the estimated leaflet location. However, as information about the estimated
leaflet location becomes available, the axis can be better defined to account for
the position of the leaflets. This is done by making the axis the vector that passes
through the mitral annulus center point and the center of the estimated leaflet
opening. In doing so, the axis will not pass through any leaflet tissue, and will
provide for a more appropriate search space in which to find the leaflets.

2.6 Refining an Extended Leaflet Surface

The min-cut algorithm is well suited for estimating the location of the extended
leaflet surface, but oftentimes fails to capture finer leaflet detail. Therefore, a
surface refinement method treats the surface as an active surface and drives the
it toward the location of the leaflets in the image and also regulates surface
curvature. In the refinement process, the nodes are restricted to move along
their respective arcs in the search space. An image energy, Eimg, which is the
inverse of the ultrasound intensity, drives surface nodes to the leaflet location
along the arc. An internal energy, Ecrv, regulates surface curvature by driving
surface nodes to locations that will result in uniform edge length. The minimized
surface energy equation is then Esurf = ωimgEimg + ωcrvEcrv, where ωimg

and ωcrv are scalar weights.

2.7 Mesh Generation

The nodes of the trimmed leaflet surface are formed into a triangular mesh by
first connecting nodes to those neighbors that exist at Θp±ΔΘp and R±ΔR. Di-
agonal edges are then defined between nodes at (Θp,R) and (Θp + ΔΘp, R + ΔR).
The normals of the triangles are defined such that the positive normal direction
points toward the top (atrial) side of the mitral leaflets.
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3 Performance and Validation

We assessed the performance of the mitral leaflet modeling algorithm on a group
of four anonymized clinical pediatric cases. The mitral valves in these cases were
imaged using transesophageal echocardiography (iE33 Echocardiography System
with X7-2t transesophageal probe, Philips Healthcare, Andover, MA, USA). A
frame showing an open valve was manually selected from each of the four cases.
The annulus, which acted as the input to the algorithm, was found using our
semi-automatic annulus segmentation method [6] and a tracking algorithm based
on the Lucas & Kanade method [7]. Using the location of the tracked annulus
in the manually selected frame with an open valve, the leaflets were then found
using the presented method.

The leaflets in the chosen frames were manually traced in cut planes taken
every 10o about the search space axis and compared to the meshes generated
by the algorithm (Figure 4). The intersection of the leaflet mesh with the cut
planes generated contour segments in the plane. A histogram of the distances
of points along these contours from the manually traced leaflet contours were
then computed (Figure 5). As indicated in the histogram plot, on average 95%

(a) Valve 1 (b) Valve 2 (c) Valve 3 (d) Valve 4

Fig. 4. Comparison of the algorithm-generated leaflet model (shaded surfaces) to man-
ual tracings (contours) made in cut planes about the search space axis
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of the leaflet mesh points resided within 2.10mm of the manually traced leaflets,
with the average distance being roughly 0.76 ± 0.65mm. These errors were on
the order of the ultrasound volume resolutions (0.5-1.0mm/voxel) and leaflet
thicknesses observed in the volumes (2-3mm).

4 Discussion

This paper presents a method that automatically generates a model of the leaflets
for an open mitral valve in a 3DUS volume given the location of the mitral
annulus. The presented method differs from previous leaflet modeling methods
in that it does not require extensive user interaction and generates a detailed,
patient-specific leaflet mesh. The method uses a two-pass strategy that defines
and refines a search space coordinate system and the leaflet surface to generate
a mesh at the location of the leaflets. We showed the accuracy of this method by
comparing the mesh to manual tracings of the leaflets made in cut planes taken
about a designated axis, where it was found that 95% of the points along the
mesh were less than 2.10mm away from the manual tracings.

The leaflet modeling is robust and accurate partly due to the fact that it
exploits prior knowledge about where to find the leaflets based on the location
of the mitral annulus. Accurately locating the annulus is therefore important as
its location directly affects the leaflet model. To find the annulus, we first use
our annulus segmentation algorithm to find the annulus in a frame with a closed
valve [6]. We then track that annulus to all other frames using a modified version
of the Lucas & Kanade optical flow method [7]. We compared the location of the
tracked annulus to manual delineations made by three experts across 30 frames
and found an average RMS error of 1.67± 0.63mm between the tracked annulus
and the expert mean. The accuracy of both the annulus and leaflet modeling
methods makes for one of the most accurate and robust mitral valve modeling
methods capable of capturing detailed patient-specific valve geometry.

A limitation of the presented leaflet modeling method is that the 3DUS images
of the mitral valve need to show the leaflets as a thin structure in an open
valve state. This suggests that short-axis views of the valve will not suffice, as
the chordal structure that becomes visible in this approach gives the leaflets
a thick appearance. Also, the valve cannot be completely open (peak diastole)
as the leaflets are pushed up against the left ventricle wall and are typically
indistinguishable from the wall as seen in 3DUS. The recommended images are
then those that use either an enface or apex view of the mitral valve and capture
the valve during the process of opening or closing. In these views, the anterior
and posterior leaflets should be differentiable.

Future work includes using the defined leaflet mesh as a geometric prior to be
tracked to other frames in a 3DUS sequence to provide for a four-dimensional
image-driven model of the leaflets. The benefit in this approach is that anterior
and posterior mitral leaflets will be differentiated throughout a sequence, and
because leaflet geometry can be preserved and collisions resolved, a coaptation
line and surface should be found.
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Abstract. Atrial myofiber orientation is complex and has multiple dis-
crete layers and bundles. A novel robust semi-automatic method to incor-
porate atrial anisotropy and heterogeneities into patient-specific models
is introduced. The user needs to provide 22 distinct seed-points from
which a network of auxiliary lines is constructed. These are used to de-
fine fiber orientation and myocardial bundles. The method was applied
to 14 patient-specific volumetric models derived from CT, MRI and pho-
tographic data. Initial electrophysiological simulations show a significant
influence of anisotropy and heterogeneity on the excitation pattern and
P-wave duration (20.7 % shortening). Fiber modeling results show good
overall correspondence with anatomical data. Minor modeling errors are
observed if more than four pulmonary veins exist in the model. The
method is an important step towards creating realistic patient-specific
atrial models for clinical applications.

Keywords: patient-specific modeling, atrial modeling, fiber orientation,
atrial heterogeneity, atrial anisotropy.

1 Introduction

Atrial anisotropy has strong influence on excitation propagation, activation pat-
tern and P-wave duration (PWd). Simulated P-waves from isotropic models
show longer PWds compared to measurements. The use of atrial models in clin-
ical practice therefore requires realistic patient-specific conduction properties.
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Atrial myocardial fibers also play an important role in the development and
perpetuation of atrial arrhythmias [1].

Incorporating myocardial fiber orientation in atrial models has been going on
for nearly a decade now [2,3]. So far, only singular anatomies were manually en-
hanced with fiber orientation [1,2,3,4,5,6]. Due to most models being 3D surface
models [2,3,4,5] they cannot reproduce complex, multi-layer atrial anisotropy.
Available volumetric models show only transmurally constant myofiber orienta-
tion [1,6], neglecting intersecting fiber bundles. In contrast, ventricular myofiber
information is commonly placed automatically in patient-specific models using
rule-based or statistical [7] approaches. Recently semi-automatic approaches to
add sparse anisotropy in atrial models were reported [8,9,10].

We present a robust semi-automatic method to incorporate complete multi-
layer myocardial fiber orientation in patient-specific 3D volumetric models of the
human atria. Myocardial tissue is classified to incorporate known atrial hetero-
geneities [11]. Knowledge about atrial myofiber orientation was gained from liter-
ature [12,13,14] as well as from photographic data of human atrial preparations.

2 Methods

2.1 Patient-Specific Atrial Models

Patient-specific isotropic atrial models were created from six volunteers and six pa-
tients. The model generation workflow is shown schematically in Figure 1. From
the image data, surface models were generated. MRI datasets (n=8) were seg-
mented using automatic (n=5) [15] and manual (n=3) approaches. CT datasets
(n=4) were segmented using an automatic method [16]. Photographic data (n=2,
Visible Human Man, Visible Human Female) were segmented manually. Volumet-
ric voxel models were created from the surface models. Data segmented with a
method described in [15] lack epicardial surface meshes. The endocardium was
therefore dilated to produce a model with a homogeneous wall thickness of 2.5-
3mm [17],which corresponds to 7-10voxels transmurally at a resolution of 0.33mm.

2.2 Tissue Classification and Fiber Generation

Tissue classification and fiber generation can be separated into multiple sequen-
tial steps (Fig. 2). The method uses a volumetric atrial voxel model as input and
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Fig. 2. Workflow of the presented method. Green: input / output; yellow: pre- and
post-processing steps; red: algorithm steps; pink: user input.

enhances this with anisotropy and heterogeneity information. In a preparation
step, the left atrial wall is split into two equidistant layers through the compu-
tation of a virtual static electric field. The steady state ”potential distribution”
between blood pool and epicardium is thereby calculated by solving Poisson’s
equation and the left atrial wall is separated at mid potential.

The algorithm requires the user to provide coordinates of 22 seed points in
the right and left atrium (Fig. 3 blue points). From the seed points, auxil-
iary lines and further landmarks (intersection of auxiliary lines) were calculated
(Fig. 3 dashed lines) using an adapted 3D fast marching level set method [18] to
determine the shortest paths between different coordinates (Fig. 4a). For some
myocardial structures (e. g. Crista Terminalis, points R3-R4 in Fig. 3) the short-
est path method did not provide the best possible results. In these cases, a corri-
dor along specific planes derived from three seed or auxiliary points was created
as boundary condition of the fast marching algorithm. For all seed points used
to generate circular muscle bundles (e. g. R1-3, R7-9, L1-3 in Fig. 3) we noted
that the points needed to be about equally spaced around the rim, as the short-
est paths between the points were used to generate the circular structure of the
muscle.

Some of the constructed paths (Fig. 3, solid lines) were used as borders for
atrial regions (Fig. 4, bottom row) or as center line for myocardial bundles
(Fig. 4, top row). The voxels belonging to these paths were labeled for the corre-
sponding tissue type and the fiber orientation was set along the paths (Fig. 4a,b).
Constructed fibers were spatially linear low pass filtered afterwards (Fig. 4c).
Thereby, the orientations of the five preceding and five succeeding fiber vectors
were averaged. This effectively smoothened abrupt changes in fiber direction and
discretization artifacts.

The voxels enclosed by the paths were marked using a 3D implementation of
the region growing method [19] to classify their tissue properties (Fig. 4d). If a
path marked a muscle bundle (e. g. Crista Terminalis, interatrial bundles, ring
muscles), the center line was dilated to produce transverse extension. Fiber ori-
entations within the region were calculated from the average of distance-weighted
border voxel orientations (Fig. 4e). In a post-processing step (Fig. 2, yellow) all
non-classified voxels were appended to the closest region. Fiber orientation in
these voxels was calculated from the average of the surrounding border orien-
tations. Output of this procedure was a volumetric anisotropic heterogeneous
bi-atrial voxel model with bundles and regions having smoothly varying fiber
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Fig. 3. Seed points (light blue), auxiliary lines (dashed) and region borders (solid
lines). Interatrial connections are shown in blue. Arrows indicate the directions of
fast marching shortest paths. RA(A): right atrium (appendage); LA(A): left atrium
(appendage); TV: tricuspid valve; MV: mitral valve; CS: coronary sinus; IVC: inferior
caval vein.

orientation within them, but can cross each other in different transmural layers
in a discontinuous manner.

2.3 Electrophysiological Simulations

Two simulations were performed with one model (volunteer, MRI, automatic
segmentation, Δx=0.33mm) to investigate the impact of the anisotropy on atrial
excitation. The Courtemanche-Ramirez-Nattel (CRN) model of human atrial
electrophysiology [20] was used to simulate atrial action potentials. Maximum
ion conductances for three potassium currents were adjusted such that the CRN
model was able to reproduce action potentials from various atrial tissues [6].
Cell coupling was considered by the monodomain equation. Finite elements and
the explicit Euler method with a time increment of 20μs were used to discretize
the equations in a C++ simulation framework [21]. Transversal conductivity
was set to 0.075S/m for regular atrial myocardium, appendages, valve rings and
the right atrial isthmus, to 0.181S/m for Bachmann’s Bundle, 0.075S/m for
Crista Terminalis, 0.03S/m for pectinate muscles and 0.275S/m for the sinus
node. Ratios for transverse to longitudinal conductivity were to set to 3.75 for
regular atrial myocardium and appendages, 3.63 for valve rings, 1.0 for isthmus
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Fig. 4. Region classification and fiber placement in bundles (upper row) and regions
(lower row) exemplary shown in a 2D grid. Methods are implemented in 3D and work
analogue to the shown examples. a) Shortest path between seed and/or auxiliary points
mark region borders. b) Fiber orientation is set along borders. c) Fiber orientation
smoothened by averaging of pre- and succeeding orientations. d) Inner region marked
using region growing. e) Fiber orientation calculated from the average of distance-
weighted border orientations.

and the sinus node, 3.88 for Bachmann’s Bundle, 6.56 for Crista Terminalis and
23.25 for pectinate muscles to produce conduction velocities comparable to [22].
Atrial activation was initiated at the location of the sinus node with a basic cycle
length of 800ms. Prior to the coupled cell simulation, 50 cycles of isolated cell
simulations were run to reach steady state conditions.

3 Results

3.1 Fiber Orientation and Tissue Classification

We applied the presented method to 14 patient-specific atrial models derived
from CT, MR and photographic data. Global fiber orientation in the atrial
models showed circulating muscle bundles around the valve openings (Fig. 5d),
around the orifice of the superior caval vein and around the pulmonary vein
orifices. Atrial appendages had circular fibers, showing some discretization er-
ror at their tip. Right atrial appendage fibers arose from the septum spurium
and the tricuspid valve musculature (Fig. 5a). Septo-atrial and septo-pulmonary
bundles were overlaying each other in the LA roof (Fig. 5c). Bachmann’s Bun-
dle, Crista Terminalis and pectinate muscles had well aligned fibers along their
longitudinal extent. Fifteen pectinate muscles arose perpendicular from Crista
Terminalis in the right atrium and end at the tricuspid ring in the same manner
(Fig. 5a,c). Crista Terminalis was crossed by fibers of the intercaval bundles in
the subepicardium, which were merging with the pectinate muscles fibers after-
wards (Fig. 5a). The area between the intercaval bundle and the orifice of the
inferior caval vein was isotropic.

3.2 Influence of Atrial Anisotropy on Excitation Sequence

Two simulations on one geometry were performed: one using the homogeneous
isotropic case and one with added electrophysiological heterogeneities and aniso-
tropy. Activation was initiated at the site of the sinus node in both cases
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Fig. 5. Examples of generated fibers in different models. Local fiber direction is shown
by color-coded cylinders. Inlays show close up transmural fiber structure. a) Fibers
from intercaval bundle cross Crista Terminalis epicardially. b) Septo-atrial and septo-
pulmonary bundles arise from the mitral valve ring muscle. c) Two layers of myofibers in
the left atrial roof. d) Pectinate muscle fibers connecting perpendicular to the tricuspid
valve ring musculature.

(Fig. 6, 20ms). In the isotropic case, excitation spread circular in contrast to the
enhanced model, where activation spread over fast conducting Crista Terminal
and pectinate muscles (32ms). The left atrium was activated from the anterior
side via Bachmann’s Bundle in the enhanced case, whereas slower left atrial ac-
tivation in the homogeneous model arose from the right superior pulmonary vein
(47ms). Myofibers circulating the pulmonary veins influenced the excitation wave-
front (47 ms). Heterogeneous electrophysiological properties of the Crista Termi-
nalis influenced right atrial electrophysiology in the enhanced model (78ms).
Complete atrial activation was achieved after 145ms in the isotropic case and after
115ms in the enhanced model (-30ms / -20.7%). The duration of the correspond-
ing simulated P-waves was reduced from 145ms to 115ms (not shown). Measured
PWd of the same subject was ca. 100ms.

4 Discussion and Conclusion

We presented a novel approach to incorporate complete anisotropy into patient-
specific human atrial models. The proposed method worked reliably in 14 data-
sets (MRI, CT, photographic data). Information on atrial fiber architecture is
very sparse. 3D information on atrial fibers (e. g. DT-MRI) is not available, as
atria in these datasets are collapsed and show strong artifacts at tissue borders.
Due to the thin atrial wall, fibers cannot be extracted from high resolution
photographic data as done for the ventricles [23], except from large muscular
bundles as Crista Terminalis, Bachmann’s Bundle and pectinate muscles [6]. In
future it might be possible to image ventricular fiber structure in-vivo using DT-
MRI [24]. Nevertheless, the problems caused by the thin atrial wall will persist
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Fig. 6. Simulation of atrial electrophysiology in an isotropic homogeneous model (top
row) and in the corresponding anisotropic heterogeneous model (bottom row). Shown
are the transmembrane voltage distributions at four time instances as well as the
activation time maps (right).

and thus, such in-vivo methods will not be available to image atrial fibers for a
long time. On the other hand, as MRI resolution advances, it could be possible
to image atrial fibers of excised human atria using DT-MRI ex-vivo, if suitable
preparation techniques are used.

Atrial myocardial structure is known to show inter-individual differences. We
concentrated on modeling the most common myofiber structure described in
literature. Myofibers in the appendages can show systematic or chaotic pat-
terns [14]. As this information cannot be extracted from patient-specific data,
we chose to model circular fibers to gain reproducible results. We included three
posterior interatrial muscle bundles and Bachmann’s Bundle anterior as the ma-
jor right to left atrial pathway. The posterior connections were found in 67% -
93% of excised hearts and Bachmann’s Bundle is absent only in few people [14].
As all our models lacked the coronary sinus, we neglected interatrial connections
arising from this musculature.

Others have shown high resolution anisotropic models of parts of animal
atria [25,26] with very complex fiber structure. We aim at providing anisotropy
for human bi-atrial models. Due to the resulting limited spatial resolution, we in-
troduced some simplifications of myofiber structure. We observed sites of chaotic
fiber intersection in models which have more than four pulmonary veins or early
branching of those. The algorithm was developed for atrial geometries with four
pulmonary veins, which covers about two thirds of all human atria [27]. If suffi-
cient information on fiber structure around uncommon pulmonary vein configu-
rations is available, we will adapt our method accordingly. Various pathologies
are known to influence global and local fiber architecture, e. g. structural remod-
eling or fibrosis in atrial fibrillation patients. The method could in future be
adapted to reflect such pathologies.

The semi-automatic approach requires user input for 22 seed points. This
bears potential for individual variations in seed point placement, which we ad-
justed the algorithm to cope with. The method could be coupled to automatic
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segmentation techniques [15,16] by marking seed points in the statistical model,
thus removing user based variations. Analyzing the sensitivity of the algorithm to
user introduced variations of the seed points is strongly implementation-dependent
and would outrun the scope the this study. The prospect to couple the presented
method with automatic segmentation algorithms will make such analysis obso-
lete.

Evaluation and validation of fiber modeling is a crucial point for the relia-
bility of the model. We compared the modeling results with data from litera-
ture [12,13,14] and unpublished photographs. In all cases, modeled fiber
direction showed good correspondence with the data. Application of the al-
gorithm to animal data with known fiber orientation [25,26] for validation is
difficult, as atrial fiber architecture is not unconditionally comparable between
animal and human. Simulated anisotropic activation time maps are in agree-
ment with measured activation time patterns in human [28,29,30]. Measure-
ments showed that activation in the right atrium is faster along Crista
Terminalis [29,30] and that the left atrium is activated by two wavefronts from
anterior and right-posterior to activate the region left-inferior of the left infe-
rior pulmonary vein at latest during sinus rhythm [28,29]. These effects were
also observed in all our anisotropic simulations.

The simulation results highlight the impact of anisotropy in patient-specific
atrial models on atrial activation pattern and PWd. Shortening of simulated
P-wave caused by electrophysiological heterogeneities and anisotropy resulted
in a better correspondence to measured PWd of the same subject. PWd could
also be matched by adjustment of global conduction velocity in isotropic models.
Doing so would result in conduction velocities greater than those measured in
healthy human [31]. This indicates that the modeling error in homogeneous
models is greater than in models with rule-based fibers and heterogeneities.
Although the presented method is focused on modeling global fiber architecture,
further evaluation of the sensitivity of the excitation sequence to small changes
in fiber structure will be necessary. Comprehensive studies with more models
will need to further address these topics. The presented method is an important
step to introduce reliable patient-specific atrial models into clinical practice.
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beats location on vulnerability to reentries in a three-dimensional realistic model
of human atria. Computers in Cardiology 36, 449–452 (2009)
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Abstract. Heart valves are functionally complex, making surgical repair 
difficult. Simulation-based surgical planning could facilitate repair, but current 
finite element studies are prohibitively slow for rapid, clinically-oriented 
simulations. An anisotropic, nonlinear mass-spring (M-S) model is used to 
approximate the behavior of valve leaflets and applied to fully image-based 
mitral valve models to simulate valve closure for fast applications like 
intraoperative surgical planning. This approach is used to simulate a technique 
used in valve repair and to assess the role of chordae in determining the closed 
configuration of the valve. Direct image-based comparison is used for 
validation. Results of M-S model simulations showed that it is possible to build 
fully image-based models of the mitral valve and to rapidly simulate closure 
with sub-millimeter accuracy. Chordae, which are presently difficult to image, 
are shown to be strong determinants of closed valve shape.  

Keywords: Mitral valve, chordae, simulation, surgical planning, mass-spring. 

1   Introduction 

Surgical repair of the mitral valve is technically difficult and outcomes are highly 
dependent upon the experience of the surgeon [1]. One of the main difficulties of valve 
repair is that valve tissues must be surgically altered during open heart surgery such 
that the valve opens and closes effectively after the heart is closed and blood flow is 
restored. In order to do this successfully, the surgeon must essentially predict the 
displacement and deformation of anatomically and biomechanically complex valve 
leaflets and supporting structures. A computer-based surgical planning system could 
inform this task by extracting valve anatomy from pre- or intra-operative medical 
images and using it to create a computational mesh. This mesh could then be modified 
by the surgeon through a graphical interface to evaluate potential surgical repair 
strategies. Adequacy of a given surgical repair option could then be assessed by using 
computational modeling methods to simulate the opening and closing of the valve.  

There have been many computational modeling studies of the mitral valve; for a 
review, see [2]. Most of these studies use generic models of valve anatomy to study 
normal or diseased valves or to assess generalized, rather than patient-specific, repair 
strategies. Two recent studies produced models directly from medical images [3, 4]. 
However, chordae could not be resolved and were modeled generically. With regard 
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to computation time, no previous mitral valve modeling studies have reported 
simulation times that are low enough for clinically practical use – on the order of a 
few minutes.  

We present a fully image-based model of the mitral valve and use it, along with an 
anisotropic M-S method, to simulate the closed state of the valve under peak-systolic 
pressure. We use this model to simulate a simple surgical modification – replacing a 
chord with a suture and varying its length – and assess the accuracy of simulation 
results. We also use the model to predict the effect of secondary chordae on valve 
closure.  

2   Methods 

Three fresh isolated hearts from 30-40 kg female Yorkshire pigs were imaged using 
high resolution computed tomography (MicroCAT, Siemens, Munich, Germany). The 
mitral valve was loaded by delivering pressurized air to the left ventricle via tubing 
inserted through the aorta. Hearts were scanned with applied left ventricular pressures 
of 0 and 120 mmHg, producing volumetric images with isotropic voxel size of 100 
μm (Fig. 1, A and B).  

Images were cropped and segmented, and triangular meshes were generated using 
custom software based on published methods [5]. The mesh produced from the open 
valve was used to define the leaflet surface for simulating valve closure. Meshes were 
produced with 600 – 700 triangles per valve. The open valve mesh was also used to 
define chordae, specified by segment endpoints. The mesh produced from the 
pressurized valve (Fig. 1, C and D) defined the closed surface of the pressurized valve 
to be used for comparison with simulations of the pressurized valve. It was also used 
to define the annulus and papillary muscle locations to be used as boundary 
conditions for the simulated closure as well as to define lengths and attachment points 
of those chordae not visible in the image of the open valve.  

Closure of the mitral valve mesh was simulated using a dynamic M-S model that 
has been previously described [6]. The nonlinear anisotropic behavior of the mitral 
valve leaflets was modeled using bilinear functions that were fit to published stress-
strain relationships for mitral valve leaflet tissue [7]. One bilinear function is used for 
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Posterior Leaflet  

Fig. 1. Volume rendered micro-CT scan of valve 3 under 120 mmHg of pressure, shown from 
side view (A) and top view (B). Surface rendered mesh produced directly from CT scan data of 
same valve are shown in side view (C) and top view (D) with portion of mesh beyond the 
annulus trimmed and coaptation line highlighted (dotted line). 
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the preferential fiber direction (circumferential direction in the leaflet), and another is 
used for the cross-fiber direction (radial direction in the leaflet). Chordae are modeled 
as linear elastic rods with constant diameter supporting tension only, with Young’s 
modulus taken from published data [8]. 

Dynamic simulation consists of two parts. First, mesh nodes lying on the valve 
annulus are forced to their positions on the closed mesh while points of chordae 
attachment to the papillary muscles are held fixed. Next, leaflet annulus nodes are 
also held fixed while force due to pressure (120 mmHg) is applied to the ventricular 
surface of all mesh triangles. Semi-implicit numerical integration with adaptive time 
step control was used to solve the equations of motion, and self-contact of leaflets was 
handled using a fast sort of axis-aligned bounding boxes of mesh triangles to screen 
for potential triangle collisions followed by triangle-to-triangle intersection checking 
[6]. Collisions were resolved using a linear penalty force set to balance the net 
external force bringing the triangles together, resulting in frictionless contact.  

One of the hearts was used in an experiment in which a posterior leaflet primary 
chord was transected and replaced with a suture. The suture was brought through the 
papillary muscle and LV wall so that its length could be varied. While applying 
pressure to the LV, the chord was pulled (shortened) as far as possible without 
causing a leak, then a CT scan of the heart was taken and subsequently meshed  
(Fig. 2). This chord shortening procedure was simulated by changing the resting 
length of the corresponding posterior leaflet primary chord of the open valve mesh 
and simulating valve closure. 

The closed valve meshes produced by simulation were compared with the meshes 
produced directly from images of the closed valve by registering the surfaces and 
computing surface-to-surface error as the distance from each node on the simulated 
closed mesh to the nearest node on the mesh from the image of the closed valve. 

A B

Posterior Leaflet  

Fig. 2. Surface rendering of a mesh produced from a micro-CT scan of valve 3 under 120 
mmHg of pressure and with one posterior leaflet chord replaced with suture. Mesh is shown 
from side (A) and top views (B), with coaptation line highlighted (dashed line). 

3   Results 

Valve closure and loading was simulated in less than 25 seconds, on a 2.3 GHz CPU 
utilizing a single core, for each of the three valves. Image-based validation resulted in 
mean surface-to-surface error of approximately 0.8 mm for all three valves (Table 1). 
The maximum surface-to-surface error was 2.4 to 3.0 mm and typically occurred near 
the line of coaptation as seen in the error maps (Fig. 3). Simulations in which a 
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posterior leaflet primary chord was shortened resulted in restricted movement of that 
portion of the posterior leaflet, and the opposing (anterior) leaflet moved to fill the 
gap. Mean and maximum surface-to-surface error magnitudes were 1.1 and 3.3 mm, 
respectively (Table 1 and Fig. 4, B).  

Simulations of the three valves were repeated with all secondary chordae omitted, 
and mean and maximum surface-to-surface errors increased more than two-fold 
(Table 1, rows 1 – 3, last column). Absence of secondary chordae resulted in peak 
values of surface-to-surface error occurring near the center of the anterior leaflet  
(Fig. 5), reaching values of approximately 7 mm. 

Sensitivity analysis was conducted for model parameters affecting mesh geometry 
or material properties. Each parameter was subject to +/- 5% perturbation, and the 
changes in the mean surface-to-surface error magnitude of the resulting simulations 
were measured. Of the ten parameters that were examined (six parameters of the 
constitutive law bilinear functions, chordae diameter, chordae stiffness, chordae rest 
length, and leaflet thickness), only chordae rest length and the two constitutive law 
parameters controlling the breakpoints of the bilinear functions exhibited sensitivity of 
greater than 1mm of error per 100% change in parameter. Resting chord length 
exhibited the highest sensitivity, with a value of approximately 8mm per 100% change. 

Table 1. Number of triangles, nodes and chord segments comprising the valve models, along 
with simulation time and mean & maximum errors in the closed state for simulations with all 
chordae and with primary chordae only. Row 4 corresponds to a simulation with valve #3 
incorporating a shortened chord (sc). Rows 5 and 6 correspond to simulations with valve #3 
where the mesh was upsampled by four (x4) and sixteen (x16), respectively. 

valve 
I.D. 

# of 
triangles 

# of  
nodes 

# of  
chords 

time 
(sec) 

eall (mm) 
mean, max 

epri (mm) 
mean, max 

1 655 414 52 21.4 0.8, 2.4 1.9, 7.4 
2 621 406 53 20.0 0.8, 3.0 2.0, 7.2 
3 624 425 77 24.8 0.8, 2.5 1.8, 6.4 

3sc 624 425 77 22.9 1.1, 3.3 - 
3x4 2,496 1,423 77 103 0.9, 2.9 - 
3x16 9,984 5,291 77 1240 0.9, 2.7 -  

A B C 3

0  

Fig. 3. Magnitude of error, expressed as distance in mm, between closed valve surface 
predicted by simulation and closed valve surface from image, for valves 1 – 3 are shown in (A) 
– (C), respectively. Simulations were run with all (both primary and secondary) chordae. 
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A B
3

0  

Fig. 4. Top view of mesh of valve 3 produced by simulating valve closure after simulated chord 
shortening (A). Coaptation line is highlighted (dashed line). Magnitude of error, expressed as 
distance in mm, between closed mesh produced by simulation and mesh produced directly from 
closed image (B). 

A B C
6

0  

Fig. 5. Magnitude of error, expressed as distance in mm, between closed valve surface 
predicted by simulation and closed valve surface from image, for valves 1 – 3 are shown in (A) 
– (C), respectively. Simulations were run with primary chordae only. Note change of scale 
compared to Figs. 3 and 4. 

A B C

3

0

D E F

 

Fig. 6. Meshes of valve 3 in the closed state (pink) are superimposed on the mesh produced 
from the image of closed valve surface, shown in green with triangle edges hidden (A, B, and 
C). Surface-to-surface error in mm is mapped onto the closed mesh from simulation (D, E, and 
F). Meshes contain approximately 625 (A, D), 2500 (B, E), and 10000 (C, F) triangles. 



238 P.E. Hammer, P.J. del Nido, and R.D. Howe 

The effect of mesh size on simulation accuracy was assessed by subdividing the 
triangles of valve 3 by factors of 4 and 16 and simulating closure. The mean and 
maximum errors for the simulated meshes did not change significantly in response to 
either of the two increased mesh sizes (Table 1 and Fig. 6).  

4   Discussion 

The aim of this study was to develop a method for producing fast, image-based 
simulations of mitral valve closure for use in planning surgical repair. We showed 
that it was possible to take an image of a mitral valve and from it develop a model 
that could be used to quickly and accurately predict closure and loading of the valve. 
Furthermore it was shown that the method could successfully predict the effect of a 
surgical repair technique. 

A major requirement guiding the development of the simulation methods was that 
the closed and loaded state of the valve be computed quickly through judicious use of 
approximation. For the three mitral valve specimens simulated in this study, the 
closed, loaded state was computed in less than 30 seconds using an anisotropic M-S 
model, efficient contact handling and bilinear approximation of published material 
constitutive laws. While the M-S method gains much of its speed advantage by 
neglecting to adhere to a continuum description of the tissue, image-based validation 
showed that accuracy of prediction of the closed state is high. Another significant 
approximation is the use of relatively coarse meshes. However, increasing the number 
of triangular faces in the mesh did not improve the overall accuracy with which the 
simulated closed surface approximated the actual closed valve surface. Increasing 
mesh size marginally improved mesh closure near the coaptation line. On the other 
hand, it also led to slight error increases in leaflet regions untethered by chordae, 
because the new nodes of the subdivided triangles are not constrained by chordae and 
consequently displace in the direction of the applied pressure. 

A second requirement guiding the development of simulation methods was that 
model geometry be based directly on images of the valve. Only two groups have 
published mitral valve models that incorporate image-based models of the leaflets, but 
neither was able to resolve chordae [3], [4]. We chose to use an experimental imaging 
method – micro-CT and pressurization with air – rather than a clinically applicable 
method in order to develop highly detailed geometric models that make it possible to 
assess the importance of various aspects of model detail for accurate valve simulation. 
Results of omitting secondary chordae and of the sensitivity analysis suggest that 
details of the chordae network are important determinants of the closed valve state. 
One of the published studies using image-based leaflet models used image-based 
validation and found an average discrepancy between closed models and images of 
closed valves of four to five mm [3]. Their levels of mean error are five to six times 
higher than those achieved in our study. This is probably due in part to the lower 
intrinsic resolution to their imaging modality, but their neglect of secondary chordae, 
which we have shown to strongly influence closed valve shape, likely played a 
significant role.  

Although our study uses dynamic simulation, only a single state of the valve cycle 
– peak systolic pressure load – is used to assess whether a valve leaks. One 
justification for this is that the transvalvular gradient at peak systole represents the 
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greatest mechanical challenge to valve structures and a worst-case scenario for 
inducing a leak. An additional, more clinical justification is that surgeons test the 
repaired valve in a similar way by injecting saline under static pressure into the LV 
[9]. The assumption that it is sufficient to assess valve function at peak systolic 
pressure allows the complex interaction between blood flow and the valve structures 
during ventricular filling and ejection to be neglected. Another limitation of this study 
is that models were produced from porcine rather than human valves, however 
anatomical studies have shown that valve leaflet dimensions and chord lengths are not 
significantly different between human and porcine valves [10]. 

5   Conclusion 

We have shown that it is possible to take image-based mitral valve models and use 
simulation to rapidly and accurately predict the closed valve shape and the effects of 
surgical manipulation. The remaining challenge is to build the valve models from 
clinically relevant imaging. A recent study has shown that the mitral valve leaflets 
and annulus can be extracted from 3D ultrasound images [11]. Using clinical imaging 
to resolve the chordae, which we have shown to be critical for predicting the closed 
shape of the valve, has yet to be solved. 
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Abstract. The impact of transmural infarctions of the left ventricle on
the cardiac mechanical dynamics is evaluated for all 17 AHA segments
in a computer model. The simulation framework consists of two parts:
an electrophysiological model and an elastomechanical model of the ven-
tricles. The electrophysiological model is used to simulate the electro-
physiological processes on cellular level, excitation propagation and the
tension development. It is linked to the elastomechanical model, which
is based on nonlinear finite element analysis for continuum mechanics.
Altogether, 18 simulations of the contraction of the ventricles were per-
formed, 17 with an infarction in the respective AHA segment and one
simulation for the control case. For each simulation, the mechanical dy-
namics as well as the wall thickening of the infarct region were analyzed
and compared to the corresponding region of the control case. The simu-
lation revealed details of the impact of the myocardial infarction on wall
thickening as well as on the velocity of the infarct region for most of the
AHA segments.

Keywords: Myocardial Infarction, Heart Modeling, Finite Element
Analysis.

1 Introduction

For the diagnosis and optimal treatment of myocardial infarction, the ability to
identify and characterize infarct tissue reliably is essential. Here, cardiac mag-
netic resonance imaging proved to be an appropriate method. For instance, MRI
tagging is currently the method of choice to analyze the myocardial deformation
[1]. To measure myocardial strain, SENC MRI [2] is currently investigated in
clinical trails. To evaluate the cardiac mechanical dynamics, 3D phase contrast
MRI can be used. It provides information about the velocity vector field of the
moving heart [3,4].

Computer simulations of the heart has turned out to be a helpful tool to
gain a deeper insight into the biomechanics and electrophysiology of the heart.
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Furthermore, in silico models can be adapted to certain cardiac pathologies like
myocardial infractions, as it has been shown by Chabiniok et al. [5].

In this work, the impact of transmural infarction on the cardiac dynamics was
evaluated using a biventricular electromechanical computer model. Moreover,
the influence of the location of infarctions on the motion of the ventricles was
evaluated.

2 Methods

In order to simulate the contraction of the ventricles, a multi-scale electrome-
chanical framework was used. It consists of two parts: an electrophysiological
model and an elastomechanical model. The anatomical model of the ventri-
cles for the electrophysiological simulations was generated from MRI data of a
healthy 27-years-old volunteer. The model is composed of cubic voxels with a
side length of 0.4 mm arranged in a structured grid with 352 x 246 x 275 el-
ements. For the mechanical model, this voxel dataset was used to generate an
unstructured tetrahedral mesh consisting of 37455 elements. The nodes of the
apex were defined to be fixed. Both models included information about the fiber
orientation, generated using a rule-based approach based on the measurements
of Streeter et at. [6].

2.1 Electrophysiological Modeling

For the electrophysiological processes on cellular level, the model proposed by ten
Tusscher et al. [7] was used. This model is adapted to experimentally obtained
data of the major ion currents of the human ventricular cells. Additionally, the
model includes transmural heterogeneities of the slow delayed rectifier current
IKs and the transient outward current Ito. To include these heterogeneities in our
simulations, the ventricular walls of the anatomical model were divided in three
layers: endocardium 40%, midmyocardium 40% and epicardium 20%. Further-
more, a linear decrease of the conductivity gKs from apex to base was included.
A detailed description of the considered electrophysiological heterogeneities can
be found in [8].

Cardiomyocytes are electrically coupled by the extracellular space but more-
over they are coupled directly by gap junctions. In this work the excitation
propagation was modeled using the monodomain reaction-diffusion model. The
resulting elliptic partial differential equation was solved using the finite element
method [9]. To initiate the ventricular activation, a stimulation profile for the
ventricles that mimics the Purkinje network was generated as described in [10].

To determine the active tension of the cardiomyocytes, the Hybrid Tension
Development Model, presented by Sachse, Glänzel, Seemann [11] was used. The
normalized tension, which results from that model, was multiplied with the
maximal tension Tmax = 25.9 kPa as found by Wolff et al. for healthy canine
cardiomyocytes [12].
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2.2 Elastomechanical Modeling

The governing equation for conservation of linear momentum in total Lagrangian
formulation is given by

∂

∂Xj
Pji + p0bi − p0üi = 0 (1)

where Pji is the nominal stress, Xj are the Lagrangian coordinates, p0 is the
initial mass density, bi is the body force and ui is the displacement.

This equation can be transformed into the discrete weak form of the total
Lagrangian formulation as described in [13]:

δW int − δW ext + δW kin = 0 (2)

where

δW int = δuiIf
int
iI = δuiI

(∫
Ω0

∂NI

∂Xj
PjidΩ0

)
(3)

δW ext = δuiIf
ext
iI = δuiI

(∫
Ω0

NIpobidΩ0 +
∫

Γ 0
ti

NI t̄
0
i dΓ0

)
(4)

δW kin = δuiIf
kin
iI = δuiI

(∫
Ω0

p0NINJdΩ0üjJ

)
= δuiI (MijIJ üjJ ) (5)

and NI are the shape functions, in this work for linear tetrahedrons, δui is the
test function, MijIJ is the mass matrix and ti is the surface traction. Since δui

is arbitrary, the discrete momentum equation can be rewritten as:

MijIJ üjJ + f int
iI − f ext

iI = 0 (6)

To model the hyperelastic, anisotropic and incompressible properties of my-
ocardial tissue, the constitutive law proposed by Guccione et al. [14] was used:

W =
C

2
(eQ − 1) + 2K ln(I3)C−1 (7)

Q = b1E
2
11 + b2(E2

22 + E2
33 + E2

23 + E2
32) + b3(E2

12 + E2
21 + E2

13 + E2
31) (8)

where Eij are the components of the Green Strain Tensor, C is the Right Green
Strain Tensor and I3 is its third invariant. The second term of Eq. 7 was added
to the Guccione model as penalty term to enforce incompressibility.

The material parameters were set to C = 1.2 kPa, b1 = 26.7, b2 = 2.0 and
b3 = 14.7 according to the findings of Omens et al. for canine ventricles [15].
The parameter for the incompressibility penalty term was set to K = 104 kPa.
From Eq. 7 the nominal stress P can be determined as follows

Pij = SijFjk and Sij =
∂W

∂Eij
(9)
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where S is the second Piola Kirchhoff stress and F is the deformation tensor.
To account for the fiber orientation, each element has its own coordinate system
aligned to the fiber, sheet and sheet-normal directions of the muscle tissue. This
allows to couple the tension development model to the mechanical model by
adding the tension to the first diagonal element of the second Piola Kirchhoff
stress tensor.

For time integration, the Newmark Beta algorithm was used as described in
the following. The equation of motion is given by [13]:

Man+1 + Cvn+1 + f int(dn+1, tn+1) − fext(dn+1, tn+1) = 0 (10)

where the term Cvn+1 is added to include Rayleigh damping. The matrix C is
given by:

C = αM + β
∂f int

iI

∂ujJ
(11)

The damping coefficients were set to α = 1Nm
s and β = 0.1Nm

s to obtain a realis-
tic contraction velocity while suppressing oscillation. The updated displacements
and velocities are given by:

dn+1 = dn + Δtvn +
Δt2

2
(1 − 2β)an + βΔt2an+1 (12)

vn+1 = vn + (1 − γ)Δtan + γΔtan+1 (13)

Using Eq. 12 and Eq. 13, Eq. 10 can be transformed into a set of nonlinear
algebraic equations in the displacement dn+1 (see [13] for details):

Adn+1 = b (14)

In this work, this system was solved for each time step with the Newton-
Raphson method using the implementation of the software package PETSc [16].
The time step size was adaptive depending on the amount of required Newton
iterations.

2.3 Modeling of Transmural Infarctions in 17 AHA Segments

In 2005 Holmes et al. [17] discussed the results of different studies looking at the
changes in structure and mechanics of myocardial tissue during different phases
of healing after infarction. Based on the reported changes, Holmes et al. defined
four phases of infarct healing and hypothesized the following: During acute is-
chemia, the mechanical properties are essentially the same as the properties of
healthy myocardium. During necrotic phase the properties result from edema
while properties during fibrotic phase are dominated by the large collagen fiber
structure. During remodeling phase the mechanical properties of the myocardial
scar tissue are determined mainly by the collagen cross-linking. For this phase,
Holmes et al. found some disagreement in the literature regarding the mechanical
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Fig. 1. Region of transmural infarction defined as the intersection of the left ventricle
wall of AHA segment 5 with a sphere with a radius of 5mm

properties of the scar tissue. Nevertheless, different studies revealed an increased
stiffness compared to the control case [18,19].

This work focused on the remodeling phase. The stiffness of the scar tissue was
defined to be 5 times greater than of non infarct tissue, which was in the range of
values available in the literature [17,18,19]. Furthermore the contraction tension
was set to zero, due to the fact that the scar tissue is not excitable anymore. The
left ventricle of the anatomical model was divided in 17 segments according to
the scheme recommended by the American Heart Association in 2002 [20]. For
each of the 17 AHA segments, the infarct region was defined as the intersection of
the left ventricular wall with a sphere with a radius of 5 mm and the barycenter
of the respective AHA segment as origin (see Fig. 1).

In total, 18 simulations of the contraction of the ventricles were performed, 17
with an infarction in the respective AHA segment, and one without infarction for
the control case. For each simulation, two contraction cycles were simulated and
the second cycle was evaluated. Here, the average velocity and the wall thicken-
ing of the infarct region and the corresponding region of the control case were
determined. In addition, a third parameter for the cardiac mechanical dynamics
was introduced. Since the infarction scar has no contractility and an increased
stiffness, it was assumed that the velocity vectors of the infarct region are more
in line than those of the control case. To measure this parameter, for each node
of the region of interest, the angle between the velocity vector vi and the aver-
age velocity vector v̄ of all nodes N of that region was determined. These angles
were averaged and multiplied with the average velocity to obtain a parameter
Vα, which combines both informations, velocity and parallelicity:

Vα = v̄ · 1
N

N∑
i

arccos
( |vi · v̄|

vi · v̄
)

(15)

In the following, this parameter is named kinetic parallelicity.

3 Results

The infarction had a direct impact on the average velocity and the velocity
distribution of the infarct region (see Fig. 2 and Fig. 3a). In most of the AHA
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Fig. 2. Impact of an infarction in AHA 13 on the velocity distribution of the left
ventricle during contraction

a b

c

 0

 0.001

 0.002

 0.003

 0.004

 0.005

 0.006

 0.007

 0.008

 0.009

 0  200  400  600  800  1000

V
el

oc
ity

-P
ar

al
le

lic
ity

 [
m

/s
]

Time [ms]

Control
Infarction

K
in

et
ic

 P
ar

al
le

lic
iti

y
[m

/s
]

 0

 0.005

 0.01

 0.015

 0.02

 0.025

 0.03

 0  200  400  600  800  1000

V
el

oc
ity

 [
m

/s
]

Time [ms]

Control
Infarction

 0.0115

 0.012

 0.0125

 0.013

 0.0135

 0.014

 0.0145

 0  200  400  600  800  1000

W
al

l T
hi

ck
ne

ss
 [

m
]

Time [ms]

Control
Infarction

Time [ms] Time [ms]

Time [ms]

V
el

oc
ity

 [
m

/s
]

W
al

l T
hi

ck
ne

ss
 [

m
]

Fig. 3. AHA segment 13: a) Average velocity, b) kinetic parallelicity and c) wall thick-
ening for infarction and control case

segments, the velocity was reduced for contraction and relaxation, except for
segment 17 which showed an increased velocity (see Fig. 4a). Since the apex was
fixed, the results for segment 17 have to be treated with caution. For that reason,
segment 17 is ignored in the following. The largest reductions of contraction
velocity were found in segments 3, 13 and 14 (see Fig. 3a). In segment 8 the
velocity for relaxation and in segment 11 the velocity for contraction is almost
identical to the control case. For segment 1 to 9 and 12 to 14, the velocity was
more reduced for the contraction, while for segments 11,15 and 16 the reduction
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Fig. 4. a) velocity ratio of infarction and control case, b) percent wall thickening ratio
of infarction and control case. c) kinetic parallelicity ratio of infarction and control
case. d) Bull’s eye plot of the 17 AHA segments with color-coded ratio of velocity of
infarction and control case (left) and ratio of percent wall thickening of infarction and
control case (right).

was more pronounced for relaxation. For segment 10 the reduction was almost
equal for contraction and relaxation. However, the impact of the infarction on
the average velocity was noticeable but rather small.

For the kinetic parallelicity, the differences between infarction and control case
were more significant (see Fig. 4c). Here, segment 5 reveals the largest differences
between infarction and control case for contraction and relaxation. Furthermore
the differences between contraction and relaxation were more distinctive for ki-
netic parallelicity. For all segments, except segments 6 and 15 the reduction of
the kinetic parallelicity was larger during contraction. Segment 6 showed almost
no difference and segment 15 showed a larger reduction for relaxation.

The wall thickening was evaluated for the segments 7 to 16. The wall thicken-
ing of the left ventricle was decreased for all considered segments , except segment
15 where the wall thickening was even increased (see Fig. 4c). The largest change
was found for segment 11. The changes in wall thickening correlated well to the
change in kinetic parallelicity (see Fig. 4b and Fig.4c).

4 Discussion and Future Work

The simulations revealed a direct impact of the myocardial infarction on
the velocity vector field of the infarct region for most of the AHA segments.
Nevertheless, the differences for the velocity between infarction and control case
were rather small. If the parallelicity of the velocity vectors was taken into ac-
count, significant differences between infarct region and the corresponding region
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of the control case were found. The velocity vectors of the infarct region were
more in line than the corresponding vectors of the control case.

In a future work, it has to be evaluated, whether and how velocity mapping can
support the diagnosis of infarction and whether the kinetic parallelicity could be
a further parameter to identify and characterize infarct tissue. In this context, it
will be essential to compare the results to clinical data. Moreover, the presented
method can also be used to evaluate and compare other MRI-based techniques
e.g. SENC MRI regarding their sensitivity to identify infarctions. However, the
elastomechanical model used in this work does not consider blood pressure. The
next step will be to couple the elastomechanical model of the ventricles with
a model of the circulatory system to improve the simulation of the ventricular
mechanical dynamics over the cardiac cycle. Furthermore it has to be evaluated,
which further boundary conditions like pericardium or atria has to be taken into
account to obtain a even more realistic description of the motion of the heart.
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Electrophysiological modeling for cardiology: methods and potential applications.
Information Technology 52, 242–249 (2010)



Impact of Myocardial Infarction on Cardiac Mechanical Dynamics 249
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Abstract. Cardiac magnetic resonance imaging (MRI) has advanced to
become a powerful tool in clinical practice. Extraction of morphological
and functional features from cardiac MR imaging for diagnosis and dis-
ease monitoring remains a time-consuming task for clinicians. We present
a fully automatic approach to extracting the structures and dynamics for
both left and right ventricles. The cine short-axis stack of a cardiac MR
scan is used to reconstruct a 3D volume sequence. A joint LV-RV model
is introduced to delineate the boundaries of both left and right ventricles
in each frame, and to combine both spatial and temporal context to track
the chamber boundary motion over cardiac cycles. Both qualitative and
quantitative results show promise of the proposed method.

1 Introduction

Accurate morphological and functional measurements of the heart anatomies are
essential in clinical applications for diagnosis, prognostic, and therapeutic deci-
sions. Magnetic resonance imaging (MRI) allows morphological characterization
of heart structures with precision. An accurate identification of the borders of the
structures to be analyzed is needed in order to extract physiologically meaning-
ful quantitative information from the images. Potential applications of cardiac
segmentation and tracking include the calculation of volume and mass, blood
ejection fraction, analysis of contraction and wall motion as well as the 3D vi-
sualization of cardiac anatomy [1].

Advantages of cardiac MRI include a wide topological field of view with visu-
alization of the heart and its internal morphology and surrounding mediastinal
structures. It has a high soft-tissue contrast discrimination between the flowing
blood and myocardium without the need for contrast medium or invasive tech-
niques. Cardiac MR is able to perform multiple non-harmful and accurate scans
required for disease monitoring. In such a scenario, fast, reproducible and accu-
rate extraction of clinical features is essential for all decision support systems.
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In addition to assessing left ventricle (LV) functions, recent research empha-
sizes the importance of right ventricle (RV) function in the prognosis of a variety
of cardiopulmonary diseases. This indicates that there is a growing interest in
the clinical relevance of both LV and RV; in particular for congenital diseases
and that more routine quantification of RV function is warranted under most
clinical circumstances. Because of ventricular interactions, RV filling influences
LV performance, and similarly, the LV affects RV function through the interven-
tricular septum. Dynamics of the RV can also infer a large amount of clinical
information [2,3,4]. The normal RV anatomy is a complex crescent-shaped struc-
ture wrapped around the LV. The RV can in some cases (especially in diseased
patients) be characterized by its non-uniform shape and high degree of trabaec-
ulations. Due to the complexity of shape and dynamics, much of the research on
the LV cannot be easily transferred to the RV.

In current clinical practice, assessment of RV structure and function remains
mostly qualitative, which involves manually delineating the inner wall (endo-
cardium) of the RV, and requires a great deal of user interaction with generally
no a-priori information. Correlation between LV and RV shows promise to im-
prove RV segmentation, as explored in [5], where five landmarks need to be
manually identified for the subsequent automatic segmentation. We proposed an
automatic approach to delineating LV and RV without any user interactions.

2 Methodology

Due to the large amount of available data, analysis such as segmentation of car-
diac images is time consuming and error-prone for human operators, which needs
to be automated in order to be clinically valuable. We present an automatic ap-
proach to extracting relevant morphological and dynamic parameters of both LV
and RV from MRI data over a cardiac cycle, as demonstrated in Fig. 1. Con-
ventional volume measurements by cardiac MRI are independent of the cavity
shape, with the area from contiguous slices integrated over the chamber of in-
terest. However, direct 3D extraction may take advantage of the chamber shape
and provide heart movement measurement in three dimensions, leading to more
accurate and realistic representations.

The proposed method segments chambers on the first frame, followed by dy-
namics extraction across the entire sequence, as shown in Fig. 2. Chamber seg-
mentation includes two stages: at the first stage, the position, orientation, and
scale of the heart chamber (LV/RV) in a 3D volume are determined to initialize
the joint model for chamber segmentation; at the second stage, local deformation
of the detected model is processed in order to fit the model to both LV and RV
boundaries.

2.1 Joint Anatomy Model

In order to accurately model the complexity of the anatomy, a representation of
the anatomic shape is created using a database of reconstructed 3D volumes that
are manually segmented. For left ventricle, the model includes LV endocardium,



252 X. Lu et al.

Fig. 1. Models of LV/RV fitted to a 3D reconstructed cardiac MRI volume sequence.
(a) Estimated 3D model. (b) Volume measurement across time computed based on the
fitted models. (C) 2D views of frame 1, 6, 11, 16, 21 of a single heartbeat cycle (25
frames in total).

3D+t volume sequence Chamber segmentation on the 
first frame

Dynamics extraction 

Detect position 
candidates

Detect orientation 
candidates given 

positions

Detect scale 
candidates given 

position and orientation

Candidate 
aggregation

3D optical flow

Boundary detection
Fusion

Apply 
mean shape

Boundary 
detection

Mesh 
smoothing

Motion smoothing

Fig. 2. Workflow of our automatic LV and RV detection and tracking system

LV epicardium, and LV outflow tract (LVOT). The right ventricle model con-
sists of the RV blood pool cavity, the RV outflow tract (RVOT) as far as the
pulmonary valve and the tricuspid valve opening. Both LV and RV models are
triangular meshes as shown in Fig. 3. They are used to fit a given 3D cardiac vol-
ume to delineate corresponding anatomical structures. The joint model unifies
the interventricular septum between LV the RV.

2.2 Learning-Based Model Fitting

A typical cardiac MR scan to examine the LV/RV morphology and functionality
contains a short axis stack, which consists of image slices captured at the different
positions along the short axis of heart chambers (e.g., LV). These image slices
can be aligned using the physical coordinates (location and orientation) recorded
during acquisition. A 3D volume is reconstructed from this stack of aligned image
slices. If each image slice is captured in a time sequence and synchronized to
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Fig. 3. Joint model (a) of LV (b) and RV (c). The RV inner boundary and LV
epicardium are jointly modeled, sharing the same triangular mesh parts.

each other, a 3D volume sequence is obtained, which is used for 3D chamber
segmentation and dynamics extraction in our proposed system.

To estimate our joint anatomical models in the reconstructed volumetric data,
we train a series of detectors to estimate the model pose (including translation,
orientation, and scale) and boundaries on a large database with both LV and
RV annotated. We use a probabilistic boosting tree (PBT) [6] for each detector,
which selects a set of discriminative features that are used to distinguish the
positive samples from negatives from a large pool of features. Image orienta-
tion information recorded during acquisition can also be used to help initialize
pose estimation. For the detector at the translation stage, we choose 3D Haar
wavelet-like features [7], which are calculated efficiently using integral image
based techniques. For the detectors at the orientation and scale search stages,
steerable features [8] are applied because they do not require volume rotation
and re-scaling which are computationally expensive, especially when the search
hypothesis space is large.

In order to detect the model pose, we need to solve for the nine-parameter
space, including three translations, three orientations, and three scales, i.e.,

θ = {(cx, cy, cz), (αx, αy, αz), (sx, sy, sz)} (1)

where (cx, cy, cz), (αx, αy, αz), (sx, sy, sz) are the position, orientation and scale
parameters. To estimate the above parameters efficiently, we apply a marginal
space search strategy [8], which groups the original parameters space into subsets
of increasing marginal spaces such that the posterior probability can be expressed
as:

p(θt|It) = p(cx, cy, cz|It)p(αx, αy, αz|cx, cy, cz, It)
p(sx, sy, sz|αx, αy, αz, cx, cy, cz, It)
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We train a series of detectors that estimate parameters at a number of sequen-
tial stages in the order of complexity, i.e., translation, orientation, and scale.
Different stages utilize different features computed from 3D volumetric data.
Multiple hypotheses are maintained between stages, which quickly removes false
hypotheses at the earlier stages while propagates the right hypothesis to the final
stage. Only one hypothesis is selected as the final detection result.

With the model pose estimated, we align the mean shape (an average model
of all annotations) with data to get an initial estimate of the object shape.
To capture the true anatomical morphology of the target object (e.g., LV and
RV), we deform the mean shape by searching the boundary for each vertex of
the model. The boundary hypotheses are taken along the normal directions at
each vertex of the mean model. Detection is achieved using a boundary detector
using PBT with steerable features. The detected boundaries are constrained by
projecting the detected model onto a shape subspace obtained by the annotated
dataset, which was constructed using principal component analysis. Although
more sophisticated representations, such as local affine models [9,10], can also
be applied to constrain shape deformations, we choose the global PCA shape
model due to its efficiency during online detection.

The joint LV-RV model provides a mechanism to improve search and fitting
accuracies based on the geometric constraint between LV and RV. For example,
when LV is robustly detected, the RV parameter search range can be inferred to
be in a much smaller space than the original RV search range without any a-prior
information. The unified septum boundary constraint (LV and RV must share
the same septum boundary) improves model fitting. Therefore, the joint model
leads to more robust and accurate detection and delineation of the anatomies.

2.3 Dynamics Extraction

In this section, we present our tracking method to extract dynamic shape defor-
mation automatically from an MRI sequence, which includes three main steps:
initialization, deformation propagation, and motion smoothing. In the initial-
ization step, the learning-based model fitting approach is applied to the initial
frame to detect the shape for both LV and RV, as described in Sec. 2.2.

Starting from the detection result at the initial frame, the model deforma-
tions are propagated to neighboring frames using both the learned features and
the local image templates. To ensure temporal consistency and smooth motion
and to avoid drifting and outliers, two collaborative trackers, an intensity-based
matching tracker and a boundary detection tracker, are used in our method. The
intensity-based matching tracker directly computes the temporal displacement
for each point from one frame to the next based on the image intensity, while the
detection tracker obtains the deformations in each frame with maximal probabil-
ity [11]. The above two trackers are integrated into a single Bayesian framework:

arg max
Xt

p(Xt|Yt−1:t) = argmax
Xt

p(Yt|Xt)p(Xt|Yt−1), (2)

where Yt−1:t = (Yt−1, Yt) are the image intensity and local feature responses
from the two neighboring frames It−1:t = (It−1, It). For clarity, we use Xt to
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denote a concatenation of the mesh point positions, Xt = [X1, · · · , Xn], which
need to be estimated at the current time instance t, and n is the total number
of points in the mesh model.

The likelihood term p(Yt|Xt) is computed from both boundary detection and
local image template matching as follows,

p(Yt|Xt) = (1 − λ)p(Ft|Xt) + λp(Tt|Xt), (3)

where Ft is the steerable feature response [8], Tt is the local image template
centered at Xt−1 in the previous frame It−1, and λ is the weighting coefficient
of the matching term. Given the resulting shape Xt−1 from the previous frame
t − 1, the prediction term p(Xt|Yt−1) can be simplified as p(Xt|Xt−1). In
our system p(Xt|Xt−1) is modeled as a Gaussian distribution based on the
shape distance d(Xt, Xt−1) =‖ Xt − Xt−1 ‖. The objective function (2) can
be optimized by searching in a local neighborhood centered at Xt−1. To speed
up the computation, we apply the optical flow technique to search for the new
position Xt along the local gradient direction in the current frame It.

The above deformation propagation step is repeated until the full 4D model is
estimated for the complete sequence. In this way the collaborative trackers com-
plement each other, as the intensity-based matching tracker provides temporally
consistent results and its major issue of drifting is addressed by the boundary
detection.

Finally to obtain a smooth motion field, the tracking is performed in both
forward and backward directions given the periodic nature of the cardiac motion,
and a Gaussian kernel is applied to both the LV and RV shapes in the neighboring
frames, i.e., Xsmooth

t =
∑k

i=−k G(i)Xt+i, where G(i) is a normalized Gaussian
kernel N(0, σ). In our experiments we typically choose σ = 0.6 and k = 1.

3 Experiments

We collected 100 reconstructed volumes from 70 patients with left ventricles
annotated, among which 93 reconstructed volumes from 63 patients were also
annotated on right ventricles. Volumes were selected to cover a large range of
dynamic heart motion, including both end diastole and end systole. The original
short-axis stack images have an average in-plane resolution of 1.35mm, and the
distance between slices is around 10mm.

A 4-fold cross-validation scheme was applied for evaluation. The entire LV
dataset was randomly partitioned into four quarters. For each fold evaluation,
three quarters were combined for training and the remaining one was used as
unseen data for testing. This procedure was repeated four times so that each vol-
ume has been used once for testing. The same evaluation protocol was applied for
RV. For each segmented mesh, the distance from each vertex to the groundtruth
mesh (manual annotation) was computed as point-to-mesh distance. The average
distance from all vertices of the segmented mesh was used as the measurement.
Three major components, i.e., LV endocardium, LV epicardium, and RV main
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Fig. 4. Automatic delineation examples

Table 1. Point-to-mesh distance measurements obtained by a 4-fold cross validation
based on the joint LV-RV model

measure (mm) Mean Std Median

LV endocardium 2.95 4.85 1.84

LV epicardium 3.23 3.94 2.12

RV main 2.99 1.18 2.66

Fig. 5. Examples of superior performance of the joint LV-RV model over individual
RV modeling. In both (a) and (b), the left ones are the delineation results obtained by
the individual RV model and the right ones are from the proposed joint LV-RV model.
The individual RV model overestimates the RV in (a) and significantly underestimates
the RV in (b), while the joint LV-RV model provides correct delineation in both cases.
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Table 2. Comparison of RV delineation results using joint LV-RV model against
individual RV model. Point-to-mesh distance measurements are calculated.

measure (mm) Mean Std Median

Individual RV model 4.12 6.28 2.65

Joint LV-RV model 2.99 1.18 2.66

cavity, were considered in our evaluation as listed in Table 1. Automatic de-
lineation examples are provided in Fig. 4. Fig. 5 shows examples where joint
LV-RV modeling provides superior performance to individual RV modeling. Ta-
ble 2 summarizes the quantitative results obtained by joint modeling from the
4-fold cross validation in comparison with individual RV modeling.

On the average, it took about 3 seconds to segment both LV and RV from a
single volume (e.g, 256×256×70), and about 40 seconds to fully extract dynamics
of the entire sequence (typically 20 frames) on a duo core 2.8GHz CPU.

4 Conclusions

We have presented a fully automatic method for segmenting LV and RV cham-
bers from cardiac MRI images, and extracting the dynamics of both chamber
movements. A joint ventricular model is used to delineate the boundaries of both
LV and RV in each frame. Clinically relevant measurements, such as volumes and
ejection fraction, can be calculated based on the fitted model.
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Abstract. The electrocardiogram (ECG) is widely used as a clinical
tool for the evaluation of cardiac conditions caused by drugs, mutations
and diseases. However, the ionic basis underlying changes in the ECG are
often unclear. In the present study, we present a computational model of
the human ECG capable of representing drug-induced effects from the
ionic to the surface potential level. Bidomain simulations are conducted
to simulate the electrophysiological activity of the heart and extracellu-
lar potentials in the whole body. Membrane kinetics are represented by
the most recent version of a human action potential model, modified to
include representation of HERG block by dofetilide, a known class III
anti-arrhythmic drug with potential pro-arrhythmic effects. Simulation
results are presented showing how dofetilide administration results in the
prolongation of the action potential duration in the ventricles and the
QT interval measured on the surface of the thorax, in agreement with
clinical results. The state-of-the-art tools and methodologies presented
here could be useful in the investigation and assessment of drug car-
diotoxicity and can also be extended to the investigation of the effect of
mutations or disease on the ECG.

1 Introduction

The electrocardiogram (ECG) is the main clinical signal used for the diagnosis
of heart conditions. It is obtain by performing the non-invasive measurement on
the thorax surface of the electrical potentials generated by the heart during each
heart beat. Each of the phases of the ECG waveform broadly corresponds to one
of the phases of the heart beat. In brief, The P wave is associated with atrial
depolarization and repolarization, the QRS complex is related to ventricular
depolarization, and the T wave corresponds to ventricular repolarization.

Drugs, disease conditions and mutations often result in abnormalities in ionic
current properties in the ventricles, which cause alterations in depolarization
and repolarization properties. Of particular concern are changes in ventricular
repolarization, which manifest themselves as changes in the QT interval and T
wave of the ECG, and have been linked to increased risk of arrhythmic death.
The QT interval is, for instance, the main biomarker used in the assessment of
the drug safety. QT prolongation is considered an indicator of increased risk of
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Torsades de Pointes and can lead to the abandonment of the compound develop-
ment. However, some QT prolonging drugs present no arrhythmic episodes and
some others are known to be useful anti-arrhythmic drugs for most patients.
Therefore a better understanding of drug-induced changes in the ECG and how
they relate to ionic mechanisms and arrhythmic risk is needed.

Multiscale modelling and simulation has been extensively used to investigate
the impact of ionic current properties on electrocardiogram. Most of the studies
in the literature are based on the simulation of unipolar pseudo-ECGs using 1D
or 3D anatomically-based models (see for example, [1], [2]). ECG simulations
have also been performed using 3D heart models embedded in a torso ( [3], [4]).
The studies have shown the importance of torso effects in the simulation of the
ECG but they often included simplified or non-human ionic models.

In the present study, we present simulation results showing changes in ECG
measured on the surface of the human thorax occurring following administra-
tion of a specific drug dose. A bidomain model of the human body is developed
which includes the most recent biophysically-detailed model of the human action
potential (AP) ( [3]). The AP model is modified to include the effect of specific
doses of the anti-arrhythmic drug dofetilide on the rapid component of the de-
layed rectifier current as proposed by [5]. Dofetilide induces prolongation of the
action potential duration (APD) and refractoriness, which have antiarrhythmic
effects. However, dofetilide administration needs to be performed with caution
due to potential pro-arrhythmic effects linked to long-QT syndrome (LQTS).
Simulations are run with an efficient bidomain solver ( [6]) to obtain the ECG
measured on the body surface for control and following drug administration.

2 Methods

In this section, we provide a description of anatomical model, equations, nu-
merical algorithms and computational software used to simulate the electrical
propagation from ionic currents to body surface.

2.1 3D Anatomical Model of the Human Body

A 3D anatomical finite-element mesh of the human body was used to simulate
drug-induced changes in the ECG (Figure 1). The computational mesh included
a detailed representation of the heart and surrounding tissue (i.e. bones, lungs)
in order to introduce conductivity heterogeneity in the torso. The mesh was
generated from human anatomical data1 as described in [4]. In brief, data were
pre-processed using the 3-matic2 software in order to obtain computationally-
correct surface meshes, and then GHS3D [7] meshing softwares to further process
the surface meshes and generate the 3D final computational meshes. In order to
introduce anisotropy in the myocardium, fiber orientations were generated using
the Streeter et al. method [8]. A transmural distance map was also computed in
order to introduce cell heterogeneity in the left ventricle.
1 www.3dscience.com
2 www.materialise.com

www.3dscience.com
www.materialise.com
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Fig. 1. Computational heart-torso mesh (cross-section) for body surface potential sim-
ulations. The colors describe different regions in the human body: red (heart), green
(lung), blue (bones) and pink (the remaining tissue).

2.2 Electrical Model

The bidomain equations were used to simulate the electrical activity of the heart
and extracellular potentials in the whole body (see e.g. [9]). These equations in
the heart domain ΩH are given by:⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Am

(
CmV̇m + Iion(Vm, w)

)− div
(
σi∇Vm

)
= div

(
σi∇ue

)
+ Istim, in ΩH,

− div
(
(σi + σe)∇ue

)
= div(σi∇Vm), in ΩH,

ẇ + g(Vm, w) = 0, in ΩH,

σi∇Vm · n = −σi∇ue · n, on Σ.
(1)

The state variables Vm and ue stand for the transmembrane and the extra-cellular
potentials. Constants Am and Cm represent the rate of membrane surface per unit
of volume and the membrane capacitance, respectively. Istim and Iion are the stim-
ulation and the transmembrane ionic currents. The heart-torso interface is de-
noted by Σ. The intra- and extracellular (anisotropic) conductivity tensors, σi

and σe, are given by σi,e = σt
i,eI +(σl

i,e −σt
i,e)a⊗a, where a is a unit vector par-

allel to the local fibre direction and σl
i,e and σt

i,e are, respectively, the longitudinal
and transverse conductivities of the intra- and extra-cellular media. The field of
variables w is a vector containing different chemical concentrations and various
gate variables. Its time derivative is given by the vector of functions g.

The precise definition of g and Iion depend on the electrophysiological trans-
membrane ionic model. In the present work we make use of the most recently
published biophysically detailed human ventricular myocyte model [10]. The ion
channels and transporters have been modeled on the basis of the most recent
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Fig. 2. Two-dimensional geometrical description: heart domain ΩH, torso domain ΩT

(extramyocardial regions), heart-torso interface Σ and torso external boundary Γext

(left). Normalized IKr vs dofetilide dose at steady state (right).

experimental data from human ventricular myocytes. This detailed model has
been extensively compared against experimental data in human, particularly
for repolarization mechanisms. It therefore represents the most adequate model
to investigate drug-induced effects on repolarization mechanisms from drug/ion
interaction to surface body ECG.

Figure 2 (left) provides a geometrical representation of the domains considered
to compute extracellular potentials in the human body. In the torso domain ΩT,
the electrical potential uT is described by the Laplace equation.{

div(σT∇uT) = 0, in ΩT,

σT∇uT · nT = 0, on Γext.
(2)

where σT stands for the torso conductivity tensor and nT is the outward unit
normal to the torso external boundary Γext. The heart-torso interface Σ is sup-
posed to be a perfect conductor. Then we have a continuity of current and
potential between the extra-cellular myocardial region and the torso region.{

ue = uT, on Σ,

(σe + σi)∇ue · nT = σT∇uT · nT, on Γext.
(3)

The equations (1)-(3) represent the state-of-the-art heart-torso full coupled elec-
trophysiological problem from the cell to the human body surface.

2.3 Dofetilide Model

The human action potential model by Grandi et al. [10] was modified to in-
clude detailed representation of dofetilide/HERG interactions as in [5]. Briefly,
dofetilide is a class III antiarrhythmic drug that blocks the rapid component
of the delayed rectifier K+ current (IKr). The dofetilide proposed model takes
into account experimental evidences which suggest that dofetilide interacts with
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IKr channels in both open and inactivated states, but not in closed state. In the
steady state, the effect of dofetilide concentration [D] on the IKr current is rep-
resented by introducing the factor (1 − b) as the fraction of unblocked channels
(where b is the fraction of channels blocked by the drug).

IKr([D])
IKr

=
1

1 + [D]
IC50

= 1 − b (4)

Figure 2 (right) shows the dose-response curve of steady-state block of normal-
ized IKr([D]) tail current obtained using the model (line) and the experimental
data (white squares). The curve shows an IC50 of 7 nM which is in agreement
with the IC50 of 8.7 nM±2nM experimentally observed.

We also modify the conductance of the transient outward potassium current
in order to create a transmural APD heterogeneity (epicardial and endocardial
cells) [10]. This heterogeneity is important in the genesis of physiological ECGs.

2.4 Numerical Implementation

All the simulations presented in this work were run with the open source software
package Chaste [6]. Chaste stands for ”Cancer, Heart and Soft Tissue simulation
environment” and provides an integrated modelling and simulation environment
for a wide range of Systems Biology problems including cardiac electromechanical
activity. The software can be downloaded from www.comlab.ox.ac.uk/chaste.

The Chaste’s bidomain finite-element solver is a mature tool in terms of per-
formance and functionality for research in cardiac electrophysiology (see for in-
stance [2]). This is the first time Chaste is used to simulate the electrical activity
of the heart embedded in a human body mesh for ECG simulation. Simulations
with Chaste are successfully conducted in a wide range of High Performance
Computing facilities: from low-end servers to cutting-edge supercomputers like
HECToR (UK’s high-end computational resource), achieving excellent scalabil-
ity [11].

Equations (1)-(3) are solved by means of a semi-implicit time discretisation,
where the diffusion term is treated implicitly and the reaction term explicitly.
For the space discretisation, a finite element method with tetrahedral elements
and piecewise linear basis functions was chosen. Chaste’s parallelisation is based
on the message-passing standard MPI and it uses ParMETIS to ensure opti-
mal domain decomposition. In this work, an 8-way Intel Xeon server with 32GB
of memory was used. A shared-memory aware MPI implementation was used
to improve intra-node communications. Chaste uses PyCML [12] to generate
on-the-fly C++ code from any CellML valid file. This was particularly useful
to implement the Grandi model modified to include dofetilide dose/HERG in-
teractions concentrations directly on the CellML file without need of recoding.
Chaste also includes the capability of incorporating realistic fibre orientation
and heterogeneities in ionic properties in anatomically-based models.
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3 Results

In order to simulate the effect of dofetilide on the ECG, we conducted computer
simulations of the electrical activity of the heart embedded in the human mesh for
two dofetilide doses. The doses considered were [D]=0nM, i.e. control or no drug
administration, and [D]=100nM. In these simulations, electrical propagation in
the human heart is elicited by stimulation at the apex by imposing a volumic
stimulation current Istim of 2ms duration and 80 mAcm−3 amplitude. Figure 3
(bottom, right) shows a snapshot of the distribution of the body surface potential
(BSP) at time 483ms following application of the stimulus.

Results in Figure 3 (top) show the effect of increasing the dose of dofetilide
on an action potential in the human heart and a BSP simulating the ECG
recorded at a precordial lead. Drug-induced effects on repolarization properties
are often quantified in the literature using APD90 at the cellular level (i.e. the
difference between the activation time and the time at which the cell reaches 90%
of repolarization) and QT interval in the ECG, which is the main biomarker for
drug safety [2]. QT interval was also clinically used for assessing the effect of
dofetilide on repolarization [13].

Simulations show that the main effect of dofetilide administration is a signifi-
cant prolongation of QT interval (see Figure 3, top, right), which is in agreement
with experimental and clinical results. Dofetilide effects on the action potential
and the ECG are due to dofetilide-induced IKr block, which only affects the
repolarization phase. Therefore, as expected, no effects are observed during the

0 100 200 300 400 500

80

60

40

20

0

20

Time (ms)

A
ct

io
n 

po
te

nt
ia

l (
m

V
)

 

 

[D]= 0nM

[D]= 100nM

0 100 200 300 400 500 600 700

0.6

0.4

0.2

0

0.2

0.4

Time (ms)

B
S

P
 (

m
V

)

 

[D]= 0nM
[D]= 100nM

0 100 200 300 400 500 600 700
0.8

0.6

0.4

0.2

0

0.2

0.4

0.6

Time (ms)

V
ol

ta
ge

 (
m

V
)

 

 

[D]= 0nM

[D]= 100nM 50 ms

Fig. 3. 3D simulations: Effect of dofetilide on the action potential (top, left) and the
body surface potential (top, right). The measurement of the action potential (respec-
tively the BSP) were taken on the heart base (respectively the V2-lead position). Effect
of dofetilide on the ECG V3-lead (bottom, left) and on the BSP (bottom, right).
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depolarization phase of the action potential and therefore the QRS complex is
identical with and without dofetilide. The wide QRS complex observed in our
simulations is due to the fact that the ventricles were paced at the apex. Fu-
ture improvements in the model will include the incorporation of an improved
stimulation protocol to simulate realistic activation sequence.

In our simulations, APD90 for [D]=0 nM is 290ms, whereas for [D]=100nM,
APD90 increases by 50ms to 340ms. The effect of introducing dofetilide on ECGs
is also remarkable. The potential in V3 ECG leads was obtained and plotted in
Figure 3 (bottom, left) for [D] = 0 and 100nM. Both of the leads show significant
QT prolongation when drug concentration is increased. The T wave repolariza-
tion in the the BSP is delayed by almost 50 ms. This is in accordance with
APD prolongation observed in individual nodes. Even though dofetilide induces
significant APD90 and QT interval, no arrhythmic events such as early after
depolarizations are observed in our simulations.

4 Conclusions

In this paper, we presented a computational simulations showing the effect of
specific drug doses on the ECG measured on the thorax surface. A combination
of state-of-the-art modelling and simulation tools and methodologies are used in
this work, which include a finite-element mesh of the human body, a biophysi-
cally detailed human bidomain model of cardiac electrophysiological activity, a
recently published model of drug/ion channel interactions and an efficient open
source software package.

Simulation results are presented showing how increasing the drug dose al-
ters body surface potentials and action potentials. In this study, we focus on
the anti-arrhythmic drug dofetilide, which has also been shown to increase the
risk of Torsades de Pointes related to long QT syndrome. In accordance with
clinical findings, dofetilide results in prolongation of the APD and the QT in-
terval caused by IKr block. In this case, however, no arrhythmic events or early
after-depolarizations are observed in our simulations.

The models and simulations presented here constitute a significant step for-
ward towards realistic simulation of drug-induced effects on the ECG. Future
model improvements including the stimulation protocol and the cell heterogene-
ity will be performed to explore the full potential of the methodologies presented
here and investigate drug-induced effects on the heart from the ion channel to
the ECG. These state-of-the-art methodologies could be a useful tool in the as-
sessment of drug cardiotoxicity and can also be extended to the investigation of
the effect of mutations or disease on the ECG.
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Abstract. This paper presents an automated method for regional wall
motion abnormality detection (RWMA) from rest and stress cardiac
MRI. The automated RWMA detection is based on a statistical shape
model of myocardial contraction trained on slice-based myocardial con-
tours from in ED and ES. A combination of rigid and non-rigid reg-
istrations is introduced to align a patient shape to the normokinetic
myocardium model, where pure contractility information is kept. The
automated RWMA method is applied to identify potentially infarcted
myocardial segments from rest–stress MRI alone.

In this study, 41 cardiac MRI studies of healthy subjects were used
to build the statistical normokinetic model, while 12 myocardial infarct
patients were included for validation. The rest–stress data produced a
better separation between scar and normal segments compared to the
rest–only data. The sensitivity, specificity and accuracy were increased
by 34%, 30%, and 32%, respectively. The area under the ROC curve
for the rest–stress data was improved to 0.87 compared to 0.63 for the
rest–only data.

1 Introduction

Contractile reserve is an indicator for the presence of hibernating myocardium.
This is a state of reduced myocardial contraction as a result of ischaemia, mainly
due to coronary heart disease [6]. Myocardium with contractile reserve may
improve its function after a coronary revascularization procedure. Distinguish-
ing hibernating myocardium from scar tissue is therefore an important clinical
assessment for patients with ischaemic heart disease.
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The assessment of myocardium with contractile reserve can be performed
in two ways. Post-revascularization myocardial contraction improvement can
be predicted by comparing wall motion between rest and low-dose dobumatine
stress cine MR [11]. Contractile reserve can also be assessed through the extent
of infarct transmurality across myocardium, indicated by the presence of the
hyperintense areas on CE-MRI [10, 13]. Both assessments have been reported to
correlate with each other [8].

In a previous study, we have developed an automated method for regional
wall motion analysis (RWMA) from rest cardiac MR data based on a statistical
shape model of normal motion [15]. The method was validated against visual
wall motion scores. Other approaches have been proposed to automatically de-
tect RWMA [5, 9, 2, 12], but none of these studies have utilized rest and stress
data. In this paper, the method was extended to enable direct comparison be-
tween rest and stress myocardial shapes. By comparing two contraction patterns
from the same patient that are aligned to the same normokinetic model, RWMA
probability changes from rest to stress can be obtained and the progression of
RWMA probability values towards normal motion can be estimated. The objec-
tive of this paper is to investigate whether the integration of stress contraction
data improves detection of infarcted myocardium. For validation, infarct areas
from CE-MRI were used as a reference.

2 Methodology

The input of the method are four myocardial contours concatenated sequen-
tially in the following order: endocardial at ED (end-diastole), epicardial at ED,
endocardial at ES (end-systole), and epicardial at ES. Clockwise equi-angular
sampling is performed to create homologous sample points, starting from the
inferior intersection point between LV and RV. Sample points from the four
contours configuration define a shape of myocardium, i.e.,

x = [xendo−ED, xepi−ED, xendo−ES, xepi−ES]
T

= [x1, y1, . . . , xp, yp]
T

(1)

where p is the total number of sample points from the four contours. A set
of myocardial contours from healthy subjects is used to build a normokinetic
myocardial shape model.

Two types of registrations are successively used: rigid Procrustes alignment [3]
and thin-plate spline warping [1]. The Procrustes alignment eliminates variations
among different subjects induced by cardiac position, orientation and isotropic
scale (see Fig. 1(b)). The thin-plate spline (TPS) warping eliminates shape varia-
tions at ED to force all contractions to start from the same shape (Fig. 1(c)). Ad-
ditional TPS warping is performed to remove epicardial shape variations caused
by non-contraction movement (see Fig. 1(d)). After the registration steps, only
shape variations at ES endocardial exist and a linear generative model can be
constructed as follows

x = x̂ + Φb (2)
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(a) (b) (c) (d)

Fig. 1. Registration steps with 5 control subjects: (a) raw input contours, (b) post
Procrustes alignment, (c) post first TPS warping, and (d) post second TPS warping.
Arrows denote displacement vectors of sample points from ED to ES.

where x̂ ∈ R
2p is the mean control group shape, Φ ∈ R

2p×m, m < 2p is a compo-
nent matrix, and b ∈ R

m is the shape parameterization vector. The component
matrix is estimated by using Independent Component Analysis [7]. During pa-
tient shape registration to the normokinetic model, the mean shape x̂ is used as
the target shape. The Φ and b components are used to estimate RWMA density
functions of the normokinetic model.

RWMA density functions are estimated on each independent component by
using a weighted non-parametric kernel density estimation method. Let Uk be
a random variable of coefficient values at kth independent component. The kth
RWMA density function is given as follows

fUk
(uk) =

1
|φk|Nh

N∑
i=1

G

(
uk − bi,kφk

φkh

)
(3)

where k = 1, . . . , m, N is the number of healthy subjects, G : R → R is a
Gaussian kernel function, bi,k is the kth element of the shape parameterization
vector from the ith subjects, φk is the corresponding kth row of Φ and h is the
kernel bandwidth, which is automatically estimated by using the Sheather-Jones
solve-the-plugin method [14]. By the statistical independency assumption, the
joint density function for each sample point on a myocardial contour can be
estimated by a series convolution of fUk

(uk) as follows

fWi(wi) = fU1(u1) ∗ fU2(u2) ∗ . . . ∗ fUm(um) (4)

for i = 1, . . . , p and Wi is a random variable defined for landmark point i.
Equation 4 creates p density functions from the control group. Before applying

Eq. 4 to a patient shape, the same registration steps (Fig. 1) are applied to the
patient. For each patient, there are two RWMA evaluations: rest and stress
RWMA probability values. Let P

(i)
r and P

(i)
s be RWMA probability values for

rest and stress, respectively, evaluated with Eq. 4 at ith sample point. The
normalized RWMA differences between P

(i)
r and P

(i)
s are defined as follows

ΔP (i)
r→s =

P
(i)
r − P

(i)
s

1 + max
{
P

(i)
r , P

(i)
s

} . (5)
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By considering Pr as baseline, we can define a progression of normokinetic prob-
ability value from rest to stress, which is given by

P (i)
r→s =

(
1 − P (i)

r

)
+ ΔP (i)

r→s . (6)

Pr→s indicates the probability of a more normal contraction in stress com-
pared to rest, while Pr and Ps denote the probability of abnormal wall motion
at rest and stress, respectively. This means that a higher value of Pr→s shows
a higher chance of a myocardial segment to improve its contraction function in
stress, indicating viable myocardium.

3 Experimental Results

To build the normokinetic model, 41 healthy subjects (control group) were vol-
untarily enrolled in a cardiac MRI session. For the patient group, we selected 12
patients suffering from myocardial infarctions, confirmed by the presence of scar
tissue in CE-MRI. Baseline characteristics are shown in Table 1. Short-axis MRI
from healthy subjects, patients at rest and patient at stress were analyzed on
three following slices: apex, mid-ventricle and base. Myocardial contours were
drawn manually by an expert by using the MR Analytical Software System
(MASS, v5.0, Medis, Leiden, the Netherlands) [4].

Figure 2 shows the comparison of rest RWMA (Pr) and stress RWMA (Ps)
profiles of a patient. High abnormal wall motion probability values on segment
S10 and S11 correlate well with the myocardial contours at ED and ES. The
RWMA profile lines in Fig. 2(c) and Fig. 2(f) also show similar patterns. There

S9

S8

S7

S12

S11

S10

(a) baseline ED

S9

S8

S7

S12

S11

S10

(b) baseline ES

S7 S8 S9 S10 S11 S12
0

0.2

0.4

0.6

0.8

1

(c) baseline RWMA

S9

S8

S7

S12

S11

S10

(d) stress ED

S9

S8

S7

S12

S11

S10

(e) stress ES

S7 S8 S9 S10 S11 S12
0

0.2

0.4

0.6

0.8

1

(f) stress RWMA

Fig. 2. An example of RWMA probability values from baseline (top row images) and
stress (bottom row images) MR images. This example is taken from mid-ventricular
level (segments S7–S12).
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Fig. 3. Visual comparisons of Pr→s profile lines (top rows) and their corresponding
CE-MR images (bottom rows). In the top figures, solid lines are infarct transmurality
(TE) and the dashed lines are Pr→s values.

Table 1. Patient and control groups statistics

Patients Controls

Subjects 12 41
Males/females 12/0 30/11
Ejection fraction (%) 44.85 (21.30)R 67.91 (11.13)

41.40 (17.23)S

Stroke volume (ml) 117.62 (73.87)R 105.04 (32.16)
82.44 (32.73)S

R=rest, S=stress

are no significant changes from rest to stress shown in Fig. 2, which indicate no
functional improvements at stress.

To compare between rest–only and rest–stress data, CE-MRI patient data
were included in this study to serve as reference standard for the presence of
scar. Scar tissue areas, which appeared hyperintense on CE-MRI, were delin-
eated by an expert. Infarct transmurality or transmural extent (TE) was calcu-
lated by using a set of equi-angular lines (chords) crossing perpendicular to the
myocardium. TE is defined as the percentage of a section on the chord that is
inside a scar tissue area. If TE ≥ 1%, then a myocardial segment is considered as
a scar tissue segment. Otherwise it is considered as a normal segment. Figure 3
shows the similarity between TE and Pr→s on different slice levels.

In terms of discriminating between normal and scar segments, the combined
rest–stress RWMA method performed better than rest–only RWMA method.
This is shown in Fig. 4. The discrepancies between normal and scar tissue
groups were more pronounced when stress data was integrated. Table 2 shows the
performance of the RWMA methods to detect scar tissues. The area under the
ROC curve value as shown in Fig. 5 increased from 0.63 (rest–only data) to 0.88
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Fig. 4. Comparison of RWMA probability value distributions between rest–only data
(a) and the combined rest–stress data (b), both from scar and non-scar (normal) seg-
ment groups for each slice model. Unpaired t-tests were performed with 99% confidence
level to get the p-values.

Table 2. Classification performance for detecting scar tissue segments

Data Sensitivity Specificity Accuracy AUC

rest–only 0.58 0.61 0.60 0.63
rest–stress 0.78 0.79 0.79 0.87

(rest–stress data). The sensitivity, specificity and accuracy improved by 34%,
30% and 32%, respectively (see Fig. 5).

4 Discussion

When Pr and Ps values were compared directly, similar patterns were revealed
(see Fig. 2). Myocardial contraction at rest and stress from the same subject
are definitely different as shown in Fig. 2(a), (b), (d) and (e), but the RWMA
profile lines between Fig. 2(c) and (f) show a stark similarity. This indicates
that our method to register rest and stress patient shapes correctly captures
the necessary myocardial contraction information without the influence of non-
contraction variations, such as individual position, orientation, size, and the
extent of myocardial shape relative to the initial myocardium.
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Fig. 5. The method’s performance comparison between rest–only and the combined
rest–stress data

In this study, we compared our method with infarct transmurality from CE-
MRI. Although this comparison is limited to scar tissue segments, it is suf-
ficient to demonstrate the advantage of adding stress data into regional wall
motion analysis. From Fig. 4, the difference between the normal and scar seg-
ment groups is significantly wider when stress data is combined with rest data.
Unpaired t-tests confirm this finding. All slices for rest–stress data show signifi-
cant differences with p < 0.001 (99.9% confidence interval), while only the basal
slice for rest–only data shows the same significant difference. The classification
performance of the automated rest–stress RWMA method is also higher than
rest–only data, as shown in Table 2.

For the RWMA evaluation, rest–only data is already sufficient as has been
presented in [15]. However, when stress data is available, the combined rest–
stress data will improve the RWMA evaluation. This study has demonstrated
that the combined rest–stress RWMA asssessment method classified myocardial
segments with infarction much better.

This study also shows the capability of the proposed method for a longitudinal
wall motion comparison, such as a disease progression over time. The multi-time
point comparison can be analyzed in the same way as the rest and stress data
comparison. Further research is still needed to allow realize this, and to apply
the proposed method in clinical practice.
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Abstract. Coronary artery disease is the leading cause of morbidity and mortality 
worldwide. The complex morphological structure of the ventricular endocardial 
surface has not yet been studied properly due to the limitations of conventional 
imaging techniques. With the recent developments in Multi-Detector Computed 
Tomography (MDCT) scanner technology, we propose to study, in this paper, the 
complex endocardial surface morphology of the left ventricle via analysis of 
Computed Tomography (CT) image data obtained from a 320 Multi-Detector CT 
scanner. The CT image data is analyzed using a 3D shape analysis approach and 
the clinical significance of the analysis in detecting coronary artery disease is 
investigated. Global and local 3D shape descriptors are adapted for the purpose of 
shape analysis of the left ventricular endocardial surface. In order to study the 
association between the incidence of coronary artery disease and the alteration of 
the endocardial surface structure, we present the results of our shape analysis 
approach on 5 normal data sets, and 6 abnormal data sets with obstructive 
coronary artery disease. Based on the morphological characteristics of the 
endocardial surface as quantified by the shape descriptors, we implement a Linear 
Discrimination Analysis (LDA)-based classification algorithm to test the 
effectiveness of our shape analysis approach. Experiments performed on a strict 
leave-one-out basis are shown to achieve a classification accuracy of 81.8%. 

Keywords: Ventricular endocardial surface, cardiovascular CT, shape analysis. 

1   Introduction 

Coronary artery disease or atherosclerosis is the most common cause of morbidity 
and mortality worldwide. Atherosclerosis eventually leads to formation of plaques 
that cause arterial stenosis and chronic myocardial ischemia and in some cases, acute 
myocardial infraction. Anatomic and imaging studies have revealed that, instead of a 
simple and smooth surface, the endocardial surface of the heart ventricle is composed 
of a complex structure of trabeculae carneae, which are small muscular columns that 
arise naturally from the inner surface of the ventricles. Alterations in the ventricular 
trabeculation have been found to closely associate with some cardiovascular diseases, 
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such as myocardial noncompaction disease [1] and hypertrophy [2]. However, due to 
the limitations in the spatial resolution of conventional in-vivo imaging techniques, 
very few research studies have been undertaken to study the ventricular trabeculation 
at a detailed level, and investigate the relationship between structural changes in 
ventricular trabeculation and certain cardiac pathologies.  

(a) (b) (c) (d) (e)  

Fig. 1. Illustration of endocardial surface reconstruction using high-resolution CT data, and the 
comparison with an ex vivo picture of a live beating heart. (a, b) are two sample images of the 
CT data used in this study. (c) depicts  the endocardial surface segmentation results for a whole 
left ventricle. (d) is an enlarged area near the reconstructed ventricular apex. Notice its surprising 
similarity with the apical structure in the ex vivo picture of a live beating heart (e) [10]. 

Owing to the recent developments in cardiovascular imaging using Multi-Detector 
Computed Tomography (MDCT) scanners, it is possible for contrast-enhanced 
Computed Tomography (CT) images to achieve an isotropic image resolution of less 
than 0.5mm. As shown in Fig. 1, it is possible to observe the detailed structure of the 
ventricular trabeculation using such high-resolution CT images. In [3], a deformable 
model-based segmentation method was developed to reconstruct a very detailed 
anatomy of the left ventricle. In [4], by using high-resolution CT, papillary muscles 
were found to be attached to the trabeculae carneae, but not directly to the 
myocardium. These studies suggest that a closer look at the detailed trabecular structure 
may lead to new understandings of the cardiac anatomy, function and pathology. 

With the introduction of the new 320-MDCT scanner, we are able to scan the heart 
in a single heart beat, so as to eliminate the artifacts introduced by misalignment 
between cardiac segments that are acquired during different heart beats on 
conventional 64- or 256-MDCT scanners. The endocardial surface structure recovered 
from the image data acquired with a 320-MDCT scanner would be potentially more 
accurate and reliable. 

In this paper, we have developed an image segmentation and shape analysis 
framework to study the endocardial surface of the left ventricle from contrast-
enhanced CT images acquired using a 320-MDCT scanner. In order to handle the 
complex topological changes of the endocardial surface, we employed a 3D level set-
based approach for segmentation of the endocardial surface. Since the trabecular 
structure varies in different locations of the ventricle, we further divided the 
endocardial surface of the left ventricle into 17 segments according to the standard 
American Heart Association (AHA) model [5] for more localized shape analysis.  

In each of the 17 ventricular segments, we adapted two different descriptors for 
analysis of the shape of the endocardial surface: a D2 descriptor [6] and a shape index 
described in [7] [8]. These two shape descriptors describe the shape patterns of the 
myocardial surface in terms of either global or local details. In order to show the 
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effectiveness of the shape analysis based on the above shape descriptors, we collected 
11 MDCT data sets obtained from 6 abnormal hearts of subjects with obstructive 
coronary heart disease, and 5 normal hearts from healthy subjects. We employed our 
segmentation and shape analysis procedures on each data set to compute a 
characteristic shape matrix for the left ventricle. A Linear Discriminant Analysis 
(LDA)-based classifier [11] was implemented to classify the abnormal hearts from the 
normal ones using the characteristic shape matrices on a strict leave-one-out basis. 
Experimental results showed that 9 out 11 data sets were classified correctly, which is 
a very promising result. 

The remainder of the paper is organized as follows. In Section 2, we describe our 
segmentation and shape analysis methods in detail. In Section 3, we present 
experimental results on the previously described MDCT data sets. In Section 4, we 
conclude the paper with a brief discussion about our approach and propose some 
directions for future work. 

2   MDCT Image Segmentation and Ventricular Shape Analysis 

2.1   Left Ventricle Segmentation and Meshing 

There are three types of trabeculae carneae morphologies: some are attached along 
their entire length to the ventricular wall and form prominent ridges; some are fixed at 
their extremities but free in the middle; and others connect the root of the papillary 
muscles and the ventricular wall. Consequently, the endocardial surface of the left 
ventricle does not possess a simple topology. In order to adapt to the topological 
changes caused by the complex structure of the trabeculation, we adapted a 3D level 
set-based approach to segment the endocardial surface of the left ventricle. In order to 
suppress noise and still retain the shape-defining edges in the CT image data, we 
employed a median filter-based denoising procedure on the 3D CT data prior to 
segmentation. The size of the median filter was empirically set to 7×7 based on our 
CT data set. The level set-based segmentation procedure without reinitialization as 
proposed by Li et al. [9] was applied to the median-filtered 3D image data set. The 
subsequent denoising via the mean face normal filtering procedure proposed by 
Zhang et al. [12] was used to obtain the smooth shape of the myocardial surface of the 
left ventricle. 

2.2   Shape Description 

The next step after segmentation and meshing of the raw input CT image data is to 
characterize the shape of the left ventricle. We have considered two primary shape 
descriptors in this paper. One is relatively straight forward, i.e., the D2 shape 
descriptor proposed by Osada et al. [6]. The other is the 3D shape index first 
introduced by Koenderink [7] and later modified by Zaharia and Preteux [8].  

The D2 shape descriptor is a global shape descriptor. It is the shape signature of a 
3D object represented as a probability distribution. The probability distribution is 
obtained via sampling of a pre specified shape function that measures a geometric 
property of the 3D shape. The shape function for D2 is the distance between two 
random points on the 3D surface of the object. In the context of our problem, two 



278 A. Mukhopadhyay et al. 

large random samples of vertices are generated from the mesh-based representation 
and the distance between each pair of vertices (where each vertex in the pair belongs 
to a different sample) is calculated. The underlying idea is to transform the shape into 
a parameterized probability distribution function where the probability distribution is 
deemed to represent the global shape. 

0

1

 

Fig. 2. Illustration of the accuracy of shape index. The peak is shown in red with shape index 
value close to 1 whereas the pit of just beside the peak has value close to 0 and shown in blue. 

The second shape descriptor, i.e., the shape index, describes the local shape of the 
mesh based on the surface curvature computed in a local neighborhood of the surface 
point (Fig. 2). The shape index of a surface point is defined as a function of the two 
local principal surface curvatures. Let p be a point on a 3D surface and let the 

principal curvatures associated with point p be denoted by 1
pk  and 2

pk  where, 

21
pp kk > . The shape index at point p, denoted by pI , is defined as: 

)arctan(
1

2

1
21

21

pp

pp
p kk

kk
I

−
+

Π
−=  

The shape index is a local geometric attribute of the 3D surface. The values of the 
shape index lie in the interval [0, 1]. The shape index value is not defined for planar 
surfaces. The shape index provides a scale for representing basic elementary shapes 
such as convex, concave, rut, ridge and saddle [8]. The shape index value is invariant 
to scale and 3D rigid-body transformation (i.e., translation and rotation) in Euclidean 
space.  

The shape of the myocardial surface is observed to exhibit both, global structure as 
well as detailed local structure. Since there have been no previous studies detailing 
which of the shape properties (local or global) convey more valuable clinical 
information, we considered both local and global shape descriptors for this study. 

2.3   Data Preparation 

In order to ensure a better comparison between different analysis methods, the AHA 
has been published recommendations for standardized myocardial segmentation [5]. 
In this paper, we adapted an AHA 17-segment model [5] to divide the left ventricle 
into 17 segments for better localized shape analysis. The long axis of the left ventricle 
was determined followed by the division of the left ventricle into 4 main segments, 
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i.e., apex, apical, mid cavity and basal along the longitudinal orientation. Division of 
the endocardial surface in the short axis view was tackled by exploiting knowledge of 
the cardiac anatomy. Three landmark points were considered across the septum based 
on which the apical was subdivided into four segments and the mid cavity and basal 
into six segments. Finally, each left ventricular endocardial surface was divided into 
17 segments per the standard AHA model [5].  

3   Experimental Results 

The proposed methods for segmentation, meshing and shape description were 
employed on 11 MDCT data sets consisting of 6 data sets from cardiac patients and 5 
from normal subjects. In the case of the cardiac patients, incidence of single-vessel or 
multi-vessel obstructive disease was found in the four major coronary arteries using 
X-ray angiography, which was further confirmed by myocardial perfusion and 
fractional flow reserve tests. 

Each of the cardiac patients and normal subjects was subject to a contrast-enhanced 
CT scan on a 320-MDCT scanner using a standard CT angiography protocol with 
ECG gating. The resulting images were reconstructed at 75% in the R-R cycle to 
ensure that all data were acquired during the same cardiac phase with minimal 
ventricular motion. This ensures that the subsequent shape analysis is minimally 
affected by the cardiac motion. All topologically correct and geometrically accurate 
data are generated via the segmentation method described in Section 2.1. The atria 
and valves were removed from the segmented ventricular meshes. 

3.1   Segmentation Results 

The result of the segmentation of the left ventricle is shown in Fig. 3. It can be easily 
seen that the segmented result is reasonably good with the spatial details of the 
myocardial surface left intact although the noise in the data is substantially filtered. 
Fig. 4 shows the division of the left ventricle into the septal and free wall halves. We 
observe that the spatial distribution of the trabeculation varies with location within the 
ventricle; the free wall tends to have more trabeculation whereas the septum tends to 
 

 

Fig. 3. Illustration of the segmentation result and accuracy of the method described in Section 2.1 
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(a) (b)  

Fig. 4. The left ventricular endocardial surface segmentation meshes were dissected into two 
halves, the septum (on the left) and the free wall (on the right). (a) is from a normal heart, and 
(b) is from a diseased heart. In a normal heart, the trabeculation is seen to vary with location; 
the septum is smoother than the free wall. In the diseased heart, notice the loss of trabeculation 
in the septal area indicated by the blue arrows. This loss of trabeculation may be associated 
with obstructive disease in the left anterior descending artery, which supplies blood to the 
anteroseptal heart wall. 

be smoother, which is the precise rationale for using the AHA 17-segment model to 
perform a localized shape analysis. Furthermore, by using the proposed segmentation 
approach, it is possible to even visually distinguish the difference in trabeculation 
between normal and diseased hearts. These results are sufficient to prove that the 
proposed segmentation method is fairly standard and may work well for subsequent 
quantitative shape analysis. 

3.2   Shape Description Results 

The shape description results are shown as histograms in Fig. 5 for the D2 shape 
descriptor and shape index. Each histogram has 20 bins in the horizontal direction in 
the range [0, 1] and corresponding number of vertices in the vertical direction. The 
normal hearts are represented in red and the diseased hearts in blue for both the 
diagrams. Fig. 5 clearly shows that information derived from the D2 shape descriptor 
is inadequate for distinguishing between normal and diseased hearts. This is because 
 

                 (a)                                 (b)                            (c)          

Fig. 5. Illustration to compare the results generated by D2 (b) and the shape index (c) for the 
ventricular segment 11 (blue) and ventricular segment 17 (pink) of the left ventricle (a). The 
normal left ventricles are represented in red and the diseased ones are represented in blue in the 
histogram. 
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the D2 shape descriptor is a global shape descriptor that does not capture the local 
spatial details of the underlying shape. On the other hand, the shape index is a local 
shape descriptor which successfully captures the local shape details. In Fig. 6, the 
difference in shape between the normal and diseased hearts is clearly visible in 
17×20 dimensions (17 segments per left ventricle× 1 histogram per segment× 20 bins per 
histogram) which in turn confirms that for the type of application considered in this 
paper, local shape descriptors convey much more information than global ones.  

a b

(a)

(b)  

Fig. 6. Illustration to compare the results generated by the shape index for a diseased (a) vs. 
normal (b) left ventricular endocardial surface in 17× 20 dimensions. The difference is clearly 
visible. 

3.3   Classification Accuracy 

In the appearance-based recognition paradigm, Linear Discriminant Analysis (LDA) 
[11] is a natural choice for classification. A typical two-class classifier can learn to 
separate the normal training samples from the abnormal samples by finding a proper 
projection function. LDA is a popular classification method that maximizes the 
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samples in the jth class and c is the number of classes. LDA projects the 17×20 = 
340-dimensional feature vector to a subspace of c-1 dimensions. Since in this 
application, c = 2 (i.e., normal and diseased), the 340-dimensional vector was 
projected onto a 1D scalar. Classification was done using a k-nearest neighbor (k-NN) 
scheme in the 1D subspace. We empirically tested the classifier for k = 1 and 3, and 
obtained the same result: 9 out of 11 samples were classified correctly. Table 1 shows 
the confusion matrix where 5 out of 6 diseased hearts and 4 of the 5 normal hearts 
were diagnosed correctly.  

Table 1. Confusion matrix to illustrate the prediction accuracy 

 Predicted Diseased Predicted Normal 
Actual Diseased 5 1 
Actual Normal 1 4 

4   Disccussion and Conclusions 

To the best of our knowledge, this paper is amongst the earliest works that studies the 
endocardial surface structure of the left ventricle using a shape analysis approach with 
high-resolution CT input data, and demonstrates its potential predictive/diagnostic 
value for coronary artery disease. We can speculate that the success of our approach 
may lead to some functional implications. The presence of obstructive coronary 
arterial disease and perfusion defects in patients reveals ischemia in the corresponding 
regions of the myocardium. The ischemic myocardium loses contractibility and has a 
tendency to get stiffer and be pushed outward by the high ventricular blood pressure. 
Such changes in the underlying myocardium may be the reason for changes in the 
trabeculation pattern and endocardial surface morphology that we have discovered in 
our analysis. This association between the cardiac shape features (i.e., cardiac 
morphology) and cardiac functionality will be explored in our future work. 

References 

[1] Goo, S., Joshi, P., Sand, G., Gerneke, D., Taberner, A., Dollie, Q., LeGrice, I., Loiselle, 
D.: Trabeculae Carneae as Models of the Ventricular Walls: Implications for the Delivery 
of Oxygen. Jour. Gen. Physiology 134(4), 339–350 (2009) 

[2] Agmon, Y., Connoll, H.M., Olson, L.J., Khandheria, B.K., Seward, J.B.: Noncompaction 
of the Ventricular Myocardium. Jour. Amer. Soc. Echocardiography 12(10), 859–863 
(1999) 

[3] Chen, T., Metaxas, D.N., Axel, L.: 3D Cardiac Anatomy Reconstruction Using High 
Resolution CT Data. In: Barillot, C., Haynor, D.R., Hellier, P. (eds.) MICCAI 2004. 
LNCS, vol. 3216, pp. 411–418. Springer, Heidelberg (2004) 

[4] Axel, L.: Papillary Muscles Do Not Attach Directly to the Solid Heart Wall. 
Circulation 109, 3145–3148 (2004) 

[5] Cerqueira, M.D., Weissman, N.J., Dilsizian, V., Jacobs, A.K., Kaul, S., Laskey, W.K., et 
al.: Standardized Myocardial Segmentation and Nomenclature for Tomographic Imaging 
of the Heart. Circulation 105, 539–542 (2002) 



 Shape Analysis of the Left Ventricular Endocardial Surface and Its Application 283 

[6] Osada, R., Funkhouser, T., Chazelle, B., Dobkin, D.: Shape Distributions. ACM Trans. 
Graphics 21(4), 807–832 (2002) 

[7] Koenderink, J.: Solid Shape. The MIT Press, Cambridge (1990) 
[8] Zaharia, T., Preteux, F.: 3D Shape-based Retrieval Within the MPEG-7 Framework. In: 

Proc. SPIE Conf. Nonlinear Image Processing and Pattern Analysis XII, vol. 4304, pp. 
133–145 (2001) 

[9] Li, C., Xu, C., Gui, C., Fox, M.D.: Level Set Evolution Without Re-initialization: A New 
Variational Formulation. In: Proc. IEEE Conf. CVPR 2005, vol. 1, pp. 430–436 (2005) 

[10] Medtronic Inc. The Visible Heart webpage, 
http://www.visibleheart.com/index.shtml 

[11] Martinez, A.M., Kak, A.C.: PCA versus LDA. IEEE Trans. Pattern Analysis and Machine 
Intelligence 23(2), 228–233 (2001) 

[12] Zhang, Y., Hamza, A.B.: Vertex-based Diffusion for 3-D Mesh Denoising. IEEE Trans. 
Image Processing 16(4), 1036–1045 (2007) 

 



Recovering Endocardial Walls from 3D TEE

Philippe Burlina1,2, Ryan Mukherjee1, Radford Juang1, and Chad Sprouse1

1 Johns Hopkins University Applied Physics Laboratory
philippe.burlina@jhuapl.edu

2 Johns Hopkins University Department of Computer Science

Abstract. We describe a method for recovering the left intracardiac
cavities from 3D Transesophageal Echocardiography (3D TEE). 3D TEE
is an important modality for cardiac applications because of its ability to
do fast and non-ionizing 3D imaging of the left heart complex. Segmen-
tation based on 3D TEE can be used to characterize pathophysiologies of
the valve and myocardium, and as input to patient-specific biomechani-
cal models and preoperative planning tools. The segmentation employed
here is based on a dynamic surface evolution. This is performed under
a growth inhibition function that incorporates information from several
sources including k-means clustering, 3D gradient magnitude, and a mor-
phological structure tensor intended to locate the mitral valve leaflets.
We report experiments using intraoperative 3D TEE data, showing good
agreement between the segmented structures and ground truth.

1 Introduction

Segmentation of left heart endocardial wall structure has a number of applica-
tions in diagnostics, modeling, simulation and training, or as a primitive to other
3D ultrasound image analysis modules [1–3]. It is useful for performing preoper-
ative planning, and for guiding minimally-invasive beating heart interventions,
which are of interest as an alternative to procedures requiring cardiopulmonary
bypass. 3D TEE is an important cardiac imaging modality to infer endocardial
structure. It has a number of advantages compared to other 3D imaging modali-
ties: it has a small form factor, is non-ionizing, has lower cost, it can be used pre-
and intra-operatively, and it allows for interactive exploration and diagnostics.
Another important advantage of 3D TEE for cardiac applications, is its speed,
which is unmatched by other modalities. Sequences can be acquired at rates from
20 Hz up to over 60 Hz. This capability is essential when considering the very
fast motion of some left heart anatomical components such as the mitral valve.
Unfortunately 3D echocardiography has certain shortcomings which makes seg-
mentation based on this modality a challenging endeavor. These include lower
spatial resolution and imaging artifacts such as obscuration, speckle noise, and
misalignments. Some 3D TEE platforms need to acquire and recombine subsec-
tions of the TEE data cube obtained over several heart cycles using a breath
hold protocol to achieve both high spatial and temporal resolutions. When the
patient exhibits arrhythmia the stitching of the TEE data cube subsections may
lead to misalignment artifacts.
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There are many approaches to the segmentation and recovery of cardiac struc-
tures. Recent surveys providing an overview of ultrasound segmentation methods
include [4–6]. Among these methods, segmenting the structure of the left ven-
tricle remains a primary focus. Techniques used for left ventricle segmentation
include the following: (a) active models and model matching (active appear-
ance models (AAMs), active shape models (ASMs), and their variants) [7–9];
(b) evolving curves and surfaces (e.g., active contour, level set, marching cube)
[10–16]; (c) watershed [17]; (d) graph cuts [18]; (e) thresholding and morphology
[19]; and (f) random forest classification [20].

Active models, such as AAMs and ASMs, most often require a user-generated
model for training, which can take the form of a manually segmented point cloud.
By finding an optimal set of parameter values for the user-generatedmodel, it can
be used to match image intensity values in a testing set. Mitchell et al. formulated
a ventricle segmentation method that uses a combination of AAMs and ASMs
to prevent the method’s convergence towards local minima and automate the
initialization process, which had previously been a major disadvantage to AAM-
based methods [7]. However, that method was designed for 2D data with low
amounts of noise (magnetic resonance imagery). We argue that the initialization
method used might be challenged with more noisy ultrasound data and that
rapid manual initialization might be more robust than automated methods when
dealing with irregular and/or diseased hearts and atypical TEE viewpoints.

Evolving curves and surfaces simply requires an initial seed point or surface.
Manual seed points can be rapidly entered by a physician to segment a variety of
structures from atypical or unexpected views of the structures. The initial seeds
are iteratively evolved (outward or inward) according to an energy function
until some constraint or convergence criteria is met. Identifying a robust energy
function that is also adequate for the TEE modality is an important task.

Less versatile and noise sensitive watershed algorithms treat the intensity
values of images as valleys and peaks. Initial seed points are assigned labels, then
valleys and peaks are “flooded” at the seed points. Pixels that are connected to
the seed are assigned that seed’s label.

Graph cuts algorithms treat each pixel/voxel as a node in a graph. Each node
of the graph is connected to other nodes of the graph by some neighborhood
scheme. Each node is also connected to a source and sink terminal node. The
nodes are connected to other nodes by edges with assigned cost values. By per-
forming a minimum cost cut on the graph, an optimal function can be solved
that identifies whether a node belongs to the source or sink. A node that belongs
to a source is considered part of the segmented structure. A node that belongs
to the sink is considered background.

Thresholding and morphology are the least complex methods used to recover
structure. Images are transformed according to some metric that is then thresh-
olded to determine background from foreground. Results can be filtered with
mathematical morphology applied both before and after the image is thresh-
olded to account for a limited number of geometric and/or spatial cues.



286 P. Burlina et al.

To our knowledge, relatively little work has been performed for 3D TEE endo-
cardial segmentation: this includes work by Wolf et al. [15] and Kucera et al. [16].
We describe a novel approach to 3D TEE endocardial wall segmentation based
on 3D level sets. Foundational work on level set and recent developments can be
found in the work by Mumford and Shah, Caselles et al., Malladi and Sethian
et al., and Li et al. [21–24]. Our work extends the variational formulation de-
veloped by Li et al. [24] and uses a unique energy function specifically designed
for the 3D TEE modality. This method, described in Sections 2 and 3, shows
promising results, as presented in Section 4.

2 3D Level Sets

We employ a dynamic surface method to find the endocardial boundaries. It
exploits a 3D level set approach and works as follows: at time t = 0, a dynamic
surface is initialized in the atrial and/or intraventricular cavities. This dynamic
surface is then obtained at any subsequent time t by considering an evolving
function φ(x, y, z, t). The dynamic surface is found as S(t), the zero level set of
φ(·), i.e., S(t) = {(x, y, z)|φ(x, y, z, t) = 0}. φ(·) evolves under a driving force
which is designed to expand the surface until it reaches the intensity boundaries
marking the inner walls of the atrial and ventricular cavities. An inhibition
function g(·), detailed later, stops the dynamic surface when it meets these walls
boundaries. Following [24], our time evolution equation is expressed as

(1)
∂φ

∂t
= −δE

δφ
,

where the right hand side of (1) denotes the Gâteaux derivative.
The energy E(φ) includes three terms and is defined as

(2)E(φ) = μP (φ) + λAg(φ) + νVg(φ).

As in [24], our specification of the evolution equation of φ(·) includes a weight
μ and penalty term P (φ) to evolve φ so that, at all times, it closely approximates
a signed distance function. This feature obviates the need for re-initialization and
keeps the surface well-behaved. This penalty is expressed as

(3)P (φ) =

∫
Ω

1

2
(|∇φ| − 1)2dxdydz,

where ∇φ is the gradient of φ and Ω ⊂ R3 is the domain of φ.
The second and third terms Ag(φ) and Vg(φ) in (2) correspond to the surface

area and volume, and drive the surface’s evolution to the desired goals. By
balancing weights λ and ν, we can maintain regularity as the surface expands
by limiting surface area growth and forcing volume expansion. The weight ν is
chosen here to be negative so that the surface expands. The terms Ag(φ) and
Vg(φ) are expressed as

(4)Ag(φ) =

∫
Ω

gδ(φ) |∇φ| dxdydz,
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and

(5)Vg(φ) =

∫
Ω

gH(−φ) dxdydz,

where δ(φ) denotes the Dirac delta function, and H(φ) is the Heaviside function.
Equations (4) and (5) contain an inhibition function g(·), mentioned earlier,

that is designed to abate the motion of the dynamic boundary in places corre-
sponding to the myocardium and mitral valve leaflets location. This function is
detailed in the next section.

After reforming the terms from (2), (4), and (5) into (1), and using the
Gâteaux derivative, the evolution of φ can be expressed as

(6)
∂φ

∂t
= μ

[
Δφ−∇·

( ∇φ

|∇φ|
)]

+ λδ(φ)∇·
(
g
∇φ

|∇φ|
)
+ νgδ (φ) ,

where ∇· denotes the divergence and Δ the Laplacian operators. This equation
specifies a time-update evolution equation for ∂φ/∂t, which corresponds to a
form of steepest descent. This equation is discretized to evolve the function φ,
thus minimizing the objective functional E(φ).

To close this section we detail the derivation of (6) . To this end we wish to
find the first variation of the energy functional

(7)E(φ) =

∫
Ω

[μ
2
(|∇φ|−1)2 + λgδ(φ)|∇φ|+νgH(−φ)

]
dV.

For future use, we note that H(−φ) = 1 −H(φ) and that H ′(φ) = δ(φ). Let φ
be the minimizing function of E, ψ be any other function, and τ be a scalar,
then we have

(8)
d

dτ
E(φ+ τψ)

∣∣∣∣
τ=0

= 0.

The derivatives of the three terms in (7) are given by

(9)
d

dτ
E1(φ+ τψ) = μ

∫
Ω

(|∇φ+ τ∇ψ|−1)
∇φ+ τ∇ψ

|∇φ+ τ∇ψ| · ∇ψ dV,

(10)

d

dτ
E2(φ+ τψ) = λ

∫
Ω

[
gδ(φ+ τψ)

∇φ+ τ∇ψ

|∇φ + τ∇ψ| · ∇ψ

+ gδ′(φ+ τψ) |∇φ+ τ∇ψ|ψ
]
dV,

and

(11)
d

dτ
E3(φ + τψ) = −ν

∫
Ω

gδ(φ+ τψ)ψ dV.

Evaluated at τ = 0 these become

(12)
d

dτ
E1(φ+ τψ)

∣∣∣∣
τ=0

= μ

∫
Ω

(|∇φ|−1)
∇φ

|∇φ| · ∇ψ dV,
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(13)
d

dτ
E2(φ+ τψ)

∣∣∣∣
τ=0

= λ

∫
Ω

[
gδ(φ)

∇φ

|∇φ| · ∇ψ + gδ′(φ)|∇φ|ψ
]
dV,

and

(14)
d

dτ
E3(φ+ τψ)

∣∣∣∣
τ=0

= −ν

∫
Ω

gδ(φ)ψ dV.

Using Green’s first identity,

(15)

∫
Ω

ψΔφ+∇φ · ∇ψ dV =

∫
∂Ω

ψ∇φ · da,

(12) may be recast as

μ

∫
Ω

(|∇φ|−1)
∇φ

|∇φ| · ∇ψ dV = −μ

∫
Ω

∇ ·
(
∇φ− ∇φ

|∇φ|
)
ψ dV

= −μ

∫
Ω

[
Δφ−∇ ·

( ∇φ

|∇φ|
)]

ψ dV, (16)

where the surface term in (15) has been omitted based on the assumption that
the variation is zero on the boundary (i.e., the boundary values of the functions
over which E is considered are specified and hence ψ = 0 on ∂Ω). Similarly, the
first term in (13) becomes

(17)λ

∫
Ω

gδ(φ)
∇φ

|∇φ| · ∇ψ dV = −λ

∫
Ω

[
gδ′(φ)|∇φ|+δ(φ)∇ ·

(
g
∇φ

|∇φ|
)]

ψ dV.

Since, from (8), we have d
dτE(φ+ τψ)

∣∣
τ=0

= 0, then

(18)

∫
Ω

{
−μ

[
Δφ−∇ ·

( ∇φ

|∇φ|
)]

− λδ(φ)∇ ·
(
g
∇φ

|∇φ|
)
− νgδ(φ)

}
ψ dV = 0.

As this must be true for any ψ, the portion of the integrand in braces must be
identically zero for the minimizer φ. We therefore define the Gâteaux derivative

(19)
∂E

∂φ
= −μ

[
Δφ−∇ ·

( ∇φ

|∇φ|
)]

− λδ(φ)∇ ·
(
g
∇φ

|∇φ|
)
− νgδ(φ),

such that the minimizer φ satisfies the Euler-Lagrange equation ∂E
∂φ = 0.

3 Inhibition Function

Our design for the inhibition function g(·) takes into account three components:
the output of a k-means clustering, the output of a thin tissue detector using a
structure tensor, and the TEE intensity gradient.

k-means clustering provides a good outline of the endocardium and surround-
ing structure. It is obtained after low pass filtering and intensity remapping to
address any signal drop-off far from the TEE frustum apex (corresponding to
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(a) (b)

Fig. 1. 3D TEE: (a) top view from the left atrium showing the mitral valve, the aortic
valve, and the left ventricle; (b) side view showing the left atrium, the mitral valve
leaflets, the aortic valve and the left ventricle

the TEE probe location). We denote the output of the k-means algorithm by the
indicator function JKM (x, y, z), equal to one where the k-means algorithm clus-
tered the darker voxels (including the intraventricular and intra-atrial cavities),
and zero otherwise (including the myocardial areas).

Additional information on the heart wall and anatomical structures such as
the trabeculae carneae and chordae tendineae is indicated by a variation in
intensity in the 3D TEE which is captured by the function ed(·), as in:

(20)ed(x, y, z) =
1

1 + a|∇G ∗ I(x, y, z)|2 .

where ∇G ∗ I is the gradient of the Gaussian-smoothed TEE intensity. This
function represents a ‘negative’ of the gradient magnitude map, taking small
values for high gradient magnitudes, and values close to 1 for small gradient
magnitudes. This gradient-based definition of ed(·) might be an issue for echocar-
diography images with limited contrast. We have found however that it works
adequately with TEE imaging, which allows a close “view” into the left heart
complex and exhibits good contrast when compared to other cardiac ultrasound
imaging techniques such as transthoracic echocardiography.

The third term in our specification of the inhibition function exploits the
structure tensor to detect the location of thin tissue such as the mitral or aortic
valve leaflets, whose detection may be sometimes problematic using the two
former methods.

Given a volume of intensity values f(x) where x is the (x, y, z) coordinate of
the voxel, one can approximate the values surrounding a point in the volume x0

in a second-order Taylor series fashion as

(21)f(x) ≈ f(x0) + (x− x0)
T∇f0 +

1

2
(x− x0)

T∇2f0(x− x0),
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where ∇f0 and ∇2f0 denote the gradient vector and the Hessian matrix at x0

respectively. From this approximation, it is important to note that the varying
intensities surrounding x0 is spanned by the eigenvectors of the Hessian matrix.
The eigenvalues corresponding to these eigenvectors can be used to define a new
space that is invariant under orthonormal transformations. Tissue classification
can be performed in this space. From [25, 26], thin planar structures can be found
as follows: Let e1(x), e2(x), and e3(x) be the eigenvectors of the Hessian matrix
∇2f where e1(x) corresponds to the eigenvector with the largest eigenvalue λ1(x),
e2(x) corresponds to the eigenvector with the next largest eigenvalue λ2(x), and
e3(x) corresponds to the eigenvector with the smallest eigenvalue λ3(x) (i.e., λ1 ≥
λ2 ≥ λ3). A measure of the planarity of the surrounding local structure can be
defined by:

(22)Ssheet{f} =

{ |λ3| ·w(λ2, λ3) · w(λ1, λ3), λ3 < 0,
0 otherwise.

where w(λs, λt) is defined by:

(23)w(λs, λt) =

⎧⎪⎪⎨
⎪⎪⎩

(
1 + λs

|λt|
)γ

, λt ≤ λs < 0,(
1− α λs

|λt|
)γ

, |λt|
α > λs > 0,

0 otherwise.

γ controls the sharpness of selectivity and α controls the asymmetrical charac-
teristic in the negative and positive regions of λs, with 0 < α ≤ 1. We found
that γ = 0.5 and α = 0.25 work well in our experiments. We denote by Jl(x, y, z)
the inverse of the indicator function denoting the leaflet position found by the
structure tensor method.

Collecting the various terms together, our final specification for the level set
inhibition function is given by:

(24)g(x, y, z) = JKM (x, y, z) · Jl(x, y, z) · ed(x, y, z).

4 Experiments

Intraoperative real-time 3D TEE full volume sequences of the left heart were
collected from patients undergoing surgery. 3D TEE acquisition was performed
using an iE33 Philips console with a Philips X2-T Live 4D TEE probe (Philips
Medical Systems, Bothell, WA). The TEE cube sizes were 208×208×224. The
3D TEE probe was operated at frequencies ranging from 3 to 5 MHz. The pixels
spatial resolutions were respectively 0.666×0.657×0.580 mm or approximately
1.10 mm diagonal voxel resolution. A 7 breath-hold cycle acquisition protocol
was employed leading to a frame rate of close to 50 Hz.

In our experiments, we found the following parameters values to work well for
left ventricle and atrium segmentation: λ = 4, μ = 0.04, ν = −6, and a = 300.
The parameter values were kept unchanged for all the experiments as we bench-
marked the segmentation method. Benchmarking was performed using four 3D
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Fig. 2. Intra-atrial cavity (top) and intraventricular cavity (bottom) segmentation. In
each row, from left to right: long axis/two chamber, long axis/four chambers, short
axis, and 3D rendered views.

TEE datacubes. Ground truth segmentation of the intra-atrial and intraventric-
ular cavities was done by experts on full volumes, using hand segmentation on all
short axis, long axis/two chamber, and long axis/four chamber views. In all, this
involved hand segmentation of 2560 view planes to allow the computation of errors
andDICE numbers.We found amean absolute errorm =2.29mmwith associated
standard deviation σ = 2.70 mm, a root mean square error of r = 3.56 mm, and
a DICE number of d = 85.60%. Examples of 3D TEE cubes are shown in Fig. 1.
Examples of the resulting segmentation of full TEE cubes are shown in Fig. 2.

5 Conclusions

We describe a novel 3D segmentation method to detect endocardial walls from 3D
TEE. Promising results are found using intraoperative TEE data. Challenging
factors still remain, including the detection of the walls and the characterization
of performance in areas with strong trabeculation, such as close to the ventric-
ular apex, where we also found sizable inter-expert ground truth segmentation
variation. Future goals are to address these challenges and limitations.
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Abstract. Mathematical models of ventricular cardiomyocyte orientation provide 
a simple description of histo-anatomical arrangements that are important for 
cardiac mechano-electric behaviour. They can be used to analyse interspecies 
differences, to explore dynamic remodelling such as during development or 
disease, and they are key for building realistic computational representations of 
the heart. This study investigates the suitability of regionally optimised models to 
represent accurately myocardial structure. Using DT-MRI scans as a reference, 
we calculate an optimised model by finding the parameters that minimise angular 
differences, both globally and regionally using a 16-segment topography. Results 
show angular differences between the optimized model and DT-MRI data of up to 
15 degrees, with regional optimization providing a clear improvement in model 
accuracy (up to 52% error reduction).  

Keywords: DT-MRI, cardiac myocyte orientation, computational modelling. 

1   Introduction 

The orientation of cardiac myocytes (also known as cardiac fibre orientation) 
fundamentally affects the electro-mechanical properties of the heart. Thus it is crucial 
that computational models reproduce it accurately [1,2]. As early as 1969 [3], 
histological studies were used to describe cardiomyocyte orientation, showing in a 
canine model that the fibre inclination angle (also known as fibre helix angle, and 
defined as the angle between the projection of the myocyte orientation on the plane 
formed by the circumferential and longitudinal directions and the circumferential 
direction) smoothly rotates from -60° in the epicardium to +60° in the endocardium.  

While histology studies provide direct visualisation of cardiac cell structures, 
associated techniques are destructive, by and large producing two-dimensional data. 
Diffusion Tensor Magnetic Resonance Imaging (DT-MRI) offers a viable, non-
destructive alternative towards the study of fibre orientations in three dimensions, 
with the potential of obtaining good resolution scans in vivo in the near future [4]. 
Cardiac DT-MRI scans provide Diffusion Weighted images in at least six different 
directions, which are used to form a diffusion tensor. The primary eigenvector of the 
diffusion tensor has been shown to correspond well with locally prevailing myocyte 
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orientation established by histology; in [5], an average per-voxel difference of 12° 
between DT-MRI and histology-based cell orientation was found (with a 10° 
uncertainty in histology analysis). 

It has been proposed [3] that a simple mathematical rule could describe myocyte 
orientation in normal mammalian hearts. Based on this, the computational model in 
[6] proposed for the helix angle α: 

( )neR 21−=α                                                          (1)  

where e, 0 ≤ e ≤ 1, is a normalised parameter describing the position of the point 
within the myocardial wall at which the fibre orientation is described, with e=0 for 
the endocardium and e=1 for the epicardium, while R represents the maximum value 
of the helical angle. In [6], an exponent n=3 was used. Similar equations using a 
linear (n=1) rather than a cubic law have been shown to correlate well with DT-MRI 
studies of the rat heart [7]. An alternative approach was proposed in [8], where an 
excellent statistical analysis of myocyte orientation in canine hearts was performed 
based on image registration between scans. 

State-of-the-art cardiac models can rely on either mathematical expression or DT-
MRI studies of the same heart for the definition of myocyte orientation [9]. While 
using orientations from DT-MRI scans has the advantage of capturing subject-specific 
variations, DT-MRI has limitations in Signal-to-Noise Ratio (SNR) and resolution, 
and ex vivo scans are affected by tissue deformation introduced during sample 
extraction and fixation.  

Therefore, the use of mathematical rules for cardiac myocyte orientation retains 
several attractive features. It provides a simple, intuitive description that can be easily 
understood and used in hypothesis generation. It can be applied to studies where no 
DT-MRI data is available, or where the distortion introduced by tissue fixation is to 
be avoided, without the need for an additional image registration with an atlas (which 
depends on several parameters and introduces distortion of its own). Mathematical 
models can be used to analyse quantitatively the changes in orientation introduced by 
global or regional pathology. Finally, they can be used as a basis for algorithms to 
correct for noisy DTI measurements and increase their resolution. 

1.1   Aims and Contributions 

The overall aim of this study is to propose an extension to the simple mathematical 
rule proposed in [6], allowing more accurate definition of relevant parameters, 
adjusted and validated using voxel-wise correspondence with DT-MRI scans. 

More precisely, the contributions presented in this paper are: 

- determining the optimal expression to describe transmurally varying myocyte 
orientation in the rat heart, and calculating its accuracy, 

- quantifying the extent to which regional changes need to be included in such 
model, following the regional model in [10], and 

- proposing a complete algorithm from image segmentation to assignment of 
orientations that can be used to build computational models. 
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2   Methods 

2.1   Sample Preparation and Image Aquisition 

Isolated rat hearts were saline-washed in Langendorff mode, and fixed with 
Karnovsky’s fixative using coronary perfusion, either in resting state, during volume 
overload, or in contracture. MR imaging was carried out on a 9.4T (400 MHz) MR 
system (Varian, Inc., Palo Alto, CA, USA). A three-dimensional fast spin-echo pulse 
sequence was developed to provide diffusion-weighted MR images. During 
acquisition, a pair of unipolar trapezoidal diffusion gradients was applied on either 
side of the first 180° pulse, and eight echoes were collected per excitation to reduce 
scan times. Diffusion gradients were applied in six non-collinear directions [12]. 
Measurements were acquired at an isotropic resolution of 101.6μm. Diffusion tensors 
were then calculated using a weighted linear least-squares fit method. Full details are 
available in [11]. The dataset currently consists of 20+ rat hearts. 

2.2   Segmentation 

The methods shown in this paper depend strongly on accurate image segmentation, 
for several reasons: the parameter e in equation (1) is based on accurate determination 
of the epi- and endocardial surfaces, and papillary muscles and endocardial 
trabeculations need to be separated from the myocardial wall, since the myocyte 
orientation in those does not follow the same pattern as in the myocardial wall. Fig. 1 
shows intermediate steps and final results on a slice of one of the hearts in the dataset. 

Contrast between tissue and background was analysed on the unweighted MRI 
image (S0), and on calculated Apparent Diffusion Coefficient (ADC) and Fractional 
Anisotropy (FA) images. The ADC values, detecting the large difference in 
diffusivity between cardiac tissue and the fixative in the background, provided the 
best discrimination (Fig. 1a), and thus they were used for segmentation using an 
initial thresholding followed by morphological cleaning to remove small artefact 
regions in the background, to fill holes and to smooth the extracted surfaces.  

In order to separate internal structures within the left ventricle (LV), the convex 
hull of the detected LV was calculated on individual short axis slices; any structures 
lying within the convex hull were removed. By removing small salient structures, this 
operation has the additional effect of smoothing the endocardial surface, reducing the 
effect of segmentation errors on the calculation of myocyte orientation described 
below. A sample result of the LV extraction is shown in Fig. 1b. 

2.3   Separation of Left and Right Ventricles 

The region where the septum and the myocardial free wall meet is particularly 
difficult to represent. If DT-MRI is used, the complexity of the orientation pattern in 
this area produces partial volume effects requiring increased resolution. In the case of 
a mathematical model, the separation between left and right ventricles is fundamental 
to assure the accuracy of the estimation. 

From visual analysis of DT-MRI scans (see Fig. 1c), the orientations form a circular 
pattern dominated by the structure of the LV wall. To reproduce this pattern, we use 
the following algorithm. The centroid of the LV is calculated for each short-axis slice. 
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The distance between the LV and the closest LV epicardial point is calculated as a 
function of the radial angle (with the RV surface of the septum treated as LV 
epicardium); this curve is shown in blue in Fig. 1d. The area of connection between 
septum and free wall is identified as that where the distance function significantly 
departs from the average, and the values in this area are substituted by an 
interpolation of the remaining values, represented by the red line in Fig. 1d. The 
corrected function is then used to determine the boundary of the LV.  An example of 
LV/RV segmentation is shown in Fig. 1e. 

 

a b c 
 

d e f 

Fig. 1. Illustration of original images and the pre-processing pipeline on a sample heart. a) 
ADC image; b) Segmentation results; c) Absolute value of the helix angle from the DT-MRI 
scan; d) Distance from LV centre for angles ranging from 0 to 2π; e) Results of LV/RV 
separation; f) Segment division [10]. 

2.4   Regional Analysis 

In order to calculate whether a single mathematical model is able to represent the 
structure of the whole myocardium, and to which degree regional variability needs to 
be incorporated, we segment the LV walls into regions following the method in [10]. 
The LV wall is divided into 3 sections along the long axis, with 35% assigned to 
basal, 35% to mid-myocardial and 30% to apical. Basal and mid-myocardial regions 
are further divided into 6 sections in the short axis: anterolateral, anterior, 
anteroseptal, inferoseptal, inferior and inferolateral, while the apical regions are 
divided into anterior, septal, inferior and lateral. The RV wall was divided into basal, 
mid-cavity and apical. A sample segmentation is shown in Fig. 1f. 
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2.5   Extended Mathematical Model 

As discussed above, both linear and cubic rules have been proposed to model 
myocyte orientation using (1). In order to allow the use of arbitrary values of the 
exponent n, we propose the following equation: 
 

    (2) 
   
where sgn() is the sign function. The value of e is calculated as the normalised 
distance to the closest points in the endo- (dendo) and epicardial (depi) surfaces: 
 

    (3) 
 

A representation of the helix angle α for different values of n is shown in Fig. 2. The 
septum is treated as a continuation of the LV wall: dendo is the distance to the LV and 
depi is the distance to the RV.  

2.6   Estimation of Optimal Parameters for the Mathematical Method  

Optimal values of the exponent n and the transmural rotation R were calculated as 
those that minimise the Sum of Squared Differences (SSD) between estimated and 
DT-MRI measured orientations at each voxel. Optimization was carried out using the 
Nelder-Mead simplex algorithm in an unconstrained optimisation. 
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Fig. 2. Helix angle within the myocardial wall for different values of n. R is fixed to 60° 

Both global (minimising SSD across the whole myocardium) and local (minimising 
SSD for each one of the LV and RV segments) were performed.  

The algorithms in this and previous Sections were implemented in Matlab. 

3   Results 

Table 1 shows the comparison between the optimised model and the linear (n=1) and 
cubic (n=3) models corresponding to (1), averaged across three rat hearts. As in [7], 
the linear model performs clearly better than the cubic model, and this is reflected in 
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Fig. 3. Illustration of the results of the regional optimization. a) Segment names for both LV 
and RV [10]; b) Values of R; c) Values of n; d) Average angular errors, in degrees; e) 
Improvement in the model accuracy, in %, when regional optimization is used, compared with 
a global linear model. 

the optimal value of n found by the algorithm, ranging from n=0.73 for the local to 
n=0.78 for the global optimisation. The average error (absolute difference between 
predicted and DT-MRI angles) decreases moderately with the optimisation (by 6.7% 
and 16.24% for the global and regional optimisations, respectively). 

In Fig. 3, results are shown for each of the segments, again averaged across heart 
samples. Interestingly there is substantial variability in the values of R (Fig. 3b) and n 
(Fig. 3c) between segments (standard deviations, not shown in the Figure for 
simplicity, reach up to 15° for R and 0.25 for n). This results in a much larger reduction 
in average errors, per segment, than those shown in Table 1. Fig. 3d shows average 
errors and Fig. 3e the average improvement (defined as the relative difference between 
errors in the linear and optimised models). Average improvements shown in Fig. 3e for 
individual segments take values of up to 48%, and are particularly high in the septum. 
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Fig. 4. Differences between model and DT-MRI. Left: Linear model. Middle: Globally 
optimised model. Right: Locally optimised model. Notice the improved local adjustment 
obtained by local optimization in the highlighted area. 

Table 1. Comparison between global cubic and linear models, and the optimised model, 
adjusted on a global or segment-wise basis 

 Cubic Linear 
Globally 
optimised 

Locally 
optimised 

R (average) 60 60 65.6 63.7 
n (average) 3 1 0.8 0.7 

Average error (degrees) 25.1 16.0 15.0 13.8 

Fig. 4 shows results of the linear, globally optimised and locally optimised models 
on one of the heart samples. While overall the linear model provides a good 
estimation, local errors can still be high. The optimised model reduces those errors, in 
particular if regional optimisation is used, as can be seen in the highlighted region. 

4   Discussion 

The results in Table 1 for the locally optimised model show average errors of 13.8°. 
In comparison, in [5] the differences between DT-MRI and histology were estimated 
at around 12°, and thus in the same range of our results. In this respect, this study 
confirms that the mathematical model can provide a good description of the overall 
myocyte orientation in the rat heart. 

However, local errors are more substantial, in particular in areas of junction 
between septum and free wall, and this justifies the use of a locally optimised model. 
In particular, we have found significant differences between septal and inferior 
segments. This variability could be important in the study of the effect of local 
pathologies in myocyte structure. 

While some errors might be due to the mathematical model, others undoubtedly 
arise from inaccuracies in the segmentation. In particular, a failure of the segmentation 
to remove endocardial structures would result in significant local errors. The limited 
resolution of the DT-MRI images is also a source of error, as partial volume effects at 
the surfaces are substantial. In addition, in the animal model used, the spatial extent of 
source tissue affects signal quality, which may explain the larger errors seen in the RV. 
Effects of vasculature on DT-MRI signals remain to be investigated. 
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In this report, we have only presented results for 16 segments. The apical area is 
particularly difficult to represent, due to its complicated cellular structure. Finally, a 
potential extension of the work proposed here could also consider different values for 
the maximum angle R in the endo- and epicardial surfaces. 
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Abstract. The distribution of ablation catheter contact force may be important 
for elucidating the mechanisms of pulmonary vein (PV) reconnection following 
PV isolation (PVI) for the treatment of paroxysmal atrial fibrillation (PAF). A 
novel method was developed for the visualisation of tissue contact force on left 
atrial models derived from segmented MRI data and the approach was tested in 

3 patients. The left atrium was 
automatically segmented from pre-
procedural whole-heart cardiac 
magnetic resonance (CMR) scans in 
three patients undergoing 
circumferential PVI for catheter 
ablation of PAF. During the 
procedure, the CMR shell was 
overlaid on to real-time fluoroscopy 
using the EP Navigator (EPN) 
software (Philips Healthcare, The 
Netherlands) and registered using the 
trachea and intracardiac catheters.  
Using a wide area circumferential 
approach to encircle ipsilateral pairs 
of PVs, the position of each 
radiofrequency (RF) application 

(25W for 40s) was recorded on the CMR shell using the point tagging feature of 
EPN. Using a contact force-sensing ablation catheter (TactiCath, Endosense, 
Switzerland), the contact force-time integral (FTI) for each registered ablation 
point was recorded.  The FTI for each point was then projected on to the CMR 
shell with a circular diameter of 10mm using custom-made software. This 
radius of force distribution was chosen to reflect the typical accuracy of 
location of the mapping catheter and also to take into account the motion of the 
catheter during the RF application. 4 vein PVI and FTI maps were achieved in 
all patients (see figure 1 for example). The mean FTI applied to each side of the 
left atrium was recorded in gram seconds. The total and regional FTIs applied 

Fig. 1. The FTI map for each patient 
in three separate views (from left to 
right: posterior, right PVs and 
anterior
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to achieve PVI differed between and within patients respectively, but in an 
inconsistent manner. The FTI map on the pre-segmented atrial shell provides an 
intuitive post-procedural assessment of the tissue-contact force achieved during 
RF delivery. The FTI is less consistent between patients for the RPVs than for 
the LPVs, perhaps reflecting patient-specific technical challenges. Comparison 
of FTI maps with post-ablation delayed enhancement, T2W MRI and clinical 
outcome data may assist in understanding the mechanisms of effective lesion 
delivery and of PV reconnection after ablation. 

Keywords: catheter ablation, atrial fibrillation, contact force, visualization 
techniques, image-guided intervention. 



Trials on Tissue Contractility Estimation

from Cardiac Cine MRI
Using a Biomechanical Heart Model

R. Chabiniok1, P. Moireau1, P.-F. Lesault2, A. Rahmouni2,
J.-F. Deux2, and D. Chapelle1

1 INRIA, MACS Team, B.P. 105, 78153 Le Chesnay, France
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Abstract. In this paper we apply specific data assimilation methods
in order to estimate regional contractility parameters in a biomechani-
cal heart model, using as measurements real Cine MR images obtained
in an animal experiment. We assess the effectiveness of this estimation
based on independent knowledge of the controlled infarcted condition,
and on late enhancement images. Moreover, we show that the estimated
contractility values can improve the model behavior in itself, and that
they can serve as an indicator of the local heart function, namely, to
assist medical diagnosis for the post-infarct detection of hypokinetic or
akinetic regions in the myocardial tissue.

1 Introduction

Building adequate patient-specific models is now widely recognized as a most
important challenge for bioengineering applied in medicine, and this holds in
particular for cardiac modeling [18]. Of course, as a first major ingredient, this
requires the construction of accurate anatomical models which suitably represent
the actual geometrical attributes of the patient considered, usually based on
medical imaging data. The next – at least equally important, and particularly
challenging – stage consists in “personalizing” the biophysical characteristics of a
cardiac model in order to reproduce the specificities of the patient, as e.g. in case
of various pathologies which are likely to perturb localized values of constitutive
parameters. This step is crucial to render the model predictive, hence to obtain
some clinically-relevant quantitative information from the model simulations,
both in the current state of the patient and under various scenarii of future
evolutions, such as for therapy planning.

The complexity of the heart physiology – and of the related models – is such
that this biophysical personalization procedure cannot be simply performed
“manually”, such as by directly extracting the required quantities from the
available measurements, hence some automated estimation procedures are much
needed in this endeavor [1]. Moreover, as some biophysical parameters are strongly
correlated with the functional state of the organ, the automatic estimation of
these parameters can be envisioned as a diagnosis tool. Our approach corre-
sponds to the concept of data assimilation – already widely employed in other
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domains of science and engineering – notably different from the objective of car-
diac motion tracking per se [15,10,2,17], sometimes complemented by extracting
some valuable indices from available data by using some constraining physical
model equations [7,9]. The discriminating criterion in data assimilation is that
once the estimation has been performed the biophysical model must be able to
run independently of any data, while providing accurate and predictive solutions.

In this paper, we will consider a biomechanical heart model as proposed in
[16] and perform a complete personalization – namely, both anatomical and bio-
physical – using actual clinical data consisting of Cine MR image sequences and
pressure measurements, based on some earlier-proposed estimation procedures
[12,13,11]. In order to allow for a detailed assessment of the estimation results,
we used data obtained in an animal experiment in which a controlled infarct was
created [4]. Hence, we can quantitatively compare the estimation results pertain-
ing to the main biophysical parameter of interest in this context – namely, the
tissue contractility – obtained prior and after infarction, and also qualitatively
and semi-quantitatively evaluate the post-infarct results with respect to a priori
knowledge regarding the pathology and to late enhancement indicators.

The next section will be devoted to the description of experimental data
and an overview of the biomechanical model considered. Then, in Section 3 we
summarize the estimation methodology and present the personalization results.
A discussion follows in Section 4, prior to concluding remarks.

2 Experimental Data and Direct Modeling

The animal experiment including the data acquisition and setup of the direct
model was described in [4]. Here, we will summarize the experimental data ac-
quisition and the calibration strategy for the healthy and the infarcted hearts.

2.1 Experimental Data

The experimental data consist of animal data obtained with a farm pig of 30 kg.
The subject was examined and data acquired once in a baseline condition (physi-
ological heartbeat), and 38 days after artificially creating an antero-septal infarct.
In both stages, non-invasive MR image data – among which Cine MRI and late en-
hancement images were used to set up the models – were acquired, and pressures
in the heart cavities and large vessels were measured by catheterization.

2.2 Anatomical Model

Anatomical models for the baseline and infarcted stage were created from the
end-diastolic time frames of the Cardiac MR images. We emphasize that two
different anatomical models had to be created, in particular due to significant
anatomical changes (thinning of the post-infarcted LV wall caused by resorp-
tion of the necrosis and tissue remodeling). Fiber directions were defined using
prescribed values of angles between the short axis plane and the fibers on the
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Fig. 1. Computational mesh for baseline (left) and generic fibers prescribed in the
mesh (right)

Regions #1 #2 #3 #4 #5 #6

Fig. 2. Mesh of T0+38 subdivided into 6 volumic regions in the left ventricle

epicardium and endocardium, namely, -60/60 degrees in the LV, and -50/50 de-
grees in the RV, see Figure 1. The left ventricle of each model was subdivided
into 6 volume regions – corresponding in their upper third to the basal seg-
ments of the standard 17-segment LV subdivision proposed by the American
Heart Association (AHA) in [3], see Figure 2 – in order to allow prescribing and
estimating different values of physical parameters in each region, in particular
to characterize the infarct. In addition, for assessment purposes the non-viable
tissue in the infarcted stage was segmented from the late enhancement images
and projected into the corresponding model, see Fig. 3.

2.3 Biophysical Model

The cardiac model considered was described in [16], see also [6] for a more
complete physiological and physical substantiation. In this model, a prescribed
electrical activation induces actin-myosin binding, hence an active stress along
the fiber direction. It has already been demonstrated in [4] that the main ef-
fects of an infarct can be captured in this model by reducing the contractility
parameter which relates the electrical activation to the mechanical quantities.
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Fig. 3. Infarcted tissue in the mesh (left, in red) as segmented from the late enhance-
ment MR images (right, yellow arrows)

The setup of the direct model of the healthy stage follows the calibration pro-
cedure used in [5]. The main mechanical parameters of the model – namely, the
active properties represented by the contractility, and the passive tissue stiffness
parameters – were adjusted manually. These parameters were kept constant over
the whole myocardium. We used visco-elastic boundary conditions ([14]) applied
on the base of the ventricles (area around the valves) and in the area around
the apex, with parameters adjusted to obtain a still apex while preserving the
base motion as seen in the long axis Cine MR images. An additional visco-elastic
boundary condition representing a contact between the anterior heart wall with
the thoracic cage was used. Finally, the Windkessel models parameters were
adjusted so as to obtain simulated ventricle and arterial pressures close to the
measured values.

In all our simulations we used an analytically prescribed electrical activation
pattern in which a planar wave propagates from the apex to the base while
activating only the subendocardial part of the myocardium. The transmural
propagation is represented by a traveling wave with a lower propagation veloc-
ity. The two velocities are adjusted in the baseline case so that the activation
timing is physiological, namely: propagation along the endocardium in ∼30–35
ms; endo- to epicardium propagation in ∼30–35 ms; activation of the whole my-
ocardium in ∼70–80 ms, which corresponds to the measured QRS duration. The
action potential duration in the simulation was taken constant over the whole
myocardium, and was adjusted according to the Cine MRI data.

3 Regional Contractility Estimation Using Data
Assimilation

3.1 Data Assimilation Methodology

Data assimilation consists in using measurements available on the system con-
sidered in order to estimate the state variables – namely, the actual trajectory
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taken by the real system – and some unknown or uncertain modeling parameters.
In this study we employed a sequential type data assimilation procedure – also
referred to as filtering – by which the model dynamics and the uncertain pa-
rameters are corrected all along the simulation window using an operator which
characterizes the discrepancy between the current simulated state and the mea-
surements [12,8]. A successful procedure allows to achieve rapid convergence of
the simulated trajectory to the real one and of the parameter quantities to their
actual values. Furthermore, the essential physical behavior of the model is not
perturbed, hence once the actual state and parameters have been recovered the
model can be considered to be adequately personalized. The model can then be
used to obtain information on some biophysical quantities absent from the mea-
surements, or to predict the evolutions of the system under various assumptions,
such as to explore and assess therapeutic strategies.

3.2 Estimation Using Segmented Cine MRI

In our case we will use the segmented Cine MRI sequences to construct a dis-
crepancy operator based on the distance maps of the model boundary to the
segmentation contours, separately on the LV endo- and epicardium. This dis-
crepancy is employed in a filtering approach named “Schur Displacement Feed-
back” (SDF) which provides an effective state estimator as discussed in [13,8].
In addition, parameter estimation is performed by incorporating a second-stage
filter which corresponds to a reduced-order version of the “Unscented Kalman
Filter” (UKF), see [11]. This method generalizes reduced-order Kalman filtering
to nonlinear dynamical and discrepancy operators – and indeed would be equiva-
lent for linear systems – without requiring the computation of tangent operators
and with enhanced accuracy compared to Extended Kalman Filtering.

We used this joint state-parameter estimation approach to estimate both the
trajectory and regionalized contractility values – scaled to one according to a
nominal healthy value – in each of the 6 above-described regions. As regards
the estimation procedure setup, 3 main parameters had to be adjusted, namely,
the covariance of the (scaled) contractility parameters set to 1/7, the standard
deviation of the observation error corresponding to roughly 1.5 mm in the seg-
mentation, and the gain of the SDF filter manually calibrated to maintain the
simulated system “reasonably close” to the data.

3.3 Estimation Results

Figure 4 shows the regional contractility estimation results, both in the baseline
and in the infarcted stages. We emphasize that – by construction of the filtering
procedure – the estimated parameter values evolve during the simulation period
– corresponding to a complete heartbeat in our case – and of course the actual
estimation is achieved with the final values. Note that these estimation curves
actually stabilize near the end of the simulation window.

We also show in Figure 5 a comparison of the Cine MRI at the infarcted stage
with three model contours: a direct simulation without estimation and with nom-
inal contractility parameter values; the joint state-parameter estimator; finally,
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(b) T0+38

Fig. 4. Regional contractility estimation at each stage

Fig. 5. Two slices of the end-systolic phase at stage T0+38. Comparison of direct
model with constant contractility (yellow contour), direct model using the estimated
values of contractility (red), joint state-parameter estimation (black).

a direct simulation without estimation and with the contractility parameter val-
ues obtained in the estimation procedure. We can see that – as expected – the
estimator is closest to the image contours, but the direct simulation with per-
sonalized parameters is also quite accurate, and in particular drastically reduces
the thickening in the infarcted region, unlike in the nominal simulation.

We can also assess the estimation results by comparison with the proportion
of tissue marked by the late enhancement in each region. The plot shown in
Figure 6 displays a good correlation between these computed ratios (ri)6i=1 and
the corresponding values obtained from the estimated contractility parameters
(θi)6i=1 by assuming the simple interpolation rule θi = 0.25ri + 1.20(1 − ri). Of
course, it should be noted that the segmentation of late enhancement images
can be expected to be affected by various errors, hence it does not provide any
definite “ground truth”.
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Fig. 6. Relative extent of the infarct in each region computed from the late enhance-
ment segmentation and inferred from the estimated parameters (regions ordered from
left to right)

4 Discussion

As seen in Figure 4, in the baseline case the contractility values do not vary
more than by 10% in the course of the estimation. At the infarcted stage, a
pronounced drop of contractility in the infarcted regions – except for Region
�1 – is obtained, together with an increase in Regions �5 and �6 which may be
caused by a compensation hypertrophy.

The contractility overestimation in the anterior wall at the infarcted stage
(Region �1) may be caused by the artificial boundary conditions applied on the
adjacent epicardial surface. The prescription and adjustment of suitable bound-
ary conditions is a difficult problem, as we need to represent the contact of the
heart with the surrounding structures – mainly the thoracic cage and the di-
aphragm – for which we used visco-elastic boundary conditions. However, this
type of boundary condition applied on the anterior wall (part of Region �1)
clearly hinders contraction. The hypokinesis of the region is then corrected by
the parameter estimation, inducing an increase of the estimated contractility
parameter in Region �1, see Figure 4. For this reason mainly related to a model-
ing limitation, we introduce some error in the parameter estimation for Region
�1. This modeling issue may be circumvented by considering a sliding boundary
condition on the anterior wall – much more realistic than the tethering associ-
ated with viscoelastic support, indeed – but such boundary conditions are quite
delicate to handle and require very smooth surface meshes to allow adequate
sliding.

Nevertheless, considering the relative coarseness of the measurements used in
the estimation procedure – namely, only two segmented surfaces in each snap-
shot, the results obtained for the regional contractility values are undoubtedly
satisfactory, as also substantiated by the personalized simulation produced with
these estimated values, recall Fig. 5.
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5 Conclusion and Perspectives

In this paper, we successfully applied a methodology of sequential joint-state
parameter estimation with real cardiac Cine MRI data. As a result, this ap-
proach provides an automatic biophysical personalization of the model, which
enables further uses for predictive purposes with key perspectives in therapy
planning. Furthermore, we were able to localize and quantify myocardial infarc-
tion via regional contractility parameters, which shows some valuable potential
for diagnosis assistance.

Of course, with a view to diagnosis assistance, more detailed regional contrac-
tility maps – e.g. a 17-segment AHA subdivision of the left ventricle, possibly
further subdivided into several layers – would be extremely valuable. Our results
indicate that observability conditions intrinsically limit the information which
can be extracted from mere segmented Cine sequences. However, we could also
employ tagged MR images, either with directly extracted myocardium displace-
ments, or by extending in a straightforward manner the estimator used in this
work based on measuring distances between the simulated and observed surfaces
with the tag planes [8]. We can conjecture that the level of details accessible with
this type of data would be significantly enhanced, and we could also expect to
benefit from this to estimate some other physical parameters, such as passive
tissue stiffness or quantities pertaining to the electrical activation.
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Real-Time Cardiac MR Anatomy and Dyssynchrony 
Overlay for Guidance of Cardiac Resynchronization 

Therapy Procedures: Clinical Results Update  

YingLiang Ma1, Anoop Shetty1, Simon Duckett1, C. Aldo Rinaldi2,  
Tobias Schaeffter1, Reza Razavi1, Gerry Carr-White2, and Kawal S. Rhode1 

1 Division of Imaging Sciences, King’s College London, SE1 7EH, UK 
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Abstract. Optimal left ventricular (LV) lead placement via the coronary sinus 
(CS) is a critical factor in defining response to cardiac resynchronization therapy 
(CRT). Using novel MR image acquisition, segmentation, overlay and registration 
software we set out to guide lead placement by avoiding scar and targeting the LV 
region with the latest mechanical activation. We previously reported clinical 
results for 7 patients and now present updated results. 17 patients underwent 
cardiac magnetic resonance (CMR) scans. 3D whole heart images were 
segmented to produce high-fidelity anatomical models of the cardiac chambers 
and coronary veins.  Four-chamber and short-axis cine images were processed 
using Tomtec software to give a 16-segment time volume-dyssynchrony map. In 
patients with myocardial scar, the Gadolinium late enhancement images were 

manually segmented 
and registered to the 
anatomical model along 
with the dyssynchrony 
map. The 3 latest 
mechanically acti- vated 
segments with <50% 
scar were identified and 

this information was overlaid at CRT implant on to live X-ray fluoroscopic 
images using a prototype version of the Philips EP Navigator software (see 
figure). Subsequently, the X-ray C-arm and table could be moved freely whilst 
automatically maintaining a registered roadmap. We used a high-fidelity pressure 
wire to assess the acute haemodynamic response to pacing in different regions of 
the overlaid 16 segment model. 15 of the 17 patients underwent successful 
placement of a LV pacing lead via the CS with satisfactory pacing parameters and 
no phrenic nerve stimulation at implant. In 2 patients we were unable to place a 
LV lead successfully in any branch of the CS. We paced in at least one of our 3 
target segments in 11 patients. 67% of patients were responders as defined by a 
10% increase in +dP/dt over baseline. In conclusion, CMR-guided CRT allowed 
left lead placement in 15/17 patients with approximately 2/3 patients being acute 
responders. Furthermore, specific targeting was successful in 11/15 patients using 
the image-guidance system. Following this successful pilot study, we will 
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commence a randomized control study to examine if image-guided implantation 
improves patient response to CRT. 

Keywords: image-guided intervention, cardiac resynchronization therapy, 
dyssynchrony, cardiac segmentation. 
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Abstract. We consider the problem of estimating some parameters (like
ionic models or parameters involved in the initial stimulation) of a model
of electrocardiograms (ECG) from the data of the Einthoven leads. This
problem can be viewed as a first attempt to identify or to locate a patho-
logy. The direct model is based on the bidomain equations in the heart
and a Poisson equation in the torso and. To keep the computational
time reasonable, the evaluation of the direct problem is approximated
with a reduced order model based on Proper Orthogonal Decomposition
(POD). The optimization problem is solved using a genetic algorithm.
Numerical tests show that, with noisy synthetic data, the proposed pro-
cedure allows to recover ionic parameters and initial activation regions
with a fair accuracy.

1 Introduction

The inverse problem of electrocardiology is usually addressed by reconstructing
the epicardial potential from the body surface potential by solving the Cauchy
problem for the Poisson equation in the torso with a suitable regularization (see
[8] e.g.). The present study follows another route: assuming that a source model
is available in the heart, we endeavor to estimate some parameters of this model
from the body surface potential. The source model considered in this study is the
one proposed in [2]. The inverse procedure is based on a genetic algorithm which
evaluates a reduced order approximation of the direct problem. The reduced
order approximation is built on the POD of the bidomain equations. We show
that POD can successfully approximate the problem when some coefficients are
perturbed, but fails for others. We propose a simple strategy to also handle those
cases. The global strategy is illustrated through various numerical tests based
on synthetic data.

2 Methods

2.1 Resolution of the Direct Problem

The electrical activity in the heart is modeled by the bidomain equations (see
[7,8] e.g.). We denote by ΩH the heart domain, by ue and Vm the extracellular
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potential and the transmembrane potential and by σi and σe the intra- and
extracellular conductivity tensors. Thus we have in ΩH

Am

(
Cm

∂Vm

∂t
+ Iion(Vm, w)

)
− div(σi∇Vm) − div(σi∇ue) = AmIapp

− div((σi + σe)∇ue) − div(σi∇Vm) = 0,

(1)

where Am is the rate of membrane area per volume unit and Cm the membrane
capacitance per area unit. The term Iion(Vm, w) represents the ionic current
across the membrane which depends on Vm and w, and Iapp is a given source
function. The dynamics of the ionic variable w and the ionic current Iion are
described by the phenomenological two-variable model [5]. It is given by

Iion(Vm, w) = − w

τin

(Vm − Vmin)2(Vmax − Vm)
Vmax − Vmin

+
1

τout

Vm − Vmin

Vmax − Vmin
,

∂tw = −g(Vm, w) = −

⎧⎪⎨
⎪⎩

w

τopen
− 1

τopen(Vmax − Vmin)2
if Vm < Vgate,

w

τclose
if Vm > Vgate,

(2)

where τin, τout, τopen, τclose, Vgate, Vmin, Vmax are given parameters.
In the domain outside the heart region, denoted ΩT, the electrical potential

uT is solution of the equation:

div(σT∇uT) = 0, in ΩT, σT∇uT · n = 0, on Γext, (3)

where Γext is the external boundary of the torso. The two problems are weakly
coupled, following the procedure explained in [2]. Differences of potentials on
standard points of Γext define the ECG (Figure 1, left). For the sake of simplicity,
another domain ΩH, consisting of a parallelepiped, will also be considered in the
following (Figure 1, right). The model is discretized in space with a finite element
method and in time by combining a second order BDF implicit scheme with an
explicit treatment of the ionic current.

2.2 Optimization Method

Our objective is to identify the values of some parameters, like ionic parameters
or parameters linked to the initial stimulation. To do so, we minimize a cost
function corresponding to the norm of the difference between a reference ECG
and the ECG obtained for a given value of the parameters. In this preliminary
study, the reference ECGs are all “synthetic” which means that they are gener-
ated by the model itself. Let n ∈ N

∗ be the number of parameters and θ ∈ R
n

the vector of parameters we are looking for in a subset I of R
n. The subset I is

given by I1 × · · · × In where Ij is an interval where the value θj is assumed to
be. The following cost function is minimized

J(θ) = δt

NT∑
i=1

|VI(ti)− VI,ref(ti)|2 + |VII(ti)− VII,ref(ti)|2 + |VIII(ti) − VIII,ref(ti)|2
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Fig. 1. Two representative pictures of the simulations run in this study. Left: heart-
torso coupling and Einthoven I lead ECG. Right: schematic configuration used for the
identification of the initial activation point.

with respect to θ ∈ I, where VI, VII and VIII are the three Einthoven leads given
by the simulation for the value θ of the parameters and VI,ref , VII,ref and VIII,ref

are the Einthoven leads of the reference ECG. An alternative in the definition of
J is to consider the twelve standard leads instead of the three Einthoven leads.
Numerical tests give similar results for these two choices of cost function.

The optimization problem is solved using a genetic algorithm (we refer for
example to [3]). This algorithm is a global optimization method which consists
of following the evolution of a population of Np elements (θ1, . . . , θNp) ∈ INp

corresponding to a set of values of the parameters. The population is regener-
ated Ng times, where Ng corresponds to the number of generations. At each
generation, J is evaluated for each element of the population and the popula-
tion evolves from a generation to another following three stochastic principles:
selection (promote the elements of the population whose value by J is small),
crossover (create from two elements of the population two new elements by do-
ing a random barycentric combination of them), mutation (replace an element
of the population by a new one randomly chosen in its neighborhood). To speed
up this algorithm, many evaluations of J are performed using a surrogate model.
This model consists of approximating the value of J by a Radial Basis Functions
interpolation based on previously computed exact evaluations. The total number
Nex of exact evaluations is fixed and the number of exact evaluations decreases
at each generation.

2.3 POD Reduced-Order Modelling

The genetic algorithm presented in the previous section offers many advantages:
it can easily be run in parallel and it does not need the gradient of the cost
function. Its main flaw is to require a large number of evaluations of the direct
problem, even if many evaluations are avoided with the surrogate model strategy.
To keep the computational time reasonable, we propose to use a reduced order
model based on POD in the optimization loop.
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Notions about the POD method. POD is a method to derive reduced mod-
els by projecting the system onto subspaces spanned by a basis of elements
that contains the main features of the expected solution. We briefly recall this
method here and refer the reader interested by more details to [4,6] for exam-
ple. To generate the POD basis associated with a precomputed solution u of an
approximated Galerkin problem, we make a first numerical simulation (or set of
simulations) and keep some snapshots u(tk), 1 ≤ k ≤ p. Then a singular value
decomposition (SVD) of the matrix B = (u(t1), . . . , u(tp)) ∈ R

N,p is performed:
B = USV ′, where U ∈ R

N,N and V ∈ R
p,p are orthogonal matrices, S ∈ R

N,p

is the matrix of the singular values ordered by decreasing order, and N ≥ p is
the dimension of the Galerkin basis of the finite element method.

The Nmodes first POD basis functions {Ψi}1≤i≤Nmodes are then given by the
Nmodes first columns of U and the POD Galerkin problem is solved by looking

for a solution of the type u =
Nmodes∑

i=1

αi(t)Ψi.

The N × N sparse system of the finite element method is thus replaced by
a full system of size Nmodes × Nmodes with the POD method. To give a rough
idea, it is generally possible to get a good accuracy for the problems at hand
with Nmodes ≈ 100. With the time scheme used in this work, the matrix is
constant over the time, since all the nonlinearities are treated explicitly. The
matrix is therefore projected on the POD basis and factorized only once at the
beginning of the computation. As a consequence, for the simulations presented in
this paper, the reduced order model resolution is about one order of magnitude
faster than the full order one.

Strategies to handle parameter perturbations. To apply the POD method
in parameter identification problems, a critical difficulty has to be faced: a POD
basis generated from a solution obtained with a given set of parameters may be
inaccurate to approximate a solution obtained from another set of parameters.
The issue of the stability of a POD basis with respect to parameters perturbation
is still the topic of active researches. The approaches proposed below are simple,
but quite efficient for the considered problems. More sophisticated strategies,
like interpolation of POD bases [1], could be considered in the future.

Assume that the parameters θ lie in I ⊂ R
n. The simplest method is the

following:

– M1: Only one POD basis is generated for a value θ0 ∈ I. This POD basis is
then used for any θ ∈ I.

As will be illustrated in section 3.1, approach M1 proves to be satisfactory
for some parameters (τclose for example) but may be extremely inaccurate in
other cases. To make the POD basis more robust with respect to parameter
perturbation, two other methods are considered:

– M2: Many POD bases are computed “off-line” for different values of θ taken
in a finite subset A of I. Next, for an arbitrary value θ ∈ I, the POD basis
corresponding to the closest value of θ ∈ A is used.



Parameter Identification in Cardiac Electrophysiology Using POD Method 319

– M3: POD bases are computed from the combination of several simulations.
More precisely, let us introduce A = {A1, . . . , Am} where Al, 1 ≤ l ≤ m is a
finite subset of I of cardinal kl. For each l, for each value θi ∈ Al, 1 ≤ i ≤ kl,
numerical simulations are run “off-line” and the snapshots ul,i(tk), 1 ≤
k ≤ p are stored. Then, these snapshots are gathered into the matrix Bl =
(ul,1(t1), . . . , ul,1(tp), ul,2(t1), . . . , ul,2(tp), . . . , ul,kl

(t1), . . . , ul,kl
(tp)) which is

used to generate the POD basis as before. Then, for each θ ∈ I, the POD
basis obtained for the closest set of parameters is used.

Method M1 is of course the cheapest, but the choice of θ0 is somehow arbitrary
and this approach is too crude in some configurations. In the two other methods
M2 and M3, the role of the finite set A is to reasonably sample the whole set
I = I1 × · · · × In in order to capture different behaviors of the solutions. In prac-
tice, a grid can be defined on the parameters space. Then, for M2, the POD bases
are precomputed on the vertices of the grid, whereas for M3, the POD bases are
precomputed by element using the snapshots corresponding the vertices of the
elements of the parameter grid.

3 Results

3.1 Two Illustrative Examples of POD Simulations

The accuracy of the POD approximation of the bidomain equations will only
be evaluated on the ECG corresponding to the solution, since this is the only
information used in the optimization loop.

Let us first consider the perturbation of parameter τclose which corresponds
to the characteristic closing time of ionic channels. In our model, the heart is
divided in four regions where this parameter takes four different constant val-
ues. We focus on the value in the epicardium of the left ventricle τepi

close, and in
the right ventricle τRV

close. A POD basis of 80 vectors is first constructed with
(τepi

close, τ
RV
close) = (80, 80). This basis is sufficient to get an excellent accuracy if

the same experiment is run with the reduced order model. More interestingly,
it still gives quite good results when (τepi

close, τ
RV
close) are significantly modified. For

example, Figure 2 (left) shows a comparison of the ECG get with the full and
the reduced models corresponding to (τepi

close, τ
RV
close) = (90, 120). The QRS is in

excellent agreement, the T-wave is slightly underestimated, which is not surpris-
ing since τclose mainly affects the repolarization phase. It is interesting to note
that for the values (τepi

close, τ
RV
close) = (80, 80), the T-wave of the ECG is nega-

tive whereas it is positive with (90,120). It is therefore particularly satisfactory
to obtain the correct T-wave orientation with the reduced order model after
perturbing these coefficients.

Unfortunately, the accuracy obtained with a POD basis may get worse when
other parameters are modified. This is the case for example with the parameter
governing the initial activation: if we use a POD basis obtained from a reference
simulation with an initial activation in the septum to run a reduced order sim-
ulation with an initial activation at the apex, the results are totally wrong, as
shown in Figure 2 (right).
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Fig. 2. Left: First leads of the ECGs with (τ epi
close, τ

RV
close) = (90, 120). Comparison

of the ECGs obtained with the full model and with a POD basis generated with
(τ epi

close, τ
RV
close) = (80, 80). Right: First leads of ECGs obtained for an initial stimula-

tion in the apex. Comparison of the ECGs with the full model and with the POD basis
obtained from a simulation with an initial activation on the septum.

3.2 Identification of Two Ionic Parameters

Based on the first three leads of the ECG, we wish to estimate τepi
close and τRV

close. In
[2, Figure 24], it is shown that the ECG is quite sensitive to τclose. The reference
ECG used in the cost function is obtained from a first numerical simulation
with (τepi

close, τ
RV
close) = (90, 120) without using POD. Our goal is to test whether

our identification algorithm based on POD and genetic algorithm is able to find
these values out.

The parameters θ = (τepi
close, τ

RV
close) are searched for in the set [50, 150] ×

[50, 150]. The “exact” evaluations required by the optimization algorithm are
based on the reduced order model using the 80 first POD modes. The results
are summarized in Table 1 where the genetic algorithm is run with Np = 25,
Ng = 15 and Nex = 150 (“Population 1”, top), and with Np = 90, Ng = 15 and
Nex = 600 (“Population 2”, bottom).

For M2, we use A1 = {50; 60; 70; 80; 90; 100; 110; 120; 130; 140; 150} and A2 =
{50; 70; 90; 110; 130; 150}. Since the outcome of the genetic algorithm depends
on the initial random population, the results presented correspond to a mean

value of several runs. The relative error is defined by max
( |τepi

close−90|
90 ,

|τRV
close−120|

120

)
.

Table 2 shows the results obtained with Population 1 when the synthetic ECG
used as reference is perturbed by a 1% or 4% noise.

3.3 Identification of the Initial Stimulation

In this test, the computational domain is a parallelepiped of size [−2.5, 2.5] ×
[−2.5, 2.5] × [0, 0.2] (Figure 1, right). The initial activation is applied on [c1 −
0.2, c1+0.2]×[c2−0.2, c2+0.2]×[0, 0.2]. Our goal is to identify the location (c1, c2)
in [−2.5, 2.5] × [−2.5, 2.5]. The standard ECG leads are replaced by the differ-
ences of potential ue evaluated in three points of the boundary. The reference
pseudo-ECG has been obtained with (c1, c2) = (1.8,−0.6). The error is defined
by

√
(c1 − 1.8)2 + (c2 + 0.6)2. In Table 3 columns 2 and 3, the parameters of

the genetic algorithm are Np = 25, Ng = 12 and Nex = 150. In Table 3 columns
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Table 1. Identification of (τ epi
close, τ

RV
close) (Reference value (90, 120))

Population 1 (τ epi
close, τ

RV
close) Relative error Value of the

(in %) cost function

M1 with θ0 = (100, 100) (88.4, 122) 1.8 0.23

M1 with θ0 = (150, 50) (89.6, 127.1) 5.9 6.4

M2 with A = A1 ×A1 (90.5, 120.5) 0.6 0.08

M2 with A = A2 ×A2 (86.9, 117.5) 3.4 0.9

Population 2 (τ epi
close, τ

RV
close) Relative error Value of the

(in %) cost function

M1 with θ0 = (100, 100) (87.7, 121.6) 2.6 0.22

M1 with θ0 = (150, 50) (85.7, 124.2) 4.8 5.78

M2 with A = A1 ×A1 (90.2, 120.2) 0.2 0.07

M2 with A = A2 ×A2 (89.8, 119.7) 0.2 0.36

Table 2. Identification of (τ epi
close, τ

RV
close) using M2 with A1 (Reference value (90, 120))

(τ epi
close, τ

RV
close) Value of the cost function

Noise of intensity 1% (89.6, 119.7) 0.12

Noise of intensity 4% (90.2, 119.9) 0.8

Table 3. Identification of (c1, c2) (Reference value (1.8,−0.6)). Columns 4 & 5 corre-
spond to a larger population in the genetic algorithm than columns 2 & 3.

(c1, c2) Error (c1, c2) Error

M1 with x0 = (0, 0) (−1.6,−1.6) 3.5 (−1.5,−1.7) 3.5

M2 with A = A3 ×A3 (1.71,−0.54) 0.11 (1.81,−0.66) 0.06

M2 with A = A4 ×A4 (1.92,−0.59) 0.12 (2.07,−0.54) 0.28

M3 (1.96,−0.61) 0.16 (1.97,−0.62) 0.17

without POD (1.57,−0.56) 0.23 (1.74,−0.51) 0.11

4 and 5, the same test is done with a larger population: Np = 100, Ng = 15 and
Nex = 1000. For M2, A3 = {−2.5;−2;−1.5;−1;−0.5; 0; 0.5; 1; 1.5; 2; 2.5} and
A4 = {−2;−1; 0; 1; 2}. For M3, A = {Ãl, 1 ≤ l ≤ 36} where Ãl contains the
four vertices of the element l of the cartesian grid {−2.5;−2;−1; 0; 1; 2; 2.5}×
{−2.5;−2;−1; 0; 1; 2; 2.5}. For this simple geometry (about 5000 nodes), the di-
rect simulation is not very time-consuming. It is therefore possible to solve the
inverse problem with the full order model rather than with the POD.

4 Discussion and Conclusion

In paragraph 3.2, we saw that the simplest method M1 allows to obtain satisfac-
tory results, but the results depend on the arbitrary value θ0 and the error does
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not seem to quickly decrease when the population goes up. Results seem more
robust with M2. In paragraph 3.3, when the initial activation parameters vary,
method M1 is inadequate. This obviously comes from the fact that, as noticed
in paragraph 3.1, POD is unable to approximate the direct problem in this case.
The strategies proposed in M2 or M3 allow to control the strong dependence
of the solution with respect to the initial stimulation. It is interesting to notice
that the results with M2 or M3 are quite comparable to the ones obtained with-
out the POD method. Thus, the accuracy of the POD seems to be reasonably
consistent with the accuracy that can be expected from the genetic algorithm.

In conclusion, these preliminary results are promising. Nevertheless, the me-
thod still has to be tested on real data. Moreover, difficulties can be expected
when increasing the number of parameters. In that case, an efficient strategy to
sample the parameters space will be critical to keep using the proposed strategy
of approximation by POD.

Acknowledgment. The authors wish to thank Laurent Dumas who provided
them with his optimization algorithm and Charbel Farhat and David Amsallem
for valuable discussions about model reduction.
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Abstract. Cardiac magnetic resonance imaging (CMRI) of the left atrium 
following catheter ablation can detect lesions with delayed enhancement (DE) 
and more recently with T2-weighted enhancement (T2W). We know that 
catheter stability, tissue contact force and RF duration are determinants of 
lesion formation and may be operator-dependent. The Hansen Robotic System 
(Hansen, Mountain View, CA, USA) permits accurate titration of contact force 
while maintaining a stable catheter position. Here, we sought to compare atrial 
injury following manual or robotic catheter ablation by quantifying tissue 
necrosis with DE and tissue edema with T2W enhancement on CMRI. Twelve 
patients (mean age 54±15.4) with paroxysmal atrial fibrillation (PAF) 

undergoing first ablation were 
recruited to undergo either 
manual (n=6) or robotic (n=6) 
approach. Following confirmed 
pulmonary vein isolation (PVI), 
24 pairs of PVs were imaged. DE, 
T2W, and anatomical imaging 
sequences were performed pre- 
and immediately post- wide area 
circumferential ablation. A semi-
automatic 3D method [Knowles 
et al. IEEE Trans. Biomed. Eng. 
2010] was used for visualizing 
and quantifying tissue injury. 
Atrial surface models were 
derived from the anatomical MRI 
data and registered to DE or T2W 

MR scans. The maximum intensity projection values were computed onto the 
atrial surfaces with subsequent color coding (see the figure for an example 
taken from one of the robotic cases; green=min to red=max). The percentages 
of PV antral circumferential enhancement on the surfaces were quantified for 
each of DE (irreversible injury), T2W (reversible injury) and combined DE & 
T2W. Robotic ablation resulted in a greater circumferential lesion extent as 
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assessed by DE and T2W. In both groups, areas of T2W (edema) not only 
overlapped with areas of DE but also filled in gaps between areas of DE 
producing in combination near complete circumferential lesions around all PVs. 
Combination of T2W and DE conferred a statistically significant higher % 
encirclement in the robotic series (92%) versus standard navigation (71%) 
(p=0.007). A non-significant higher mean ratio of DE to (T2+DE) of 0.75±0.18 
versus 0.61±0.30 was observed in the robotic arm (p=0.20). Calculated mean 
energy delivered was 84.2kJ versus 79.6kJ in the robotic and standard 
navigation groups (p=0.82), respectively. In comparison to manual ablation, 
robotic LA ablation achieves more tissue necrosis and a greater degree of PV 
antral encirclement. This may be a function of improved stability and contact 
force information.  

Keywords: delayed enhancement, magnetic resonance imaging, cardiac ablation, 
atrial fibrillation. 
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Abstract. In presence of a high magnetic field, the blood flow in the
aorta induces an electrical potential which is responsible for an increase
of the T -wave in the electrocardiogram (ECG). This phenomenon may
perturb ECG-gated imaging. The aim of this numerical study is to repro-
duce this experimental observation through computer simulations. The
proposed model consists of three components: magnetohydrodynamics
(MHD) in the aorta, bidomain equations in the heart and electrical dif-
fusion in the rest of the body. These models are strongly coupled together
and solved with finite elements. Some numerical results without and with
a magnetic field are presented and discussed. When the magnetic field
increases from B = 0T to B = 3T , it is observed numerically that the
potential in the lead I of the ECG doubles during the T -wave, reaching
the level of the QRS peak. All numerical computations were performed
on a realistic “averaged” human model.

1 Introduction

In order to improve the quality of the images provided by Magnetic Resonance
Imaging (MRI), the magnetic field used in MRI is getting stronger and stronger:
from 3T nowadays, it might increase up to 10T in the future.

We are interested in the perturbations induced by the magnetic field on the
electrocardiogram (ECG). Indeed, the blood flow immersed in the magnetic field
induces an electrical field that may alter the electrical potential measured during
ECG. In particular, the induced electrical field increases the T -wave which may
perturb the ECG-gated acquisition. This paper is devoted to the modeling and
the numerical simulation of this phenomenon.

The interaction of the aortic blood flow and a magnetic field has already
been investigated in the literature [14,8,13,9,7,2,1]. The main contribution of
the present study is to consider, in a realistic anatomy, a complete model which
includes the bidomain equations in the heart, the inductionless magnetohydro-
dynamics (MHD) equations [5] in the aorta and the electrostatic equation in
the torso. Without magnetic field, this model is able to produce realistic 12-lead
ECGs. In presence of a magnetic field, it actually shows a larger T-wave, as
expected from experimental results [14,13].
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2 Method

In the context of blood flows in a permanent magnetic field, the Ohm law is
assumed to simply read

j = σbl(−∇φA + u × B),

where j denotes the electric current density, σbl the blood electrical conductiv-
ity, φA the electrical potential, u the blood velocity and B the magnetic field
(whose variations can be neglected in the context of blood flow because of a low
Hartmann number). Thus, the magnetohydrodynamics equations in the aorta
ΩA can be reduced to a coupling between the Navier-Stokes equations with a
Lorentz force j × B depending on the electrical potential φA, and a Laplace
equation for the potential φA with a source term depending on the velocity u:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ρ

(
∂u

∂t
+ u · ∇u

)
− ηΔu + ∇p = −σbl∇φA × B + σbl (u × B) × B,

div u = 0,

div (σbl∇φA) = div (σblu × B) ,

(1)

where p denotes the fluid pressure, η its viscosity, and the last two equations
express the incompressibility of the blood and the conservation of the electrical
charges, div j = 0.

Concerning the fluid boundary conditions, a no-slip condition is applied on
the wall Γwall and a Windkessel model at the four outlets Γoutlets. The blood
flow is enforced at the inlet of the aorta Γinlet (flat velocity profile) with a time
dependence shown in Figure 1, right. The ejection starts right after the opening
of the aortic valve, which happens shortly after the QRS complex. The flow rate
is about 5L/min. Note that the very low flow occuring in diastole and during
isovolumic contraction of the heart is neglected, as the MHD effects occur mainly
for high velocities.

The electrical activity in the heart is governed by the bidomain model [12].
We denote by ΩH the heart domain, by φH and Vm the extracellular potential
and the transmembrane potential and by σi and σe the intra- and extracellular
conductivity tensors. Thus, we have, in ΩH

⎧⎪⎨
⎪⎩

Am

(
Cm

∂Vm

∂t
+ Iion(Vm, w)

)
− div(σi∇Vm) − div(σi∇φH) = AmIapp

− div((σi + σe)∇φH) − div(σi∇Vm) = 0,

(2)

where Am is a constant representing the rate of membrane area per volume
unit and Cm the membrane capacitance per area unit. The term Iion(Vm, w)
represents the ionic current across the membrane which depends on Vm and
w, and Iapp is a given source term. The dynamics of the ionic variable w and
the ionic current Iion are governed by the phenomenological two-variable model
introduced by Mitchell and Schaeffer in [10]. The ventricles are subdivided into
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Fig. 1. Left: view of the torso with the different zones: bones, lungs, heart, aorta. Right:
imposed inflow as a function of time.
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Fig. 2. Coupling strategy with a Dirichlet-Neumann algorithm

four different regions where the ionic model takes different values. The atria are
not considered here. The initial activation starts from the septum. We refer to
[3] for more details.

In the rest of the body, denoted by ΩT and called “torso” for simplicity, the
electrical potential φT is solution of:{

div(σT∇φT) = 0, in ΩT

σT∇φT · n = 0, on Γext,
(3)

where the conductivity σT takes different values in the different zones of the
torso (see Table 1), and Γext is the external boundary of the body, i.e. on the
skin of the patient.

It now remains to define the electric transmission conditions on the internal
boundaries ∂ΩH and ∂ΩA. On the boundary of the heart domain, the intracel-
lular medium is assumed to be isolated:

σi∇Vm · n + σi∇φH · n = 0 on ∂ΩH. (4)
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In the literature, it is sometimes assumed that the extracellular medium is also
isolated, i.e. σe∇φH ·n = 0 on ∂ΩH (the motivation being to weakly couple the
heart and the torso). But, as noticed in [3], this simplification has some impacts
on the electrocardiograms. In particular, it significantly increases the amplitude
of the ECG. Since our goal is to capture the modification of the amplitude of
the signal, we wish to avoid as far as possible a priori simplifications that might
affect the ECG. So the potentials and the currents are assumed to be continuous
at the interface ∂ΩH = ΩH ∩ ΩT between the torso and the heart,{

σe∇φH · n = σT∇φT · n, on ∂ΩH,

φH = φT, on ∂ΩH.
(5)

The same transmission conditions are assumed at the interface ∂ΩA = ΩA ∩ΩT

between the torso and the aorta,{
σbl∇φA · n = σT∇φT · n, on ∂ΩA,

φA = φT, on ∂ΩA.
(6)

The interface conditions (4)-(6) strongly couple all the equations (1)-(3) to-
gether. All the parameters of the problem are given in Table 1.

Three meshes were built for each subdomain ΩA, ΩH, ΩT, see Figure 1, left.
The MHD model of the aorta (1) is solved with P1 finite elements for the ve-
locity with streamline diffusion stabilization, the pressure and the electrical po-
tential. The incompressibility is enforced with a fractional step method (see [6]
for instance). The MHD coupling is explicit in time: the fluid is solved with the
electrical potential of the previous time step. Then, the electrical potential is
computed with the updated velocity. With the small time steps required by the

Table 1. Values of the main parameters in the heart, aorta and torso

Symbol Parameters Value units

T � time period 700 ms
σi,l conductivity intern longitudinal 3.0e-3 S/cm
σi,t conductivity intern transverse 3.0e-4 S/cm
σe,l conductivity external longitudinal 3.0e-3 S/cm
σe,t conductivity extend transverse 1.2e-3 S/cm

ρ blood density 1.06 g/cm3

η blood viscosity 0.04 g/(cm s)
σbl blood conductivity 6.25 10−3 S/cm
B0 magnetic field 3 Tesla
umax max inlet blood velocity 98 cm/s
Q blood flow rate ≈ 5.36 L/min

σt tissue conductivity 6 10−4 S/cm
σbl blood conductivity (ventricles) 6.25 10−3 S/cm
σbone bone conductivity 5.65 10−5 S/cm
σl lung conductivity 5 10−4 S/cm
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bidomain equations (δt = 0.25ms), this simple coupling scheme proves to be
stable and accurate.

The electrical heart model (2) is also solved with P1 finite elements. The
system is discretized in time by combining a second order BDF implicit scheme
with an explicit treatment of the ionic current, as proposed in [3]. In the rest of
the body, the Laplace equation (3) is solved with P1 finite elements.

The coupling of the three components of the model is done with a Dirichlet-
Neumann domain decomposition algorithm accelerated by GMRES (see for
instance [11]). Its principle is described in Figure 2. At each time step: the poten-
tials coming from the aorta and the heart are sent to the torso where a Dirichlet
problem is solved; then the torso sends back the electrical current (in a variational
form) to the aorta and the heart where a Neumann problem is solved; these iter-
ations are repeated until convergence before going to the next time step.

3 Results

In Figure 3 are presented the standard ECGs provided by the above model,
with and without MHD effects (B = 0 or B = 3T ), and a focus is made on the
lead I in Figure 4. The comparison of the two ECGs clearly shows an increase
of the T -wave, as observed in the experiments [14,13]. In these simulations, the
maximum potential during the T -wave is ≈ 0.8mV with no MHD, and it doubles
when B = 3T , passing to ≈ 1.6mV , which is of the same order as the potential
during the QRS complex (≈ 1.8mV ).

The numerical computations can also provide some more details: in Figure 5,
the electrical potential on the skin is depicted at various instants for B = 0 and
B = 3T . One can see the effects of the electrical activity of the heart particularly
during the QRS complex and the T -wave. The MHD effect in the aorta clearly
modifies the potential around t = 200ms. We also provide some snapshots of the
velocity inside the aorta in Figure 6 and of the electrical potential on the aorta
in Figure 7. As expected, the maximum potential appears across the aortic arch,
where velocity is roughly orthogonal to the applied magnetic field, and where it
reaches ≈ 55mV .
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Fig. 3. Standard 12 lead ECG without MHD (B = 0T , left), and with MHD effects
(B = 3T , right)
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Fig. 4. Lead I without MHD (B = 0T , continuous line) and with MHD effects (B = 3T ,
broken line). Potential as a function of time. Scales φ ∈ [−0.5, 2]mV and t ∈ [0, 700]ms.

Fig. 5. View of the electrical potential on the skin at different times: without MHD
(B = 0T , top), and with MHD effects (B = 3T , bottom). From left to right, time
instants: t = 15ms, 20ms, 30ms, 100ms, 200ms, 250ms, 300ms. Scale: [−2, 2]mV .

Fig. 6. Velocity in the aorta, along a cut plane, at times t = 150ms, 200ms, 250ms,
300ms. Scale: [0, 140]cm/s. Only one of the 3 upper outlets is visible on this cut plane.
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Fig. 7. View of the electrical potential on the aorta at different times with MHD effects
(B = 3T ). From left to right, time instants: t = 150ms, 200ms, 250ms, 300ms. Scale:
[−25, 25]mV . Maximum values are −30mV and +25.5mV .

4 Discussion and Conclusion

A model made of three components has been proposed: electrophysiology in
the heart, magnetohemodynamics in the aorta and diffusion in the rest of the
body. As a result, a standard 12-lead ECG has been computed with and without
magnetic field. A larger T -wave was obtained in presence of a magnetic field, as
expected.

The model, although quite complex, could still be improved: for example, the
blood flow might be also considered in the pulmonary artery and in the heart;
the aortic flow could result from an electromechanical model of myocardium
[4] instead of being given a priori. It would be also interesting to see how the
conclusions of this study would be affected by a perturbation of the parameters.

At this stage, the only purpose was to demonstrate that the computational
tool was able to capture a phenomenon that has actually been observed in MRI
machines. In the future, the model could be used for more interesting purposes:
for example predict induced currents with higher magnetic field; optimize the
electrode locations to be less sensitive to MHD effect, or on the contrary to
extract from the MHD effect more information about the flow or the electrical
conductivity of the tissues.
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N. Zemzemi for valuable discussions.
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Abstract. The delineation of anatomical structures in medical images
can be achieved in an efficient and robust manner using statistical anatom-
ical organ models, which has been demonstrated for an already consid-
erable set of organs, including the heart. While it is possible to provide
models with sufficient shape variability to cope, to a large extent, with
inter-patient variability, as long as object topology is conserved, it is a
fundamental problem to cope with topological organ variability. We ad-
dress this by creating a set of model variants and selecting the most
appropriate model variant for the patient at hand. We propose a hy-
brid method combining model-based image analysis with a guided region
growing approach for automated anatomical variant selection and apply
it to the left atrium in cardiac CT images. Concerning the human heart,
the left atrium is the most variable sub-structure with a variable number
of pulmonary veins drainng into it. It is of large clinical interest in the
context of atrial fibrillation and related interventions.

1 Introduction

The shape of most organs remains similar from person to person. This enables
the human observer but also medical machine vision to recognize and delineate
anatomical objects based on a-priori knowledge of the respective shape. Substan-
tial progress has been made during the last years in using shape models for organ
delineation for even highly variable organs, such as the liver [1]. Still, variability
in this context is mainly restricted to geometric distortions of some basis shape. A
model-based segmentation of an organ, connected with, e.g., 3 arteries, can cope
with some variation in position and size of the 3 arterial connections, but not with
a patient having 4 instead of 3 connections. An anatomical region, where this prob-
lem is of high clinical relevance, is the left atrium. In contrast to the fibrillation of
the left ventricle, left atrial fibrillation (AF) is no directly life-threatening condi-
tion but needs to be treated in order to increase quality of life, and to reduce risk
of stroke and cardiac remodeling. The electrical impulses causing AF enter spon-
taneously from the pulmonary veins to the left atrium. If AF does not respond
to medication, radio-frequency catheter ablation can be performed, in order to
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Fig. 1. Left side: Right pulmonary venous drainage patterns to the LA, with annotation
of pulmonary veins using BSRLL = basilar segment right lower lobe, RLL = right lower
lobe, RML = right middle lobe, RUL = right upper lobe, SSRLL = superior segment
right lower lobe. Right side: Left drainage patterns to the LA with LLL = left lower
lobe, LUL = left upper lobe. Illustrations taken from [2].

isolate the pulmonary veins electrically from the left atrium. Success rate of the
procedure can be increased by pre-interventional planning, revealing number and
locations of pulmonary vein ostia. Marom et al. performed a study on the anatom-
ical variation of the pulmonary veins using contrast-enhanced CT data [2]. Vari-
ants were classified based on the number of venous ostia on the left and right side
of the left atrium as well as the branching patterns of the veins. The left side of
Fig. 1 illustrates the classification of the patterns of the right pulmonary venous
drainage. The most common pattern is that of two atrial ostia for upper and lower
lobe veins and with the middle lobe vein joining the upper lobe vein (68% of pa-
tients). The remaining 32% of patients have variant anatomy, e. g. three or four
right pulmonary veins. The left pulmonary venous drainage patterns (Fig. 1 right
side) show no considerably topological variation. 86% of patients have two ostia
for the upper and lower lobe veins. A common trunk forming one ostium was seen
in the remaining 14% of patients.

2 Method

Due to the high clinical importance of cardiac structures, there is a substantial
history of related medical image analysis activities. While the left atrium ad-
dressed by slice based contouring methods dominated the early days, methods
evolved to whole heart approaches, delineating all four cardiac chambers. Meth-
ods using a shape model of the cardiac structures turned out be an efficient and
robust means for completely automated segmentation of the whole heart [3].
Current model-based approaches assume, however, a certain standard cardiac
anatomy and cannot be applied to a different anatomical situation, e.g., in pa-
tients with congenital heart disease. Similarly, usually the left atrial anatomy is
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assumed to be of the type of two pulmonary veins on each side of. This approach
works fine, if gross cardiac anatomy or, e.g., chamber volumes are of concern.
However, the presented approaches so far are not able to address the anatomical
variability of the LA.

There are several options to treat such topological variability. One of the first
proposals was to use a simplex-mesh based active surface, which expands from
some initialization within the object to be segmented towards the border [4]. Dur-
ing expansion, the mesh comes to rest when the border is reached, at still expand-
ing surface parts, mesh cells are created, allowing the mesh to adapt and keeping at
the same time the mesh cell sizes at a roughly constant value. With this approach,
variable topologies can be treated, and local shape properties, like surface curva-
ture can be used to regularize the adaptation process. However, it is difficult to
introduce global shape information. A standard approach for the segmentation of
objects with unknown topology are level sets. Recent papers propose to combine
the level-set approach with the use of a shape model [5], but the method was only
demonstrated for constant object topology. For the case of a small set of topo-
logical variants that have to be taken into account, we propose in this paper a
hybrid approach for accurate left atrium segmentation in CTA images, combin-
ing model based segmentation with a topology sensitive variant identification. For
the identification, a multi-atlas registration could be used, where a set of atlases
is registered to the unseen data set and the best matching one is used as template
for organ delineation [6]. Similarly, based on a set of shape models, the best fitting
one to the unseen data set could be used as final segmentation. However, initial
experiments showed, that the topologically different shapes of the left atrium are
often of little difference in appearance. Two close branches of a pulmonary vein
may be nicely matched to one larger one, producing a high enough similarity mea-
sure to select the wrong variant. We therefore followed another approach based on
topology sensitive guided region growing.

2.1 A Three Step Procedure

The proposed procedure consists of three steps. In the first step, a simplified
shape model is adapted to the target object. It is simplified with respect to
the expected anatomical variability. It carries, however, information (in terms
of marked vertices or triangles) that allows to define search regions for variant
identification. In case of the left atrium, we simply omitted all pulmonary ostia
at the right side of the LA (see Fig. 3b). In the second step the anatomical
variant is identified. Admittedly, the method of choice for this step may depend
strongly on the target organ and modality, as well as the kind of variability to
cope with. In difficult cases, even a guided interactive identification could be
opted for, using a meaningful visualization of the scene based on location and
orientation of the search region for variant identification. In most cases however,
an automated approach would be aimed for, using a steered region growing
approach (as in our case), a level set based procedure etc. The third step consists
of a model based segmentation using a detailed shape model of the anatomical
variant selected on basis of the outcome of step two (see Fig. 2).



336 R. Hanna et al.

2.2 Generation of the Model Data Base

30 CTA data sets, originating from different hospitals, were classified according
to the pattern of the left atrium. The resolution differed between 0.39-0.5 mm
in-plane and 0.32-0.6 mm through-plane. With the help of a clinical expert, a
set of reference segmentations were generated using a manual 3D segmentation
tool, resulting in a set of label images.

After a Procrustes registration of the label images into a common coordinate
system, mean labels images were generated for the different anatomical vari-
ants following the approach described in [7]. Subsequently, triangulated surface
models from the mean label images were generated using the Marching Cubes
algorithm [8]. Initially, models for most of the anatomical variants shown in Fig.
1 were generated. Later, it turned out, that a reduced set of models, only captur-
ing the number of pulmonary vein connections (R2L, R3L, R4L) were sufficient
to achieve correct segmentations, e.g., the anatomical variations R3b, R3c, R4a
and R4b are covered using the model R4L. Fig. 2 shows the surface models of
the model data base.

2.3 Detection of the Anatomical Variation

Since the left pulmonary veins show a constant object topology, we need only one
model variant for the left side. The anatomical variation in the right pulmonary

Patten R2L Patten R3L Patten R4L

Fig. 2. Triangulated surface model variants of the LA. First column: pattern R2L with
two right pulmonary veins on the right as well as the left side. Second column: patterns
R3L with two left pulmonary veins and three pulmonary veins on the left side. Third
column: R4L with two left pulmonary veins and four pulmonary veins on the right
side. The surface models are closed at the vein trunks and in the valve area in order
to enable voxelization to a label-image.
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(a) (b) (c) (d)

Fig. 3. Simplified triangulated surface model of the left atrium without right pul-
monary veins, viewed from the left (3a) and right side (3b). The triangles used for
computing the search direction are depicted in green and those for computing the
search angle in cyan. Definition of the cone-like grower volume is depicted in (3c). De-
tection of the right pulmonary vein ostia is shown in (3d). In blue is the front of the
3D cone grower, the anatomical boundaries of the left atrium in the image are shown
in black. Adapted coarse-grained model is depicted in red where the seed point ps is
shown inside the surface model.

venous drainage to the left atrium is, however, high (see Fig. 1). Therefore, the
model used for the initial coarse delineation of the LA is simplified on the right
side, omitting vascular connections at all (see Fig. 3b). This simplified model is
generated using the approach mentioned in Sect. 2.2 after cutting out the right
pulmonary veins and the right ostia from the label images. Following the ini-
tialization of the model using Generalized Hough Transformation (GHT) [9], an
adaptation to the left atrium is carried out using a constrained deformable model
approach similar to the one described in [10]. Due to the constrained adaptation,
anatomical correspondence is mainly preserved, meaning that a given location on
the model surface will always come to rest in the same anatomical region. This
allows us to use marks on the model surface to steer the subsequent guided region
growing for variant identification. The grow-volume is restricted to a cone-like
portion of a sphere parameterized by cone apex ps (also center of the sphere),
cone axis d, and cone opening angle ϕ (measured at apex, angle between axis
and border). These parameters are computed using the center of mass Cs of the
simplified mesh and the triangle sets Ta and Td (cyan and green in Fig. 3b) as
follows: ps is set to the mid-point between Cs and center of mass of triangles Td.
Cone axis vector is defined as the mean of normal vectors of the triangle set Td.
The opening angle is chosen as the minimum angle that have all triangle centers
of set Ta included in the cone (see Fig. 3c). From the intensity histogram of the
interior of the adapted simplified model, a lower and upper threshold is deter-
mined as the intensities corresponding to 95 % quantile of maximum frequency.
The region grower is started from a seed-point at the cone apex, accepting voxels
between upper and lower threshold and being restricted to the cone-like volume.
At start, a one-connected active grow front propagates towards the right side
of the left atrium. When the front reaches a pulmonary vein, it splits up into
two disconnected fronts. When this situation is detected, the growth process is
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stopped and restarted from seed points located at the center of each front part.
The restarted grower is no longer restricted to the initially defined cone. The
procedure is iterated so that the sequence of detected front splits results in a
tree of front splits or seed points, with the original seed point ps as root node.
Fig. 3d illustrates the right pulmonary veins detection procedure on an image
of a patient who has the pattern R2b of the right pulmonary veins (see Fig. 1).
The tree contains all necessary information to select the appropriate detailed
shape model for the anatomical variant at hand. Having the simplified and the
detailed model in the same model coordinate systems, allows the positioning and
orientation of the detailed model in the patient image using the transformation
resulting from a point based registration between the adapted simplified model
in the patient and model coordinate system. The detailed model is adapted to
the image data using again a constrained deformable model approach (similar
to [10]).

3 Results

The method was applied to data sets from 30 patients with the available ground
truth segmentation, in a leave-one-out manner. Tab. 1 shows the initialization,
identification and segmentation results. A manual adjustment of the mean model
after the GHT was applied in the cases marked with a dot (•), cases with a failed
GHT pre-positioning are marked with a cross (×). A success rate of 66% for the
anatomical variant identification has been achieved. The erroneous cases are
mainly due to the misinterpretation of early PV bifurcations as pulmonary vein
ostia, however, this still results in most cases in the selection of a model that can

Patten R4 :: L Patten R3 :: L

Fig. 4. Segmentation results for two data sets, shown in axial, sagittal and coronal
views and as adapted surface model. Left: Patient with LA-pattern R4::L, right: R3::L.
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Table 1. Detection, identification and segmentation results

Pattern Index Pre-positioning dmean [mm] σ [mm] dmax [mm] Detected pattern

R2::L Pat- 01
√

0.94 1.65 10.64 R4::L
Pat- 02

√
0.59 1.19 9.27 R2::L

Pat- 03
√

0.57 0.96 6.69 R4::L
Pat- 04

√
0.49 0.63 4.16 R4::L

Pat- 05
√

0.39 0.46 4.31 R4::L

R3::L Pat- 06
√

0.38 0.74 7.7 R2::L
Pat- 07

√
0.38 0.51 4.85 R3::L

Pat- 08
√

0.5 1.18 11.63 R4::L
Pat- 09 × 0.37 0.68 6.62 R3::L
Pat- 10

√
0.66 1.09 10.48 R3::L

Pat- 11
√

0.39 0.58 5.62 R3::L
Pat- 12

√
0.35 0.52 6.23 R4::L

Pat- 13
√

0.52 0.81 6.06 R3::L
Pat- 14

√
0.33 0.44 3.6 R2::L

Pat- 15
√

0.22 0.28 3.08 R3::L

R4::L Pat- 16
√

0.44 0.69 5.97 R4::L
Pat- 17

√
0.7 1.61 13.75 R4::L

Pat- 18
√

0.64 1.05 7.61 R4::L
Pat- 19

√
0.35 0.45 5.17 R4::L

Pat- 20
√

0.52 0.85 7.94 R4::L
Pat- 21

√
0.26 0.3 3.17 R2::L

Pat- 22 • 0.49 0.7 7.4 R4::L
Pat- 23 • 0.69 0.9 7.4 R4::L
Pat- 24 • 1.05 1.7 12.54 R4::L
Pat- 25 • 0.66 0.7 6.23 R4::L
Pat- 26

√
0.53 0.84 7.3 R4::L

Pat- 27
√

0.28 0.39 2.74 R2::L
Pat- 28

√
0.36 0.64 7.03 R4::L

Pat- 29
√

1.66 3.49 19.56 R4::L
Pat- 30

√
0.3 0.38 4.3 R4::L

be adapted with a high accuracy. For the segmentation, a mean vertex to surface
error of 0.53 [mm] was measured. The segmentation results from two data sets
with different pattern of the left atrium are shown in Fig. 4. Calculation times
on a 2.4 GHz Intel Core2Duo CPU were 57 s for prepositioning, adaptation of
the simplified model and computation of the histogram for the region growing
thresholds; 3 s for detecting and tracking the right pulmonary veins; 22 s for the
adaptation of the selected model from the model data base.

4 Conclusion

A hybrid method for automated model based segmentation of topologically vari-
able anatomy is presented. It has been applied to the segmentation of the left
atrium in CT data. A promising but not yet satisfactory identification rate for
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anatomical variation of 66% and good adaptation accuracy have been achieved.
Future work will focus on improving the success rate for variant indentification
and on the application of the method to other organs and modalities.
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Abstract. Patient-specific models of the heart physiology have become
powerful instruments able to improve the diagnosis and treatment of
cardiac disease. A systemic representation of the whole organ is required
to capture the complex functional and hemodynamical interdependencies
among the anatomical structures. We propose a novel framework for per-
sonalized modeling of the left-side heart that integrates comprehensive
data of the morphology, function and hemodynamics. Patient-specific
fluid dynamics are computed over the entire cardiac cycle using embed-
ded boundary and ghost fluid methods, constrained by the dynamics
of highly detailed anatomical models. Personalized boundary conditions
are determined by estimating cardiac shape and motion from 4D TEE
images through robust discriminative learning methods. Qualitative and
quantitative validation of the computed blood dynamics is performed
against Doppler echocardiography measurements, following an original
methodology. Results showed a high agreement between simulation and
ground truth and a correlation of r = 0.85 (p < 0.0002675). To the best
of our knowledge, this is the first time that computational fluid dynamics
are simulated on a systemic and comprehensive patient-specific model of
the heart and validated against routinely acquired clinical ground truth.

1 Introduction

Cardiovascular disease management is nowadays largely supported by increas-
ingly more accurate, fast and ubiquitous imaging technologies. However, this
rich information is barely exploited in the clinical decision making process. Non-
respondent patients are common in cardiac disease [1], presenting in numerous
cases unexpected adverse events because the therapy was not adapted to that
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specific patient. In fact therapeutical decisions are largely based on results ob-
tained in population-wise studies and are therefore not personalized. Further-
more, the complex interdependency of anatomy, function and hemodynamics
imposes the need of a systematic analysis of the whole organ to accurately as-
sess dysfunction and associated morbidities. Therefore, there is a growing need
for patient-specific models that 1) provide the cardiologist with accurate, quan-
titative, and reproducible biomarkers of the cardiac function 2) give insights and
predict comorbidites within the complex interconnected cardiovascular system
and 3) can predict, beforehand, the outcome of a therapy [2]. These models
would enable and support personalized, preventive and predictive healthcare by
predicting disease progress and therapeutical outcomes.

In the last decades, tremendous efforts have been made to enable computa-
tional fluid dynamics (CFD) in cardiac models in order to integrate into a holistic
view the organ anatomy, dynamics an hemodynamics. Due to the lack of per-
sonalized representations, fluid dynamics equations are often solved on generic
models built from at most one cardiac phase with simplified motion [3]. Although
patient-specific measurements have been increasingly used to enhanced compu-
tational models [4,5], current simulations are still lacking the accuracy required
in the clinical practice. Recently, detailed anatomical models of the heart dy-
namics have been proposed [6]. Such models, coupled with CFD frameworks [4]
open the way to data-driven patient-specific models of anatomy, dynamics and
hemodynamics.

In this paper we propose a highly detailed patient-specific model of left-heart
anatomy, dynamics and hemodynamics and its validation against clinically ac-
quired Doppler measurements. The contributions are three-fold: i) The first
model of left heart with fast and robust patient-specific parameter estimation
from four-dimensional transesophageal echocardiography (TEE) (Sec. 2), ii) an
improved patient-specific hemodynamics model, computed by solving a level set
formulation of the Navier-Stokes equations (Sec. 3) and iii) a qualitative and
quantitative validation against clinical Doppler echocardiography (Sec. 4). The
results, reported in Sec. 5, demonstrate the validity of our approach.

2 Patient-Specific Anatomy and Dynamics Computation

We propose a holistic four-dimensional model of the left heart that comprises its
core anatomical structures (Fig. 1): left ventricle (LV), left atrium (LA), aortic
valve (AV), mitral valve (MV) and its papillary muscles (APM and PPM). Given
the physiological complexity of the left heart, we selected a modular and hierar-
chical approach, which facilitates capturing a broad spectrum of morphological
and pathological variations. The model is parameterized as follows:

1. Four time dependent similarity transforms for each anatomical structure
(LV, LA, AV and MV) comprising their global location, orientation and
scale over the cardiac cycle, denoted by B(t)m, m ∈ {LV, LA, AV, MV}.

2. 20 trajectories of anatomically defined landmarks ln ∈ R
3 (3 commissures, 3

hinges, 3 tips and 2 ostia for the aortic valve, and 3 trigones, 2 commissures,
2 tips and 2 papillary heads for the mitral valve), L(B, t) = {l1, l2, . . . , l20}.
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3. Nine dense meshes Mq with Kq vertices to represent the LA, LV, aortic
root, three aortic leaflets, two mitral leaflets and the aortic-mitral continuity
Mq(B, L, t) = {v1,v2, . . . ,vKq}, vi ∈ R

3 being the position of the ith vertex,
which are constrained by the previously defined landmarks.

The patient-specific parameters of the valvular apparatus and left ventricle are
estimated from 4D TEE images using a hierarchical discriminative learning al-
gorithm as proposed in [6,7]. The a posteriori probability p(B, L, M |I) of the
model given the image data I is incrementally modeled within the Marginal
Space Learning (MSL) framework. The similarity transforms B and the anatom-
ical landmarks L are estimated automatically by detectors successively trained
on the marginal spaces using the Probabilistic Boosting Tree (PBT) [8] with
Haar and steerable features. The complex local motion of the surface structures
is estimated with a combination of the aforementioned techniques and speckle
tracking methods [7]. For further details on model estimation the reader is re-
ferred to [6,7]. The left atrium (LA) and pulmonary veins are commonly only
partially visible in TEE acquisitions, which hampered an accurate automatic
segmentation. Therefore, the LA fitting is performed semi-automatically along
the cardiac cycle, using constraints provided by the mitral annulus and statistical
models of shape and motion obtained from a large CT database [8].

It is important to note that our model is anatomically highly detailed and
considers a number of important aspects for the computation of patient-specific
blood flow. Firstly, valve leaflets are volumetrically modeled by representing
them with both ventricular and arterial / atrial surface (Fig. 1 Top right).
Secondly, the papillary muscles are represented as part of the left ventricu-
lar endocardium, constrained by the papillary heads (Fig. 1 Bottom right).

Fig. 1. Proposed model of anatomy and dynamics. Left: full model of the left heart es-
timated from TEE data. Top right: view of the aortic and mitral valve with volumetric
leaflets. Bottom right: septal view of the left ventricular papillary muscles.



344 I. Voigt et al.

These first two aspects consider their spatial presence and displacement of blood.
Thirdly, the model includes the longitudinal, radial and circumferential left ven-
tricular motion to capture the full momentum exercised by the endocardial wall
onto the blood [7]. Fourthly, the meshes are uniquely parameterized through the
anatomical landmarks ln. Thereby temporal point correspondence is implicitly
guaranteed, which is a mandatory requirement for computational modeling.

3 Patient-Specific Hemodynamics Computation

In order to simulate the hemodynamics using a comprehensive heart model like
the one presented in the previous section, the CFD solver must be able to han-
dle the large deformations of the non-manifold heart surface, including multi-
ple topological changes like valve closure. Such constraints pose difficulties for
body-fitted grid methods like the finite element method, requiring extra effort
for frequently re-meshing the whole domain and also adversely impacting the
robustness and accuracy of the linear solver. To address these difficulties, we use
in this work a level-set-based embedded boundary method [4]. The non-manifold
heart polygonal mesh is embedded in a computational box endowed with a regu-
lar grid and the Navier-Stokes equations are solved inside the rectangular domain
using finite difference and finite volume discretizations. The liquid inside the box
and ”outside” the left heart plays the role of the body circulatory system, whose
flow resistance is simulated by imposing no slip boundary conditions on the sides
of the box. The heart polygonal mesh is represented on the regular grid with spa-
tial resolution dx by defining the level set φ(x) = dist(x, mesh)− dx, and using
it appropriately for defining the numerical stencils at the blood/tissue interface.

We solve the 3D Navier-Stokes equation for incompressible flow with viscous
terms. Blood density and dynamic viscosity are set to ρliquid = 1.05 g/cm3 and
μ = 0.003 Pa · s, respectively. The velocity of the mesh walls, extrapolated in
space to the grid nodes and interpolated in time between two consecutive mesh

(a) (b) (c)

Fig. 2. Velocity magnitudes of the patient-specific simulated hemodynamics in
early-diastole (a), late-diastole (b), and mid-systole (c)
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positions, are used to enforce no-slip conditions to the Navier-Stokes solver. We
use the ghost fluid method to extend the velocity in the solid regions, when nec-
essary. The convective solver relies on high-order Courant–Isaacson–Rees (CIR)
techniques, while the viscous terms are treated semi-implicitly as in [9]. An ef-
ficient multi-grid preconditioned conjugate gradient solver is used to solve the
pressure Poisson equation.

In our experiments, the computations were performed on grids with an
isotropic cell resolution of 1 mm3 (i.e. dx = 1mm), which is in the same range
as the TEE data resolution. The time step was chosen to obey the Courant-
Friedrichs-Lewy (CFL) condition dt ∗ max(u) < dx, which enforces that infor-
mation carried by the blood velocity u does not travel faster than one grid cell
per time step. The result of the computational fluid dynamics simulation is il-
lustrated for a specific patient in Fig. 2. For further details the reader is referred
to [4].

4 Validation Methodology

We introduce a novel methodology for validation of simulated heart hemody-
namics with clinically acquired Doppler measurements. Doppler echocardiogra-
phy is routinely performed during cardiac exams to determine blood velocities
from the phase shift between emitted and reflected high frequency ultrasound
waves [10,11]. We address both, continuous wave (CW) Doppler and pulse wave
(PW) Doppler, which measure velocities along the probe direction to produce
1D signals. For a conclusive comparison we reconstruct similar 1D signals from
the simulated 4D CFD velocities.

CW returns the velocities of all blood cells along the probe path. The outer
envelope of the signal corresponds to the maximum velocity. CW is used in
practice to acquire the very high speed of regurgitation flows, however without
providing the spatial location of the measurement. In the 4D patient-specific
computational model, a virtual CW probe path is defined to match the real
position and orientation of the corresponding ground truth Doppler. The 4D
velocities are projected onto the probe direction for the entire cardiac cycle.
Then, for each cardiac phase, the maximum velocity values along the probe path
are registered. Velocities are sampled in 1mm spatial steps along the probe path
and at each location averaged over a small disk of radius 1.5mm, to realistically
match the resolution of the CW protocol (Fig. 3 Top panel).

PW returns the dominant velocity of the blood cells inside a focal region of
interest (ROI) along the probe direction, typically just below the mitral leaflet
tips or within the left ventricular outflow tract [10,11] (Fig. 3 Bottom panel).
PW Doppler is used to measure the blood inflow and outflow across the valves
and is limited in capturing high velocities. In the 4D patient-specific computa-
tional models, a virtual PW probe direction and ROI is defined to match the
real position and orientation of the corresponding ground truth Doppler (Fig. 3
Bottom left). The 4D computed velocities inside the ROI are projected along
the probe direction. The dominant velocity of the blood cells is approximated
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Continuous Wave (CW) Doppler
TTE Doppler Measurement Virtual Doppler Computation and TEE

Pulse Wave (PW) Doppler
TTE Doppler Measurement Virtual Doppler Computation and TEE

Fig. 3. Validation setup. CW and PW Doppler are computed from the 4D simulation
(right panels) to reproduce the 1D ground truth (left panels).

by the most frequent velocity found in the ROI, determined automatically using
a histogram. In our experiments, the number of points in the ROI vary between
300 and 700, while 10 bins were used to build the histogram.

While we focused in our experiments on transvalvular blood velocities as rou-
tinely measured during Doppler exams, it is important to note that the technique
is not limited to these particular sites, and is applicable at any location.

5 Results

The performance of the patient-specific anatomy and dynamics computation
was validated on a set of 239 patients with 4D echocardiography acquisitions.
On average the precision was 1.73mm at a speed of 4.8sec per volume for the
valvular model and 2.68mm at a speed of less than 1sec per volume for the left
ventricle [6,7].

The validation of our patient-specific hemodynamics computation - the
main focus of this paper - was performed against clinical relevant blood flow



Patient-Specific Model of Left Heart Anatomy, Dynamics 347

PW Aorta CW Aorta

PW Mitral CW Mitral

Fig. 4. Doppler acquisitions overlaid with computed curves in a patient with atrial
fibrillation. Note the absence of the A-Wave in the transmitral measurements (bottom
row) and the high velocity peaks in the CW aortic measurements (top right), which
were well captured by the simulation.

Table 1. Measured ground truth (M) and simulated (S) peak velocities. Patient 1 and
2 had atrial fibrillation, therefore the A-wave was not visible (symbolized by n/a) in
the ground truth, also successfully captured by the simulation.

Patient 1 Patient 2 Patient 3

peak velocity (m/s) S M S M S M

Aortic PW systolic 0.627 0.732 1.01 1.38 0.51 0.59
Aortic CW systolic 0.761 0.843 1.11 1.53 1.035 0.82

Mitral PW diastolic E-Wave 0.78 0.8 0.49 0.48 0.97 0.853
Mitral PW diastolic A-Wave n/a 0.53 0.4 n/a

Mitral CW diastolic 0.96 1.0 0.72 0.8 1.01 1.05

measurements, routinely acquired using Doppler echocardiography techniques.
It is important to notice that Doppler methods, such as the aortic CW Doppler
for stenosis assessment, are the current gold standard for hemodynamic anal-
ysis. Please also note that the diagnostic value of Doppler measurements is
to a large extent in the peak velocities – as e.g. for assessing the degree of
dysfunction – as well as qualitative observations in particular modes, i.e. the
E- and A-waves in Mitral PW Doppler, describing transmitral flow early and
late diastole respectively. Hence the evaluation is focused on these aspects.

The patient population included three randomly selected patients: two of them
suffering from atrial fibrillation whereas the third from severe regurgitations of
both, aortic and mitral valves. For each patient, a Doppler exam was performed
six to 12 weeks before surgery, at the beginning of which 4D TEE data was
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acquired. A difference in heart rates of 1 to 18% could be observed. Patient-
specific models of anatomy and dynamics were computed form the 4D TEE
images as described in section 2. From the obtained models, boundary con-
ditions were derived and used to computed patient-specific hemodynamics as
presented in section 3. Using the validation protocol described in section 4, mea-
sured and computed Doppler (PW and CW), for both valves and all patients,
were compared and reported in Table 1. Overall a high agreement could be ob-
served between the in vivo acquired measurements and computed results and
the correlation among the corresponding values, which was computed using all
values from all patients as reported in Table 1, amounted to r = 0.85 (signif-
icance p < 0.0002675). A qualitative comparison is provided in Fig. 4, which
displays the ground truth Doppler velocities over time and the computed curves
in one patient with atrial fibrillation. In support of our quantitative compari-
son, the overlay reveals the high level of detail of our computational model. In
particular, the absence of A-wave in the transmitral measurements as specific
for atrial fibrillation was correctly captured by the model - whereas its presence
reflects ventricular filling in late diastole. Moreover, sharp peaks observed in
CW Doppler across aortic valve were reproduced by the simulation, which occur
across the valve orifice just before closure and after opening.

6 Conclusion

This paper presents a framework for systemic and highly detailed modeling of
left heart anatomy, dynamics and hemodynamics from 4D TEE. Fast and ro-
bust estimation of anatomy and dynamics is performed using machine learning
algorithms, while patient-specific hemodynamics is robustly estimated by using
the personalized left heart model as a boundary condition for solving a level-set
based formulation of the Navier-Stokes equations. Our framework was validated
on three diseased patients, where both TEE and Doppler measurements were
available and demonstrated high agreement. To the best of our knowledge our
personalized model captures the most anatomical detail, considering for the first
time papillary muscles and importantly is the first time that a framework for
cardiac fluid mechanics is validated with clinically acquired ground truth data
obtained from routinely employed clinical instrumentation in diseased patients.
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Abstract. Cardiac deformation and motion analysis is important for
studying heart function and mechanics. Deformation and motion abnor-
mality of the myocardial wall is usually associated with ischemia and in-
farct. Three-dimensional (3D) echocardiographic (echo) imaging is the most
widely used method to estimate cardiac motion. However, quantitative
motion analysis from echo images is still a challenging problem due to the
complexity of cardiac motion, limitations in spatial and temporal resolu-
tions, low signal noise ratio and imaging artifacts such as signal dropout.
We developed a novel method to quantitatively analyze cardiac deforma-
tion and motion from echo sequences. Our estimated cardiac motion is not
only regularized to be spatially but also temporally smooth. We validate
our methods using (1) simulated echo images with known ground truth,
and (2) in vivo echo images acquired on open-chests pigs with
sonomicrometry. Tests indicate that our method can estimate cardiac mo-
tion more accurately than methods without temporal regularization.

Keywords: Cardiac motion analysis, nonrigid image registration,
echocardiography, cardiac strain estimation.

1 Introduction

Quantitative analysis of cardiac deformation and motion is important for study-
ing heart function. Many illnesses related to ischemia or infarct can be recognized
from the motion and deformation abnormalities [1]. Technique to accurately lo-
cate the abnormal motion region is critical to specify the disease and to evaluate
the treatment.Echocardiography (echo) is most widely used because it is non-
ionizing, real-time, cost-effective and convenient. With the development of the
new transducer array technology, 3D echo is now available and can provide real-
time images of whole heart [2]. However, the 4D (3D+t) data is acquired with
a compromise that both the spatial and temporal resolution are reduced. 3D
motion analysis from echo remains a challenging problem.
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Motion analysis from echo typically falls into two categories: model-based and
intensity-based methods. Model-based methods usually adopt deformable mod-
els, whose creation and training requires manual inputs and prior knowledge
[3,4]. Papademetris et al. [5] used a finite element model, where the correspon-
dences between the consecutive frames are tracked from interactively segmented
myocardium surfaces. This requires intensive manual work and is computation-
ally less efficient. Wang et al. [6] tracked myocardial surface by maximizing the
likelihood of a combined intensity and motion prediction model. Both the initial
myocardial surface detector and the motion prediction model need to be learned
in advance. Comaniciu et al. [8] proposed a Kalman filter based information
fusion framework for shape tracking with a probabilistic subspace model con-
straint. In this work, a shape model should be learned and motion estimation is
limited to the contour points.

Compared to model-based methods, intensity-based methods track the whole
images directly. They require less manual inputs, can estimate spatially-dense
transformations, and are better suited for parallel computing [9]. Optical-flow
methods [10] and B-spline based registration methods have been proposed [11,12].
However, these methods only address the spatial smoothness of the points on
myocardial wall, while their temporal continuity are not considered. Carbayo et
al. [13] proposed a spatiotemporal deformation model for cardiac motion track-
ing. A 2D+t B-spline transformation is used to control the spatial and temporal
smoothness. This method used a fix frame (the diastolic frame) as the refer-
ence. As a result, registration of frames further away from the reference is slower
than frame-to-frame approach because of large deformation, and it is also less
accurate due to speckle decorrelation [7,11]. In addition, it is difficult to extend
the spatiotemporal model to 3D+t, due to the increased parameter space and
thus the likelihood for the optimization to be trapped at local minima. Mathieu
et al. [15] propose 3D diffeomorphic registration, with the velocity defined with
a spatiotemporal continuous model. Again, by using a fixed reference frame, it
suffers from speckle decorrelation.

We propose an intensity-based 3D frame-to-frame motion estimation method,
which regularizes the spatial and temporal smoothness. By using frame-to-frame
registration, we are able to alleviate loss of image similarity caused by speckle
decorrelation. Key to our method is the temporal regularization, where we re-
quire the two spatial transformations adjacent in time to be similar. We define
a regularization term that penalizes the second-order derivative of the voxel tra-
jectory, which in term keep motion of each voxel to be smooth in velocity. This
is done without the need for elaborate learning of the heart dynamical model.

2 Method

The deformation between a reference frame and a target frame is estimated
by non-rigid registration. The registration problem is proposed as minimizing
process of an energy which consists of similarity energy and regularization energy.
The transformation is parameterized and the optimal transformation is found in
a parameter space.
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2.1 Deformation Model

We use 3D B-spline transformations to represent the deformation from the ref-
erence image to target images [17]. B-spline transformation is used because it
defines complex nonrigid deformation by using a small number of parameters
(the control vectors). The deformation is controlled locally by varying the con-
trol vector values located on a uniform spacing grid.

We denote the 3D image volume as Ω = {(x, y, z)|0 ≤ xn < N, 0 ≤ ym <
M, 0 ≤ zk < K}. We place a ng × mg × kg mesh of equally spaced control
points ci,j,l over the image domain. The transformation T(x; c) is defined that
the displacement is a 3D tensor product of the 1D cubic B-splines:

T(x; c) = x +
3∑

k=0

3∑
m=0

3∑
n=0

Bn(ux)Bm(vy)Bk(wz)ci+k,j+m,l+n, (1)

where i = 	x/ng
 − 1, j = 	y/mg
 − 1, l = 	z/kg
 − 1. B-splines are compactly
supported, and thus are defined by its terms of local coordinates (ux, vy, wz),
where ux = x/ng − 	x/ng
, vy = y/mg − 	y/mg
, wz = z/kg − 	z/kg
. Bn are
the nth B-spline basis functions: B1(u) = (1 − u)3/6, B2(u) = (3u3 − 6u2 +
4)/6, B3(u) = (−3u3 + 3u2 + 3u + 1)/6 and B4(u) = u3/6 with 0 ≤ u ≤ 1.
The displacement of each point x will be controlled by vector values ci,j,l of
the nearest 4 × 4 × 4 control points. In the following sections, c will be used as
simplified notation of transformation T(x; c).

2.2 Similarity Metric

Similarity metric is a measurement of how much two images are similar. Mu-
tual information (MI) measures the statistical dependency between two images
without assumption that the two images are linearly correlated, making it more
suitable for echo images. Assume the reference and target images are Ir and
It, then MI(Ir, It; c) is a parametric function of c that measures the statistical
dependency between the intensity values of Ir(x) and It(x; c).

The energy of negative MI of a reference image and a deformed target image
is defined by:

Esim(Ir , It; c) = −
∫

P (ir, it; c)log
P (ir, it; c)

pr(ir)pt(it; c)
dirit, (2)

with P (ir, it; c) the joint probability density function (PDF) of the two images
and pr(ir) and pt(it; c) the marginal PDFs of image Ir and It(x; c) respectively.
The joint PDF of reference and deformed target images is evaluated by using
the Parzen window approach:

P (ir, it; c) =
1
|Ω|

∫
Ω

Gβ(I(x; c) − i)dx, (3)

where i = (ir, it)T , I(x; c) = (Ir(x), It(x; c))T and Gβ = 1
2πdetβ exp(− 1

2 iβ
−1i)

with β =
(

βr 0
0 βt

)
, βr and βt are variance of Gaussian kernels for Parzen es-

timation and |Ω| the number of voxels in the image domain. The marginal
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PDFs are pr(ir) = 1
|Ω|

∫
Ω gβr(Ir(x) − ir)dx with gβr = 1√

2πβr
exp(− t2

2βr
) and

pt(it; c) = 1
|Ω|

∫
Ω gβt(It(x; c)− it)dx with gβt = 1√

2πβt
exp(− t2

2βt
). Here we define

eMI = log P (ir ,it,c)
pr(ir)pt(it;c)

= log 1
pr(ir) − log pt(it;c)

P (ir ,it;c)
as the entropy decrease at each

voxel when the conditional probability density is given.

2.3 Spatiotemporal Regularization

In order to let the transformation to be spatially smooth, we need to define a
penalty energy which regularizes the transformation to be as smooth as possible.
Assume we have a transformation T(x) = (Tx, Ty, Tz)T , the spatial regulariza-
tion energy is defined as the sum of bending energies of three components:

Esp =
1

|Ω|
∑

d∈{x,y,z}

∫
Ω

[(
∂2Td

∂x2
)2+(

∂2Td

∂y2
)2+(

∂2Td

∂z2
)2+2(

∂2Td

∂x∂y
)2+2(

∂2Td

∂y∂z
)2+2(

∂2Td

∂x∂z
)2]dx.

(4)

For echo sequences, since the time span τ between frames is equal and very
short (e.g. 40ms per frame), the motion of any points in the myocardial wall
should be continuous in velocity. Here we define a penalty term ∂2T

∂t2 which
regularizes the transformation to enforce that the velocity changes are small.
Let’s consider three consecutive frames Ii, Ii+1 and Ii+2. The trajectory of a
point x in these three frames will be Ti(x), Ti+1(x) and Ti+2(x), then we have:

∂2T
∂t2

|t=i = (Ti − 2Ti+1 + Ti+2)/τ2. (5)

In order to take advantage of the correlation information between the neigh-
bor frames, we use an improved frame-to-frame registration approach. We will
register Ii with Ii+1 and Ii+2 to estimate transformation from i to i+1. Assume
the transformation from frame i to the two consecutive frames are T1(x) and
T2(x) then a point x in Ii corresponds with points T1(x) and T2(x) in the
consecutive frames. The temporal regularization energy will be:

Etp =
1
|Ω|

∫
Ω

|x − 2T1(x) + T2(x)|2dx (6)

2.4 Optimization

The registration energy will be a weighted sum of the energies of similarity,
spatial regularization and temporal regularization:

E = Esim + wsEsp + wtEtp, (7)

where ws and wt are weights for spatial and temporal regularization.
We use a steepest descent method to minimize the registration energy. It is an

iterative method that the derivative of the energy function with respect to the
transformation parameters will be calculated in each iteration. Let’s denote c1

and c2 as the transformation parameters from one frame to next two consecutive
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frames. The partial derivatives of the MI with respect to each vector of c1 and
c2 are:

∂Esim

∂ci,j,k
=

∫
Ω′

∂eMI(ir, it; c)
∂it

|it=It(x,c)
ir=Ir(x)

∂It(x, c)
∂x

|x=T(x,c)
∂T(x)
∂ci,j,k

dx, (8)

with the derivative of entropy difference eMI(ir, it) calculated as: ∂eMI(ir ,it;c)
∂it

=

Gβ � ( 1
P (ir ,it;c)

∂P (ir ,it;c)
∂it

− p′
t(it;c)

pt(it;c)
), � is the convolution operator, and Ω′ is the

region in which the transformation of a point x is controlled by vector ci,j,k.
The derivative of the spatial regularization energy with respect can be referred
to [11]. The derivatives of the temporal regularization energy are:

∂Etp

∂ci,j,k;1
= − 2

|Ω|
∫

Ω′
(x − 2T1(x) + T2(x))

∂T1

∂ci,j,k;1
dx,

∂Etp

∂ci,j,k;2
=

1

|Ω|
∫

Ω′
(x− 2T1(x) + T2(x))

∂T2

∂ci,j,k;2
dx. (9)

The components of c1 and c2 will be serialized as a vector and optimized.
The transformation T1 will be then used to describe the deformation from the
ith frame to (i + 1)th volume.

2.5 Deformation Analysis

When the transformation from frame i to i + 1 is estimated as Ti, the transfor-
mation from the reference frame I0 to any frame Ii will be a concatenation of
i transformations: Ti,0(x) = Ti ◦ Ti−1... ◦ T1(x). We use strain to characterize
cardiac motion and deformation. We here use the Green Lagrange strain ten-
sor with the definition of E = JTJ − I in our evaluation, with J the Jacobian
matrix of the transformation. The strain tensor describes the strain along any
directions, usually they are evaluated along the longitudinal, radial and circum-
ferential directions defined in cardiac coordinate system [11].

2.6 Implementation

In our implementation, we use a series of 3D B-spline transformations with grid
size 20× 20× 20 to represent the transformation. For MI, 32 bins are used to
evaluate the joint and marginal PDFs. βr and βt are empirically set to 3.0. The
weighting ws and wt for regularization energies are both 0.1. The algorithm is
implemented with Matlab [18] parallel computing toolbox under a windows XP
64 bit system on a machine with 2.13GHz Xeon 8 cores CPU and 6GB memory.
It takes about 20 minutes to register a 3D sequence with 24 frames.

3 Data and Experiment

We use both simulated and real data to verify our method. In the simulated data
experiment, a diastolic left ventricle (LV) volume with size 137 × 96 × 124 and
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Fig. 1. The center longitudinal views of the reference frame, and 10th volume and
the displacement field between these two frames (only displacement field inside a bell-
shaped mask is displayed)

voxel size 1mm×1mm×1mm is used as a reference frame. This frame is then
deformed with a series of continuous displacement field functions. The func-
tions are axially symmetrical to simulate the myocardial contraction effect along
radial and longitudinal directions. The 3D functions are in form of: fx,y =

axysin
π
√

(x−xc)2+(y−yc)2

2rd
sin( iπ

Nf
)n and fz=azsin

π(z−zapex)
2(zbase−zapex)sin( iπ

Nf
+ π

16 ), with
xc, yc, rd the axis center coordinate and the average axial radius, zapex and zbase

the height of base and apex planes, Nf and i the number of frames and the
frame index, and axy, ay are the magnitudes of displacement fields. An image
sequence is generated when i varies from 1 to Nf to simulate the cardiac motion
in one cycle. Three sequences of 20 frames each are simulated with speckle noise
of variance 0.04, 0.06 and 0.08 added, with a multiplicative noise model [18].
The center longitudinal slice of the first and the 10th volume with speckle noise
variance 0.06 are shown together with the in plane displacement field in Fig.1.

The real data sets are acquired from three open-chest pigs by using a Philips
IE33 system. Cardiac motion sequences of heart under normal condition and
controlled ischemia by inferior vena cava (IVC) occlusion are both captured.
The images are resampled into volume sequences of 160 × 100 × 128 with voxel
size 1mm×1mm×1mm. For validation, we installed six sonomicrometers in the
heart wall. The distance readings between the crystals are used to compare with
the tracked distances in the echo images. The crystal coordinates in the reference
frame are manually denoted.

4 Result and Discussion

We estimate the sequence motion by using registration methods with and without
temporal regularization. In the simulated data experiments, the estimated dis-
placement fields are compared with the ground truth. The errors are evaluated
by using the mean and variance of the error vector of displacement field at each
voxel inside a bell-shaped region. As an example, the means and variances of the
two methods in the noise variance 0.06 test setting are shown in Fig.2. We can see
in most frames the errors are smaller in our proposed method than the method
without temporal regularization. Our method shows a more stable frame-to-frame
transformation error and the variance of errors are smaller. The total average er-
rors in the three noise variance settings with temporal regularization are 0.226,



356 Z. Zhang, X. Song, and D.J. Sahn

0 2 4 6 8 10 12 14 16 18 20
0.22

0.24

0.26

0.28

0.3

0.32

0.34

Frames

T
ra

n
sf

o
rm

at
io

n
 E

rr
o

r

 

 

with temporal regularization
w/o temporal regularization

Fig. 2. The registration error with re-
spect to the ground truth in each frame
with and without temporal regulariza-
tion

83 83.5 84 84.5 85

46

46.5

47

47.5

48

A Tracked Point Trajectory in Basal Segment

 

 

Truth Trajectory
with temporal regularization
w/o temporal regularization

Fig. 3. The ground truth trajectory
(blue) and the estimation by using our
method (green) and method without
temporal regularization (red)

0 5 10 15 20 25 30
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Frames

S
tr

ai
n

 

 

radial (w/o temporal)
longitudinal (w/o temporal)
circumferential (w/o temporal)
radial (our method)
longitudinal (our method)
circumferential (our method)

0 5 10 15 20 25 30 35 40
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Frames

S
tr

ai
n

 

 

radial (w/o temporal)
longitudinal (w/o temporal)
circumferential (w/o temporal)
radial (our method)
longitudinal (our method)
circumferential (our method)

Fig. 4. Cardiac strains estimated in a lateral apical segment of a normal heart (Left)
and in the mid septum region with IVC occlusion (Right)

0.261 and 0.297, while in the methods without are 0.248, 0.295 and 0.346. Fig.3
shows a trajectory of a point in basal segment in the center longitudinal view. We
can see with temporal regularization, the sudden change in the voxel trajectory
can be effectively avoided.

For the real datasets, strains tensor of points in cardiac wall segments of the
open-chest pigs are calculated from the transformation function as described
in section 2.5. The strain value are evaluated in the radial, longitudinal and
circumferential directions which are defined in local cardiac coordinate. Here we
show the strain in a lateral apical segment of a normal heart and that in the
mid septum regions of a heart with inferior vena cava (IVC) occlusion. From
Fig.4 we can see our method can estimate cardiac strain with more smoothness
in both normal and abnormal cases.



Cardiac Motion from 3D+t Echo with Spatiotemporal Regularization 357

Table 1. The correlations between the estimated pair-wise distances and those from
the sonomicrometry, with temporal regularization (numbers on the left) and with-
out(numbers on the right). Numbers 1-6 index the 6 sonomicrometry markers.

1 2 3 4 5 6
1 1.0/1.0 0.869/0.851 0.936/0.904 0.872/0.840 0.938/0.912 0.942/0.907
2 0.869/0.851 1.0/1.0 0.771/0.755 0.981/0.970 0.810/0.793 0.891/0.883
3 0.936/0.904 0.771/0.755 1.0/1.0 0.982/0.968 0.922/0.908 0.979/0.964
4 0.872/0.840 0.981/0.970 0.982/0.968 1.0/1.0 0.906/0.877 0.938/0.928
5 0.938/0.912 0.810/0.793 0.922/0.908 0.906/0.877 1.0/1.0 0.856/0.843
6 0.942/0.907 0.891/0.883 0.979/0.964 0.938/0.928 0.856/0.843 1.0/1.0

Finally we compare performances achieved with and without temporal regu-
larization, by computing the correlations between sonomicrometry-derived and
algorithm-derived pair-wise distances (Table 1). We can see with temporal reg-
ularization, consistently higher correlations with sonomicrometry are achieved.

5 Conclusion

We developed a novel 3D frame-to-frame cardiac motion estimation method
from echo images. A temporal regularization term is added in the registration
framework to avoid large displacement field change in consecutive frames. Sim-
ulated data experiments shows that our method has a higher accuracy and the
points motion trajectory is much more smooth. Real dataset from open-chest
pigs show that the estimated strain by our method is more physically reason-
able and the estimated transformation agrees better with sonomicrometry. Our
method is a general method and can be extended to motion estimation of other
image modalities.
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Abstract. We propose a boundary detector for echocardiographic im-
ages to be used in conjunction with deformable models. It is well suited
to detect endocardial and epicardial boundaries in both 2D and 3D im-
ages. We demonstrate its capabilities on an example of Active Shape
Models, where it is used as a force driving the mesh towards the cardiac
walls. Although the proposed approach is mostly specific to echocardio-
graphy, it does not require any training to learn the image appearance
(since construction of a training set of echocardiograms is very difficult
and error prone). The detector is based on computing the medians of
a series of neighborhoods and analyzing the change in their values to
look for the evidence of an edge. The proposed algorithm was tested
on thirty 3D echocardiographic sequences (corresponding to 10 healthy
and 10 dyssinchronous hearts, the latter imaged at two stages of cardiac
resynchronization therapy: before and at twelve month followup).

1 Introduction

There has been a vast number of algorithms developed for the cardiac segmen-
tation in 3D echocardiography. We would like to concentrate here on algorithms
utilizing deformable surfaces. An extensive survey of these algorithms can be
found in Heimann and Meinzer[1], Noble et al.[2], Frangi et al.[3], Lelieveldt et
al.[4], and Angelini et al.[5,6]. All these methods utilize an appearance model
(to fit the deformable surface to the image) that is mainly obtained either by
learning from a training set of manually delineated images or using heuristics.
Learning the appearance model from a training set is the most promising and
popular approach today, however generating the appropriate and representative
training set is challenging, especially in 3D echocardiography, due to a poor
quality of the images. The fitting algorithms that utilize heuristic models, on
the other hand, mostly reduce to the search of strongest change in the sampled
quantity (intensity, gradient, etc.) or try to reach a state where the sampled
quantity outside the shape and inside are uniform. Most of these approaches
utilize information sampled only along a line (along a normal to the mesh),
which creates vulnerability to noise.

D.N. Metaxas and L. Axel (Eds.): FIMH 2011, LNCS 6666, pp. 359–366, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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In this paper we propose a boundary detection based on order statistics.
Median is known to be a good choice to recover signal from speckle and im-
pulse noise. By using median we expect to have a detector that is less in-
sensitive to fluctuations in image intensity and speckle patterns (that differs
between hardware manufacturers). It is also heuristic, avoiding a costly and
error prone process of delineating the images required by the learning-based ap-
proaches. There is a number of other works concerning the edge detection in
echocardiograms[9,10,11], but they are mostly global edge detection techniques,
and what we wanted is to have a reasonably simple technique to find the edge
locally and especially uniquely. The proposed approach will be demonstrated
on the example of segmenting myocardium of the left ventricle using an Active
Shape Model(ASM)[12]. Nevertheless, it should be noted that the detector is not
limited to ASM and, although, we will apply it to 3D images, it works for 2D
images and can potentially be applied to M-mode ultrasound as well.

2 The Order Statistic Based Boundary Detector

We will frame our detector within ASM framework. First of all, ASM requires
a generative shape model, called the Point Distribution Model (PDM), con-
structed by applying PCA to a set of aligned landmarked shapes. This shape
model is then adapted to an image by sampling image features along normals to
each landmark and displacing the landmarks as to minimize a certain objective
function (in the classical approach - Mahalanobis distance to the mean profile,
learned from a training set). Our PDM was constructed from CT images, follow-
ing the automatic approach of Ordas et al.[13]. Here we propose the following
heuristic boundary search:

1. For each landmark take a normal to the surface
2. Sample a N + M ×M ×M neighborhood (M << N) oriented along normal

with desired spacing (in our experiments we used 0.7mm, approximately
equal to the voxel size of our echocardiographic images). M and N should
be chosen beforehand.

3. For each M ×M ×M subblock compute the median, and form an N -vector
of medians (also called profile)

4. Compute the numerical derivative of the profile (we have used the central
difference operator)

5. Compute the quartiles Q1, Q2, Q3 of the profile derivative
6. Identify significant peaks as those bigger than Q3+1.5(Q3−Q1) and smaller

than Q1 − 1.5(Q3 − Q1) (This is a commonly accepted outlier detection
technique for the box plot[14]). These peaks will indicate all the relatively
strong edges corresponding to ascending and descending intensities.

7. To get the strongest edges, identify the minimum and maximum among the
peaks from the previous step. In a good quality image there will be two:
a positive and a negative. One of them corresponds to the inner wall and
another to the outer, depending on the direction of the normal.



Order Statistic Based Cardiac Boundary Detection 361

8. Use these positions, given by the identified extrema, to displace the shape
vertices.

9. Apply PDM constraints

In our experiments we have chosen N = 51, M = 9 and uniform spacing of
0.7mm (the spacing approximately coincides with the voxel size in our datasets).
These values were chosen as to provide a reasonably dense sampling (sampling
every voxel) and wide search range (to provide a robustness to inaccurate initial-
ization), and they have shown good results on a multitude of images. To place
the initial shape in a reasonable starting position we aligned the mean shape of
the PDM, by an affine transform, to six points: four points on the endocardium
close to the mitral valve, the center of the aortic valve ring, and the apex. The
four points in the basal region are not associated to any anatomical location and
can be anywhere(preferably equally far from each other along the endocardium).
The aortic valve is required to define the orientation of the shape. This initializa-
tion technique is similar to the one employed in Qlab (Philips Medical Systems,
Andover, MA) and allows for a fast initialization.

3 Segmentation of 3D+t Echocardiographic Images

3D+t echocardiograms involve one additional challenge, which is tracking of the
mitral plane in order to extract correct longitudinal contraction. Since the ASM
deforms the shape only along normals, it can be seen from Fig. 1b that there
are no structures on our mesh that could move the shape upwards (closing the
mesh is not a good option as the valve opens during cardiac cycle). Therefore,
we complement the model with several rings of vertices on the inside (up to 3mm
depth with 0.7mm spacing, Fig. 1a) to detect the area where the endocardium

(a) (b) (c) (d)

Fig. 1. The illustration of mitral plane detection. (a) Shape with the complementary
vertices; (b) Initial shape placed on the image of a healthy heart (red - endocardium,
blue - epicardium); (c) Shape after the first iteration of the ASM; (d) Shape with
corrected endocardium using the located mitral plane. For illustrative purposes no
PDM constraints were applied in (d) so the shape is not plausible.
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joins the mitral valve. The boundary detection for these points is performed
along the long axis of the ventricle.

Now the proposed approach can be easily extended to 3D+t data in the follow-
ing way. The segmentation in every frame is initialized using the shape obtained
in the previous frame. The segmentation should start from the end-systolic (ES)
frame and advance towards end-diastolic (ED) forwards and backwards along
the timeline (five iterations are usually enough for the first frame and two for
the others). This ensures a recovery of a more periodic deformation, reduces the
effect of error propagation between frames, and allows to run two segmentations
in parallel, reducing the overall execution time.

4 Results

The evaluation dataset was prepared with an idea of demonstrating the seg-
mentation accuracy and also investigating whether this accuracy is sufficient for
one of the clinical scenarios. The dataset consisted of ten healthy volunteers,
and ten patients that underwent a cardiac resynchronization therapy. The pa-
tient dataset consisted of two sequences for every patient: one before the therapy
(hereinafter labeled as Off) and one corresponding to the followup at twelve
months. The patient population consisted of three ischemic patients with left
bundle branch block (LBBB), four non ischemic with LBBB, and three ischemic
without LBBB. Four of these patients responded to the therapy. The response
was determined as volume decrease at ES by more than 15% at 6 or 12 month
followup using measurements in 2D echocardiograms. The 3D acquisition of each
patient was performed using one of the three machines: IE33, SONOS7500 and
GE Vivid 7. The segmentation was performed on each of the 30 sequences,
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Fig. 2. (a) Bland-Altman plot comparing the accuracy of the algorithm with respect
to manual contours in 3D in terms of volume. (b) Boxplot of segmentation accuracy
for epicardium and endocardium in terms of S2S error. ’+’ denotes outliers, ’x’ stands
for the mean.
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Table 1. Segmentation accuracy (mean±2SD)

Meaurement Healthy Patient

S2S Endo [mm] 1.57 ± 1.09 1.84 ± 1.86
S2S Epi [mm] 1.80 ± 1.06 1.68 ± 1.71
Volume wrt 3D manual [ml] 6.35 ± 14.21 3.06 ± 46.86
EF wrt 3D manual [%] 0 ± 9 0 ± 19
ES Volume wrt 2D manual[ml] n/a −11.50 ± 59.50

Fig. 3. An illustration of several problematic images with overlaid automatic contours

starting from the ES frame (determined by the visual inspection of the aortic
valve) and following the steps of 3D+t segmentation.

To evaluate the accuracy of the segmentation algorithm the shapes in end-
diastole (ED) and end-systole (ES) were corrected by an expert. Fig. 2a shows
the Bland-Altman plot for the segmentation accuracy measured in terms of
volume estimation with respect to the manual contours in 3D. Fig. 2b shows
the segmentation accuracy for the healthy subjects and patients in terms of the
symmetric average surface-to-surface(S2S) error.

Table 1 further summarizes the results obtained on the healthy hearts and on
the patients. Several comments have to be made. First of all, the cardiac images
were separated on purpose into healthy and pathological, because healthy hearts
usually have better quality images and the left ventricle fits into the pyramidal
field of view (FOV) as in Fig. 1b. Patient images are much more challenging and
were mostly acquired by older equipment. The accuracy of segmentation was
measured not only with respect to manually corrected shapes in 3D, but also with
respect to volume measurements performed in 2D (the ones used to determine
the response). Manually corrected contours in 3D had the same problem as the
output of the algorithm – when the wall is outside the FOV or is shadowed,
its whereabouts have to be guessed, which results in larger volume estimation
errors (as seen in Fig. 2a, the error increases with the volume).

It can be observed from the table, that when the definition of the cardiac wall
is relatively good, the algorithm performs well and the errors are low. As expected
the problems arise in the patients with dilated hearts. Fig. 3 shows examples of
images illustrating these problems. The leftmost image In the bottom left corner
is an image with a reverberation artifact on the lateral wall which occluded the
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Fig. 5. Plot of the decrease of ES volume from off to followup for all the patients,
grouped into responders and nonresponders

wall causing volume underestimation. The next image has a lot of noise and some
structures that occlude the apex, causing an overestimation of about 30ml. The
third one is a dilated heart, where a big piece of the lateral wall is outside the
FOV. In this particular case there are still some structures visible and the shape
got attached to them, giving an underestimation of the volume of about 50ml.
Actually, what is interesting about this case is that this image corresponds to
a followup study of a non-responder, whose ES volume before the therapy was
smaller (which means that the patient’s condition worsened). The last image is
an example where the ventricle is dilated and the cardiac walls are poorly defined,
which again caused underestimation by about 70ml. These cases essentially cor-
respond to the five points of the Bland-Altman plot (Fig. 2a) with high volume
differences. If these cases were excluded, the limits of agreement would reduce
from ±46ml to approximately ±30ml, making them comparable to interobserver
variability of measurements in 3D echocardiography (about ±20ml–±30ml[7,8]).
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The accuracy is also comparable to other approaches proposed in the literature,
in terms of EDV/ESV: 3.82 ± 1.4/0.61 ± 26.4ml[8], 16.1 ± 57.8/6.6 ± 39.7ml
[5], 0.1 ± 49.3/4.2 ± 32.3 [15]; volume 15.6 ± 41.1ml [16], point-to-surface error
1.28 ± 1.11mm [17].

To further evaluate our technique, we wanted to see how well it performed on
other frames of the 3D+t data (not just ED and ES). To this end we analyzed
the volume curves. The patients that responded to the therapy are expected
to have curves closer to the normal ones (Fig. 4a) or at least with a deeper
valley corresponding to the ES volume. To plot and compare the volumes, we
normalized them temporally and spatially (ES corresponds to time equal one,
the volumes divided by the maximum volume in the sequence). The plots can
be seen on Fig. 4.

It is interesting to see that the curves really get better, although just by
looking at them it is not easy to determine the response to the therapy or to
quantify well the reverse remodeling. To have a more quantitative evaluation, we
tried to apply the same criterion as the one that was used clinically (a patient
was considered a responder if ES volume decreased by 15%). In this experiment
we got a clear separation between responders and nonresponders, but at 26%
volume decrease (see Fig. 5). This error was expected, due to large, poorly defined
ventricles. However the algorithm demonstrated consistency in segmentations
and simply resulted in a shift of the decision rule.

5 Conclusion

In this paper we proposed a boundary detection for echocardiographic images
(both 2D and 3D) demonstrating how it can be integrated into ASM and used
to segment 3D echocardiographic images. The approach is expected to be insen-
sitive to initialization (though a rigorous validation is in order) and identifies
longitudinal contraction well (a problem that was not explicitly addressed until
now, from our knowledge). Nevertheless it still can detect wrong structures if
they have higher amplitude. Since segmentation in every frame is independent of
the others, it would be desirable to add some way of speckle tracking or ensuring
that over time the same boundary is being identified as a cardiac wall. Another
interesting point is that, in this study, the detector parameters were chosen by
visually inspecting the area covered by the grid points. The choice has proven to
be good in all the cases, but it still could benefit from optimization. It is good
to have a dense and long sampling grid, but the major drawback is that the
denser the sampling the longer it takes to compute and analyze the medians. It
would be interesting to analyze the various sampling strategies and choose the
best one (for instance, reducing the sampling radius with iterations, when the
wall should already be in the vicinity of the vertex).
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Abstract. In current clinical settings, there are several technological
challenges to perform automated functional analysis from cardiac MRI.
In this work, we present a framework to automatically segment the heart
anatomy, define segments of the left ventricle, and extract myocardial
motions for quantitative analysis of cardiac global and regional func-
tions. This framework makes use of the cardiac MRI sequences that are
widely available in clinical practice, and improves the performance of the
automated processing by combining information from multiple MRI se-
quences. We employed 20 pathological datasets to evaluate the proposed
framework where the automatic analysis was compared with the manual
intervention assisted analysis. The results showed high correlation be-
tween the two methods for the global function analysis (volume: R2>0.8,
ejection fraction:R2=0.88), and for the regional dyssynchrony analysis
(wall motion: R2=0.89; thickening: R2=0.81). We also found that the au-
tomated method could fully include apical and basal volume, resulting in
consistent overestimation of the left ventricle volume (∼40mL, P<0.05)
and small underestimation of ejection fraction (−0.024, P<0.001).

1 Introduction

Cardiovascular disease is nowadays the world’s number one killing disease, ac-
counting for nearly thirty percent of worldwide deaths [1]. There have been
tremendous efforts towards developing novel clinical applications using medi-
cal imaging and image analysis technology to reduce this death toll. Over the
imaging modalities available in clinical routines, Magnetic Resonance Imaging
(MRI) is becoming increasingly popular due to its non-ionizing radiation and
good contrast in imaging soft tissues. However, one MRI sequence may only
provide a limited portion of the full information required in automated image
processing [2]. Therefore, combining all the available MRI data from different
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Fig. 1. Scheme of the proposed framework. aMRI: anatomical MRI; SA cMRI: multi-
slice, short-axis cine MRI; LA cMRI: three-slice, long-axis cine MRI.

sequences, such as anatomical 3D MRI (3D aMRI) and different orientation
cine MRI (cMRI), has potential to provide better accuracy and robustness for
automated functional analysis.

In this work, we propose an integrated framework, shown in Fig. 1, to au-
tomatically segment the left ventricle and myocardium, and extract myocardial
motions for quantitative analysis of cardiac global and regional functions [3].
This process includes three MRI sequences, the balanced Steady State Free
Procession (b-SSFP), three dimensional, anatomical MRI (3D aMRI) [4], the
multi-slice, short-axis (SA) cine MRI (SA cMRI), and the three-slice, long-axis
(LA) cine MRI (LA cMRI). To combine the three sequences, we first transform
the data into the same world coordinate system and correct the misalignments
between inter- and intra- sequences [2]. Then, we develop a registration scheme
which propagates the segmentation in a pre-constructed atlas to the subject-
specific coordinate where three MR datasets are defined. To perform regional
analysis, we build the personalized myocardial segments by fitting a 16-segment
model (bullseye model) to the segmented myocardium [5]. This nonrigid fitting
can maximally preserve the equal distribution of the myocardium segments. The
cardiac motion within the ventricles are extracted using the combined informa-
tion of the three LA slices and multiple SA slices. As a result, we can automati-
cally compute the functional indices such as ejection fraction (EF) and perform
myocardial wall motion and thickening analysis. Also, from the personalized
bullseye model, we can analyze segmental volume, wall motion and thickening
and compute the systolic dyssynchrony index (SDI) which is important in cardiac
resynchronization therapy [5,6]. In the experiments, we employed twenty patho-
logical data for evaluation. We computed the volumes of the left ventricle and
myocardium, EF, SDIs using the proposed framework and the semi-automatic
method available in clinical practice respectively, and compared their results.
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The paper is organized as follows: Section 2 describes the methodological
framework in detail; Section 3 presents the experiments and results; our conclu-
sions are given in Section 4.

2 Method

2.1 Motion and Shift Correction

Images from different cardiac MRI sequences of a patient may be misaligned due
to movements caused by body motions and respiration during acquisition. For
cine MRI, which are used for myocardium motion tracking, this misalignment
also happens between the slices, causing the slice shift problem [2], as Fig. 2
demonstrates. This shift problem exists in both the SA and LA slices which are
generally taken from different breath holds.

In this framework, we register all available MRI sequences to the reference
coordinate system defined by the 3D aMRI. The 3D aMIR provides good spatial
resolution, 1 × 1 × 1 to 2 × 2 × 2 mm, for accurate slice-to-volume registration.
Therefore, we extract the end-diastolic phase from both the SA cMRI and LA
cMRI, which is the same phase as 3D aMRI, and register them to 3D aMRI.
The resultant transformation of each slice in end-diastolic phase is then applied
to the same slice in the other phases of the cMRI data. As a result, both the
inter-sequence misalignment and intra-sequence slice shift are corrected and all
images are transformed to the same spatial coordinate. Fig. 2 shows an example
of the ED phase of a SA cMRI before and after correction.

2.2 Multiple Image Registration for Segmentation Propagation

For the automatic segmentation, we employ the image registration and atlas
propagation-based method [8,9]. This method was mainly designed to extract
the whole heart anatomy from 3D aMRI. However, 3D aMRI may not provide

Fig. 2. Top row demonstrates multi-slice cine MRI before (left) and after (right) shift
and motion correction. Both MR and segmentation images are interpolated into 1x1x1
mm using shape-based method [7]. Bottom row shows manual segmentation (left) and
automated segmentation (right) without interpolation, red arrows point out the main
difference by the two segmentation methods.
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good contrast for myocardium, leading to less accurate delineation. By contrast,
SA and LA cMRI provide much better image quality within slices, but the spatial
resolution between slices is limited. Therefore, we extend the method and propose
to combine all the three MRI sequences, including 3D aMRI, LA cMRI and SA
cMRI, for the registration propagation. In this registration scheme, the target
space has multiple aligned target images.

The cost function in this multiple image registration is given by:

C([I3D, ILA, ISA], Iat, T ) = a1S(I3D , T (Iat)) + a2S(ILA, T (Iat)) +
a3S(ISA, T (Iat)) + bR(T ) ,

(1)

where Iat, I3D, ILA, ISA are the atlas image, 3D aMRI, LA cMRI and SA cMRI
at end-diastolic phase, respectively; T , the transformation model, is a series
of concatenated transformations including global affine, locally affine, and free-
form deformtions (FFDs) with adaptive control point status [9]; S is similarity
measure, the normalized mutual information (NMI) [10], normalized with the
number of sample points N , such as S = 1

N NMI; R is the bending energy for
regularization of the transformation; a1, a2, a3 and b are weighting factors.

To perform regional analysis, we define the 16-segment (bullseye) model for
the myocardium using the same definition in [5]. This is done by fitting a
pre-constructed model to the automatically segmented left ventricle and my-
ocardium, as the framework shows in Fig. 1.

2.3 Serial Registration for Cardiac Motion Tracking

We use serial propagation registration [11] to model the large deformation field
required for registration of phases which are far away from the ED phase. In the
serial propagation, we first register ED phase to its neighboring phase using a
cost function as follows:

C([ILA(ED), ISA(ED)], [ILA(i), ISA(i)], T ) =
a1S(ILA(ED), T (ILA(i))) + a2S(ISA(ED), T (ISA(i))) + bR(T ) ,

(2)

where ED and i indicate the cardiac phases. The resulting transformation is used
to initialize the registration of the next phase. This process continues until all
the phases are registered to the reference image. This registration is applied to
the combined SA cMRI and LA cMRI data. The ventricular motions are then
recorded in the deformation fields from each phase to the ED phase.

2.4 Cardiac Functional Analysis

Using the framework in Fig. 1, we can perform both the global and regional
function analysis. We will demonstrate the analysis on volume computation, EF,
SDI from regional blood pool volume [5], wall motion and thickening analysis.
Global LV dyssynchrony is calculated from the difference of the time taken to
reach maximum of regional volume (motion, thickness) for the 16 segments. A
SDI is then defined as the standard deviation of these timings, with a high SDI
indicating more dyssynchrony. To allow for comparisons between patients with
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different heart rates, SDIs are normalized and expressed as percentages of the
cardiac cycle. Also, a constraint is used for the computation of SDIs to exclude
the segments of scared muscle. For SDIs computed from regional volume and
motion analysis, we exclude the segments whose motion magnitudes are less than
10% of the maximum; and for that from wall thickening, we exclude the segments
whose thickness changes are less than 1 mm. For regional analysis, graphs with
curves indicating changes over the cardiac cycle can also be formed for each
segment, allowing a visual investigation of segments during LV contraction.

3 Experiment

We employed pathological data from 20 patients who had severe heart failure
fulfilling standard criteria for cardiac resynchronization therapy for this study.
Each of these patients had an MRI scan using the three MRI sequences, 3D
aMRI, LA cMRI and SA cMRI. We performed both the functional analysis using
the fully automatic framework (shown in Fig. 1) and the semi-automatic method
available in clinical practice. In the semi-automatic analysis, the segmentation
were achieved manually slice by slice from the SA cMRI on the ED phase, and
then propagated to other phases by the same registration scheme.

Fig. 3 presents the linear regression and Bland-Altman plots of the segmented
volumes and EF by the two methods, and Fig. 4 provides those of the SDIs. The
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Fig. 3. Linear regression and Bland-Altman plots of the results from the automated
segmentation and manual segmentation
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Fig. 4. Linear regression and Bland-Altman plots of SDIs by the fully automatic anal-
ysis and semi-automatic analysis

measurements from the automatic and manual segmentation resulted in high
correlation, as the coefficients for the left ventricle endocardium volume (ENDO)
and epicardium volume (EPI) were R2=0.817 and R2=0.825 respectively. Also,
the mean Dice were as high as 0.883±0.036 and 0.896±0.031. However, the
automatic segmentation consistently overestimated the volume with significant
bias, 40.5mL for ENDO and 38.8mL for EPI, and both had P<0.05 from pair
t-test. We found that this overestimation mainly came from the difference of the
apical and basal segmentation, as Fig. 2 (bottom row) shows, the automated
method could fully include these regions, thanks to the usage of 3D aMRI, while
the manual segmentation, achieved from the SA cMRI, could mis-segment them.

The EF values by the two methods were highly correlated (R2=0.877), though
the volume overestimation resulted in a small but statistically significant bias
(-0.024, P <0.001). From Fig. 4, we found that the two methods did not have
high correlation (R2 = 0.617) for SDIs computed from volume changes. This
may be due to two bad cases as well as the difference from volume estimation,
as the correlation coefficient increases to R2 = 0.847 when the two cases are
excluded. Fig. 4 also shows that the SDIs from wall motion and thickening
analysis by the two methods resulted in much higher correlation (R2 =0.889
and R2 =0.807). For all the SDIs from volume change, wall motion and wall
thickening, we found that the automatic method produced small biases compared
with the results from the other method. However, none of these biases were
statistically significant, as P =0.11, P =0.48 and P =0.54 respectively. Finally,
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Fig. 5. An example of regional functional analysis using volume change (left), wall
motion (middle) and wall thickening (right) from the fully automatic method (top
row) and semi-automatic method (bottom row)

Fig. 5 demonstrates the regional functional analysis using volume change, wall
motion and wall thickening and the results from a pathological case.

4 Conclusion

In this paper, we have proposed a fully automated framework for cardiac global
and regional functional analysis. The registration used in the automated seg-
mentation and motion tracking combines image information from multiple MRI
sequences, which can provide accurate results for functional analysis. We em-
ployed 20 pathological datasets and compute the functional indices using both
the proposed fully automatic method and the semi-automatic method avail-
able in current clinical practice. The results showed that the proposed method
could fully segment the left ventricle, including the apical and basal regions,
which is however generally difficult to manually delineate from SA cMRI. This
segmentation difference resulted in a consistent overestimation of the volume
by the automatic segmentation, and large variations to the SDI analysis from
volume changes. However, the segmentation difference and volume overestima-
tion only caused a small bias (-0.024) to the EF and SDIs from wall motion and
wall thickening. These measurements from the proposed method also resulted in
high correlation to these from the semi-automated method. Finally, we did not
include the myocardial strain analysis, which is mainly available using speckle
tracking from echocardiogram [6] or motion tracking from tagged MRI [11,12,13].
In the future work, we will extend the framework to include the tagged MRI for
strain analysis.
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Abstract. This paper presents a new registration framework for esti-
mating myocardial motion and strain from multiple views of 3D ultra-
sound sequences. The originality of our approach resides in the estimation
of the transformation directly from the multiple views rather than from
a single view or a reconstructed compounded sequence. This allows us
to exploit all spatio-temporal information available in the input views
avoiding occlusions and image fusion errors that could lead to some in-
consistencies in the motion quantification result. In addition, by using
the original input images, speckle information (which is an important
feature for motion estimation and could be blurred out in the fusion
process) should remain consistent between temporal image frames.

We propose a multiview diffeomorphic registration strategy that en-
forces smoothness and consistency in the spatio-temporal domain by
modeling a continuous 3D+t velocity field as a sum of B-spline kernels.
This 3D+t continuous representation allows us to robustly cope with
variations in heart rate resulting in different number of images acquired
per cardiac cycle for different views. The similarity measure is obtained
by extension of a pairwise mean square error metric where a weighting
scheme balances the contribution of the different views.

We have carried out experiments on synthetic 3D ultrasound images
with known ground truth and on in-vivo multiview 3D data sets of two
volunteers. It is shown that the inclusion of several views improves the
consistency of the strain curves and reduces the number of segments
where a non-physiological strain pattern is observed.

1 Introduction

Recent advances in the design of 3D ultrasound (US) probes lead to an improved
temporal resolution of this modality and the possibility of extending currently
2D motion and deformation analysis to 3D. However, one of the drawbacks of
the US modality is the limited field of view and the non-uniform image quality
compared to other imaging modalities. A common approach to address these
problems is the combination of multiple US images obtained from different angles
of incidence into a single compounded image [1–4].

D.N. Metaxas and L. Axel (Eds.): FIMH 2011, LNCS 6666, pp. 375–383, 2011.
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Notably, most of these methods are targeted towards enhancing visualiza-
tion. However, the requirements for visual inspection by a clinician may be very
different from the requirements for post-processing algorithms such as segmenta-
tion or motion estimation. Few publications exist on image fusion for motion [5]
and deformation analysis. Most often, the proposed methods fuse a single image
data source with other type of information (e.g. a priori knowledge) and perform
fusion at higher level of abstraction (as opposed to pixel or feature level) [6].

In this paper, we propose to generalize 3D+t US fusion strategies to recover a
more accurate in vivo quantification of the 3D deformation over time. A major
feature of our approach is that we compute the deformation through a multiview
registration and hence directly from the input views, using all available spatio-
temporal information. Another key characteristic is the use of a diffeomorphic
transformation model where the velocity, rather than the displacement, is rep-
resented as a continuous and differentiable 3D+t vector field using B-splines.
This allows, on the one hand, to capture the spatio-temporal variability of the
underlying scene while maintaining consistency (i.e., preservation of spatial and
temporal topology), and on the other hand, to account for irregular temporal
sampling. In this way, our approach does not require the inputs to have the same
number of phases or to be scanned at the same position within the cardiac cycle.
This differs from current approaches [1–5] where it is assumed that the different
inputs are acquired at the same temporal position.

We have applied the proposed methodology to synthetic 3D US images with
known ground truth and to in-vivo multiview 3D data sets of two volunteers.
Strain curves obtained from our multiview approach are compared to the single
view case. The advantages of an improved temporal resolution are demonstrated
on a synthetic case.

2 Methods

The purpose of our multiview registration is to estimate from the multiple views
the trajectory of any point in the real scene. In our setting, this amounts to
finding the spatio-temporal transformation that relates any point in the com-
mon reference system at initial time to any subsequent continuous time in the
cardiac cycle. In the sequel, we refer to the common reference system as to the
fusion space, and take the initial time to be t = 0. The motion in each view
sequence is related to the motion in the real scene: homologous points and tra-
jectories in the different inputs should map to the same points and trajectories in
the fusion space. We formulate the multiview registration as the optimization of
a similarity metric matching intensities of the input views warped back from the
fusion space. The matching is weighted across the views to account for different
image quality across the field of view of each input sequence.

Notation. By convention, superscript indexes will refer to the different views
whereas subscript indexes will refer to time. We consider L single-view input se-
quences, each one representing a different 3D+t view of the same dynamic cardiac
scene. Each input sequence is composed of N l images, I l

0, . . . , I
l
N l−1, l = 1, . . . , L,
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every image being defined on a spatial domain Ωl ⊂ IR3 and associated to a time
instant tln ∈ [0, 1]. Different sequences may have different number of images N l

and may not be aligned in time, thus tln and tl
′

n for l 
= l′ may not correspond
to the same position within the cardiac cycle. Spatial coordinates in the fusion
space are denoted by x ∈ Ω and spatial coordinates in the space of each view
by xl ∈ Ωl. Consistent with these notations, the intensity function of each view
l at time tln will be denoted as I l

n(xl). The transformation in the fusion space is
defined as ϕ(x, t) and maps a point x in the fusion space at t = 0 to any time
t ∈ [0, 1]. Similarly, ϕl(xl, n) denotes the transport of a point xl at time tl0 = 0
to time tln ∈ [0, 1]. We also use the short-hand notation ϕt→t′ (and ϕl

n→n′) to
denote the transport of a point at time t (resp. tn) to time t′ (resp. tn′).

Calibration and ECG synchronization. We use the ECG-based synchro-
nization scheme in [7] to represent the input sequences in a common reference
time scale. The calibration transformations Cl that relate the fusion space with
each input view space are obtained using a combination of probe tracking [3]
and group wise registration [2] with phase-based similarity measure [1]. Since
the US probe can be considered stationary over the entire acquisition of each
input sequence, Cl is assumed to be constant over the cardiac cycle.

Transformation model. We use a temporal diffeomorphic transformation
model where the velocity field is represented as a continuous and differentiable
3D+t vector field using B-splines [8]. The diffeomorphic mapping ϕ : Ω×[0, 1] →
IR3 is related to the time-varying velocity field v : Ω × [0, 1] → IR3 by

ϕ(x, t) = x +
∫ t

0

v(ϕ(x, τ), τ)dτ . (1)

To numerically compute ϕ in (1), the continuous time interval is sampled at
intermediary time points tk and the integral is replaced by a summation:

ϕ(x, tn) = x +
n−1∑
k=0

v (ϕ(x, tk), tk)Δtk , (2)

where Δtk = tk+1 − tk. In our model, the transformation parameters are the
control point values in the B-spline representation of the velocity field.

Transporting motion vectors from the input views to the fusion space.
Consider a point xl in the space of view l whose motion vector is described by
ϕl

0→n(xl). This motion vector can also be tracked in the fusion space by first
warping the point xl to the fusion space (by the inverse of Cl), then transporting
it to tn (by ϕ0→tn), and finally bringing this transformed point back to the space
of view l (by Cl). This is illustrated in Fig. 1. Thus, each transformation ϕl

0→n

is related to the transformation in the fusion space ϕ0→tn through:

ϕl
0→n = Cl ◦ ϕ0→tn ◦ (Cl)−1 (3)

where Cl is the calibration transformation obtained as previously described and
ϕ0→tn is the transformation in the fusion space modeled as in (2).
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Fig. 1. Link between transformations in each input view space and the transformations
in the fusion space. Note that ϕl

0→n ◦ Cl = Cl ◦ ϕ0→tn .

Similarity metric. The transformation ϕ is obtained through the optimization
of a similarity metric matching intensities of the input views warped back from
the fusion space. Specific similarity metrics need to be designed for capturing the
global similarity of the entire sequence across all the views. For simplicity, we use
a weighted-based mean square error (MSE) and, for all views, we compare each
image in the sequence to the first one. The intensity levels are only compared
within views, avoiding potential problems with intensity normalisation while
allowing to track the speckle. For each view l and location x in the fusion space
at t = 0, we assign a value wl(x) which weighs the contribution of the view to
the metric. If we take J samples at time t = 0 in the fusion space (and using
the relationships shown in Fig. 1), the weighted-based MSE similarity measure
is computed as

MSE =
J∑

j=1

L∑
l=1

N l−1∑
n=1

wl(xj)
(
I l
0

(
Cl(xj)

)− I l
n

(
Cl ◦ ϕ0→tn(xj)

))2

. (4)

In this paper, we use very simple weighting schemes (i.e., equal weights and
maximum selection rule) to balance the contributions of the different views to
the image similarity metric.

Myocardial strain estimation. The strain is estimated from the spatial
derivative of the resulting spatio-temporal transformation ϕ. If D(x, t) is the
Jacobian of ϕ(x, t), the strain tensor is obtained by

σ(x, t) =
1
2
(D(x, t)T D(x, t) − I) , (5)

where superindex ‘T’ denotes transposition and I is the identity matrix. The
strain tensor can further be projected onto a local cardiac coordinate system
to compute the deformation in the radial, circumferential and longitudinal di-
rections. These directions are defined on a mesh obtained from segmenting the
left ventricle (LV) at t = 0 in the fusion space. The strain data was averaged
into 17 regions in accordance with the standard segmentation proposed by the
American Heart Association (AHA).
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3 Experiments

The proposed multiview registration algorithm was applied to synthetic 3D US
images with known ground truth to evaluate its accuracy and was then applied
to in-vivo multiview 3D data sets of two volunteers.

3.1 Strain Accuracy on Simulated US Data

We used the simulated data set presented in [9], where the LV deformation is
modeled by a simplified kinematic model based on a thick-walled ellipsoid with
physiologically relevant end-diastolic dimensions. This model was used to gener-
ate ground truth values for both the motion (displacement) and the deformation
(strain). The simulated images consisted of 282× 282× 282× 20 isotropic voxels
with a voxel size of 0.35 mm.

We evaluated the ability of our algorithm to deal with missing information
(either in the spatial or temporal dimension) occurring in some of the input
views. For that purpose, the ground truth deformation of the simulated full
LV was compared with the deformations found after the multiview registration
of: (i) two spatially half-occluded sequences, and (ii) two half-time resolution
sequences. For these experiments, the maximum selection rule was chosen as a
weighting scheme (i.e., for each voxel, only the view with maximum intensity
contributes to the metric).

The two spatially half-occluded sequences were generated from the full view
sequence by complementary spatially masking half the volumes for each frame.
Fig. 2 shows long axis slices of the end-diastolic frames of these data sets. The
two half-time resolution sequences were generated from the full view sequence
by taking the even and odd frames respectively. The 3D strain quantification as
measured by the multiview approach and compared to the ground truth defor-
mation is shown at Fig. 3. For comparison purposes, we also included the strain
obtained when applying our algorithm to the full view (see Fig. 3(b)). Vertical
bars indicate the dispersion on the whole myocardium (as measured by the in-
terquartile range). One can see that the global strain patterns in Fig. 3(b)-(d)
highly resemble the ground truth in Fig. 3(a), albeit with increased dispersion.

Full view View 1 View 2

Fig. 2. Long-axis slices of the synthetic data sets
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Fig. 3. Median strain computed from (a) ground truth displacements and from our
algorithm using: (b) one single full view, (c) two spatially half-occluded views, (d)
two half-time resolution views. Vertical bars indicate the regional dispersion of the
myocardium strain values as measured by the interquartile range.

3.2 Strain Quantification in Healthy Volunteers

3D+t echocardiographic sequences with 2 or 3 views were acquired from 2
healthy volunteers using a Philips iE33 US system with a 3D X3-1 matrix array
transducer. The data set for volunteer #1 was composed of 2 apical views with
18 and 20 images per cardiac cycle, while the data set for volunteer #2 consisted
of two apical views plus one parasternal view, all of them with 12 images per
cardiac cycle. Variations in the heart rate were up to 11% and 5%, respectively.
The pixel size was on average of 0.8 × 0.8 × 0.7 mm3. For these experiments,

(a) View 1 (b) View 2
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(e) Strain from both views

Fig. 4. Longitudinal strain quantified for volunteer #1 in basal and mid-level segments.
The AHA segments are labelled according to the following: · Basal anterior (1), ◦ Basal
anteroseptal (2), × Basal inferoseptal (3), + Basal inferior (4), ∗ Basal inferolateral
(5), � Basal anterolateral (6), � Mid anterior (7), � Mid anteroseptal (8), � Mid
inferoseptal (9), � Mid inferior (10), 
 Mid inferolateral (11), � Mid anterolateral (12).
Thick blue curve corresponds to the mean strain.
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Fig. 5. Longitudinal strain quantified for volunteer #2 in basal and mid-level segments.
The AHA segments are labelled as in Fig. 4.

an equal weighting scheme was used in the similarity metric (i.e., for all voxels,
all views are assigned the same weight, hence contributing equally to the reg-
istration). Fig. 4 shows the recovered longitudinal strain curves from the two
apical views from volunteer #1. One can observe that the recovered longitudinal
strain obtained from using both views (Fig. 4(e)) has less dispersion than the
strain obtained by just using any of the single views (Fig. 4(c)-(d)). A smaller
variability in strain values across the AHA regions can be regarded as an im-
provement in the strain accuracy since regional variations in strain are small in
normal myocardium.

Fig. 5 shows the recovered longitudinal strain curves from the three views
from volunteer #2. Middle row shows the strain curves when using only a single
view, while the bottom row shows the strains obtained when combining more
than one view. In this case, it is more difficult to discern the improvements. Com-
puting the strain from both views in Fig. 5(a) and (b), as depicted in Fig. 5(g),
seems advantageous with respect to using only the view in Fig. 5(b). For ex-
ample, the non-physiological strain pattern corresponding to the mid-inferior
region in Fig. 5(e) is somewhat corrected when using both apical views. Simi-
larly, computing the strain from both Fig. 5(a) and (c), as shown in Fig. 5(h),
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results in less abnormal basal inferoseptal and inferolateral strain curves when
compared to the corresponding curves in Fig. 5(d) (obtained from using only the
view in Fig. 5(a)). Finally, the strain obtained from using the three views (see
Fig. 5(i)), when compared to the single view ones (Fig. 5(d)-(f)), results also in
less abnormal strain patterns.

4 Conclusions and Future Work

We have presented a multiview registration algorithm for motion and strain
estimation from multiple US images obtained from different angles of incidence.
A major feature is the use of a temporal diffeomorphic transformation model
that enforces consistency in the spatio-temporal domain and handles irregular
temporal sampling across views. In this way, our approach is robust to differences
in acquisition parameters (e.g., initial offset in the acquisition) and variations in
heart rate). Additionally, the use of a weighted-based similarity measure accounts
for different contributions of the input views.

Future work will be focused on extending the weighting scheme for deter-
mining the voxel-wise contribution of the different views in the metric and the
application of the algorithm to pathologies with dilated hearts.
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Abstract. Due to poor image quality as well as the difficulty of mod-
eling the non-rigid heart motion, motion information has rarely been
used in the past for angiogram analysis. In this paper we propose a new
motion feature for the purpose of classifying angiogram videos accord-
ing to their viewpoints. Specifically, local motion content of the video
around the anatomical structures cardiac vessels is represented using the
so-called “motion context”, a motion histogram representation in polar
coordinates within a local patch. The global motion layout is captured as
pyramid histograms of the motion context (PHMC) in a manner similar
to that proposed by the Spatial Pyramid Kernel [1]. The PHMC is a ro-
bust representation of the motion features in a video sequence. Through
experiments on a large database of angiograms obtained from both dis-
eased and control subjects, we show that our technique consistently out-
performs state-of-the-art methods in the angiogram classification test.

1 Introduction

Coronary angiography is a procedure that uses a special dye (contrast mate-
rial) and X-rays to examine the blood vessels or chambers of the heart. It is
an important diagnostic aid in cardiology for the functional assessment of the
cardiovascular diseases. A typical angiography study consists of several (20-25)
runs, each depicting a different vessel seen from a chosen viewpoint, those runs
consisting of 15-120 images depending on the complexity of the arteries being
shown and their pathology. Cardiologists review a study for detection of stenosis
(constricting of the artery). This process, done manually, requires the exami-
nation of the two main vessels, the Left Coronary artery (LCA) and the Right
coronary artery (RCA), as well as their branches, at a set of viewpoints.

There is a large body of work on the analysis of coronary arteries. Much
of the work focuses on accurate vessel delineation, extracting vessel boundaries
and vessel centerlines in 2D and 3D (e.g., [2], [3]). Methods for interpretation of
angiograms including filter based methods (derivative-based filter [4], matching
filter [5], etc.), deformable models, learning-based approaches (Neural Network
[6], Support Vector Machine [6]). The predominant way of capturing shape lay-
out of arteries has been through a graph formalism using built-in knowledge of
coronary artery tree [7]. All methods assume that a given image actually depicts
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Fig. 1. Illustration of the image classes that can be classified by our method. First
column: background view (BGV); column 2 , 3 depict two different appearances of
left coronary artery under changed viewpoints, second column: LCA Anterior Oblique
Projection (LCA-v1), third column: LCA Left Anterior Oblique Projection (LCA-v2);
Last column depicts the right coronary artery (RCAV) and its changing appearance
within a run.

a vessel structure (i.e. not a background image). Current methods mostly rely on
user interaction, often selecting a segment of interest and focusing on accurately
segmenting and labeling subsegments within it. Interactive commercial tools are
starting to emerge to support the accurate segmentation of the vessel, and when
given a segment of interest, even computing the stenosis [8].

Unlike previous work on labeling of coronary arteries or their extraction, our
work focuses on the problem of classifying an unknown frame of an angiography
sequence. As a side effect, it can also reveal the identity of the artery being
depicted in an image in case the given image is not a background image. Our
work also addresses a problem that arises in real clinical catheter-lab settings,
starting from the raw data which is in video form, and detecting information
related to the vessels and their viewpoints. This task involves handling of very
noisy settings, with much spatial translation as well as pathological cases, and
has not been handled, to the best of our knowledge.

Vessel motion can be used to identify different viewpoints of an angiogram
video. However, motion information has been so far largely neglected, due to
poor image quality and the difficulty of modeling the non-rigid heart motion.
The variation in appearance of the vessels, due to changes in viewpoint and
motion of the arteries can be considerably large. This can be seen in Figure 1
which shows left and right coronary arteries under different viewpoints (rows
2,3,4) as well as undergoing motion within a viewpoint (within a row). This
figure illustrates the difficulty of separating such arteries from outliers such as
background images. Reliable recognition of content, therefore, requires robust
modeling of both structural motion information and geometric layout that cause
the changes in artery appearance under various conditions.
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In this paper we propose a new motion feature for the purpose of classifying
angiogram videos. Specifically, the local motion content of the video around the
anatomical structures (cardiac vessels) is represented using the so-called “motion
context”, a motion histogram representation in polar coordinates within a local
patch. The global motion layout is captured as pyramid histograms of the motion
context (PHMC) in a manner similar to that proposed by the Spatial Pyramid
Kernel [1]. The PHMC is a robust representation of the motion features in a video
sequence. Experimental results are presented that show a high degree of accuracy
in artery classification using our approach even under variation in appearance
due to viewpoint, coronary anatomy differences, disease-specific variations and
changes in imaging conditions.

The rest of the paper describes our method in detail. In Section 2, we describe
the pre-processing of angiography sequences to select the key frames within the
sequences and detect regions of interest in frames. In Section 3, we develop a new
motion descriptor around the key vessel structures and present our classification
framework. Finally, in Section 4, we describe our experiments on the classification
of images from a large dataset of angiography images.

2 Pre-processing of the Angiogram Sequence

Angiography sequence undergo some basic preprocessing before we begin the
process of feature point localization and encoding. This includes selection of
the key frames and detection of the region of interest (ROI) which contains the
actual image.

Key Frame Selection: Since the frames of interest for a diagnosis are ones that
show a clear depiction of the vessel, and only a handful of the thousands of images
in an angiography are such images, it is important to filter the irrelevant images
by a pre-processing step to increase the robustness of recognition. For this, we
adopt the approach described in [9] to extract most relevant and informative
keyframes from the angiography sequence.

Region of Interest Detection: Angiograms typically have a rectangular re-
gion of interest (ROI) that contains the X-ray signal and is surrounded by
one or two uniform grey regions (Figure 1). Identifying the bounding boxes
(x0, y0, x1, y1) associated with the ROI will avoid potential confusion caused
by false edges generated on the ROI boundary. What distinguishes X-ray fore-
ground pixels from uniform background pixels is pixel variance, measured both
spatially and temporally. Spatially, pixel variance will be high in the ROI fore-
ground region due to image structure and noise, and temporal variance will be
caused by motion (nonrigid heart + rigid table motion). As shown in Figure 2,
we first compute the spatial and temporal pixel variances, and then find the ma-
jor peaks in the gradient of the product of spatial and temporal pixel variances.
The bounding box is determined based on locating either 2 or 4 major peaks
(corresponding to 1 or 2 background regions, respectively).
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Fig. 2. (left) Example angiogram image showing rectangular ROI plus 2 background
regions. (right) Temporal variance c1(x), spatial variance c2(x), and product of x−
derivatives c3(x). There are 4 peaks in c3(x) because there are 2 background regions.

Once the rectangular sector has been extracted, using the top left and lower
right extreme points, we can perform a rough alignment of all the angiogram
videos with each other via an affine transform.

3 Representing Shape and Motion in Angiography
Frames

In a given angiogram video of a heart cycle, different cardiac vessels depicted
in different angiogram sequences differs not only in terms of their overall shape
and topology, but also demonstrate different amount of motion (in magnitudes
as well as directions). Furthermore, those motions are disparate for different
vessels while similar for image sequences belonging to the same vessel.

To characterize the vessel shape, we use the centerlines of the vessels which
is known as a good representation of the shape of the coronary artery trees.
Once the centerlines are extracted, we turn to the characterization of shape and
motion information within the neighborhood of the centerlines in images. The
rationale here is that by focusing on relevant image features, namely, centerlines,
and sampling their local geometry and motion, we capture the essence of the
’relevant content’ depicted in these images. To capture the motion information,
we analyzed the optical flow for angiogram video sequences computed using the
Demons algorithm [10].

3.1 Motion Feature Representation

There are two important things to note regarding the optical flow obtained for
the angiogram image sequences: 1) the deformation field contains a considerable
amount of noise (even after smoothing) as a consequence of the noise present
in the intensity images; 2) the two components of the motion field - magnitude
and phase, entail interesting information that can infer the category of the video
sequence.

Motion in angiogram images is meaningful only when it is associated with
anatomical structures. We propose to use the vessel centerline information to
guide the feature localization process. To achieve this we filter the motion mag-
nitude images using the vessel centerlines shapes. Thus, only motion which cor-
responds to anatomical structures is retained while the remaining extraneous
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Fig. 3. Illustration of Pyramid Histograms of Motion Context (PHMC). First and
third row an LCA and RCA frame and grids for level l = 1 to l = 3; Second and fourth
row: histogram representation corresponding to each level. The final PHMC vector is
a weighted concatenation of histograms for all levels.

motion is disregarded. Given these centerline-filtered motion maps, the next
step is to encode them using information which will be useful in discrimination.

3.2 Capturing Local Motion with “motion context”

To capture the local motion around centerlines, we define “motion-context”, sim-
ilar to the shape context first described by Belongie et al. [11], as a local motion
histogram in a radius-angle polar grid. The motion feature is thus represented
as a distribution over relative positions. This representation is robust, compact,
and highly discriminative, thus making it a good fit for our angiogram view
recognition problem.

Suppose there are mr (radial axis represent motion magnitude) by mθ (an-
gular axis as the motion phase) bins and the local motion patch M is divided
into M1, ..., Mb by b = mr × mθ according to their magnitude as well as phase,
for a point at p on the centerline (Figure 3), its motion context (MC) is defined
as u = {h1, ..., hb}, where hi(k) = #{q �= Mi : (q − Mi) ∈ bin(k)} To keep the
motion description local, we empirically select a radius of 15.

Pyramid Histograms of Motion Context (PHMC): Using the local mo-
tion context descriptor, we capture the global vessel motion as a pyramid of
Histograms of Motion Context (PHMC) in a manner similar to that proposed
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by the Spatial Pyramid Kernel [1]. Specifically, we divide each image into a se-
quence of increasingly finer spatial grids by repeatedly doubling the number of
divisions in each axis direction. The histogram counts associated with the points
in each grid cell are then recorded. This is a pyramid representation because the
number of points in a cell at one level is the sum over those contained in the
four cells it is divided into at the next level.

In our case, a Histogram of the Motion Context (HMC) vector is computed
for each grid cell at each pyramid resolution level. The final HMC descriptor for
the image is a concatenation of all the HMC vectors, which can be expressed as:

F (x) = [H1(x), H2(x), . . . , HL(x)] (1)

where Hi(x) the histogram vector formed over all the cell region at level i. H1(x)
is the sparsest partition of the image, Hi doubles the division of the Hi−1 at each
image dimension). F (x) is a vector of concatenated histograms. In forming the
pyramid the grid at level i has 2(i+1) = 4i cell regions over the whole image.
The feature vector F (x) per image is referred to as the Pyramid Histograms of
Motion Context (PHMC).

Suppose motion context at each feature point is a d-dimension vector, and
the histogram in each cell region is represented by K bins of the histogram. The
entire PHMC feature vector will be of length d × K × ∑

4i. Figure 3 shows
that the pyramid histograms of the images from different views becomes more
distinct as the grid level increases.

To measure the similarity between two motion fields, we use the χ2 distance
between the corresponding PHMC feature vectors. The χ2 distance has been
shown to be superior to histogram intersection and other distance measures
recently [1].

Thus the distance between two vessel shapes can be computed as a weighted
sum over χ2 distance at each level as

KM (FI , FJ ) =
L∑

i=1

αidi(FI , FJ) (2)

where αi is the weight at level i, and di is the χ2 distance between the feature
vectors. The weight αi can be either a function of current level i, (e.g. 1/2L−i, as
in [12] ), or as an unknown parameter to be learned in the recognition algorithm
(e.g. [1]).

3.3 Combining Shape and Motion

To capture the topology layout of the vessel tree, we propose to combine the
motion context features together with the shape feature, as motion alone may
not be sufficient to distinguish all types of vessel views. Using the shape context
to model the local shape, we combine motion & shape contributions as

K(x; y) = βKM + γKS (3)

where β and γ are the weights for the motion and shape kernels respectively.
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4 Experimental Results

To evaluate the effectiveness of the proposed method, we conduct our experi-
ments on a set of angiogram images that contains 273 key frames selected from
more than 1600 runs of 70 patients. Each frame is labeled by domain experts
as one of the 4 different view classes: BGV, LCA-v1, LCA-v2, and RCAV (view
definitions as in Caption of Figure 1). The number of key frames are evenly
distributed among all view classes, with approximately 70 key frames per class.

We use a leave-one-out testing framework: Given a testing frame image from
patient A, the training samples are selected as the entire set of key frames from
other patients; none of the frames from patient A are used for training. A Support
Vector Machine (SVM) classifier is used on the PHMC feature set. The PHMC
based SVM enables the comparison between cases of unordered features and
varying dimanionality.

Table 1. Experimental results using different feature sets

Features PC+TP PC+TP+SC PC+TP+SC+HMC

Accuracy (4 classes) 70.3% 82.4% 87.2%

Accuracy (3 classes) 79.3% 90.2% 95.6%

In the following experiments, classification performance is compared across
different feature sets. These features include feature point coordinates (PC),
texture within a patch (TP), shape contexts (SC), and histogram of motion
context (HMC). In another experiment, we treat the two LCA view classes (LCA-
v1 and LCA-v2) as a single LCA view (LCAV) to test the performance of the
algorithm on distinguishing between LCA views and RCA views.

Fig. 4. Confusion matrix for 4 view classes. Average accuracy is 87.2%.

Table 1 lists the comparison results among different sets of features. The re-
sults show that by incorporating local motion around feature points, the classifi-
cation performance is significantly improved. Notice that shape context features
also play important role in classifying views from angiogram frames. It also shows
that the algorithm has very good performance in distinguishing LCA views and
RCA views.

Figure 4 shows a summarizing confusion matrix for the 4 classes using a
combination of all features: (PC+TP+SC+HMC) feature sets.
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5 Summary

In this paper, we address the problem of image sequence view class recognition in
angiogram videos, which arises in real clinical catheter-lab settings, starting from
the raw data which is in video form, and detecting information related to the
vessels and their viewpoints. We use a novel motion descriptor which captures
both the local motion context as well as the global motion layout. To the best of
our knowledge, we are the first to use motion information as an important cue
for angiogram analysis. Future work will focus on improving the motion feature
by synchronizing the angiogram frames within a heart cycle, augmenting the
categories into additional more refined vessel annotations, we will explore the
possibility of applying our method for labeling coronary arteries in angiogram
frames.
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Abstract. We present an automatic workflow to extract myocardial
constitutive parameters from clinical data. Our framework assimilates
cine and 3D tagged Magnetic Resonance Images (MRI) together with
left ventricular (LV) cavity pressure recordings to characterize the me-
chanics of the LV. Dynamic C1-continuous meshes are automatically
fitted using both the cine MRI and 4D displacement fields extracted
from the tagged MRI. The passive filling of the LV is simulated, with
patient-specific geometry, kinematic boundary and loading conditions.
The mechanical parameters are identified by matching the simulated di-
astolic deformation to observed end-diastolic displacements. We applied
our framework to two heart failure patient cases and one normal case.
The results indicate that while an end-diastolic measurement does not
constrain the mechanical parameters uniquely, it does provide a poten-
tially robust indicator of myocardial stiffness.

1 Introduction

Myocardial stiffness substantially influences cardiac function, as evidenced by
the changes in material properties often being associated with disease processes
such as myocardial infarction and diastolic heart failure (Abraham et al. 2006,
Wang and Nagueh 2009). The quantification of this myocardial stiffness can be
provided by patient-specific mechanical parameters, which are also crucial for
the in-silico research on underlying mechanisms of heart failure using person-
alized models (Niederer et al. 2010). Thus there has been a significant interest
in being able to perform in vivo parameter estimation through the coupling of
biophysically based cardiac models with clinical measurements of the cardiac
function (Sermesant et al. 2005, Wang et al. 2010a, Wang et al. 2010b). Previ-
ously, Wang et al. (2009) have described a work flow involving interactive actions
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to estimate mechanical parameters from detailed high-resolution MRI data ac-
quired from a canine heart. However, there is currently still a lack of an automatic
pipeline to assimilate clinically available data to identify human myocardial me-
chanical parameters.

In this paper, we present such an automatic framework, reporting parameter
values obtained for one healthy and two heart failure cases. With these results we
analyze the properties of strain energy function whose parameters are estimated
in this work and conclude with a proposal for an index of myocardial stiffness.

2 Material and Methods

The mechanical parameters are identified by comparing a simulated diastolic
inflation to observed heart deformation. Passive filling of the human left ventri-
cle (LV) is simulated with patient-specific finite element geometry and bound-
ary conditions extracted from MRI and with the loading condition determined
from LV cavity pressure recordings. The geometry and displacement boundary
conditions are obtained with an automatic dynamic meshing process that cap-
tures both the LV anatomy and tracked deformations from MRI data. Figure 1
schematically illustrates this complete process, where the numbered labels cor-
respond to the subsequent sections in this paper.

2.1 Clinical Measurements

Patient data used in this study was acquired following the clinical protocols for
patients selected for Cardiac Resynchronization Therapy (CRT) in St Thomas’
Hospital, London. Imaging data are spatially aligned cine and 3D tagged MRI.
The end-diastole frame of cine MRI (the first of 29 frames in a heart cycle, syn-
chronized with R-wave of ECG) is utilized to build the LV geometrical model for
mechanical simulation; tagged MRI (23 frames in a heart cycle, 3D acquisition)

Fig. 1. Work flow of proposed data assimilation framework for patient-specific param-
eter estimation. The text labels correspond to the section number in this paper.
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is used to quantify the myocardial deformation. The LV cavity pressure transient
is recorded during the cardiac catheterization procedure before the pace-maker
implantation, from which end-diastolic cavity pressures are obtained.

2.2 Myocardial Motion Tracking

Central information for the guidance of mechanical parameter estimation is the
displacements of tracked myocardial points, or the Lagrangian displacements.
The automatic extraction of these displacements from the tagged MRI is per-
formed with Image Registration Toolkit1, which uses a non-rigid registration
method based on free-form deformations developed by Rueckert et al. (1999) and
extended to the cardiac tagged MRI motion tracking by Chandrashekara et al.
(2004).

2.3 Dynamic Mesh Personalization

Geometric model construction. Based on clinical segmentation of the end-
diastole frame of the patient’s cine MRI, the LV mechanical mesh is built with
cubic-Hermite (CH) elements using a novel approach developed by Lamata et al.
(2010). This CH mesh, with nodal positions and derivatives as degrees of free-
dom, provides a C1-continuous field representation, which is generally efficient
for both geometric modeling and mechanical simulation (Lamata et al. 2010).
The fiber field inside the LV myocardium is embedded in the geometric model
with transmural and apex-to-base heterogeneity (see figure 2), based on the find-
ings of Usyk et al. (2000). We choose a relatively coarse CH mesh with 26 nodes
and 12 elements in order to keep a balance between representing the spatial stress
and stress distributions and the computational cost introduced by the repeated
simulations during parameter estimation.

Geometric model propagation. Given the constructed geometrical model
at end-diastole and the 4D myocardial displacement field (section 2.2), a novel
and simple technique is employed to propagate this geometrical model to the
time points of displacement field. Specifically, given a reference mesh fitted to
the anatomical data at one time point and a time-series of D material points’
positions Zk ∈ R

3D, we find, for each of the subsequent time points, the nodal
positions and derivatives Uk that define a N -node cubic-Hermite mesh by mini-
mizing the error in the mesh approximation to the positions of data points. This
mesh approximation error ek is defined as the L2 norm of the weighted fitting
residual vector, i.e.,

ek = ‖W (Zk − H(Ξ)Uk)‖
L2 , (1)

where W ∈ M
3D×3D is a diagonal weight matrix, whose elements can be set as

the error covariance of corresponding data; Ξ ∈ R
4D is the vector of element

number and local coordinates within that element of all data points in the fitted
reference mesh; H ∈ M

3D×8N , a function of Ξ, is the shape matrix related to

1 IRTK, http://www.doc.ic.ac.uk/~dr/software/

http://www.doc.ic.ac.uk/~dr/software/
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the CH basis functions (Smith et al. 2004). Solving this standard linear weighted
least-square minimization problem, we obtain the new mesh

Uk = (HT (Ξ)WH(Ξ))−1HT WZk. (2)

2.4 Mechanical Simulation

Using the geometric meshes developed in section 2.3, we simulates the passive
diastolic filling phase of the cardiac cycle, by inflating the early-diastolic LV
model to an end-diastolic LV cavity pressure (table 1, column 2). Deformation
is simulated using the standard finite deformation theory, where the finite ele-
ment method (FEM) is utilized to solve a stress equilibrium governing equation,
which is derived from the laws of conservation of mass and momentum, and the
principle of virtual work (Nordsletten et al. 2010).

Boundary Conditions. The model developed in this study only represents the
LV, and does not include representations of the right ventricle (RV), great vessels,
pericardium and organs around the heart. Thus the effects of these structures
on the LV mechanics are not explicitly modeled. To account for these physical
constraints on the heart, we prescribe the kinematic movement of the LV model
at its base plane and apex node (figure 2) to match the displacements extracted
from the tagged MRI.

Passive constitutive parameters of the myocardium. The myocardium
is modeled as a transversely isotropic hyperelastic material. The constitutive
equations are defined by a well-known strain-energy function (Guccione et al.
1991), given by

W = C1(eQ−1), and Q = C2E
2
ff +C3(E2

ss +E2
nn +2E2

sn)+C4(2E2
fs +2E2

fn), (3)

where C1, C2, C3 and C4 are the constitutive parameters, Eff , Ess and Enn

are the Green-Lagrange strains in in fiber (f), sheet (s) and sheet normal (n)

Fig. 2. Geometric model with fiber vectors embedded. Kinematic boundary conditions
(displacement and its derivatives) are prescribed on the purple nodal points (four at the
base plane and one in the apex). The movements of the free wall region (transparent
green area) are compared with the measurements in the parameter fitting process.
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directions, and Esn, Efn and Efs are the Green-Lagrange shear strains in the
fs, fn and fs planes. The f , s and n directions correspond to the fiber axes
aligned with the microstructure of the myocardium, shown in figure 2.

2.5 Identification of Myocardial Passive Constitutive Parameters

The mechanical simulation is performed by inflating the early-diastolic LV model
to an end-diastolic LV cavity pressure (table 1, column 2), with kinematic bound-
ary constraints (section 2.4). The simulated result is then compared with the
corresponding mesh fitted in section 2.3, and the constitutive parameters are
tuned to minimize an objective function based on the shape differences, defined
by integrating the distance between equivalent material points in the two meshes
over the myocardial free wall volume (see figure 2 for visualization of free wall
volume). In order to reduce the influence of the RV and its unknown cavity
pressure, the difference to minimize is only defined in those elements belonging
to the LV free wall region.

To solve this optimization problem, we first reparameterize the constitutive
parameters

C1 = C1, C2 = αr2, C3 = αr3, C4 = αr4, r2 + r3 + r4 = 1, (4)

where α and r2-r4 are the scale factors and anisotropies of C2-C4 respectively. We
design a two-step optimization procedure in which C1 and α are first optimized,
followed by optimizing r2 and r3. This two-step process is iterated until the
estimated parameters are converged. In each step, the optimization is solved
using 2-D exhaustive searching, chosen in order to explore the landscape of
objective function and to avoid convergence within local minima.

3 Results

The proposed automatic data assimilation framework was applied to two CRT
patient data sets and one healthy control case. For each case, the processing time
is approximately 40 minutes for the motion tracking, 1 minute for the dynamic
meshing, and 30 minutes for the mechanical property estimation2.

3.1 Dynamic Meshing

Figure 3 shows the C1-continuous CH geometrical meshes for patient case 16,
which are automatically constructed over a heart cycle following the methods
outlined in section 2.3. The residual of this fit (i.e., components of the fitting
residual vector Zk −H(Ξ)Uk), see equation 1) has a zero mean, standard devi-
ation of 0.28-0.53 mm, and in general no obvious spatial correlations. As a result
2 We used a highly optimized cubic-Hermite elements based mechanical simulation

code (Land et al. 2011), running on a standard desktop computer (4 2.5GHz cores
and 4GB RAM). For non-optimized implementations, the mechanical property esti-
mation can take up to 12 hours.
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Fig. 3. Results of dynamic meshing stage in figure 1 (healthy case, visualized with the
cine MRI from different views, corresponding to frame 1, 9 and 17). The whole-heart-
cycle dynamic meshes are automatically reconstructed from the displacements of data
points (embedded in the mesh) extracted from the tagged MRI. The color represents
the magnitude of displacement referencing to the end-diastole in mm.

Table 1. Estimated constitutive parameters for one healthy case and two patient
cases, and comparison to three studies in literature. Initial parameter values are C1 =
0.4, C2 = 9.2, C3 = 2.0, C4 = 3.7, taken from Niederer et al. 2010.

- EDP(kPa) ESV(ml) EF C1 C2 C3 C4 Residual(mm)1

healthy case 1.81 2 67 51% 0.15 41.71 9.07 51.52 2.76
case 16 1.93 345 16% 3.40 9.22 2.05 17.92 1.73
case 28 1.69 186 17% 1.40 34.21 5.86 66.39 2.36

Wang et al. 2009, dog 0.5 - - 0.831 14.3 4.49 0.762 1.81
Augenstein et al. 2005, dog - - - 1.53 11.1 1.76 10.0 -

Omens et al. 1993, rat - - - 1.2 26.7 2.0 14.7 -

EDP, end-diastolic LV cavity pressure; ESV: end-systolic LV cavity volume;
EF, ejection fraction. 1 The root-mean-squared-error (RMSE) between

simulated and fitted mesh at end-diastole over free wall. 2 Average EDP of
cases 16 and 18. 3 C1 = 3.0 in this study is defined with a multiplier of 1

2 .

of this process, the displacements of discrete data points, which are extracted
from the MRI data, are now smoothed and regularized into the local material
coordinates (model space).

3.2 Mechanical Property Estimation

Following the methods described in section 2.5, table 1 shows the mechanical
parameter estimation results (parameters C1 to C4 and its fitting residual), with
comparison to the values reported in literature. Figure 4(a) further plots the
landscape of fitting residual with respect to log(C1)-log(α) for case 16, gathered
in the last iteration of the two-step optimization procedure. We fitted the iso-
curves (coupling relationships between C1 and α) with the form of Ca

1 α = b (a, b
are constants) to the minimum valley in figure 4(b). This coupling relationship
can also be derived from the stress-strain relationship for Guccione’s law. The
exponential coefficient a is proportional to the magnitude of deformation, and
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Fig. 4. (a) The landscape of fitting residual with respect to C1-α for case 16, showing
coupling of C-α (dark blue valley). The color represents the fitting residual in mm.
(b) The three fitted iso-curves (Ca

1 α = b), showing the coupling relationships between
C-α for cases listed in table 1. These curves can be easy-to-estimate indicators of
myocardial stiffness for differentiating normal and heart failure patient cases (see text
for more discussion).

the value of b could provide an easy-to-estimate metric to quantify myocardial
stiffness (discussed in next section).

4 Discussion

In this paper, we have described, to our knowledge, the first automatic pipeline
to assimilate clinical measurements into the mechanical modeling framework in
order to estimate myocardial constitutive parameters. This fast pipeline enables
us to explore the value and associated issues of patient-specific in-vivo parameter
estimation.

The proposed framework converts the displacements extracted from the tagged
MRI registration into model space, in which the analysis of strain and stress
can be performed in local material coordinates using standard finite element
(FE) theory. The representation of this deformation in model space also pro-
vides patient-specific kinematic boundary conditions and makes the comparison
to FE model simulations straightforward.

The results in table 1 indicate a wide range of mechanical parameter values
estimated from in-vivo observations. The reason for this is likely to be the cou-
pling between C1 and α, which produces the valley in the landscape of objective
function shown in figure 4(a). Previous studies (Wang et al. 2009, Omens et al.
1993) optimized C1-C4 sequentially. In these cases, the two-way coupling be-
tween C1 and C2-C4 is unnoticed. However, those final parameter values may
well be dependent on the initial values. Nevertheless, despite this C1-α cou-
pling, the comparison between healthy (a = 0.512, b = 19.3) and diseased cases
(a = 0.880, b = 53.6 and a = 0.849, b = 48.0) in figure 4(b) indicates that
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Ca
1 α = b could be a potentially reliable and easy-to-estimate indicator of the

myocardial stiffness.
There are a number of limitations in our study. In particular, we did not con-

sider the residual active tension in the early-diastolic geometry, which would ren-
der the estimated stiffness lower than reality. Furthermore, the fiber distribution
of our LV model does not incorporate directly the patient-specific measurements,
and this may influence the estimation of material anisotropies.

From these results, we conclude that one end-diastolic measurement does not
constrain the mechanical parameters uniquely, but it does already provide an
easy-to-estimate indicator of myocardial stiffness. In order to obtain the com-
plete set of unique parameter values, more constraints need to be added to
the optimization criteria. Additional measurements points during diastolic fill-
ing can potentially provide the necessary constraints. However, accurate time
registration between imaging data sets and pressure recordings is required for
this. In the future, we plan to acquire additional clinical data sets with opti-
mized protocols (e.g., synchronized pressure, ECG and MR recordings, ideally
with the diffusion-tensor imaging for the patient-specific fiber distribution), in
order to further investigate the identifiability of parameters and to correlate our
parameter estimation results with clinical diagnosis.
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Abstract. The left-ventricle often undergoes large shape changes in the
remodelling process, which is now considered to be an important indica-
tion of disease progression. Therefore, the influence on intramyocardial
work load distribution was examined in a finite-element study. Hereto,
models were constructed with varying shapes, ranging from an elongated
ellipsoid to a sphere, while the initial cavity and wall volume was kept
constant. A realistic transmural gradient in fiber orientation was consid-
ered. The passive myocardium was described by an incompressible hy-
perelastic material law with transverse isotropic symmetry. Activation
was governed by the eikonal-diffusion equation. Contraction was incor-
porated using a mechanistic model. For each shape, a simulation was
performed in which passive filling was followed by isovolumic contrac-
tion and ejection. It was found that the transmural distribution of the
stroke work density was shape dependent, suggesting that the interac-
tion between shape and intramyocardial mechanical heterogeneity could
be important in the remodelling process.

1 Introduction

Geometric remodelling of the left ventricle (LV) is a (patho)physiological process
that frequently occurs to maintain cardiac homeostasis under changing loading
conditions. The LV undergoes large shape changes in this process, which in
many cardiomyopathies results in chamber dilation, finally leading to heart fail-
ure. Remodelling is now considered to be an important indication of disease
progression and hence an important target for new therapies [1]. However, the
regional biomechanics of LV shape remodelling is still poorly understood. Previ-
ous studies [2,3] were mainly focused on the influence of constitutive equations or
fiber architecture, assuming a normal LV shape based on gross anatomical mea-
surements and limited attention was paid to any intramyocardial heterogeneity
obtained.

In a previous study [4], the influence of LV shape on passive compliance and
fiber stress and strain at end-diastole (ED), has been examined in a finite-element
(FE) model. It was found that the compliance did not alter significantly with
LV shape while the distribution of passive fiber stress and strain depended sig-
nificantly on regional curvature and wall thickness. Based on the Frank-Starling

D.N. Metaxas and L. Axel (Eds.): FIMH 2011, LNCS 6666, pp. 401–408, 2011.
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mechanism, it was expected that the distribution of work load during systole
would also depend on the LV shape. This hypothesis was further examined in
the presented FE study.

2 Methods

2.1 Variation in Left-Ventricular Shape

The LV shape was approximated as a truncated ellipsoid with a homogeneous
wall thickness, following [4]. The ellipsoidal geometry was defined in curvilinear
prolate spheroidal coordinates such that the sphericity could be varied. Three
different LV-shapes were considered by setting the short-to-long-axis ratio of
the cavity to 0.2 (ELONG), 0.5 (NORMAL) and 0.99 (SPHERE). For each LV
shape, the reference cavity and wall volume were set to 65 ml and 127.5 ml
respectively, while the basal opening was given a diameter of 3 cm to represent
the mitral valve annulus, as previously proposed [4].

2.2 Mechanics of the Myocardial Wall

The LV wall deformation was described by Cauchy’s equation of motion, assum-
ing no inertial and body forces:

∇ · σ = 0 , (1)

with ∇ and σ equal to the nabla-operator and the Cauchy stress tensor respec-
tively. The local anisotropy due to the myocyte arrangement [5] was accounted
for by a mathematical template of a helical fiber angle that varied transmurally
from 75 degrees at the endocardial border to -45 degrees at the epicardial bor-
der [6]. The passive mechanical response of the myocardium was modelled using
an incompressible hyperelastic strain energy function with transverse isotropic
symmetry aligned with the local fiber direction. Incompressibility was imposed
via a Lagrange multiplier p:

Ψ = Ψiso + Ψvol

= Ψiso + p(J − 1) , (2)

with J denoting the determinant of the deformation gradient tensor. The La-
grange multiplier p will enter the stress equations as a hydrostatic pressure. For
Ψiso, the function as proposed by [7] was used:

Ψiso = (C/2)(eQ − 1) (3)
Q = b1E

2
FF + b2(E2

CC + E2
RR + E2

CR + E2
RC)

+ b3(E2
RF + E2

FR + E2
FC + E2

CF) . (4)

In (4), Eij are the elements of the Green-Lagrange strain tensor referred to the
local fiber coordinate axes. The fiber, cross-fiber and transmural directions are
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indicated by F, C and R respectively. In (3), C is a scaling parameter, while b1,
b2 and b3 in (4) are material parameters defining the exponential stress-strain
relation.

During contraction, an active stress component σact along the fiber direction
was added. Hereto, the contraction model as described in [2,3] was used. In this
model, σact depends on the sarcomere length ls, the contractile element length
lc and the time ta elapsed since the start of depolarization:

σact =
ls
ls0

siso(ls)stw(ta, ls)Ea(ls − lc) , (5)

with ls0 being the sarcomere length in the undeformed reference state, and Ea

the stiffness of the series elastic element. The sarcomere length ls depends on
the fiber strain through:

ls = ls0
√

2EFF + 1 . (6)

In (5), siso represents the isometrically developed active stress which depends on
the contractile element length lc:

siso(lc) =
{

T0 tanh2(a1(lc − lc0)) lc ≥ lc0
0 lc < lc0 .

(7)

The dependency of the active stress on ta is represented by stw:

stw(ta, ls) =

⎧⎨
⎩

0 ta ≤ 0
tanh2( ta

tr
) tanh2( tmax−ta

td
) 0 < ta ≤ tmax

0 ta > tmax ,

(8)

with
tmax = b(ls − ld) , (9)

where ld gives the extrapolated sarcomere length associated with zero twitch
duration. A linear approximation of the hyperbolic velocity-tension relation of
muscle contraction was obtained by defining the time course of the shortening
velocity as:

dlc
dt

= (Ea(ls − lc) − 1)v0 , (10)

where v0 is the unloaded shortening velocity.
The time course of the cavity volume during ejection was defined through a

three-element Windkessel model to account for the arterial system [8]. In this
model, the arterial system is characterized by a compliance (C), a peripheral
resistance (R) and a characteristic impedance (Rc):

P (t) + RC
dP (t)

dt
+ (R + Rc)

dV (t)
dt

+ RRcC
d2V (t)

dt2
= 0 , (11)

where P and V are the LV cavity pressure and volume respectively.
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2.3 Depolarization Propagation

To model the propagation of the activating depolarization wave, the eikonal-
diffusion equation was solved to obtain the local time of depolarization tdep at
which the contraction was initiated [2,9]:

c0

√∇tdep ·M · ∇tdep −∇ · (M · ∇tdep) = τm . (12)

In (12), M is the coupling tensor containing characteristic spatial constants λi

that describes the anisotropy of the wave propagation according to the local
fiber coordinate system:

M =

⎡
⎣λ2

R 0 0
0 λ2

F 0
0 0 λ2

C

⎤
⎦ . (13)

The characteristic time constant τm and dimensionless constant c0 determine the
propagation speed. It was assumed that the depolarization started (tdep = 0) at
the endocardial border which was activated simultaneously to account for the
presence of fast conducting Purkinje fibers, following [10]. The left-ventricular
boundaries were considered to be electrically insulated such that the wave fronts
were perpendicular to these boundaries.

2.4 Numerical Implementation

All equations were solved with an in-house developed non-linear Galerkin-type
curvilinear FE framework [4]. Trilinear interpolation was used in each element for
both the depolarization time and the spatial coordinates. A mixed method was
applied to solve the displacement field together with the hydrostatic pressure.
This FE implementation was combined with a forward Euler scheme to solve for
the time dependency in (8) – (11).

2.5 Simulations

For each LV shape, a structured FE mesh of the LV wall was constructed in
prolate spheroidal coordinates to reduce the number of elements and hence cal-
culation time. Each mesh contained 10 elements transmurally and 30 elements
longitudinally. Because of the symmetry, only one element in the circumferential
direction was required.

FE simulations were performed for each LV shape. Passive filling from ref-
erence to ED was simulated by increasing the cavity pressure with 1.066 kPa
(8 mmHg). The subsequent isovolumic contraction (IVC) phase was simulated by
imposing the isovolumic constraint. IVC ended when the cavity pressure equaled
the diastolic blood pressure of 10.66 kPa (80 mmHg). To simulate the follow-
ing ejection phase, the isovolumic constraint was replaced by the Windkessel
equation (11). End-sytole (ES) was assumed to be reached when the decrease
in cavity volume between subsequent calculation steps was less than 0.05 ml.
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Table 1. Values chosen for the input parameters used in the simulations

Passive Contraction Depolarization Windkessel

param. value param. value param. value param. value

b1 13.41 ls0 1.9 μm λF 0.8 mm C 15 ml/kPa

b2 4.83 lc0 1.5 μm λR 0.5 mm R 0.14 kPa · s/ml

b3 4.32 T0 200 kPa λC 0.5 mm Rc 0.015 kPa · s/ml

C 0.51 Ea 20 μm−1 τm 3 ms

a1 3 μm−1 c0 2.5

τr 0.075 s

τd 0.375 s

b 0.4 s/μm

ld -0.5 μm

v0 7.5 μm/s

During all simulated cardiac phases, the epicardial surface was loaded with zero
pressure. The endocardial basal border was constrained in all coordinates to
account for the relative stiff valve annuli and to prevent longitudinal rigid body
motion.

The input parameters of the different equations were set to the values as listed
in Table 1, which were chosen to obtain a physiological ED volume (around 115
ml) and ejection fraction (around 60%). For each LV shape, the regional stroke
work density was calculated as the area enclosed by the Cauchy fiber stress –
natural fiber strain loop, following [2]. To close the loops, it was assumed that
the relaxation from ES happened isometrically, i.e. at a constant ES fiber length.

3 Results

A significant difference in stroke volume was obtained, which was 18.80 ml lower
for the SPHERE shape than for the ELONG shape. The longitudinal-transmural
distributions of the stroke work density for the three LV shapes are shown in
Fig. 1. The ELONG and NORMAL shapes have a very similar distributions
of the stroke work density. The distribution obtained for the SPHERE shape
differs from that of the ELONG and NORMAL shape mainly at the mid-height
level. At this level, the stroke work density of the ELONG and NORMAL shapes
increases from the endocardium to the epicardium, while a minimum is obtained
in the midwall region for the SPHERE shape. In Fig. 2, the Cauchy fiber stress
– natural fiber strain loops are plotted for different transmural positions at the
mid-height (mid) and apical (apex) levels as indicated in Fig. 1. At the mid-
height level, subendocardial fiber shortening and subepicardial fiber stretching
during IVC result in a more narrow and wider stress-strain loop respectively.
As can be seen, less epicardial stretching occurs in the SPHERE shape. At the
apical level, the stress-strain loops are much smaller due to a rapid shortening
during early systole.
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Fig. 1. Intramyocardial distribution of stroke work density as obtained for the three
LV shapes. Longitudinal-transmural sections of the three LV shapes are shown at the
top, while transmural distributions at the mid-height (black line) and apical (white
line) level are shown in the bottom row.

Fig. 2. Cauchy fiber stress – natural fiber strain loops for different transmural positions
at the mid-height (mid) and apical (apex) levels as indicated in Fig. 1. The transmural
positions are located at 15% (endo), 50% (midwall), 85% (epi) wall depth from the
endocardial surface. The loops go from referebce to ES in a counterclockwise direction
as indicated by the arrows. The squares indicate ED while the circles indicate beginning
of ejection.

4 Discussion

4.1 Physiological Implications

The results show that the LV shape is a factor of influence in systolic function.
The reduced stroke volume of the SPHERE shape suggests that the ejection
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performance decreases with increasing sphericity, supporting the current clin-
ical view. A LV shape dependent transmural variation in the regional stroke
work density was also obtained in this study, which was related to stretching
of the late activated epicardial fibers during IVC. These findings suggest that
LV shape could be an important factor in the remodelling process by mediat-
ing changes in intramyocardial heterogeneity. The physiological presence and
importance of metabolic and mechanical heterogeneity is still much debated,
although intramyocardial heterogeneity in tissue structure is well documented
[5]. Early physiological measurements have been criticized because of low spatial
resolution, methodology artefacts and conflicting results [11]. However, recent
studies with improved methodologies have shown that the presence of metabolic
heterogeneity is significant, suggesting that myocardial blood flow and oxygen
consumption is higher in the subendocardium [12]. It is currently still unclear
whether and how the measured transmural heterogeneity in metabolism is re-
flected in regional mechanical function. The higher subendocardial blood flow
and oxygen uptake have often been related to a higher work load. This is not
supported by the results presented here. However, the higher subendocardial
oxygen uptake does not necessarily implicate a higher work load but could also
indicate differences in metabolic efficiency as suggested by van der Vusse et al.
[11]. The activation pattern could play another determining role as proposed by
[13], supported by the lower stroke work in the early activated subendocardium
obtained here.

4.2 Limitations

Only a helical fiber angle distribution was considered in this study, but the
choice of an exact distribution of the fiber orientation was considered to be less
important. No cellular physiology was considered in this study. However, it was
assumed that a mechanistic model of contraction and quantification of work
load by regional mechanical work was sufficiently adequate for the purpose of
comparing between different LV shapes.

5 Conclusion

The presented computational FE study has shown the importance of LV shape
for ejection performance and intramyocardial stroke work distribution. However,
the physiological importance of the differences in intramyocardial mechanical
heterogeneity associated with LV shape changes is yet to be determined. It is
not unlikely that intramyocardial heterogeneity is important for a normal LV
function [14], such that alterations could be a trigger for (patho)physiological
LV shape remodelling or vice versa.
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Constitutive Parameter Estimation Methodology

Using Tagged-MRI Data

A. Imperiale, R. Chabiniok, P. Moireau, and D. Chapelle

INRIA, MACS Team, B.P. 105, 78153 Le Chesnay, France

Abstract. We propose a methodology for performing the estimation of
a key constitutive parameter in a biomechanical heart model – namely,
the tissue contractility – using tagged-MRI data. We adopt a sequential
data assimilation strategy, and the image data is assumed to be pro-
cessed in the form of deforming tag planes, which we employ to obtain
a discrepancy between the model and the data by computing distances
to these surfaces. We assess our procedure using synthetic measurements
produced with a model representing an infarcted heart as observed in an
animal experiment, and the estimation results are found to be of supe-
rior accuracy compared to assimilation based on segmented endo- and
epicardium surfaces.

1 Introduction

Automatized personalization of cardiac models represents a great challenge in
the context of computer-assisted medicine [16]. Beyond anatomical personaliza-
tion, this requires the estimation of many important – unknown or uncertain
– biophysical parameters, based on measurements available on the system, in
order for the model to become predictive.

In this paper, we aim at investigating the use of tagged-MR imaging as a
modality of choice for performing estimation – or data assimilation – with a
biomechanical heart model [1,10]. We thus propose a detailed methodology which
relies on tag planes – as can be segmented from the tagged sequences [9] – to
evaluate a discrepancy between the model simulations and the data. This dis-
crepancy is then employed to feed a sequential data assimilation procedure to
achieve the estimation. In order to assess this procedure we use synthetic mea-
surements, namely, reference tag planes simulated based on a model representing
an infarcted heart as observed in an animal experiment, and we estimate some
regionalized values of the tissue contractility parameter, which has been shown
to adequately characterize the seriousness of this type of pathology [4].

After summarizing the fundamental principles in Section 2, we present the spe-
cific procedure proposed in Section 3. We then describe the test case and present
the actual estimation results in Section 4, before providing some concluding
remarks.

D.N. Metaxas and L. Axel (Eds.): FIMH 2011, LNCS 6666, pp. 409–417, 2011.
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2 Data Assimilation Principles

Data assimilation consists in using measurements to estimate the state variables
– namely, the actual trajectory – of the system considered, and possibly some
modeling parameters. In this context a model is represented by a dynamical
system governing the state variable X representing the system configuration:

Ẋ = A(X, θ, t), with θ = θ0 + ζθ and X(0) = X0 + ζX , (1)

where A is a non-linear operator, θ a collection of distributed parameters that
should be estimated in the procedure, θ0 and X0 are the a priori values for
the parameters and initial conditions, and ζθ and ζX denote the corresponding
uncertainties.

In data assimilation methodologies, the available measurements – also called
observations – are described using an observation operator H . Namely, the
measurement process is modeled by the application of H on the system state to
produce a collection of signals Z:

Z = HX + χ, (2)

where H is taken here linear – as an example – and χ is a noise.
In order to take advantage of the information contained in the observations

within the model, our approach is to use a so-called sequential data assimilation
methodology – see [3] for a review of data assimilation strategies – in which the
system dynamics is corrected to take into account the discrepancy between the
model trajectory and the observations. In other words, we have for the estimator
– also called observer – (X̂, θ̂) of (X, θ){ ˙̂

X = A(X̂, θ̂, t) + GX(Z − HX̂), X̂(0) = X0

˙̂
θ = Gθ(Z − HX̂), θ̂(0) = θ0

(3)

where GX is the state gain operator which is expected to guide the system to-
wards the reference trajectory using the measurements, and Gθ is the parameter
gain operator that dynamically corrects the parameters in order to recover the
patient-specific values.

2.1 Model

In this paper, we aim at estimating some constitutive parameters of the model
introduced in [15]. We will concentrate on estimating contractility parameters,
which is relevant for capturing an infarct [4]. The electrical activation is supposed
to be prescribed, hence we can focus on the mechanical behavior. Typically, the
state variables of the system are the displacement and velocity fields y and v,
and some internal mechanical variables ec, kc, τc describing the strains, active
stiffnesses and stresses in the sarcomeres.

In order to simplify the presentation we also assume that the pressures in
the cavities are given, for example after post-processing – especially in terms
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of time registration with the electrical activation – adequate measurements of
the pressure obtained by catheterization. But the pressure variables could be
included in the model by employing simplified valve and circulation models [15].

After spatial discretization by a finite element method, the model can be
considered in the form of (1) with the state vector X = (Y, V, {ec}, {kc}, {τc})
storing the degrees of freedom describing the above-described continuous fields.
After time discretization the system can be written as

Xn+1 = An+1|n(Xn, θ, tn), with θ = θ0 + ζθ and Xn=0 = X0 + ζX . (4)

2.2 Information Extraction from the Measurements

Let us first assume that we can measure displacements on part of the domain.
The observations Z are then given by (2), where H applies only on the displace-
ment variables Y of the state X and we select – typically by interpolation – the
relevant degrees of freedom of Y . In a first approach, tagged-MRI is a candidate
for such a definition, since ideally material points can be identified and followed
in such sequences. Unfortunately, the tagged-MRI modality does not exactly
produce displacements of material points but imprints a grid in the domain
and follows its “global” displacements in time. It is then only after a complex
post-processing that we can obtain the point-wise displacements, a procedure
requiring to register 3 sets of planes obtained for each image in the sequence
[18,6,14,7]. A more straightforward approach is to segment the planes as is done
e.g. in [17,9], and consider that this is the most accurate information contained
in the measurements. We denote these segmented planes by

T I
t =

⋃
ΠI

t , t = kΔt, 1 ≤ k ≤ N. (5)

Hence, in this case we cannot describe the observation procedure – corre-
sponding to the combination of the real measurement and its post-processing
– as in (2). However, it has been proven in [12] that it is possible to modify (2)
to adapt to observations given in the form of a sequence of moving surfaces. In
fact, with standard Cine-MRI the observations consist in a sequence of surfaces
SI

t representing for example the endocardium and sometimes the epicardium of
the left and/or right ventricle. We will use a similar approach here.

3 Tagged-MRI Data Assimilation

3.1 Definition of the Observation Operator

We then modify the observation equation (2), in order to take into account
deforming planes instead of point-wise displacements. Following [12], we de-
fine a discrepancy operator adapted to moving surfaces. Let us consider a set
of planes constituting a grid, T m

0 =
⋃

Πm
0 , defined in the initial configura-

tion. In the model simulations we can obtain the corresponding grid motion.



412 A. Imperiale et al.

If the model is not perfectly personalized within the data, we can then com-
pute the distance between every point in the grid and the actual segmented
planes produced from the images. Hence, by computing the distance map be-
tween T m

t and T I
t in a Lagrangian formalism – namely computing the distances

dist(ξ +y(ξ, t), ΠI
t ), ∀ξ ∈ Πm

0 , for all planes – we construct a non-linear discrep-
ancy operator D(Y, T I

t ) between the measurements and the model that should
replace in our corrections the computation of the linear discrepancy Z − HX .
Note that in our case the discrepancy operator only applies on the displacement
part Y of the state X . The observer then becomes{ ˙̂

X = A(X̂, θ̂, t) + GXD(Ŷ , T I
t )

˙̂
θ = GθD(Ŷ , T )

(6)

As a comparison, in [12] where the observations correspond to segmentations
of a part Sm of the endocardium and/or the epicardium from Cine-MRI, the
discrepancy operator is associated with a variational quantity in the form: For
all test functions v∗,

PD(v∗) =
∫
Sm

dist(ξ + ŷ(ξ, t),SI
t )ν · v∗ dS, (7)

where ξ is the coordinate in the reference configuration, y the displacement
between the reference configuration and the configuration at time t, ν is the
normal to SI

t where the distance is computed. Here, the same strategy leads to
defining the variational discrepancy operator

PD(v∗) =
∑

Πm
0 ⊂T m

0

∫
Πm

0

dist(ξ + ŷ(ξ, t), ΠI
t )ν · v∗ dS, (8)

and in practice this is easily computed using the surface “mass matrix” MT 0
m

associated with this surface-integrated dot-product.

3.2 Filter Formulation

The filter is composed of two stages, the first of which concerning GX with the
aim to register the state of the simulated system on the measurements. As de-
veloped in [2] it is common in model-based segmentation algorithms to use PD

given in (7) or (8) in the balance of momentum equation as the work produced
by an external force opposed to the discrepancy. However, [12] has proven that
it is more effective in general to instead introduce this quantity as a correction
in the continuity equation giving usually that the time-derivative of the dis-
placement is the velocity. This original approach allows for the estimation error
system governing the variable X̃ = X − X̂ to be stabilized to 0 as expected in a
data assimilation procedure. We will denote the corresponding discrete filtered
dynamical operator by AG

n+1|n.
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3.3 Parameter Estimation

The second stage of our filter is dedicated to parameter estimation, and uses the
method introduced in [11], albeit adapted to a discrepancy operator instead of
an observation operator. It reads:
Given adequate sampling rules, precompute particles I[i], 1 ≤ i ≤ p + 1 of zero
mean value and unitary covariance, and associate an equal weight 1

p+1 with each
particle, all weights being collected in the diagonal of the matrix Dα. Then per-
form at each time step:

– Sampling:⎧⎪⎨
⎪⎩

Cn =
√

(Un)−1

X̂n+

[i] = X̂n+
+ Ln

X (Cn)T I[i], 1 ≤ i ≤ p + 1
θ̂n
[i]+ = θ̂n+

+ Ln
θ (Cn)T I[i], 1 ≤ i ≤ p + 1

(9a)

– Prediction:⎧⎪⎨
⎪⎩

X̂n+1−
[i] = AG

n+1|n(X̂n+

[i] , θ̂n+

[i] , tn+1)

X̂n+1−
= Eα(X̂n+1−

∗ )
θ̂n+1−

= θ̂n+1+

(9b)

– Correction:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ln+1
X

= [X̂n+1−
∗ ]Dα[I∗]T ∈ MN,p

Ln+1
θ = [θn+1−

∗ ]Dα[I∗]T ∈ Mp

Γ n+1
[i] = D(Xn+1−

[i] , tn+1)
Ln+1

Γ
= [Γ n+1

∗ ]Dα[I∗]T

Un+1 = �+ γχ(Ln+1
Γ )T MT 0

m
Ln+1

Γ ∈ Mp

X̂n+1+
= X̂n+1− − γχLn+1

X
(Un+1)−1(Ln+1

Γ
)T MT 0

m
Eα(Γ n+1

∗ )
θ̂n+1+

= θ̂n+1− − γχLn+1
θ (Un+1)−1(Ln+1

Γ
)T MT 0

m
Eα(Γ n+1

∗ )

(9c)

where for particles set X[i], 1 ≤ i ≤ p + 1, Eα(X[∗]) =
∑

1≤i≤p+1 αiX[i] and
[X∗] ∈ MN,p+1 is a matrix where each column corresponds to a particle X[i].
In this algorithm γχ denotes a scalar gain characterizing the level of confidence
in the observation, and chosen with respect to the level of noise.

4 Estimation Results with Synthetic Data

4.1 Reference Model Based on Experimental Data

The model used in this study was based on an animal experiment described in
[4]. A young farm pig with an extended antero-septal myocardial infarction was
scanned by MRI, and pressures were measured by catheterization in the heart
cavities and large vessels. The anatomical mesh was created with a subdivision
of the left ventricle into 6 circumferential regions corresponding in the upper
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Fig. 1. Computational mesh with the 6 regions associated with localized contractility

Fig. 2. Synthetic tag generation using imposed displacement only (left) or with regu-
larization method (right)

third to the basal segments of the 17-segment subdivision of the left ventricle
proposed by the American Heart Association (AHA), see Figure 1.

The direct model with constant contractility in the whole tissue does not
adequately reflect the infarcted heart with hypokinetic antero-septal parts of
the left ventricle. By decreasing the contractility by a factor 4 weighted by the
proportion of infarcted tissue – as segmented from late enhancement images
– in each of the 6 regions, we obtained a model close to the images. We used
this “manually personalized model” to produce synthetic observations – namely,
synthetic tags or LV endocardial and epicardial surfaces.

4.2 Generation of Synthetic Tags from the Model

In order to synthetically simulate the tag planes segmentation process, we use
our model to deform in time a grid T0 defined at the initial time. For practical
purposes, this grid is represented by a set of triangular meshes T h

0 . We denote
by xg(ξ, t) the position field of the grid at time t in Lagrangian formalism – with
corresponding displacement field y

g
(ξ, t). After discretization, this field is the

collection of nodal displacements Yg associated with the grid mesh. A first naive
approach to compute the displacements of the grid from the model displacements
would correspond to{

y
g

= y − y(0) if ξ ∈ Ω0

0 otherwise
⇒ Yg = IT h

0 →Ωh
0
(Y − Y (0)) (10)
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Fig. 3. Synthetic tags and tag planes (in red color) vs. real tagged MRI at end-systole
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Fig. 4. (a) Estimated contractility parameters using synthetic tag planes with low
noise covariance, compared with ground truth reference (b). Estimated contractility
with realistic noise covariance. Comparison with estimation based on LV surfaces.

where IT h→Ωh
0

denotes the interpolation operator of the triangular mesh T h

within the tetrahedral domain Ωh
0 . However, this produces very irregular results,

because points of the grid meshes outside the domain but near the boundary do
not displace, hence their connection to nearby points inside the domain may
be very abrupt, see Fig. 2 left. To obtain more regular results as classically
produced by segmentation methods – see e.g. [9] – we instead considered thick
tag layers, defining for each plane a 3D object G0 as a linearly-elastic system
for which displacements are prescribed on the interior mid-surface. Far from the
domain Ω0, for the bounding box boundary both homogeneous Dirichlet and
Neumann boundary conditions have been tested. The Neumann conditions give
better results near Ω0. Note that this problem can be solved in a penalized form
by minimizing the criterion

min
y

1
2‖yg

− (y − y(0))‖2
L2(T0∪Ω0)

+ ε
2‖y‖2

Em
,

where ‖.‖2
Em

is the internal energy norm and ε is a small parameter, which shows
this strategy is a regularization of displacement prescription.

We display in Figure 3 an example of synthetic tag planes superimposed with
the corresponding image and compared with an actual image.
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4.3 Estimation Results

Figure 4-(a) shows the regional contractility estimation results, using synthetic
tag planes as observations and a very low level of expected noise. By construc-
tion, the estimated parameter values evolve during the simulation period – cor-
responding to a complete heartbeat – and the final value provides the actual
estimation. Note in each region these values stabilize and nearly reach the ref-
erence value used in the generation of the synthetic measurements.

Figure 4-(c,d) displays the estimated parameters obtained with a more real-
istic noise level and compared with estimation results obtained with segmented
endo- and epicardium [5]. Although the parameters do not converge to the refer-
ence values as accurately as in Fig. 4-(a), we can see a comparable sensitivity of
the estimation in each region between the two types of observations, except for
Region #1. In fact, we impose a visco-elastic boundary condition as in [13] on
a part of Region #1, and this type of boundary condition clearly decreases the
estimation sensitivity in the neighboring tissue. However, the results illustrate
that using the tagged-MR images can very significantly improve this sensitivity.

5 Concluding Remarks

In this paper, we successfully employed synthetic observations representing pla-
nes given by tagged-MR images in a contractility estimation procedure. The
intrinsically low observability of some regions – as for example those influenced
by imposed boundary conditions – can increase when using richer observations
provided by tagged-MR images. Of course, we could also combine tag plane infor-
mation with segmented endo- and epicardium to further enhance observability.

The next step in this work would be to use tag planes extracted from real
MR images in a similar data assimilation procedure. This image processing task
is still quite challenging, although an alternative estimation method could be
devised to use only segmented 2D tag images [8]. As a global conclusion, the
promising results presented in this work indicate that tagged data render lo-
calized estimation more discriminate and accurate, which strongly motivates
further efforts.
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Abstract. The analysis of large-scale simulation data from virtual
populations can be effective to gain computational insight into disease
mechanisms and treatment strategies, which can serve for generating hy-
potheses for and focusing subsequent clinical trials. This can be instru-
mental in shortening the critical path in medical product development
and more cost-effective clinical trials. A previously published pipeline
established point correspondence among volumetric meshes to enable
meaningful statistics on cardiac electrophysiological simulations on the
anatomical distribution of a large-scale virtual population. Thin Plate
Splines (TPS), derived from surface deformations, were used to warp
a template volumetric mesh, removing the costly operation of repeated
volumetric meshing from the pipeline, but potentially at the cost of the
volumetric mesh quality. In this work we compare (1) the influence of us-
ing TPS versus volumetric meshing of deformed surface meshes, and (2)
the influence of surface mesh subsampling prior to the TPS computation.
Our results suggest that warping of a template volumetric mesh intro-
duces errors in electrophysiological simulation results of around 4 ms,
while having computational times per mesh on the order of seconds, at
surface subsampling rates of up to 80%.

1 Introduction

Statistical analysis of simulation results is expected to improve understanding
of the physiological phenomena underlying clinical observations relating to par-
ticular pathologies and therapy options. Such simulations, however, present a
quantity of variables that can only be effectively studied on very large popula-
tions, and therefore are best served by virtual populations to focus hypotheses
and aid in the design of clinical trials.

Unbiased comparison of simulation results obtained in different anatomies
cannot be accomplished through independent meshing of each geometry and
a final interpolation step for finding closest correspondences. This is primarily
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because without correspondence, the deformation between the geometries is not
unique. The ability to find proper spatial correspondences on large scale in silico
computational models is therefore of great importance to perform meaningful
statistical analysis of the simulation results.

Although the application itself is beyond the scope of this paper, this work
was developed in the context of using simulations of cardiac electrical activa-
tion to identify responder profiles for Cardiac Resynchronization Therapy [1]. In
an earlier work, a virtual population derived from a surface Point Distribution
Model (PDM) of the left ventricle (LV) was used to demonstrate a pipeline for
large scale personalized fast cardiac electrophysiological (EP) simulations [2].

Instead of using optimally tetrahedralized geometries for the simulation and
subsequent mapping of the results using a warped template, the warped template
itself was used for the simulations. As such, it bypassed the potentially expensive
process of tetrahedralization of each individual anatomy, and enforced node cor-
respondence between all volumetric meshes across the population. However, the
mesh warping may degrade the quality of the volumetric meshes. In this work
we investigate the influence of the warp on simulation results obtained from fast
electrophysiological computational models, since they may be affected by the
volumetric element quality degradation. In addition, because the computation
of the warps from all surface points is time consuming, we analyze five different
strategies for subsampling the landmark set used as input to computing this Thin
Plate Splines (TPS) based warp [3], in order to have reasonable computational
times while having small errors due to the subsampling.

2 Methods

The pipeline for large scale personalized fast cardiac EP simulations, as presented
previously [2], is shown in Fig. 1. It exploits point correspondence between a
template surface mesh and a new surface mesh to warp a template volumetric
mesh. This surface deformation is interpolated using TPS [3] and the resulting
warp is applied to the template volumetric mesh. The volumetric meshes are
completed by including structures, relevant to the simulation of cardiac electrical
activation, based on the geometry of the warped volumetric mesh.

Computing the TPS interpolation involves the inversion of a matrix of size
(nk+3)×(nk+3), where nk is the number of landmarks used to define it [3]. With
surface meshes defined by thousands of points, this presents a computational load
that may quickly exceed the order of minutes. Therefore, we compute the TPS
interpolation from a subset of the surface points only. However, the subsampling
rate and strategy may influence the final result, in a similar way to the influence
of registration success in earlier works employing template mesh warping (e.g.,
[4,5,6]).

We compare five subsampling strategies to assess their influence on the re-
sulting warped tetrahedralized template meshes, and on the simulation results.
For each strategy we use varying rates of subsampling, and then we compare the
results to those obtained without subsampling.
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Fig. 1. The pipeline for personalization of EP simulations

The analyzed strategies are as follows:

Decimation (DC): This follows the work of Schroeder et al. [9] but without
the constraint of topology preservation since all that is required are the
remaining surface points. For each vertex, the distance to the average plane
of its neighboring vertices is computed, reflecting the surface representation
error generated if the vertex is removed. Iteratively, the vertex with the
smallest error is removed and the resulting hole retriangulated until the
decimation target has been reached.

Quadric Clustering (QC): This uses the work of Lindstrom [10]. The bound-
ing box of the mesh is subdivided into a user-defined number of quadrants,
and the set of vertices in each quadrant is reduced to a single point. The
point selection is based on minimizing a quadric error metric introduced by
the removal of the other points.

Farthest Point Sampling (FP): This sampling strategy remains close to the
work of Eldar et al. [11] for progressive image coding. It comprises the it-
erative insertion of the point that maximizes the resulting nearest neighbor
distance. That is, with L denoting all points of the surface mesh, P the al-
ready inserted points and Q the remainder (L = P ∪ Q, P ∩ Q = ∅) we find
argmaxq∈Q d(q, P ). The distance between point and set d(p, P ) is defined as
d(p, P ) = minpi∈P d(p, pi). For d we use both a Euclidean distance (FPeu),
and a distance along the surface mesh edges (quasi-geodesic; FPqg).

Greedy Surface Error Reduction (GR): Iteratively, the surface point with
greatest point-to-point error is added to the set of landmarks, until the max-
imum point-to-point error is below a user-defined threshold. The sampling
is initialized with four landmarks obtained using the FPeu strategy.

The DC and QC strategies originated in the computer graphics community,
where surface simplification is used to remove superfluous mesh detail [9,10].
The main goal is to introduce as little surface error as possible, making the
resulting landmark set dependent on geometry. In contrast, the FPeu and FPqg
approaches provide a uniform sampling [11], which should improve the similarity
between the TPS warp and the surface deformation. With the GR approach we
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make this similarity explicit, at a cost of repeatedly computing TPS on landmark
sets of increasing size.

3 Experiments and Results

3.1 Data

Our population of left ventricle geometries is generated in the same way as in
[2], using a Principal Component Analysis based PDM trained using 80 end-
diastolic LV surface meshes. The population corresponds to the corners of the
cube in shape space that extends three standard deviations from the mean in the
first three modes of variation. Since the deformation vectors in shape space have
the greatest length possible under the constraints imposed, we assume that the
differences and errors of meshes and simulation results reported here represent
upper bounds for any other shape generated from the same model under the
same constraints.

Gold standard (‘non-warped’) meshes were generated by tetrahedralizing the
deformed surface meshes using the same settings as for constructing the template
volumetric mesh. For this we used TetGen1, an open source volumetric meshing
software. Table 1 lists the parameters and values used for each approach.

Table 1. Overview of parameters

Operation Parameter Range/Value Step

DC Target reduction 0-90% 5%

DC Target reduction 91-99% 1%

QC Number of subdivisions 4-17 1

FP Number of landmarks Resulting from DC, QC

GR Maximum surface p2p error 0.5-1.0 mm 0.1 mm

TPS Radial basis function |R| n/a

Tetrahedralization Element volume (mean) 1.5 mm3 n/a

Tetrahedralization Element radius-edge ratio (max) 1.2 n/a

3.2 Volumetric Mesh Differences

The reason for using a subset of vertices to compute the TPS interpolation is
the time it takes to invert a (nk + 3)× (nk + 3) matrix, where nk is the number
of landmarks used to define it. In general, this time will greatly exceed the time
it takes to do the subsampling (with the exception of the greedy approach). The
direct result of using different vertices and different numbers of vertices for the
TPS interpolation is measurable in the node positions of the warped volumetric
mesh. Node-to-node differences were measured, with the root mean squares re-
ported in Fig. 2(a), against the time used for subsampling, TPS computation and
1 Weierstrass Institute for Applied Stochastics and Analysis. http://tetgen.berlios.de
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node transformation. The DC and GR strategies require more time to achieve
the same RMS node-to-node difference.

Additionally, quality measures of the tetrahedral elements can be used to
evaluate the influence, even though the values in the gold standard case (no sub-
sampling) are suboptimal due to the application of warping per se. We report the
distribution of radius-edge ratios in Fig. 2(b). The bulk of tetrahedra generated
by tetrahedralization of the deformed surface meshes has a better radius-edge
ratio, but the worst elements may be worse than those obtained by warping.

As FPeu appears to have produced the better meshes in terms of RMS node-
to-node difference, we show the resulting Euclidean nearest neighbor distances
obtained using the five strategies in Fig. 2(c), for subsampling to 493 landmarks
(492 for DC; 8 × 493 for GR). This should provide a large enough sample size
yet high enough reduction rate for this illustration. In line with the differences
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LAT: 0 ms 96 ms LAT error: 0% 22%
(a) (b)

LAT error: 0% 22% LAT error: 0% 22%
(c) (d)

Fig. 4. (a) Gold standard Local Activation Times (LAT’s); (b-d) unsigned LAT error
at (b) no subsampling, (c) 80% subsampling and (d) 95% subsampling, all using the
FPeu strategy, on one of the geometries. The 22% error is only reached in (d), with
fewer than 50 nodes exceeding 15%.

observed in the resulting meshes, the QC, FPqg and greedy approaches produce
similarly uniform sampling, as illustrated by the overlap in the second and third
quartiles and the similarity in inter-quartile distances.

3.3 Simulation Result Differences

The influence on the simulation results is more important than the node-wise
and element-wise differences between the meshes. Using the pipeline from Fig. 1,
we set up simulations of electrical activation on each of the volumetric meshes.
This includes fiber orientations as per Streeter [7], anisotropic conduction veloc-
ities derived from Caldwell et al. [8] and activation of Purkinje terminals with
delays based on the work of Durrer et al. [12]. The terminals are defined by the
same set of 100 endocardial surface mesh vertices throughout the entire series of
simulations, using the natural correspondences between the meshes.

The simulation itself is based on a simple wave propagation model based
on the Hamilton-Jacobi family of equations, specifically the Eikonal equation,
which formulate mechanics such that the motion of a particle can be represented
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LAT: 0 ms 96 ms LAT error: 0% 22%
(a) (b)

Fig. 5. (a) Gold standard Local Activation Times (LAT’s); (b) unsigned LAT error
at no subsampling, on one of the geometries (most dissimilar to the geometry used in
Fig. 4).

LAT: 0 ms 96 ms LAT error: 0% 22%
(a) (b)

Fig. 6. (a) Mean Local Activation Times (LAT’s) computed over all 9 geometries; (b)
maximum LAT error computed over all 9 geometries at 80% subsampling.

as a wave. To solve the Eikonal equation, we used the Fast Marching Method
introduced by Sethian [13], implemented in OpenCMISS2.

Comparisons were made between meshes obtained using the non-warped strat-
egy, using the same settings used to obtain the template volumetric mesh (see
Table 1), and the warped template meshes. Local Activation Times (LAT) in the
non-warped meshes were measured at the node locations of the template warped
using all 2677 surface vertices as landmarks, using linear interpolation where nec-
essary. Fig. 3(a) illustrates how landmark counts greater than 500 landmarks do
not further decrease the RMS LAT differences. Fig. 3(b) shows that the central
tendencies of the differences at around 500 landmarks are very similar across the
different subsampling strategies and with respect to no subsampling, at just over
4 ms at the 90th percentile. Much stronger subsampling (to ≤ 5%) increases this
difference in LAT, with the best and fastest method producing 90th percentile
median errors of up to 5 ms.

In Figs. 4(b) and 5(b) we illustrate the error in LAT introduced by the warping
approach as a percentage of the gold standard LAT. Panels (b-d) of Fig. 4
illustrate the additional effect of the subsampling on this error. Finally, Fig. 6
illustrates the possibility to map results to another geometry, and the consequent
2 Open Continuum Mechanics, Image analysis, Signal processing and System identifi-

cation. Website: http://www.opencmiss.org
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possibility to analyze these results. As an example, we used the mean geometry
and show the mean LAT in panel (a), and the maximum relative error in LAT
observed at 80% subsampling in panel (b), with the addition of this same measure
at 95% subsampling for the FPeu strategy.

4 Discussion and Conclusions

We investigated the effect of warping and of subsampling prior to warping, quan-
tifying this effect using differences in mesh node location, element quality, and
simulation results.

We believe that warping is a viable alternative to remeshing with the goal
of enabling intra-population comparison of simulation results based on the fast
solution of Eikonal equations; absolute differences in simulation results are small
enough compared to remeshing, at a 90th percentile difference of 5 ms. We
believe these differences to be at least in part due to different node valence
and edge orientations, in combination with propagation anisotropy. Higher mesh
resolution would resolve this.

Subsampling introduces little to no additional error in the simulations, up to
80% reduction. Probably, TPS interpolation of warping vectors closely resembles
the ground truth due to strong correlation between warp vectors associated with
neighboring surface mesh vertices. The strategy employed for subsampling is of
little influence either, up to 80% reduction. Greedy reduction allows for further re-
duction but at greater computational cost. Of the remaining approacheswe tested,
farthest point techniques appear to be the most robust. Probably they best enable
the TPS to capitalize on the correlation between warp vectors of closely spaced
vertices, and therefore avoid oversampling in regions of high vertex density.

The fast simulations are guaranteed to converge; this is very different for sim-
ulations using highly detailed biophysical models. For biophysical models, our
method could provide a starting point for mesh generation. Point correspondence
can be established a priori, and degenerate elements can be resolved prior to sim-
ulation by node insertion operations, thus preserving the point correspondence.
Further work will focus on the applicability of our technique in this area.
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Abstract. The main goal of this work is to study the effect of scar devel-
opment in the electrophysiological function of the human left ventricle by
statistically analyzing large-scale simulation data including hypertrophic
and dilated hearts. Electrophysiological simulations are obtained by solv-
ing the classical Eikonal equation in both the ventricular tissue and a
customized Purkinje system. This Purkinje system is obtained assuming
a geodesic rule to connect different Purkinje-myocardial junctions into a
tree-like structure. Infarction shape and function is modeled with taking
into account the occlusion in coronary arteries. Infarct, core and border
zones of the scar are estimated by calculating blood diffusion in the region
of occlusion. Three use cases are studied: no infarction, infarction due to
one occlusion; infarction due to two occlusions. The electrophysiological
simulations are run on a large atlas-based virtual population composed
by 125 left ventricular geometries with known correspondences, derived
from a Point Distribution Model of the left ventricle, as well as in 14 di-
lated and 20 hypertrophic real cases. The obtained results demonstrate a
substantial effect of the scar characteristics in electrophysiological func-
tion of the heart, being this effect more relevant on the dilated hearts
than in the hypertrophic cases. In particular, dilated cases had a more
delayed activation than hypertrophic ones.

1 Introduction

Computational models are being used as tools to investigate the complex electro-
physiological function of the heart and related diseases such as cardiac arrhyth-
mia or fibrillation, as well as to assist on the treatment planning of complex
procedures such as radio-frequency ablation or cardiac resynchronization ther-
apy. In particular, the inclusion of the Purkinje system and infarcted tissue have
a great impact on the simulation results. Recent studies have shown the critical
role of the inclusion of the Purkinje system in electrophysiological models [1, 2].

D.N. Metaxas and L. Axel (Eds.): FIMH 2011, LNCS 6666, pp. 427–436, 2011.
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In addition, some studies with ischemia models have demonstrated a substan-
tial effect of scar function[3] and size [4] on the electrophysiological simulation
results. These changes may become more important in the presence of cardiomy-
opathies where the ventricular geometry may remodel into an hypertrophy or
dilatation.

In this paper, we study the effect of scar development on the electrophysiolog-
ical function of the myocardium in a large-scale database composed of 159 Left
Ventricular (LV) geometries, including normal, hypertrophic and dilated hearts.
These geometries have known correspondences among them, allowing to have
meaningful correspondence of the structural data on the simulations. Infarction
size and shape are modeled by a process based on occlusion of coronary arteries
and collateral blood supply from surrounding regions. Functional changes are es-
timated by the rate of surviving cells. In addition to the infarction, the Purkinje
system is also modeled using a computational approach that first establishes the
position of the terminals or Purkinje-myocardial junctions based on histological
information.

2 Methods

2.1 Modeling Infarction

Myocardial infarction results from the interruption of blood supply to the my-
ocardium, causing necrosis of the heart cells. This is most commonly due to
occlusion (blockage) of a coronary artery following the rupture of a vulnerable
atherosclerosis plaque. There are many cell level properties that change under
restriction of blood supply and result in ischemia and scar formation [3], however
here we focus on a tissue-level model for infarct formation based on constraints
from myocardium blood supply. We model the process with the following steps.

i. Coronary artery mapping. In this procedure, we first map to the computa-
tional domain the main coronary arteries where occlusion has significant regional
effects. We used knowledge-based pictogram from the BARI/ACC/AHA guide-
lines for coronary angiography [5] to do this mapping. These guidelines provide
the anatomic angiographic definition of the coronary system for nomenclature of
the 37 most frequently encountered coronary artery vessels. The coronary artery
in left ventricle includes two left anterior descending, and circumflex arteries be-
ing mapped in the computational domain as is shown in Fig. 1(a). The mapping
procedure is divided in two stages in our study: i) a first manual delineation of
the beginning and end points for each vessel from the guideline on the computa-
tion domain; ii) and second stage using the geodesic solver to find the shortest
path between two points to construct the vessel. This procedure provides corre-
spondence between the nodes in the coronary artery tree and the computational
heart model that is going to be used for region decomposition in the next step.

ii. Circulation regions decomposition. Based on the location of the coro-
nary artery vessels, we decompose the computational domain of the myocardium
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into the regions corresponding to each vessel. We assume that for each point in
the domain the blood supply is provided by the nearest arterial vessel. This as-
sumption assigns a uniform capillary vasculature and isotropic porosity for the
domain. We use the geodesic solver to find the nearest vessels to the computa-
tional node. Fig. 1(b) shows the decomposed domains for the Distal Left Anterior
Descending artery and third Posterior Descending Septal Perforator artery that
are corresponding to vessel numbers 14 and 9 from BARI/ACC/AHA guidelines,
respectively.

iii. Modeling blood diffusion. Occlusion of a coronary artery blocks blood
supply to the region corresponding to that artery. However, the collateral blood
supply from nearby arteries still supports the cells in the border area. The mech-
anism for this support is provided by the diffusion of blood through the boundary
of the occluded region. Due to the limitations of this mechanism, the main sup-
port goes to the cells that are near to the boundary of the region. In this paper,
as a simplification of the model, we assume that the diffusion in the medium is
following homogeneous properties whereas intra- and extra-cellular heterogene-
ity does not change the transfer process between the cells. With these assump-
tions, we isolate the damaged region and use the equation below to calculate the
diffusion of blood supply, u(x) in that region.

−k.
∂u(x)

∂x
= q, x ∈ Ω. (1)

where u(x) is normalized blood perfusion with respect to the normal tissue.
Perfusion is defined as the temporal change of blood volume per unit volume
of tissue, q is the local flux of blood perfusion to the region and k is diffusion
coefficient of the porous medium. This equation is analogous to Darcy’s Law for
the flow through a porous medium. It means that the rate of blood perfusion
through the boundary of the ischemic region is proportional to the negative
gradient in the blood perfusion and to the area normal to the gradient through
which blood is diffusing. Then, in the computational domain u is equal to 1 at
the surrounding normal tissue and it changes in the porous media of the ischemic
zone according to the distance from the zone with normal blood supply. Through
this modeling procedure, it could be expected that the region with the lowest
blood supply would be in the core of the damaged region and not in its source
coronary vessel area.

In this study, we assume a constant flux q in the region. We use a ratio of
q/k = 1/3 for this simulation that corresponds to the range of data from the
literature on the thickness of the border zone [6]. To solve this PDE in the isolated
region we apply boundary condition u = 1, x ∈ ∂Ω with full blood supply.
Fig. 1(c) shows the result from this simulation on the occlusion happened on the
same coronary vessels 14 and 9.

iv. Density of healthy cells. It is assumed that the rate of surviving cells in
the damaged region is proportional to the rate of blood perfusion in that region.
This means that there is a linear relation between the blood perfusion and the
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(a) (b) (c) (d)

Fig. 1. Features of the models in this study, (a) coronary artery map, (b) circulation
region for coronary artery vessels 14 and 9, (c) modeling blood diffusion in these two
regions and (d) Purkinje trees in the domain

density of the healthy cells in the border zone. Defining H(x) as the density of
the healthy cells in the domain, we can formulate this expression as:{

H(x) = u(x), for u > 0
H(x) = 0, for u ≤ 0.

(2)

v. Functional changes. Infarcted tissue properties, in our case referring to
conduction velocity, change with respect to the original cell state at baseline.
Nevertheless, the functional change is not homogeneous on space and time, as
presented by Kumar et al.[7]. Hence, we assume that the cell function in the
infarcted region changes as a function of the number of healthy cells in that
region. Given the density of healthy cells from the previous modeling progress
step, we have the functionality f(x) of tissue as below;

f(x) = f0(x).H(x). (3)

where f0(x) is the tissue property before infarction. In this study, this param-
eter corresponds to the conduction velocity in tissue. We use constant conduc-
tion velocities 0.67, 0.235 and 2.0m/sec along myofibers direction, transverse
to myofibers direction and at the Purkinje system, respectively, following some
previous studies [1]. Eq. (3) obtains the related parameters in the damaged cells
region.

2.2 Modeling Fast Cardiac Conduction System of Purkinje

For simulation of the effect from the fast cardiac conduction system, we model
both its geometry and functionality in this paper. Modeling the geometry of
CCS is a knowledge based procedure. We model the geometry using an inte-
grative approach that is using the histological information and computational
methods to estimate the geometry in a given cardiac mesh. The algorithm is as
the following:
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i. Branching points. This approach needs manual definition of the main
branching points of the cardiac conduction system in the computational do-
main. We use three AV-node, right and left bundle branching (RBB and LBB)
points, but the algorithm could be used for as many branching points as needed.
The simplest case is only to use AV-node as the main branching point (to have
only one parent).

ii. Histological data. Histological information from the literature is needed
to indicate density of the Purkinje-myocardium terminals in the computational
domain. In this study, we defined this information about density of terminal
junctions as points distributed on the endocardium surface, however it could
be extended to include intramural terminal points if needed. The histological
information distribution are defined on of the 17-segment American Heart As-
sociation (AHA) guidelines. Having the density at each 17-segment, the number
of terminal points at each region is calculated. The nodes to become terminal
points are selected with a random selection function from the list of nodes of
the corresponding segment. In this paper we set the parameters for the histo-
logical data to generate 140 terminal points over the ventricular endocardium,
non-uniformly distributed, to construct the Purkinje system. Among them 40
terminal points randomly distributed over medial region (segments 7-12 of AHA
17-segment) and 100 over apical region (segments 13-17). Similarly, we set the
parameters on the septum wall of the right ventricle to have 40 terminal points.

iii. Construction of the trees. Subsequently, terminal points are related to
the main branching points through a classical parent/child relation, setting up
the tree-like connectivity needed to circulate information through the Purkinje
system. We assume that the connection between the terminal points (children)
and the main branching points (parents) follows the shortest geodesic path prin-
ciple, allowing terminal points to share some parents. Here we set the parents
for all the terminal points at LV to LBB and points at RV septum wall to RBB.
The parent for both the LBB and RBB points is set itself to the AV-node point.
The Geodesic solver is used to generate the final Purkinje tree, which is con-
nected to myocardial tissue just as the terminal points. The implementation of
the Geodesic solver and its numerics was performed in the OpenCMISS1 math-
ematical modeling environment. Fig. 1(d) shows the final geometric distribution
of the fast conduction system trees given from the described approach. This view
only shows the Purkinje tree on the septum wall at the right ventricle.

For modeling the functionality of Purkinje system, we applied a similar proce-
dure as described in [1] for fast electrophysiological modeling of Purkinje system
and coupling to the myocardium domain. The parameters for the Purkinje cells
crossing the infarcted region are calculated by Eq. 3.

2.3 Electrophysiological Models

For simulation of the electrophysiological function of the heart, we use the sim-
ple Eikonal equation to model the activation wave-front propagation [1]. It is
1 Website: http://www.opencmiss.org

http://www.opencmiss.org
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based on the Hamilton-Jacobi Equations (HJE), a first-order non-linear partial
differential equation. The implementation of this model and its numerics were
performed in OpenCMISS.

2.4 Virtual and Real Populations

The population on which we study the electrophysiological function can be de-
composed into two groups: a virtual population and a smaller population of left
ventricular shapes from real patients.

The virtual population, consisting of 125 shapes, is generated using a statis-
tical shape model. This model comprises a mean shape and principal modes of
variation observed in a training set. The shapes in the virtual population are
generated by sampling the model space –shape space– up to 3 standard devia-
tions (SD’s) in each of the modes at 1.5 SD intervals. Three modes of variation
were used so that the entire virtual population could be visualized on a three-
dimensional grid, as in Figs. 3 and 4. Each glyph corresponds to a shape: spheres
represent virtual shapes, dilated subjects are depicted as cones, and boxes rep-
resent hypertrophic shapes. The 80 normal shapes are shown as crosses.

The training data for the statistical shape model consists of 80 normal left
ventricular shapes, 14 dilated and 20 hypertrophic shapes, with surface corre-
spondence across the entire set. The modes of variation, in descending order
of significance, are obtained by applying Principal Component Analysis to the
coordinate data of the surface mesh vertices. For the purpose of visualization in
Figs. 3 and 4, the training data has also been projected in the model space.

The real population is made up of the set of 14 dilated and 20 hypertrophic
shapes which were part of the training data for the statistical shape model.

All shapes in the population share surface correspondence, and this is ex-
ploited to create spatial correspondence among volumetric meshes using a Thin
Plate Spline (TPS) based warping strategy [8]. This correspondence in volumet-
ric meshes facilitates consistent analysis of the simulation results across popu-
lations despite differences in shape. The mean surface model is tetrahedralized
using TetGen2, thus producing a volumetric template. The volumetric mesh cor-
responding to any of the other surface meshes is then produced by (1) computing
the deformation between the surface mesh and the mean surface mesh based on
surface correspondence, (2) computing the TPS from the surface deformation,
and (3) applying the TPS to the volumetric template.

3 Results and Discussions

Three different infarct configurations are tested in this paper, including differ-
ent characteristics of the healthy tissue, core and border zones of the scar area
(see Fig. 2): no infarct; infarction with occlusion in one coronary artery; and in-
farction with two occlusions. We simulated the electrophysiological propagation
for the 159 cases described in the previous section (125 virtually generated, 14
2 Website: http://tetgen.berlios.de

http://tetgen.berlios.de
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(a) (b) (c)

Fig. 2. Result of simulation on the mean shape of the virtual population for three
infarction configurations: (a) without, (b) one occlusion in coronary artery, (c) two
occlusions. In these figures infarction core zone is represented in dark blue color-map
for visualization purpose.

dilated and 20 hypertrophic, all of them in the shape space) for the three differ-
ent infarction cases, i.e. a total of 477 electrophysiological simulations were run.
An example of the obtained local activation time (LAT) maps is illustrated in
Fig. 2, where the simulated activation propagation corresponding to the mean
shape of the virtual population with the three different infarct configurations
is shown. We can observe small differences in the LAT distribution without in-
farction and the single occlusion cases (Figs. 2(a) and (b), respectively), since
scar size is not large enough to have a substantial influence but very locally. On
the other hand, we can observe a larger effect of the scar region in the electrical
propagation when there are two collapsed arteries in myocardium (Fig. 2(c)), in
particular at the apical regions and near to the infarctions.

Fig. 3. Distribution of the ventricular geometries in the shape space, color-coded with
TAT for all the cases without infarction. Dilated, hypertrophic and virtual population
hearts are represented by cone symbols, cubic and spherical symbols, respectively. The
original 80 training shapes are displayed with cross symbols.
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Fig. 4. Same distributed cases as in Fig. 3 but color-coded with the difference between
TAT in two coronary block and without infarction cases
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Fig. 5. Cumulative frequency histograms of the normalized percentage of activated
tissue for mean-shape of virtual population (solid black line), dilated (red lines) and
hypertrophy (green lines) geometries for the different scar configurations: (a) without,
(b) one occlusion, and (c) two occlusion hearts. Dashed lines represent the extreme
cases for each group.

To assess the effect of the scar presence and characteristics in the generated
dataset of different ventricular geometries, we analyzed the total activation time
(TAT) obtained for all simulations. Fig. 3 shows the distribution in the shape
space of the three principal modes of variation of all 159 geometries in the cases
with-out including infarction. In this figure, the training dataset of normal and
infarcted patients are also represented in the shape space (marked by spheres).
It can be observed the substantial change in TAT of the original data along the
modes of variations. Hypertrophic cases cannot be easily distinguished in both
geometry and TAT distribution from the original training data. With regards
to TAT distribution, the dilated geometries present larger TATs as compared to
hypertrophic cases in the absence of scar. Similar observations are reported on
the prolonged activation on dilated dog hearts [9]. It can be pointed out that the
generated virtual population strongly follows the TAT distribution of the real
cases in the three principal models of variation.

Our simulations show that in the case of a small scar (Fig. 2(b)), TAT is
not changing with respect to the non-heart failure cases. However this value is
changing in some of the cases with two infarctions (case Fig. 2(c)). Fig. 4 shows
the difference between TAT in failured and normal cases. This scar configuration
does not change TAT in the dilated hearts, however it is changing some of
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the hypertrophic cases. It could be related to the higher myocardium thickness
near the infarcted zones in some of the hypertrophic cases, where it delays the
activation in the epicardial part due to delay on intramural propagation at the
border zones.

TAT is a global parameter and does not provide information about the dis-
tribution of depolarization times in the domain. Hence, we also computed cu-
mulative frequency histograms, as shown in Fig. 5, to illustrate the percentage
of activated tissue through time for the different patient groups and scar config-
urations. These histogram curves suggest that; (i) dilated hearts have different
distribution curves and take longer than hypertrophic and the virtual popula-
tion hearts to activate the full left ventricle, as it was expected, and (ii) the
inclusion of infarction has a small effect on the activation map specially in the
last activation points with two occlusions (Fig. 5(c)).

4 Conclusions

We have presented an in-silico simulation study of the effect on the presence and
characteristics of scar in a virtually generated large-scale population of differ-
ent ventricular geometries, including normal, dilated and hypertrophic patients.
Simple models for the process of scar development and diffusion and for the
generation of the Purkinje system were developed. Fast electrophysiological sim-
ulations were run on the large-scale database (477 simulations) and were jointly
analyzed with meaningful statistics since this virtual population had known
correspondence by construction. The obtained results demonstrate that scar
characteristics have an effect on simulated electrical propagation at the left ven-
tricle, having higher total activation time for dilated hearts than in hypertrophic
cases.

This study has been carried out at a tissue level, thus it lacks from cell level
information and more detailed mechanisms that may significantly effect scar
development, the Purkinje distribution and electrophysiological signal propaga-
tion. Furthermore, in order to simulate more realistic scar regions, the model
for coronary artery tree could be more accurate and patient-specific deriving
it from the processing of medical images. Finally, the infarction model could
also be improved by adding the effect from blood supply coming from the endo-
cardium wall. Future work is going to be focused on incorporating more detailed
cell physiology into the infarction model as well as including anisotropic growth
propagation dependent on fiber orientation. In addition, we will analyze in-silico
the effect of different lead configurations in Cardiac Resynchronization Therapy
with different patient groups and different scar configurations.
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Dössel, Olaf 11, 80, 223, 241, 333
Dries, Sebastian 80
Drochon, A. 325
Duckett, Simon G. 163, 313, 367, 392
Duncan, James S. 113
Dutta, Sara 20

Edwards, Philip 163
Elshrif, Mohamed 36

Fanton, Laurent 171
Flehmann, Eugen 145
Fokapu, O. 325
Frangi, Alejandro F. 28, 47, 267, 359,

375, 418, 427
Fritz, T. 241

Gao, Gang 302
Gao, Mingchen 88, 153
Gavaghan, David 294
Georgescu, Bogdan 250, 341
Gerbeau, J-F. 315, 325
Ghate, Sudip 195
Gijsbers, Geert 55
Gill, Jaswinder 55, 63, 302, 323
Gogin, Nicolas 55
Grau, Vicente 294
Greenspan, Hayit 384

Hales, Patrick W. 294
Hammer, Peter E. 233
Hanna, Raghed 333
Harrison, James 302
Hawkes, David 367
Holmes, Jeffrey W. 129
Hoogendoorn, Corné 418, 427
Hornegger, Joachim 341
Hossack, John A. 129
Houle, Helene 341
Howe, Robert D. 215, 233
Huang, Junzhou 88, 153

Imperiale, A. 409
Ionasec, Razvan Ioan 341



438 Author Index

Jarrousse, O. 241
Jia, Congxian 113
Joshi, Parag 206
Juang, Radford 284

Kaandorp, Theodorus A.M. 267
Karadag, Ilyas E. 294
Karim, Rashed 63, 302
Karim, Rashid 323
Keller, David U.J. 223, 241
King, Andy P. 55
Klinder, Tobias 333
Kohl, Peter 20, 294
Krueger, Martin W. 80, 223, 333

Lamata, Pablo 392
Lamb, Hildo J. 267
Lambert, Hendrik 302
Land, Sander 392
Lashevsky, Ilan 195
Lee, Peter 20
Leeson, Paul 161
Lelieveldt, Boudewijn P.F. 267
Leo, Giovanni 302
Lesault, P.-F. 304
Li, Hongying 95
Lin, Ben A. 113
Lin, Dan 129
Litt, Harold 180
Littman, Arne 250
Liu, Tianming 275
Liu, Wanyu 95
Lombaert, Herve 171
Lorenz, Cristian 80, 223, 333
Lu, Xiaoguang 250

Ma, YingLiang 55, 313
Magnin, Isabelle E. 95
Mansi, Tommaso 195, 341
Martin, V. 325
Marx, Gerald R. 215
McVeigh, Elliot R. 195
Mengue, Etienne Assoumou 341
Metaxas, Dimitris N. 88, 153
Mihalef, Viorel 341
Moireau, P. 304, 409
Mukherjee, Ryan 284
Mukhopadhyay, Anirban 275

Neher, Peter 80, 223
Niederer, Steven 392
Noble, J. Alison 161

O’Neill, Mark 63, 302, 323
Oregan, Declan 163
Ourselin, Sebastien 163, 367

Pashaei, Ali 418, 427
Pathmanathan, Pras 20
Pavarino, Luca F. 1
Pavlidis, Ioannis T. 188
Penney, G.P. 375
Peyrat, Jean-Marc 171, 195
Piella, G. 47, 375
Plank, Gernot 223
Pohl, Kilian M. 180
Pop, Mihaela 195
Porras, A.R. 47
Pousin, Jérôme 137

Qiang, Beiping 195
Qian, Zhen 153, 206, 275
Quinn, T. Alexander 20

Rademakers, Frank E. 401
Rahman, Sami ur 145
Rahmouni, A. 304
Rajpoot, Kashif 161
Rapacchi, Stanislas 171
Razavi, Reza 55, 63, 223, 302, 313, 323,

367, 392
Reiber, Johan H.C. 267
Rhode, Kawal S. 55, 63, 223, 302,

313, 323
Rinaldi, C. Aldo 55, 63, 313, 323, 392
Rinehart, Sarah 206
Rodriguez, Blanca 20, 71, 259
Romero, Daniel 28, 427
Rossi, Alessandro C. 105
Rueckert, Daniel 63, 163, 367, 392

Sachse, Frank B. 28
Sahn, David J. 350
Saiz, Javier 223, 259
Sampath, Smita 113
Sanchez-Quintana, Damien 223
Scacchi, Simone 1
Schaeffter, Tobias 63, 302, 313
Schaerer, Joël 137
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