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Chapter 10 

A New Approach to Network Optimization 
Using Chaos-Genetic Algorithm 

Golnar Gharooni-fard and Fahime Moein-darbari1* 

Abstract. Genetic Algorithms (GAs) have been widely used to solve network op-
timization problems with varying degrees of success. Part of the problem with 
GAs lies in the premature convergence when dealing with large-scale and com-
plex problems; Caught in local optima, the algorithm might fail to reach the global 
optimum even after a large number of iterations. In order to overcome the prob-
lems with traditional GAs, a method is proposed to integrate Chaos Optimization 
Algorithms (COAs) with GA to fully exploit their respective searching advantag-
es. The basic idea of COA is to transform the problem variables, by way of a map, 
from the solution space to a chaos space and to perform a search that benefits from 
the randomness, orderliness and ergodicity of chaos variable. In this chapter, we 
will first discuss network optimization in general, and then focus on how chaos 
theory can be incorporated into the GA in order to enhance its optimization capac-
ities. We will also examine the efficiency of the proposed Chaos-Genetic algo-
rithm in the context of two different types of network optimization problems, Grid 
scheduling and Network-on-Chip mapping problem. 

Keywords: network optimization, Genetic Algorithm, Chaos theory, Grid sche-
duling, Network-on-Chip mapping problem. 

10.1   Introduction 

Network theory basically deals with problems that have a graph structure. Graphs 
are mathematical structures used to model pair wise relations between objects. 
They consist of points, and lines connecting pairs of points. The points are called 
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nodes or vertices and the lines are called arcs. The arcs may have a direction on 
them, in which case they are called directed arcs. If an arc has no direction, it is 
often called an edge. If all the arcs in a graph are directed, the graph is said to be 
directed (digraph). Graphs are among the most ubiquitous models of both natural 
and human-made structures. They can be used to model many types of relations 
and process dynamics in physical, biological and social systems. Many problems 
of practical interest can be represented by graphs [1]. In computer science, graphs 
are used to represent networks of communication, data organization, computation-
al devices, the flow of computation, etc. Fig. 10.1 is an example of a network 
modeled with graphs. At any given time, a message may take a certain amount of 
time to traverse each line (due to congestion effects, switching delays, etc.). The 
expended time can vary greatly and telecommunication companies dedicate a sig-
nificant amount of their resources tracking these delays. Assuming a centralized 
switcher knows these delays, there remains the problem of routing a call so as to 
minimize the delays. This is an example of a particular type of network model, 
called the shortest path which includes a network with weighted edges and two 
special nodes: a source and a destination. The goal is to find a path from the 
source to the destination with the minimum total weight. 

 

Fig. 10.1 A Phone network modeled by a graph 

Network problems that involve finding the least-cost solution to a problem 
where each solution is associated with a numerical cost are generally studied un-
der combinatorial optimization which concerns the efficient allocation of limited 
resources to meet desired objectives when the values of some or all of the va-
riables are restricted to be integral [2]. Still, in most such problems, there are 
many possible alternatives to consider and one overall goal determines which of 
these alternatives is best. 

Different approaches have been used to solve network optimization problems 
[3] among which are a large family of algorithms collectively labeled metaheuris-
tics. A metaheuristic designates a computational method that optimizes a problem 
by iteratively trying to improve a candidate solution with regard to a given meas-
ure of quality. Metaheuristics make few or no assumptions about the problem be-
ing optimized and can search very large spaces of candidate solutions [4], [5]. Me-
taheuristics can be used for the purpose of combinatorial optimization where an 
optimal solution is sought over a discrete search-space. Popular metaheuristics for 
combinatorial problems include Simulated Annealing (SA) [6], Genetic Algorithm 
(GA) [7], Particle Swarm Optimization (PSO) [8], Ant Colony Optimization 
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(ACO) [9] and Tabu Search (TS) [10]. Since our focus here is on GAs, in the next 
section we will discuss them as one of the most popular metaheuristics used for 
optimization purposes. The interested reader is referred to [11] and [12] for more 
general surveys on the metaheuristics.  

10.2   Genetic Algorithms 

Genetic algorithms are inspired by the evolutionary theory of the origin of species 
which explains how weak and unfit species in nature face extinction by way of 
natural selection. Natural selection is the process by which traits become more or 
less common in a population due to consistent effects upon the survival or repro-
duction of their bearers, the strong species. In the long run, species carrying the 
correct combination in their genes become dominant in their population. Some-
times, during the slow process of evolution, random changes may occur in the 
genes. If these changes provide additional advantages in the challenge for surviv-
al, new species evolve from the old ones. Unsuccessful changes are eliminated by 
natural selection. 

The concept of Genetic Algorithms (GAs) was introduced by John Holland in 
the early seventies as a special technique for function optimization [7]. In GA ter-
minology, a solution vector is called an individual or a chromosome. Chromo-
somes are made of discrete units called genes. Each gene controls one or more 
features of the chromosome. In the original implementation of GA by Holland, 
genes are assumed to be binary numbers. In later implementations, more varied 
gene types have been introduced. Normally, a chromosome corresponds to a 
unique solution in the solution space. The GA operates with a collection of chro-
mosomes, called a population. The population is normally randomly initialized. 
As the search goes on, populations evolve to include fitter and fitter solutions, and 
eventually converge, to a single solution.  

The basic idea of a GA is that the genetic pool of a given population potential-
ly contains the best solution, to a given adaptive problem, although this solution 
might not have been realized yet. The algorithm operates in an iterative manner 
and evolves a new generation from the current generation by applying genetic op-
erators [13]. Given a clearly defined problem to be solved and strings of candidate 
solutions, a simple GA works as follows: 

 
1. Initialize the population. 
2. Calculate the fitness value for each individual in the population. 
3. Reproduce selected individuals to form a new population. 
4. Perform crossover and mutation on the population. 
5. Loop to step 2 until some termination condition is met. 

 
In some GA implementations, operations other than crossover and mutation are 
carried out in step 4. Crossover is considered by many to be an essential operation 
of all GAs. It plays an important role in distributing the individuals over the space 
of interest through the GA. Termination of the algorithm is usually based either  
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on achieving a population member with some specified fitness or on running the 
algorithm for a given number of generations. Like many other metaheuristics, 
GAs do not guarantee an optimal solution is ever found. They often show a very 
fast initial convergence followed by progressive slower improvement. Therefore 
different techniques have been used to improve the results obtained from the GAs 
[14]. By introducing Chaos theory in the next section, we will explain how to in-
tegrate this concept with GA, in order to enhance the quality of the solutions. 

10.3   Chaos Theory 

Chaos theory is the study of the behavior of dynamical systems that are highly 
sensitive to initial conditions. In common usage, "chaos" means “a state of disord-
er”, but the adjective "chaotic" is defined more precisely in chaos theory.  
Although there is no universally accepted mathematical definition of chaos, a 
commonly used definition describes, chaos as a non-periodic, long-term behavior 
in a deterministic system that exhibits sensitive dependence on initial conditions 
[15]. None-periodic long-term behavior means that the system's trajectory in phase 
space does not settle down to any fixed points or periodic orbits, as time tends to 
infinity. Deterministic systems can have no random (or probabilitistic) parameters. 
It is a common misconception that chaotic systems are noisy systems driven by 
random processes. The irregular behavior of chaotic systems arises from intrinsic 
nonlinearities rather than noise. Sensitive dependence on initial conditions, the 
proverbial “the butterfly effect”, requires that trajectories originating from nearly 
identical initial conditions diverge exponentially. Despite what the name suggests, 
chaos is not the absence of order; it is a subtle state that is poised between order 
and randomness, with both aspects intermingled.  

If a chaotic system’s behavior is plotted in a graph over an extended period, 
obscure patterns might emerge. When a bounded chaotic system does have some 
long term pattern, but not a simple periodic oscillation or orbit, it is said to have a 
strange attractor [16]. In other words, strange attractor is the natural shape of 
chaos. It is called strange because of its complex geometry, and it is an attractor 
because the system that it describes is always drawn to the behavior that it 
represents as if attracted to it. The mathematical model developed, called the “Lo-
renz system1 has been used as a paradigm for chaotic systems that satisfy the 
above definition. The Lorenz system consists of three first-order coupled differen-
tial equations as follows 

 

۔ۖەۖ
ௗ௫ௗ௧ ۓ ൌ ݕሺߪ  െ ሻ       ௗ௬ௗ௧ݔ ൌ ߩሺݔ െ ሻݖ െ ௗ௭ௗ௧ݕ  ൌ ݕݔ  െ  (10.1)                                           ݖߚ

                                                           

                                                           
1 The “Lorenz system” is named after the American meteorologist Edward N. Lorenz, who 

in 1963 discovered chaotic behavior in a computer study of weather. 
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where all σ, ρ, β > 0, but usually σ = 10, β = 8/3 and ρ is varied. The system exhi-
bits chaotic behavior when ρ = 28 [15]. The Lorenz system has three dynamic va-
riables, and consequently the state-space picture of such a system is three-
dimensional. Plotting the trajectory of the Lorenz system in state space, shown in 
Fig. 10.2, reveals what was earlier defined as a strange attractor (the Lorenz chao-
tic attractor). The map shows how the state of a dynamical system (the three  
variables of a three-dimensional system) evolves over time in a complex, non-
repeating pattern. 

 

Fig. 10.2 The Lorenz attractor 

One-dimensional noninvertible maps are the simplest systems capable of gene-
rating chaotic motion. As such, they serve as a convenient starting point for the 
study of chaos [17]. Here, we introduce some well known one-dimensional maps. 

 
Logistic Map. The logistic map proposed by Robert May is a polynomial map and 
is often cited as an example of how complex behavior can arise from a very sim-
ple nonlinear dynamical equation [15]. This map is defined as 

௡ାଵݔ  ൌ ݂ሺߤ, ௡ሻݔ ൌ ௡ሺ1ݔߤ െ ,  ௡ሻݔ 0 ൏ ߤ ൑ 4                            (10.2) 
 

where ߤ is a control parameter, and ݔ is a variable. Since the equation represents a 
deterministic dynamic system, it might seem like its long-term behavior can be 
predicted, but that is in fact not the case since its behavior is heavily dependent on 
the variations of  ߤ. The value of the control parameter, determines whether ݔ 
converges to a constant point, oscillates between two or more values, or behaves 
chaotically in an unpredictable pattern [18]. 

 
Tent Map. In mathematics, the tent map is an iterated function, in the shape of a 
tent, forming a discrete-time dynamical system. It takes a point xn on the real line 
and maps it to another point as 
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௡ାଵݔ  ൌ ൝ ݔߤ௡           ,        ݔ௡ ൏ ଵଶߤሺ1 െ ௡ሻ  ,         ଵଶݔ ൑ ௡ݔ                                           (10.3) 

 
where μ is a positive real constant [19]. The tent map and the logistic map are to-
pologically conjugate and thus their behavior under iteration is identical in this 
sense. Depending on the value of μ, the tent map demonstrates a range of dynami-
cal behavior ranging from predictable to chaotic. 

 
Bernoulli Shift Map. The Bernoulli shift map belongs to a class of piecewise li-
near maps which consist of a number of piecewise linear segments. This map is a 
particularly simple, consisting of two linear segments to model the active and pas-
sive states of the source [20]. It is defined as follows 

௡ାଵݔ  ൌ ቐ ௫೙ሺଵିఒሻ      ,           0 ൏ ௡ݔ ൏ ሺ1 െ ሻ௫೙ିሺଵିఒሻఒߣ  , ሺ݀ ؠ 1 െ ሻߣ ൏ ௡ݔ ൏ 1                                 (10.4) 

 
Sine Map. The sine map is described by the following equation 

௡ାଵݔ  ൌ  ௔ସ sinሺݔߨ௡ሻ                                                    (10.5) 

 
where  0 ൏ ܽ ൑ 4 . Qualitatively this map has the same shape as the logistic map. 
 
ICMIC Map. The iterative chaotic map with infinite collapses (ICMIC) has infi-
nite fixed points in comparison with finite collapses one-dimensional maps [21], 
[22]. The ICMIC map is described by following equation  
௡ାଵݔ  ൌ  sin ௔௫೙                                                       (10.6) 

 
where ܽ א ሺ0,∞ሻ is an adjustable parameter. 

10.4   Chaos Optimization Algorithm (COA) 

In random-based optimization algorithms, the methods using chaotic variables in-
stead of random variables are called Chaotic Optimization Algorithm (COA) [23], 
[24]. Originally proposed by Li and Jiang, COA searches the solution space based 
on the regularity of chaotic variables and more easily escapes local minima com-
pared with stochastic optimization algorithm [25]. By means of ergodicity, regu-
larity and semi-stochastic properties of chaos, the optimal solution migrates in a 
chaotic way among the local minima and finally converges to the global optimal  
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solution [26]. Experimental studies assert that the benefits of using chaotic signals 
instead of random signals are often evident although it is not mathematically 
proved yet [27]. The procedure of COA is demonstrated as followings: 

1. Set k = 0 and ݂ሺݔ௜௞ሻ as a random solution in the problem domain and a 
chaotic variable  0 ൏ ௜ݎ  ൏ 1, ሺ݅ ൌ 1,2, ڮ , ݊ሻ.  

2. Map the chaotic sequences ݎ௜௞ to *x according to the characteristics of the 
particular problem.  

3. Compare the function value of )( *xf  with ݂ሺݔ௜௞ሻ, pick the better value 

and replace it with ݂ሺݔ௜௞ሻ. Then replace *x  with ݔ௜௞.  
4. Apply one of the aforementioned chaotic equations (denoted by M)  

௜௞ାଵݎ  ൌ  ௜௞൯                                                   (10.7)ݎ൫ܯ
 

Note that the interval of chaotic sequences is between 0 and 1. 
5. Set ݇ ൌ ݇ ൅ 1 and loop back to step 2 until the termination condition is 

reached. 
 

Numerical results show that COA takes less iteration to reach to an optimum solu-
tion than most global optimization methods [25]. However, COA has the deficien-
cy of taking much time to get to the optimum value, which affects the speed of 
convergence [28]. To overcome this limitation, an improved chaos optimization 
method that combines COA and GA is presented in the next section.  

10.4.1   Chaos-Genetic Algorithm (CGA) 

The idea of using chaotic systems instead of random processes has recently been 
noticed in several fields, including optimization theory. The basic idea is to trans-
form the variables of a problem from the solution space to chaos space and then 
perform a search to find a solution by virtue of the randomness, orderliness and 
ergodicity of the chaos variable. Although the COA has many advantages, it 
makes no use of the experiential information previously acquired [29]. Further-
more, in GAs there is no guaranteed convergence even to a local minimum [30]. 
Since the genes from a few highly fit (but not optimal) individuals may rapidly 
come to dominate the population, causing it to converge on local minima and once 
the population has converged, the ability of the GA to continue to search for better 
solutions is largely compromised.  

In order to overcome the shortcomings of both COA and GA, one option is to 
integrate the two in order to bring together the searching advantages of both algo-
rithms. The concept of Chaos-genetic algorithms (CGA), first introduced in [30], 
has the following characteristics: Firstly, CGA benefits from the characteristics  
of the chaotic variables to make the individuals of subgenerations distributed  
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ergodically in the defined space and thus to avoid premature convergence in the 
subgenerations. Secondly, according to its evolutionary nature, CGA maintains the 
fittest individuals in each run and hence increases the probability of finding the 
global optimal solution. CGA can be implemented by simply adding a chaotic 
mapping operator to the standard GA operators, namely crossover and mutation.  

As an example of a chaotic equation, the logistic map has been extensively ana-
lyzed in the past decade. The evolution of the chaotic variables could be defined 
through the following equation [31],  

௜௞ାଵݎ  ൌ ௜௞൫1ݎ4 െ ݅       , ௜௞൯ݎ ൌ 1, 2, … , ݊.                             (10.8) 
 

In principle, this is the same as the equation introduced for logistic map in Section 
10.3. The value of the parameter ߤ ൌ 4  is chosen in order for the system to act 
chaotically. Here ݎ௜ is the i-th chaotic variable and ݇ denotes the number of itera-
tions. The value of  ݎ௜ , is distributed in the range of ሾ0 , 1ሿ and n denotes the num-
ber of genes in each chromosome. In order to perform the chaotic mapping, the 
following procedure is proposed. 

 
1. Divide the interval ሾ0 , 1] to ݊ equal sub-intervals, of which the lower 

limit ሾܽଵ, ܽଶ, … , ܽ௡ሿ is represented by vector ܽ, and the upper limit ሾܾଵ, ܾଶ, … , ܾ௡ሿ by vector ܾ. 
2. The real value of each  ݔ௜ in the first randomly produced population is li-

nearly mapped to new values of  1 ൏ ௜ݎ ൏ 0,  using 
௜ݎ  ൌ  ଵ௕೔ି௔೔  ሺݔ௜ െ ܽ௜ሻ.                                               (10.9) 

 
3. The next iteration chaotic variables ݎ௜ሺଶሻ, will be produced through apply-

ing the logistic map equation to ݎ௜ሺଵሻ values, generated in the previous 
section.  

4. The chaotic variables ݎ௜ሺଶሻ, are then used to produce ݔ௜ሺଶሻ, using 

௜ሺଶሻݔ  ൌ  ܽ௜ ൅ ݎ௜ሺଶሻሺܾ௜ െ ܽ௜ሻ , ݅ ൌ 1, 2, … , ݊ .                       (10.10) 

 
We can repeat the process in order to produce the next values of ݔ௜ሺ௞ሻ. Although 
chaos variables are usually generated by the logistic map, there’s no reason not to 
try any of the previously defined one-dimensional maps in order to form a chaotic 
mapping operator. Fig. 10.3 demonstrates a flowchart of the overall process of 
Chaos-genetic algorithm using the logistic map as a chaotic mapping operator to 
produce the chaotic population P2 from the randomly produced initial population 
P1. In the next section we will examine the performance of CGA in two types of 
network optimization problems, namely Grid scheduling and Network-on-Chip 
mapping problem. 
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Fig. 10.3 Chaos-Genetic Algorithm procedure 

10.5   Grid Scheduling: Case Study # 1 

A grid is a hardware and software infrastructure that provides dependable, consis-
tent, pervasive, and inexpensive access to high-end computational capabilities 
[30]. It is a shared environment, implemented via the deployment of a persistent, 
standards-based service infrastructure that supports the creation and sharing of the 
resource within distributed communities. The resources might be computers, sto-
rage space, instruments, software applications, and data, all connected through the 
Internet and a middleware software layer that provides basic services for security, 
monitoring, resource management, and etc. Resources owned by various adminis-
trative organizations are shared under locally defined policies that specify what is 
shared, who is allowed to access what, and under what conditions [32]. 

From the point of view of scheduling systems, a higher level abstraction for the 
Grid can be applied by ignoring some infrastructure components such as authenti-
cation, authorization, resource discovery and access control. Thus, the following 
definition for the term Grid is adopted in our study: “A type of parallel and distri-
buted system that enables the sharing, selection, and aggregation of geographically 
distributed autonomous and heterogeneous resources dynamically at runtime de-
pending on their availability, capability, performance, cost, and users' quality-of-
service requirements” [33].  
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To facilitate the discussion on grid scheduling, we need to define some  
frequently used terms; tasks are atomic units to be scheduled by the scheduler and 
assigned to resources. The properties of a task are parameters like CPU/memory 
requirement, deadline, priority, etc. A job (metatask or application) is a set of 
atomic tasks that will be carried out on a set of resources. Resources are required 
to carry out an operation, for example: a processor for data processing, a data sto-
rage device, or a network link for data transporting. A site (or node) is an auto-
nomous entity composed of one or multiple resources. 

Based on the definitions above, task scheduling can be defined as the mapping 
of tasks to a selected group of resources which may be distributed in multiple ad-
ministrative domains. Although, a grid is a system of high diversity, which is ren-
dered by various applications, middleware components, and resources, we can still 
find a logical architecture of the task scheduling subsystem in the grid that as 
noted by Schopf in [34], can be generalized into three stages:  

 
1. Resource discovering and filtering, 
2. Resource selecting and scheduling according to certain objectives, 
3. Job submission. 

 
Since the study of scheduling algorithms is our primary concern, we mainly focus 
on the second step. Scheduling of interdependent tasks in distributed heterogene-
ous computing environments is well known to be an NP-hard problem [35]. Sev-
eral heuristic algorithms have been applied to solve the scheduling problem. These 
can be classified into two major groups, in view of their main objectives. First, a 
group of works that only attempt to minimize workflow execution time, without 
considering user’s budget. Min-Min, which sets the highest priority to tasks with 
the shortest execution time, and Max-Min, which sets the high priority to the tasks 
with the long execution times are two major heuristic algorithms employed for 
scheduling workflows on grids [36]. Sufferage, is another heuristic algorithm 
which sets high scheduling priority to tasks whose completion time by the second 
best resource is far from that of the best resource [36]. Another workflow schedul-
ing algorithm developed by the authors of [37], is based on a Greedy Randomized 
Adaptive Search Procedure (GRASP). Another workflow level heuristic is a Hete-
rogeneous-Earliest-Finish-Time (HEFT) algorithm proposed by Wieczorek et al. 
[38]. Second, a group of works which address scheduling problems based on us-
er’s budget constraints. Nimrod-G [39] schedules independent tasks for parameter-
sweep applications to meet user’s budget. More recently, LOSS and GAIN sche-
duling approaches were developed, to adjust a schedule which is generated by a 
time-optimized heuristic and cost optimized heuristic to meet the user’s budget 
constraints [40].  

10.5.1   Challenges of Scheduling Algorithms in Grid Computing 

Although previous research in this area is of great value, traditional scheduling 
models generally produce poor grid schedules in practice [32]. To remedy this let 
us go through the assumptions underlying traditional systems: 
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• All resources reside within a single administrative domain. 
• To provide a single system image, the scheduler controls all of the re-

sources. 
• The resource pool is invariant. 
• Contention caused by incoming applications can be managed by the 

scheduler according to some policies, so that its impact on the perfor-
mance that the site can provide to each application can be well predicted. 

• Computations and their data reside in the same site.  

 
Unfortunately, not all of these assumptions hold in grid circumstances. There are 
unique characteristics in grid computing, listed by the authors of [41], which make 
the design of scheduling algorithms more challenging: 

• Heterogeneity and Autonomy. In grid computing, because resources are distri-
buted in multiple domains on the Internet, heterogeneity is a characteristic not  
only of computational and storage nodes but also of the underlying networks con-
necting them. This results in different capabilities for job processing and data 
access. The autonomy also gives way to aa diverse array of local resource man-
agement techniques and access control policies, such as, priority settings for dif-
ferent applications and resource reservation methods. Thus, a grid scheduler is  
required to be adaptive to different local policies. The heterogeneity and  
autonomy on the grid user side are represented by various parameters, including 
application types, resource requirements, performance models, and optimization 
objectives.  

• Performance Dynamism. Making a feasible scheduling usually depends on the 
performance estimate that candidate resources can provide, especially when the 
algorithms are static. Grid schedulers work in a dynamic environment where per-
formance of available resources is constantly changing. The change comes from 
site autonomy and competition for resources by various applications.  

• Resource Selection and Computation.-Data Separation In traditional systems, 
executable codes of applications and input/output data are usually in the same site, 
or the input sources and output destinations are determined before the application 
is submitted. Thus the cost for data staging can either be neglected or is a constant 
determined before execution, and scheduling algorithms need not consider it. But 
in a grid which consists of a large number of heterogeneous computing sites (from 
supercomputers to desktops) and storage sites connected via wide area networks, 
the computation sites of an application are usually selected by the grid scheduler 
according to resource status and certain performance models. Additionally, in a 
grid, the communication bandwidth of the underlying network is limited and 
shared by a host of background loads, so the inter-domain communication cost 
cannot be neglected.  
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Many grid applications are data intensive, so the data staging cost is considera-
ble. This situation brings about the computation-data separation problem: the ad-
vantage brought by selecting a computational resource that can provide low  
computational cost may be neutralized by its high access cost to the storage site. 
These challenges depict unique characteristics of grid computing, and put signifi-
cant obstacles to design and implement efficient and effective grid scheduling sys-
tems. It is believed, however, that research achievements on traditional scheduling  
problems can still provide stepping-stones for a new generation of scheduling  
systems.  

In order to introduce the Chaos-genetic algorithm to solve the workflow sche-
duling problem, we need to define an appropriate problem representation, fitness 
assignment, and genetic operators. These will be discussed in the following sub-
sections. 

10.5.2   Problem Description 

As mentioned in the previous section, the scheduling problem becomes more chal-
lenging because of some unique characteristics of grid computing. The grid sche-
duling problem can be defined as follows: A workflow application can be modeled 
as a Directed Acyclic Graph (DAG). There is a finite set of tasks Ti ( i = 1,2, …, n) 
and a set of directed arcs of the form ( Ti ,Tj ), where Ti is the parent task of Tj , 
and Tj  is the child of Ti. A child task can never be executed unless all of its parent 
tasks have been completed. Let B be the cost constraint (budget) and D the time 
constraint (deadline), specified by the user’s workflow execution. The total num-
ber of available services is shown by m. There’s a set of services ௝ܵ  ሺ  ݆ ൌ1,2, … , ݉ሻ capable of executing task ௜ܶ , but each task can only be assigned for ex-
ecution to one of these services. Services have varied processing capabilities deli-
vered at different prices. We denote ݐ௜௝ as the processing time, and ܿ௜௝ as the ser-
vice price for processing ௜ܶ  on service ௝ܵ . The scheduling problem is to map every ௜ܶ  onto a suitable ௝ܵ in order to get the best trade-off between execution time and 
cost in a workflow considering the user’s budget and deadline.  

10.5.3   The Chaos-Genetic Scheduling Algorithm (CGA) 

For a workflow scheduling problem, a feasible solution is required to meet several 
conditions:  

1. A task can only be started after all its predecessors have completed. 
2. Every task appears once and only once in the schedule. 
3. Each task must be allocated to one available time slot of a service capa-

ble of executing the task. 
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Fig. 10.4 A sample workflow followed by a set of source-to-task assignments 

Each individual in the population represents a feasible solution to the problem, 
and consists of a vector of task assignments. Each task assignment includes four 
elements (task ID, service ID, start time, end time) [42]. The first two parameters 
identify to which service each task is assigned. Since involving time frames during 
the genetic operation may lead to a very complicated situation [43], we ignore the 
time frames here. Therefore, the operation strings (chromosomes) encode only the 
service allocation for each task and the order of the tasks allocated to each service. 
Different execution priorities of such parallel tasks within the workflow may im-
pact the performance of workflow execution significantly. For this reason, the so-
lution representation strings are required to show the order of task assignments on 
each service in addition to service allocation of each task. As suggested by Buyya 
[43], we create an array to represent a schedule as illustrated in Fig.10.4. Each 
element of this array represents a service and the indexes refer to the task number.  

As stated earlier, the problem is to schedule a workflow execution considering 
both time and user budget constraints. The first decision to be made is how to 
represent the solution, which was shown in Fig.10.4. Initializing the population is 
done randomly using a random generator to produce values between 1 to n. For 
each task, these random values are chosen from sources that are capable of execut-
ing that task. The length of the chromosome depends on the number of tasks in the 
workflow. A chaotic mapping operator is then applied to the initial population, 
generating a new chaotic population.  

At this stage, the fitness of the individuals of the entire population is evaluated. 
The fitness value is often proportional to the output value of the function being op-
timized according to the given objectives. As the goal of scheduling is to get the 
best trade-off between the time and cost of the workflow execution, the fitness 
function divides the evaluation into two parts [43]: cost-fitness and time-fitness. 
For budget constrained scheduling, the cost-fitness component produces results 
with less cost. The cost fitness function of an individual I is defined by 

ሻܫ௖௢௦௧ሺܨ  ൌ ௖ሺூሻ஻                                                        (10.11)  
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where c(I) is the sum of the task execution cost and data transmission cost of I and 
B is the budget of the workflow. For budget constrained scheduling, the time-
fitness component is designed to produce individuals that satisfy the deadline con-
straint. The time-fitness function of an individual I is defined by 

ሻܫ௧௜௠௘ሺܨ  ൌ ௧ሺூሻ஽                                                      (10.12) 
 

where t(I) is the completion time of I, D is the deadline of the workflow. The final 
fitness function combines the two parts and it is expressed as: 

ሻܫሺܨ  ൌ ቊܨ௖௢௦௧ሺܫሻ ൅ ,ሻܫ௧௜௠௘ሺܨ ሻܫ௖௢௦௧ሺܨ ݂݅ ൐ ሻܫ௧௜௠௘ሺܨ ݎ݋ 1 ൐ 1௖ሺூሻ௠௔௫௖௢௦௧ ൈ ௧ሺூሻ௠௔௫௧௜௠௘ ݁ݏ݅ݓݎ݄݁ݐ݋                                                          (10.13) 

 

where maxcost is the most expensive solution of the current population and max-
time denotes the largest completion time in the current population. 

Elitism is incorporated into the algorithm by transferring the single fittest indi-
vidual directly to the next generation. Crossover is used to create new solutions by 
rearranging parts of the existing solutions in the current population. The idea be-
hind the crossover operation is that a higher quality solution may result from the 
combination of two of the current fittest solutions [44]. We have implemented a 
two-point crossover which is illustrated in Fig. 10.5. For population based algo-
rithms, mutation occasionally occurs in order to allow a child to obtain features 
that are not possessed by either of its parents. This process helps the algorithm ex-
plore new and possibly better genetic material than has been previously consi-
dered. The process of mutation is shown in fig. 10.6. 

 

 
 

Fig. 10.5 The Crossover operation: First, two random parents are chosen from the current 
population. Then two random points are selected from the schedule order of both parents. 
The locations of all tasks between the two parents are exchanged. Two new offsprings are 
generated by combining task assignments taken from two parents. 

 

 
 

Fig. 10.6 The Mutation operation: A task is randomly selected in a chromosome. An alter-
native service which is also capable of executing the task is randomly selected to replace 
the current task allocation 
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The new population is now ready for another round of chaotic mapping, cros-
sover, and mutation, producing yet another generation. So the initial population is 
replaced by the newly generated individuals. More generations are produced until 
the stopping condition (a maximum number of generations) is met. The fittest 
chromosome is thus returned as a solution.  

10.5.4   Experimental Results 

Given that different workflow applications may have different impact on the per-
formance of the scheduling algorithms, we have evaluated algorithms on different 
workflow structures. According to many grid workflow projects [45], workflow 
applications can be categorized into balanced structures and unbalanced struc-
tures. Fig. 10.7 shows balanced and unbalanced-structure applications used in our 
experiments. As shown in Fig. 10.7(a), the balanced-structure application consists 
of several parallel pipelines, which require the same types of services but process 
different data sets. As can be seen in Fig. 10.7(b), the structure of the unbalanced 
application is more complex. Unlike the balanced-structure application, many pa-
rallel tasks in the unbalanced structure require different types of services, and their 
workload and I/O data varies significantly. 

 
(a)                                                                            (b) 

Fig. 10.7 Workflow structures: (a) Balanced workflow (fMRI). (b) Unbalanced workflow 
(DNA)  

A Chaos-Genetic scheduling Algorithm (CGA) is introduced to solve the 
workflow execution planning problem. Our goal is to simultaneously minimize 
two conflicting objectives; execution time and execution price while meeting us-
ers’ maximum time constraint (deadline) and price constraint (budget). We have 
simulated 15 types of services with various price levels. The parameter settings 
used as a default configuration for the algorithms are listed in Table 10.1. The be-
haviors of algorithms are also observed at three constraint levels, namely relaxed 
constraint, medium constraint, and tight constraint. The relaxed constraint level 
assumes that users require relatively large deadline and budget, while the tight 
constraint level assumes that users require small deadline and budget. In other 
words, the relaxed/tight deadlines and budgets of an application are determined by 
the maximum/minimum time and cost for the workflow execution.  
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Table 10.1 Parameter settings for workflow scheduling problem 

Value/type Parameter 
10 Population size 

randomly generated solution Initial population 
100 Maximum Generation 
0.98 Crossover Probability 
0.05 Mutation Probability 
10 Maximum Iteration  

 
As it is illustrated in Fig. 10.8, neither of GA and CGA satisfy the low budget 

constraint (about G$3500), however CGA shows better results in both applica-
tions. Results are gradually improved under medium budget constraints. Obvious-
ly, the descending trend in the diagram shows that as the budget increases, it’ll be 
easier for the algorithms to meet the user budget constraints. On the other hand, 
considering the differences between the two approaches, it is clear that GA takes 
longer to complete even under relaxed constraints. Therefore, CGA shows better 
performance compared to GA in both applications. 

 

 
 

Fig. 10.8 Comparison between the execution cost of GA and CGA on balanced (fMRI) and 
unbalanced (DNA) workflows, under three constraint types: tight (G$3500), medium 
(G$5500) and relaxed (G$7500). Each experiment was repeated 10 times and the average 
values are used to report the results. For fMRI, the results are obtained under the assump-
tion of D = 220(H) and D = 240(H) for DNA. The values of the vertical axes are the result 
of the total cost divided by the user budget constraint. 

 
In Fig. 10.9 a comparison between the execution times of the two algorithms on 

fMRI and DNA workflows is illustrated. Here we change the user deadline values 
from 190(H) to 290(H) for DNA and from 170(H) to 270(H) for fMRI, since the 
latter is a balanced workflow and takes less time to complete. It can be seen that 
GA takes longer to complete in most of the conditions. The differences are ob-
viously better observed in the unbalanced workflow structure.  
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Fig. 10.9 Comparison between the execution time of GA and CGA on balanced (fMRI) and 
unbalanced (DNA) workflows, under three constraints: tight (around 180H), medium 
(around 230H) and relaxed (around 280H) with a medium budget of G$5000. Each experi-
ment was repeated 10 times and the average values are used to report the results. 

 
In all of the above diagrams, there are conditions where CGA and GA show 

similar results (for instance in Fig. 10.9 for fMRI, under medium constraint). 
These are the conditions where GA solutions were not trapped in a local optimum, 
resulting in similar performance patterns for the two algorithms. In those condi-
tions, CGA does not do any good in keeping the suitable solutions. In the rest of 
the states though, GA, is stuck somewhere in a local optimum (as it usually is), 
which prevents it from producing possible better results. In other words, CGA 
takes advantage of the characteristics of the chaotic variable to make the individu-
als of subgenerations distributed ergodically in the defined space and thus to avoid 
premature convergence [30]. It also takes advantage of the convergence characte-
ristic of GA to overcome the randomness of the chaotic process and hence to in-
crease the probability of finding the global optimal solution. 

10.6   Network-on-Chip (NoC): Case Study # 2 

System-on-Chip (SoC) is a chip design method where all of the components of an 
electronic system are integrated into a single chip. Benefits of this integration 
compared with traditional multi-chip design include a size and energy reduction. 
An important concept in chip design is the core. A core is basically a separate and 
reusable unit of logic. Examples of cores include processors, memory banks and 
external communication components. These cores may be licensed from a number 
of vendors, under the common label Intellectual Property-cores (IP-cores). A Sys-
tem on Chip can include many IP-cores that need to communicate with each other. 
This is traditionally done by shared buses and ad-hoc core to core links. Using 
such traditional communication structures, functions well without creating com-
munication bottlenecks when a system has few cores [46]. But as the number of 
IP-cores increases, the number of potential connections between them increases 
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exponentially to a point where assigning the same bus to many IP-cores is not a 
practical option due to latency issues.  

Over time, traditional SoC communication methods gradually became ineffi-
cient and complex, and do not scale well for large SoCs (say, more than 20 IP-
cores) [46]. The increasing complexity of such systems leads to some difficulties 
in creating a proper communications infrastructure for the chip. When time-
division buses and custom point to point communications are no longer sufficient, 
more elaborate networks are the obvious choice. By going beyond current buses 
and custom communication designs for the higher levels of interconnection on the 
chip, it might indeed be possible to reach higher performance with lower design 
and verification costs. A scalable communication architecture that avoids these 
problems is required and this is where creating a global network on the chip be-
comes a viable option. 

10.6.1   Network on Chip 

Network on Chip (NoC) is an emerging communication method for a System on 
Chip [47]. NoC attempts to solve the communication problems mentioned in the 
previous section by creating an inter-chip network consisting of network adapters, 
routers/switches and links between them. Each IP-core is connected to a network 
adapter which converts the transaction data from the IP-core to the flow digits 
(flits) transmitted across the network. Fig. 10.10 illustrates the basic concepts in a 
NoC. 

 
 

Fig. 10.10 An example of the Network-on-Chip architecture with ‘S’ for Switches, ‘M’ for 
Memory, ‘Re’ for Reconfigurable logic, ‘rni’ for resource-network interface and ‘L’ for 
dedicated hardware.  
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The individual IP-cores do not need to be aware of how the data is transmitted 
on the network. This decoupling of the processing from communication is an im-
portant benefit of NoC. This means that IP-cores with different transaction stan-
dards can easily communicate with each other, simplifying the design process. 
Other benefits include shorter, simplified wiring and lower energy usage. There 
are also some potential drawbacks including increased delay/latency especially if 
the network is congested, and the extra space used on the chip for the routers and 
network adapters. However the overhead is estimated to be fairly small [48] and 
space is usually not the bottleneck in chip design especially with the continuing 
shrinking microchip technologies. 

The future for NoC looks promising, but many problems need to be addressed 
in order for it to find more widespread application. One of the problems is how to 
connect systems of IP-cores that vary in size and/or communication requirements 
(a heterogeneous SoC) defined as the network layout or topology selection. Three 
main factors that have to be taken into account when evaluating a NoC design are 
latency, energy usage and size (area overhead). Another important matter is appli-
cation mapping which deals with finding the best node arrangement with the aim 
of improving the quality of service parameters. The mapping process can be de-
scribed as follows: first select a set of IP-cores to distribute the data processing on 
and secondly construct a topology that connects the IP-cores and minimizes com-
munication costs. The selected set of IP-cores and the data transmission between 
them constitutes what is defined as the Core Graph. 

10.6.2   Problem Description 

The investigation of different network topologies pointed to a two-dimensional 
mesh as the most suitable topology for most on-chip networks. This is also the 
common topology proposed by most researchers [48], [49], [50]. The main rea-
sons for selecting the two-dimensional mesh instead of other topologies such as 
hypercubes, butterflies, or trees are that a two-dimensional mesh has an acceptable 
wire cost, reasonably high bandwidth, and a nice mapping onto a chip. Routing ei-
ther refers to the problem of connecting a topology or choosing data transmission 
routes through a constructed topology. The transmission routes can either be static 
or dynamic. Dynamic routing is definitely more flexible [46] but requires more 
complex routers and larger buffers in the network. The static routing scheme cho-
sen in the implementation of the algorithm is a shortest path routing algorithm. 

The input of our problem is a directed task graph ܩሺܸ, ௜ݒ ሻ, in which everyܧ א ܸ  denotes a processing element or a memory unit (generally an IP core), and 
a directed edge ݁௞ ൌ ൫ݒ௜,  ሺ݁௞ሻ usually refer to theݓ ௝ . The weights of the edgesݒ  ௜ to the destination nodeݒ ௝൯  denotes a communication trace from the source nodeݒ
communication cost between two corresponding nodes. A mesh based topology of 
NoC is defined by ሺܷ, ௜ݑ ሻ , where each vertexܮ א ܷ denotes a node in the topolo-
gy and each ݈௜ א  denotes a physical link between two vertices. The weight of a ܮ
link ݓ ሺ݈௞ሻ  represents the bandwidth available across the link ݈௞ . Fig. 10.11 exhi-
bits the mapping process of a sample task graph onto a tile-based mesh structure. 
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Fig. 10.11 The mapping process 

 
In order to optimize the results of the mapping process, various authors have 

tried to enhance the results considering different performance elements. Lei and 
Kumar, proposed a two-step GA for mapping task graphs to the NoC architecture 
in [51], with the objective of minimizing the average communication delay of the 
network. Following the same objective, Murali and De Micheli, proposed NMAP, 
as a fast algorithm that maps the cores onto mesh NoC architecture under band-
width constraints, in [52]. BMAP a binomial mapping and optimization algorithm 
that reduce the hardware cost of on-chip network infrastructure [53].  

In Chaos-Genetic Mapping (CGMAP) approach [54], determining solution re-
presentation is the first priority. The values of the genes in this problem can only 
be integer values between 1 and  ݊ (the value of ݊ is proportional to the number of 
tiles in the mesh). The length of each chromosome depends on the number of 
nodes in the communication task graph. Population size is another important pa-
rameter. In an actual application, it would be common to have somewhere between 
a few dozen and a few hundred individuals. For the purposes of this problem, we 
assume that the first population consists of 100 individuals. The initialization of 
the first population is done randomly by means of a random number generator 
which assigns values between 1 and n, to each of the ݊ positions in every one of 
100 individuals. Then the chaotic mapping operator is applied to each individual in 
the initial population and creates the chaotic population. At this stage, the fitness 
of all 200 individuals is evaluated. The fitness value is often proportional to the 
output value of the function being optimized. Since data always take the shortest 
distance in the network and often more than one such path exists for data going 
from node ݒ௜ ൌ ሺݔ௜, ௝ݒ ௜) toݕ ൌ ൫ݔ௝,  ௝൯ , we estimated this hop distance asݕ

 ݄݀ሺ݁௞ሻ ൌ ሺหݔ௜ െ ௝หݔ ൅ ൫หݕ௜ െ  ௝ห൯,                                    (10.14)ݕ

 
and defined the fitness function as follows 

ܨ  ൌ ∑ ௘ೖ׊ ሺ݁௞ሻ݄݀ሺ݁௞ሻݓ .                                               (10.15) 
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Elitism is incorporated into the algorithm by transferring the single fittest individ-
ual directly to the next generation. Crossover and mutation are also performed on 
randomly selected individuals. The initial population is replaced by these newly 
generated individuals. Obviously, more generations are produced until the stop-
ping condition (a maximum number of generations) is met. The fittest chromo-
some is thus returned as a solution.  

10.6.3   Simulation Results 

The results of the execution of CGMAP on two benchmark applications are dem-
onstrated in this section; a Video Object Plane Decoder (VOPD) with 16 IP-cores 
and 20 links and an MPEG-4 decoder with 12 nodes and 13 links. Fig. 10.12 is an 
instance of a VOPD task graph mapped onto a two-dimensional mesh using 
CGMAP. Afterwards the results are compared with those of previous mapping al-
gorithms such as NMAP [52], BMAP [53], PBB [55], etc. using the same routing 
and scheduling characteristics. 

 

        
    

Fig. 10.12 VOPD task graph and the place of each associated IP core in a 2-dimensional 
mesh 

 
Fig. 10.13 demonstrates the results of CGMAP compared with five other map-

ping algorithms in both applications, considering the communication costs. As it is 
clear in the figure, CGMAP performs well in both applications. Table 10.2, shows 
a comparison between the hop counts of the three most efficient mapping algo-
rithms for two benchmark applications. The hop count is a measure of distance 
across an IP-based network which keeps track of the number of intermediate  
devices (like routers) an IP packet has to pass through in order to reach its destina-
tion. Generally speaking, the more hops data must traverse to reach their destina-
tion, the greater the transmission delay incurred. Assuming the average hop count 
in NMAP is 1, the table proves that using CGMAP decreases the hop number to 
an average of 0.97 in the first application (MPEG-4) and to 0.99, in the case of the 
second application (VOPD).  
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between five one-dimensional chaotic maps. It is noticeable that, ICMIC and Tent 
map have the greatest convergence rates and the lowest convergence rate belongs 
to the Bernoulli Shift and the Logistic map. This means that in order to get the 
best results for this specific application, CGMAP should be implemented with the 
ICMIC map as a chaotic operator. This way the algorithm reaches an optimum so-
lution within the shortest time period. 

Communication costs of executing CGMAP are also compared with each of the 
discussed chaotic maps and the average results are demonstrated in Fig. 10.14. 
The Sine map achieves the lowest communication cost among all and the Bernoul-
li Shift costs a lot to complete the application. The main aim of this experiment 
was to prove that the choice of the most effective chaotic map is a function of the 
benchmark problem on the one hand and the main objective of the problem on the 
other.  

10.7   Concluding Remarks 

The chaos optimization algorithm adopts chaos variable to search, and the search 
goes on according to the regularity characteristics of the chaotic variables. Chaos 
variable’s traversal property ensures that a true optimum solution can be found if 
allowed to run for sufficient time. Even if the optimization calculation time is li-
mited we can get approximate solution with extremely good precision.  

Grid Scheduling and Network-on-Chip mapping problems both belong to the 
group of NP-complete problems, which are traditionally solved using metaheuris-
tic algorithms such as GA. In this chapter a Chaos-Genetic Algorithm (CGA) was 
used in order to take advantage of the properties of the chaotic variables to make 
the search of optimal values in GA more effective and faster. This is done by de-
signing a chaotic mapping operator, using one-dimensional chaotic maps and ap-
plying it to the GA along with the common genetic operators, namely crossover 
and mutation. Experimental results were highly dependent upon the chaotic map 
that was used. Therefore, by prioritizing the favorites that one seeks, a chaotic eq-
uation may be selected that is the most congruent with ones will. 
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