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Preface

The Internet and the Web are continuously evolving. Their changing incarna-
tions such as Web 2.0, services and service-oriented architectures, cloud comput-
ing, and convergence with mobile Internet are transforming the way traditional
activities are undertaken and are having a dramatic impact on many aspects
of modern society. Companies, governments, and users are continuously chal-
lenged to follow up and take advantage of the potential benefits and power of
digital technologies. Successful transformation to meet new challenges and op-
portunities is a multi-faceted problem, involving vision and skills, but also many
technological, managerial, economic, organizational, and legal issues.

In this fifth edition of the International MCETECH conference, held in Les
Diablerets (Switzerland) during January 23–26, 2001, researchers and practition-
ers were asked to think about this notion of transformation and its relationship
to e-commerce. A total of 32 papers were submitted on topics ranging from pro-
cess modelling to e-business, including presentations on eHealth, eEducation,
and eGovernment. Out of these papers, ten were accepted with minor revisions.
The authors of eight papers were asked to revise and resubmit their papers. We
assigned a committee member to each of these papers to guide the authors in
their review process. This resulted in an additional seven papers being accepted
in the proceedings. The final program included 17 papers.

The main scientific conference program of MCETECH 2011 was held in par-
allel with the CUSO Winter School in Computer Science that focussed on man-
aging and engineering complex systems.

We thank all the authors who submitted papers, the Program Committee
members, and the external reviewers. We express our gratitude to the Steering
Committee Chair, Hafedh Mili, for his enthusiasm and his invaluable help in
preparing this conference. We also thank all the local people who were instru-
mental in making this edition of MCETECH another very successful event. In
particular, we are very grateful to Alain Sandoz, who was responsible for the local
arrangements. Furthermore, we thank Étienne Rivière, who organized publicity,
and the many students who volunteered on the organization team.

January 2011 Gilbert Babin
Katarina Stanoevska-Slabeva

Peter Kropf
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2011) was sponsored by Université de Neuchâtel, HEC Montréal, Université du
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Bernard Corbineau Université Paris-Est Marne-la-Vallée, France
Peter Emmel SAP, Germany
Michael Franz University of California, Irvine, USA
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A Systematic Approach to Web Application Penetration 
Testing Using TTCN-3 

Bernard Stepien, Pulei Xiong, and Liam Peyton 

School of Information Technology and Engineering,  
University of Ottawa, Canada 

{bernard,xiong,lpeyton}@site.uottawa.ca 

Abstract. Penetration testing is critical for ensuring web application security. It 
is often implemented using traditional 3GL web test frameworks (e.g. HttpUnit, 
HtmlUnit). There is little awareness in the literature that a test specification lan-
guage like TTCN-3 can be effectively combined with such frameworks. In this 
paper, we identify the essential aspects of TTCN-3 for penetration testing and 
how best to use them.  These include separating abstract test logic from con-
crete data extraction logic, as well as support for templates, matching test  
oracles and parallel test components. The advantages of leveraging TTCN-3 to-
gether with 3GL web test frameworks for penetration testing is demonstrated 
and evaluated using example scenarios. The work was performed with a proto-
type TTCN-3 tool that extends the TTCN-3 model architecture to support the 
required integration with 3GL web test frameworks.  A concrete proposal for 
modifying the TTCN-3 standard to support this refinement is described.   

Keywords: web application security, model-based testing, penetration testing, 
test specification, TTCN-3. 

1   Introduction 

Web application vulnerabilities have been exploited since the early ‘90s against user 
oriented applications such as email, online shopping, and Web banking. Testing for 
web application vulnerabilities continues to be a significant problem, as more and 
more user-oriented applications are deployed to the web such as Facebook and Twit-
ter Blog. It is often implemented using traditional 3GL web test frameworks (e.g. 
HttpUnit [11], HtmlUnit [10], JUnit [12]). There is little awareness in the literature 
that a test specification language like TTCN-3 [5] can be effectively combined with 
such frameworks. In this paper, we identify the essential aspects of TTCN-3 for pene-
tration testing and how best to use them.  These include separating abstract test logic 
from concrete data extraction logic, as well as support for templates, matching test 
oracles and parallel test components. 

The use of a test specification language like TTCN-3 can improve the quality of 
the test oracles or assertions. General purpose language (GPL) approaches to penetra-
tion testing tend to be problematic because test oracles have to be pre-defined, and 
verification is limited to spot checking on a limited number of web page elements. As 
a result of this, confidence is reduced on the completeness of the test results which 
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means there is always a lingering concern that some vulnerability has gone unde-
tected. As well, there is poor test automation re-usability both for a given application 
(regression testing) and between various applications (conceptual generalization). 

The advantages of leveraging TTCN-3 together with 3GL web test frameworks for 
penetration testing is demonstrated and evaluated in this paper in section 2 (separating 
test logic from data extraction logic) and section 3 (test oracles) using two concrete 
attacks against the web application vulnerabilities: SQL Injection [17] (an attack oc-
curs on server-side) and Persistent Cross Site Scripting [21](an attack occurs on cli-
ent-side).  

The work was performed with a prototype TTCN-3 tool that extends the TTCN-3 
model architecture to support the required integration with 3GL web test frameworks.  
A concrete proposal for modifying the TTCN-3 standard to support this refinement is 
described in section 4.  An existing TTCN-3 vendor has already incorporated the 
changes in the latest version of their tool. 

2   Background and Related Work 

A vulnerability is a bug or misconfiguration that can be exploited [14]. Penetration 
testing detects vulnerabilities in a system by attempting to recreate what a real at-
tacker would do [22]. Penetration testing is often implemented using a general pur-
pose language combined with test frameworks such as Metasploit [15], AttackAPI 
[3], as well as special browser extensions e.g. Firebug [8] and GreaseMonkey [9]. 
Usually a general purpose programming language is used with the frameworks and 
specialized tools to automate test execution. 

A description of current approaches to penetration testing can be found in [16, 1, 
18]. There are many factors that affect test case coverage and quality of testing.  In [2] 
it was found that the tester’s knowledge, skills and experience are factors. The re-
sources available to testers are also relevant [4].  Other research has proposed test 
methodology changes to ensure testing is conducted more systematically and effi-
ciently by, for example, integrating penetration testing into a security-oriented devel-
opment life cycle [19].  Our use of test specifications written in TTCN-3 fits well with 
this approach. [13] provides an example of passive intrusion testing using TTCN-3 
and [20] provides an analysis of the problem but no actual implementation examples 
and discussion.  In [24], penetration testing is driven by a process that starts with 
threat modeling.   

3   Problem Description 

There are two basic tasks in web application testing: 

• Specifying test cases, including test actions usually in the form of http re-
quests  with test oracles implemented as assertions 

• Extracting data from responses written or dynamically generated in 
HTML format  

A number of frameworks [10, 11] are available that can create test cases by simulat-
ing user actions in a web browser by among other things executing scripting functions 
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on the client side. They also have features to reduce the effort of data extraction and 
requests submission. However, the two above tasks end up being intermingled as 
shown for example on the HtmlUnit website [10] where the implementation details of 
extracting the title from the HTML code are intermingled with specifying the ex-
pected response that constitutes the test logic. 

 
public void testHtmlUnitHomePage() throws Exception { 
   final WebClient webClient = new WebClient(); 
   final URL url = new URL("http://HtmlUnit.sourceforge.net"); 
   final HtmlPage page = (HtmlPage)webClient.getPage(url); 
 
  assertEquals( "HtmlUnit - Welcome to HtmlUnit", page.getTitleText()); 
} 

 
Such a strong coupling of data extraction and test assertion tasks (see figure 1a) 
makes test cases more complex to write and harder to understand. It also makes test 
specification heavily dependent on the particular tools used for data extraction, which 
can be problematic if one wishes to migrate to a different tool.  In industrial applica-
tions we have worked on, we have found that data extraction framework related 
statements represented about 80% of the total test script source code. 

 

Fig. 1. Use of data extraction frameworks approaches 

The use of a test language like TTCN-3 addresses this issue by clearly separating 
test logic from data extraction logic (see figure 1b). There is an abstract layer where 
test assertions are specified and a concrete layer that handles communication with the 
SUT including data extraction. While the abstract layer uses a very powerful match-
ing mechanism that allows composing very complex assertions, the concrete layer can 
use any general purpose language (GPL) features to perform its tasks, including the 
type of frameworks used in our example. The significant advantage is that test logic 
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written in the TTCN-3 abstract layer becomes independent of the framework used for 
data extraction and communication.  

Another important, but perhaps less obvious, advantage of separating test logic 
from data extraction logic is that it promotes a more efficient programming style by 
factoring out repeated operations. In theory, one could manually create such factoring 
using a general purpose language, but with TTCN-3 it is ensured by the TTCN-3 
model architecture. As was shown in [23], the first task when testing using TTCN-3 
consists of modeling a web page using an abstract data type definition. It consists of 
mapping each abstract data type to a function in the codec that performs the coding 
and decoding of concrete data. Consequently, the above example of testing for a title 
page will result in only a single function that handles the title page extraction. 

In the following abstract representation of a web page found in [23]: 
 
 type record WebPageType { 
  integer statusCode, 
  charstring title, 
  charstring content, 
  LinkListType links optional,   
  FormSetType forms optional, 
  TableSetType tables optional 
 } 

 
The above WebPageType data type drives the codec to invoke the concrete decode-
Page() method that processes a web response and populates an instance of the data 
type. Each element is processed and for example the title of the web page is obtained 
using the getTitleText() method of the HtmlUnit framework WebClient class. 

 
public RecordValue decodePage(HtmlPage theCurrentPage) { 
   
   RecordValue theResponseValue = (RecordValue)  
     typeServer.getTypeForName("HtmlTypes.WebPageType").newInstance(); 
   
   …   
   String title = theCurrentPage.getTitleText(); // HtmlUnit 
   CharstringValue titleValue = (CharstringValue)  
           typeServer.getCharstring().newInstance(); 
   titleValue.setString(title); 
   theResponseValue.setField("title", titleValue); 
   … 
} 

 
The difference with the traditional GPL/frameworks approach is that the above  
decodePage() method is well separated from the test logic because it is located in the 
concrete layer that is generic in the sense that it is not dependant on a particular web 
application and thus makes it fully re-usable for any other web application. This is 
precisely not the case when data extraction and test logic functionalities are intermin-
gled. The additional benefit is that these data extraction functionalities are completely 
transparent at the TTCN-3 abstract layer. Thus, the additional benefit of using  
TTCN-3 is to further factor out some code and place it in a framework. The abstract 
data typing and related codec for web pages inherently constitutes a framework that 
can be endlessly re-used for various web pages within a web application or for any 
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new web application as we had already done in [23]. Thus, the only things that remain 
to be coded by the tester are the assertions that are specified exclusively in the ab-
stract layer using the central TTCN-3 concept of template. Here it is important to 
stress that, in theory, the test coder could have written a data extraction framework of 
his own in a GPL, but this is rarely done as there is no built in structured support for 
it. In TTCN-3 the separation of test logic in an abstract layer from data extraction 
logic forces the coder to use this more efficient structuring mechanism. 

4   Specification of Test Oracles in TTCN-3 

Test oracles are specified in TTCN-3 using the concept of a template. A TTCN-3 
template is a mechanism for combining multiple assertions into a single operation, 
thus it is a structured assertion. For example, for web pages, test code written in a 
traditional general purpose language would use a sequence of independent assertions 
that will stop at the first failure of one single assertion while TTCN-3 can relate asser-
tions to abstract data types that represent all the essential elements of a web page thus 
extending the concept of structured data types to the concept of structured assertion. 
Thus, all assertions composing a template are verified at once and they are all verified 
whether one fails or not. This gives a full picture of what could be wrong in a given 
web response. A TTCN-3 template can be best described by comparing it to an XML 
document with the difference that it contains assertions rather than data. The TTCN-3 
matching mechanism also enables one to specify a single structured assertion for an 
entire web page. This can include complex tables, links or forms using our abstract 
type for web pages. For example, a test oracle for a web page table can be hard coded 
as follows. The value assignments (using the “:=” operator) implicitly mean should be 
equal to, and are therefore an assertion in the traditional JUnit sense: 

 
template TableType statements_table_t := { 
   rows := { 
 {cells := {"date", "description", "amount", "kind"}}, 
 {cells := {"2009-07-10", "check # 235", "2491.89", "DB"}}, 
 {cells := {"2009-07-02", "salary ACME", "5000.23", "CR"}}, 
 {cells := {"2009-06-28", "transfer to savings", "500.0", "DB"}} 
   } 
} 

 
However, hard-coded templates such as this one can require tedious efforts to create 
and require significant maintenance effort, which makes them not very re-usable. 

In the rest of this section we explain the principle of self-definition for test oracles 
in 4.1, the sharing of test oracles among actors in 4.2 to address parallel execution, 
and their foundation for reuse in 4.3. 

4.1   Test Oracle Self-defining Principle 

To illustrate our approach we use a simple penetration testing example that consists of 
checking if one can illegally login to an application and thus land inside the applica-
tion that is characterized by a specific web page. This consists in submitting a form 
filled with the login information and perform an assertion on the content of the  
specific web page. 
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We avoid hard coding test oracles by leveraging the concept of template in TTCN-
3. The TTCN-3 template is used both for matching incoming data against a test oracle 
and passing data from the concrete layer to an abstract variable that can be in turn 
used as a template to be matched against further responses data. In the context of a 
web application, an abstract response that is the result of one login is used as a test 
oracle to be matched against the response for another login attempt on the same login 
form. This approach appears seemingly trivial at the abstract level but relies on a 
complex infrastructure provided by TTCN-3. It consists of two steps: 

 
• Perform a login using a legitimate user id and password and obtain the nor-

mal response page content that we save by assigning it to a TTCN-3 tem-
plate variable. 

• Perform a login using an illegitimate password (SQL injection or stolen 
from a cookie as in XSS) on the same user id and use the response content 
from the legitimate login that was stored in a variable as a test oracle against 
the response from the illegitimate login. 

 
If the legitimate response content of the first login attempt response matches the  
response to the illegitimate login, there is potential penetration vulnerability. The in-
teresting aspect of this approach is that at no time do we need to explicitly specify the 
test oracle for the response, thus by definition, no hard coding needs to be performed. 
As a matter of fact, the tester does not even need to know what the content of the re-
sponse exactly is. Minimal hard coding could still be used to avoid false positives. For 
example, checking a return code of 200 [25] or checking the title of the page could 
increase confidence. This can be easily implemented due to the fact that the template 
used is now stored as a structured variable where fields can be modified using invari-
ant values such as the 200 return code. All of this is based on the ambiguity between 
variables that in a GPL can only contain data and that in TTCN-3 can contain  
templates that are really functions that perform the matching. The template variable 
allows modifying individual functions rather than just plain data. 

Another important difference with traditional testing is that responses are fully as-
sembled in the TTCN-3 concrete layer by the codec that is part of our TTCN-3 
framework and thus does not need to be developed for each web application. It can be 
re-used for any other web application. 

The capability of TTCN-3 to assign a complex assertion to a variable and then re-
use the variable to actually perform the matching with incoming data is central to our 
design and has an obvious advantage. In addition to this advantage, the use of a vari-
able as test oracle has one additional advantage; the specified behavior becomes ge-
neric and can be used in various web applications without having to rewrite anything. 
The only code that needs to be rewritten is the login request which is always minimal 
because it consists in our case only in rewriting the request login template by provid-
ing the user id and password and the related form information. This process can be 
easily automated using TTCN-3. This is the result of TTCN-3’s separation of concern 
between test behavior and conditions governing behavior that are implemented using 
the TTCN-3 concept of template. In this case, behavior remains constant while condi-
tions change from application to application. 
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In our example, the test case to test would be divided into the definition of the 
templates followed by the definition of the test case itself. 

First the specification of the legitimate and illegitimate login form templates, data 
types defined in [23], that themselves use other template definitions: 
 

template BrowseFormType legitimateLoginForm_t := { 
   name := “”, 
   formAction :=
             “https://peilos.servebeer.com/Account/Login?ReturnUrl=%2f”, 
   kindMethod := “post”, 
   elements := { aems_userId_t, aems_normal_pwd_t, aems_normal_button_t} 
}  

Second, the specification of the illegitimate login form merely re-uses the template 
definition of the legitimate login form by modifying only the form elements of which 
only the password element is different since now it consists of the illegitimate string 
(e.g. SQL injection): 

 
template BrowseFormType illegitimateLoginForm_t modifies
      legitimateLoginForm_t := { 
   elements := { aems_userId_t, aems_sql_injection_pwd_t, aems_normal_button_t}
}  
 
Since a TTCN-3 template can re-use other templates at any point, the above specified 
elements can be specified as separate templates themselves to allow maximal structur-
ing. This is the result of the multiple functionalities of the template that acts both as a 
variable that can be assigned values or other templates and an implicit function (exe-
cution of matching mechanism). For example, the following three templates specify 
the content of the above form input for a normal legitimate login 

 
 template FormElementType aems_userId_t := { 
  elementType := “text”, 
  name := “username”, 
  elementValue := “admin” 
 } 
 
 template FormElementType aems_normal_pwd_t := { 
  elementType := “password”, 
  name := “password”, 
  elementValue := “123456” 
 } 
 
 template FormElementType aems_normal_button_t := { 
  elementType := “submit”, 
  name := “”, 
  elementValue := “Log In” 
 } 
 

Now, for an illegitimate login, all we need is to specify a different template for the 
password element that contains the illegitimate string, in this case, a typical SQL  
injection value: 
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 template FormElementType aems_sql_injection_pwd_t := { 
  elementType := “password”, 
  name := “password”, 
  elementValue := “’ or 1=1 – “ 
 } 

 
Finally, the specification of a minimal test case using the above defined templates: 

 
testcase AEMS_SQL_injection_attack_with_auto_verification()  

runs on MTCType system SystemType { 
   var template WebPageType legitimateResponse; 

 
   … // open main page 

 
   webPort.send(legitimateLoginForm_t); 
   webPort.receive(WebResponseType:?)  -> value legitimateResponse 
 
   … //return to main page 
 
   webPort.send(illegitimateLoginForm_t); 
   alt { 

[] webPort.receive(legitimateResponse) { 
setverdict(fail); 

} 
[] webPort.receive(WebResponse: ?) { 

setverdict(pass); 
} 
 

   } 
 
   … 
} 

 
In the above example, the request template legitimateLoginForm_t needs to be 
changed from application to application only. Each new web application has poten-
tially different input field identifiers which need to be coded accordingly in the login 
template. The codec in the concrete layer will invoke the appropriate method provid-
ing the values of the parameters defined in the abstract template legitimateLogin-
Form_t. However, it is important to note that while the abstract layer will need to be 
modified from application to application, the concrete layer codec will not because it 
handles a generic representation of forms. 

So far, this approach may appear to be complex when considering that the same 
principle could have been achieved with a simple string comparison between the two 
response contents using any GPL. The reality is not so simple. While in manual test-
ing, a human tester can visually  differentiate the content of two web pages on a 
browser because the rendering eliminates formatting information as shown on figure 
2a, in automated testing when using string comparisons, test execution tools can only 
provide the HTML text in full as for example the following HTML code correspond-
ing to figure 2a.  
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<HTML>
<HEAD>
<TITLE>mycompany.com query items page results</TITLE>
</HEAD>
<BODY >
<h3>login succeeded</h3>
<h3>Your banking statement</h3>
<table border="1" >
<tr> <th>date</th> <th> description </th> <th> amount </th> <th> kind </th></tr>
<tr><td>2009-07-10</td><td>check # 235</td><td>2491.89</td><td>DB</td></tr>
<tr><td>2009-07-02</td><td>salary ACME</td><td>5000.23</td><td>CR</td></tr>
<tr><td>2009-06-28</td><td>transfer to savings</td><td>500.0</td><td>DB</td></tr>
</table>
</BODY>
</HTML>  
 
The above HTML code needs to be searched and finding the differences in potentially 
large HTML code is tedious mostly due to the presence of HTML tags. For example, 
we have observed that a sign in error web page for a real bank is composed of 258 
lines of code and that the actual text indicating that the password entered is invalid is 
buried deeply at line 85. Instead, TTCN-3 decomposes web responses into structured 
content eliminating the HTML formatting information as shown on figure 2b in the 
process  and then performs individual comparisons between these content’s elements 
as a human would do, but with the additional benefit of automatically flagging the 
ones that did not match and thus making them easy to spot. This gives the tester an 
overview of test results and considerably increases the efficiency of debugging activi-
ties by reducing the number of test development iterations. 

 

 
a) Legitimate web response page b) Abstract representation 

Fig. 2. Abstract results inspection tools 

4.2   Sharing Test Oracles among Actors 

TTCN-3 is well known for its capability to compose complex test scenarios that  
include complex test configurations involving several test actors. In the case of XSS 
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vulnerabilities, we need to consider at least two actors, the penetration victim and the 
malicious attacker. Both of these users need to perform operations in a given order as 
shown on figure 3. Our example illustrates a classic persistent XSS attack that is 
achieved via a typical bulletin board application where users can post and read mes-
sages. A malicious user can post a message containing a script that in our case steals 
the bulletin board reader’s cookies. The malicious user then uses the password stored 
in the cookie to illegally enter the victim’s application. For this test to work, a precise 
choreography needs to be put in place that in TTCN-3 is implemented using coordina-
tion messages. Also, if we want to use the test oracles self-defining principle described 
in the previous section, we need to be able to make the content of the page reached 
through a normal login by the penetration victim available to the process that tests that 
the attacker can also reach that same page by exploiting the XSS vulnerability. 

The TTCN-3 concept of parallel test component (PTC) is comparable to the object 
oriented concept of thread.  It is an efficient way to separate the behavior of the two 
actors. One of the strong points of PTCs is that they also use TTCN-3 ports that  
can easily be connected at the abstract level without requiring any efforts about com-
munication implementation. In our case, this language feature can be used for two 
purposes: 

• Coordinate the actions of the two actors. 
• Pass information from one actor to another. 

 

Fig. 3. persistent XSS attack sequence of events 

The XSS vulnerability test case consists in three separate pieces of code. The first 
one describes the test case where two instances of PTCs are created to depict the  
attacker and victim. The coordination ports and the information passing ports are con-
nected while the communication ports to the web application are mapped to concrete  
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connections.  In our case the concrete connections consist of instances of WebClient 
classes that are part of the concrete layer. Since, the PTCs are independent threads, a 
number of coordination messages need to be exchanged between the master test com-
ponent (MTC) and the PTCs as shown in the following test case: 

 
testcase XSS_PersistentAttack() runs on MTCType system SystemType { 
   var PTCType attacker := PTCType.create("attacker"); 
   var PTCType victim := PTCType.create("victim"); 
         
   connect(mtc.attackerCoordPort, attacker.coordPort); 
   connect(mtc.victimCoordPort, victim.coordPort); 
   connect(victim.infoPassingPort, attacker.infoPassingPort); 
          
   map(attacker:webPort, system:system_webPort_attacker); 
   map(victim:webPort, system:system_webPort_victim); 
             
   attacker.start(attackerBehavior()); 
   victim.start(victimBehavior()); 
         
   attackerCoordPort.send("post message on bulletin board"); 
   attackerCoordPort.receive("post message done"); 
   victimCoordPort.send("login "); 
   victimCoordPort.receive("login performed"); 
   victimCoordPort.send("read bulltein board"); 
   victimCoordPort.receive("read bulletin board done"); 
   attackerCoordPort.send("login"); 
   attackerCoordPort.receive("login performed"); 
         
   all component.done; 
} 

 
The discovered test oracle on the victim’s PTC must now be passed to the Attacker 
PTC since they are running on different threads. This is achieved merely by the vic-
tim’s PTC sending a message to the attacker’s PTC using the tester defined infoPass-
ing port in the respective behavior functions of the victim and the attacker that are 
executed in parallel as shown on figure 4. 

 

Fig. 4. Inter process transmission of test oracles 
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In the separate processes shown on figure 4, we use the blocking receive statement 
to control the execution of the attacker behavior rather than using a coordination  
message. 

4.3   Re-usability of the Test Suite 

Our test system is composed of a large portion of re-usable code at various levels. 
Besides the re-usability of the test oracle self-defining principle, the infrastructure on 
the SUT side is also re-usable for various different applications. For example, bulletin 
board message posting and cookie stealing mechanisms remains unchanged from ap-
plication to application. Thus, the only portion that needs to be modified from appli-
cation to application is confined to the login templates at the abstract layer and the 
parsing of cookies to actually steal passwords at the malicious attacker’s cookie gath-
ering application.  It seems likely that penetration test patterns could be defined for 
these with TTCN-3 templates used as examples. 

5   A Proposed Refinement to the TTCN-3 Model Architecture 

So far we have discussed the advantages of the TTCN-3’s separate abstract and con-
crete layers without providing too much detail on the concrete layer side. The con-
crete layer has two basic functionalities:  

 

• A codec that translates the internal abstract representation of data to and 
from bytes. 

• A test adapter that sends and receives data to and from the SUT as bytes. 
 

The TTCN-3 standard part V [6] and part VI [7] clearly defines two interfaces for 
these two functionalities, namely the TciCDProvided interface and the TriCommuni-
cationSA and TriPlatformPA interfaces respectively. Both need to be implemented 
by the test application developer to create a concrete codec and a concrete test 
adapter. Because TTCN was originally conceived for telecommunications applica-
tions that consist mostly in sending and receiving compacted information as bytes, the 
architecture of TTCN-3 execution tools consists of a strict sequence of invoking cod-
ing or decoding methods of the implemented codec class to obtain bytes and then in-
voking the triSend method of the implemented test adapter class in order to concretely 
transmit the bytes to the SUT over a communication media and vice versa as shown 
on figure 5a. This architecture is not usable when using object oriented frameworks 
such as HtmlUnit mostly because with these frameworks there is no such a clear dis-
tinction between data coding/decoding and data transmission as in the TTCN-3 model 
but also because of its original byte stream orientation it has not been designed for 
keeping states of objects as required by web testing frameworks. In short, the two 
TTCN-3 concrete layer classes can not be mapped directly to the single HtmlUnit 
WebClient class. For example, with HtmlUnit we have only one class, WebClient, 
instead of two to accomplish both codec and test adapter functionalities. The obvious 
solution to this mismatch of architectures would consist in bypassing the TTCN-3 
codec class altogether and having WebClient object instances residing in the TTCN-3 
test adapter. This solution requires a modification of the TTCN-3 execution tools  
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architecture. The TTCN-3 codec can not be eliminated because of the requirements of 
telecommunication applications but it can be adapted so as to act merely as a relay 
that passes abstract value objects down to the test adapter where frameworks can be 
used to both perform codec and data transmission functionalities as shown on figure 
5b. Thus, we have created an HtmlUnit WebClient driven codec and test adapter. For 
this to work, the abstract values from the abstract layer must reach the test adapter 
without being converted to bytes by the traditional codec. This is actually easy to im-
plement because even with the traditional architecture, the messages coming from the 
codec would not arrive directly as bytes but as objects instances of the class imple-
mentation of the TriMessage interface also defined in [7] that contain an attribute for 
the bytes. Thus, the solution would be to extend the TriMessage implementation class 
with an attribute containing the abstract values. The problem with this solution is that 
the standard specifies that the implementation of the TriMessage interface is the re-
sponsibility of the tool provider and usually this is proprietary. Thus, TTCN-3 execu-
tion tools are written so as to process TriMessage implementation objects but not any 
user defined extensions. Thus, this solution requires the collaboration of tool vendors 
which we obtained and it is to be noted that this solution does not require any changes 
to the TTCN-3 standard since TriMessage is an interface only. However, we do rec-
ommend that this feature be implemented in the TTCN-3 standard so as to promote 
this efficient solution to external frameworks integration. 

 

Fig. 5. TTCN-3 architectural models 

This new architecture is a considerable improvement over previous work around 
such as making WebClient objects available to the codec class instance either through 
the user extended codec class constructor or via serialization which is not always  
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possible because objects need to implement the Seriazible class which is not even the 
case for the WebClient class. For example, a form submission would consist in invok-
ing the click() method of the Button object of the login form. This clicking a button 
functionality makes no sense to be modeled using a byte stream. This requires popu-
lating the Form object instance with the parameter values that arrive as a TTCN-3 
abstract Value object from the abstract layer. This click() method actually sends the 
request using the HTTP connection of the WebClient object. This architecture is even 
more important when there are client side javascript functions to be executed. In this 
case, even the concept of the SUT is no longer as clear as the TTCN-3 model defines 
it. Our approach proves to be particularly efficient in case of multiple user configura-
tions using PTCs. 

6   Conclusions 

In this paper, we have shown how TTCN-3 can be effectively combined with frame-
works like HttpUnit and HtmlUnit. Up until now, there has been little awareness in 
the literature that TTCN-3, as a telecom standard, was appropriate for application 
penetration testing, and certainly no discussion on how best to use TTCN-3. Of 
course, using a test specification language like TTCN-3 requires more sophistication 
and training of testers in order to use the tool effectively, but given the high cost of 
software development and the critical nature of web application security, we believe 
such an investment is more than worthwhile.  

TTCN-3 provides a more systematic and effective approach to penetration testing 
by 

• Separating test logic from data extraction logic. 
• Leveraging test oracles and templates for more powerful assertion writing, 

support of parallel execution tests, and reuse. 

These were illustrated with examples based on our experiences in actual projects in 
industry. However, more systematic case studies need to be done to validate and 
quantify the benefits that can be achieved by our approach. 

It would also be beneficial to investigate the systematic create of test oracle tem-
plates, and penetration test patterns to address common situations that occur in web 
application penetration testing. 

Finally, we have identified a key limitation in the current TTCN-3 model architec-
ture as defined by the standard and proposed a simple refinement of the architecture 
to address it.  A TTCN-3 tool vendor has already incorporated the change in their 
most recent tool offering. 
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Abstract. In an increasingly connected and dynamic world, most orga-
nizations are continuously evolving their business objectives, processes
and operations through ongoing transformation and renewal, while their
external environment is changing simultaneously. In such a setting, it is
imperative for organizations to continuously monitor their performance
and adjust when there is a need. The technology that delivers this mon-
itoring capability is called Business Intelligence (BI), and over the years
it has come to play a central role in business operations and governance.
Unfortunately, there is a huge cognitive gap between the strategic busi-
ness level view of goals, processes, and performance on one hand, and
the technological/implementation view of databases, networks, and com-
putational processing offered by BI tools on the other.

In this paper, we present a model-based framework for bridging this
cognitive gap and demonstrate its usefulness through a case study in-
volving organizational transformation. The business view is modeled in
terms of the Business Intelligence Model (BIM), while the data collection
and reporting infrastructure is expressed in terms of the Conceptual In-
tegration Model (CIM). The case study involves a hospital implementing
a strategic initiative to reduce antibiotic resistant infections.

Keywords: business intelligence, model-based, data integration, orga-
nizational transformation.

1 Introduction

In an increasingly connected and dynamic world, most organizations are contin-
uously evolving their business objectives, processes and operations through an
ongoing process of transformation and renewal. A variety of business methodolo-
gies or frameworks exist that are intended to guide an organization to improve
its business processes in an incremental way [1]. Typically, strategic initiatives
identify opportunities and enact change through a continuous process of monitor-
ing and measurement to align operational performance with strategic targets. A
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tool-supported methodology that can integrate goals, processes and performance
is essential to help management implement such initiatives by automating or
semi-automating some of the implementation tasks [2]. In current practice, key
performance indicators play a bridging role by integrating data from a variety of
sources inside and outside an organization to measure how well strategic business
targets are being met [3].

Unfortunately, there is a huge cognitive gap between the strategic business
level view of goals, processes, and performance and the technological view of
databases, networks, and computational processing needed to deliver an imple-
mentation of these concepts. The implementation is intended to offer a monitor-
ing function for key performance indicators that determine how the organization
is doing with respect to its strategic initiatives. A modeling approach is needed
that can represent both the business and technological view of things, along with
computational mappings that bridge the gap between the two levels and deliver
ongoing monitoring and transformation.

In this paper, we present a model-based framework for organizational trans-
formation that builds on concepts and technologies from computer science and
management. The key elements of the framework are:

– A Business Intelligence Model (BIM) that represents strategic initiatives and
their associated plans in terms of goals, processes, and indicators.

– A Conceptual Integration Model (CIM) that represents a conceptual view
of organizational data integrated to create focused dashboards for reporting
indicators used to monitor strategic initiatives.

– A mapping framework between BIM and CIM, along with corporate dash-
boards that link the two levels for purposes of monitoring and reporting.

A case study is used to demonstrate the workings of our proposed framework.
It involves a hospital that decides to implement a strategic initiative to reduce
antibiotic resistant infections.

Section 2 of this paper includes a brief introduction into BIM and CIM con-
cepts, as well as an overview on managing organizational transformation and
BI. Section 3 introduces the different phases to manage the lifecycle of an initia-
tive. Section 4 presents a case study drawn from a strategic initiative currently
underway at a large teaching hospital. Sections 5 and 6 illustrate, respectively,
how BIM supports modeling activity and how CIM supports the mapping to
interconnect BIM to data. Section 7 illustrates the related work, followed by
Section 8 which provides an evaluation of our approach. Section 9 presents our
conclusions and plans for future research.

2 Baseline

We give a brief overview of managing organizational transformation and Business
Intelligence, as well as the foundations of our Business Intelligence Model (BIM)
and Conceptual Integration Model (CIM).
Organizational Transformation and Business Intelligence.Organizational
transformation [4,5] is a process through which low-performance organizations
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Fig. 1. A fragment of BIM

change state and become strategically healthy. As described in [6], “strategically
healthy organizations respond efficiently to change, anticipate change in a benefi-
cial way, and lead change within their industries”. Business Intelligence [7] can be
a powerful enabler for such a strategic transformation in order to produce a high-
performance organization. In particular, BI systems combine operational data
with analytical tools to present complex and competitive information to planners
and decision makers. In fact, as described in [8], BI is a process that includes two
primary activities: getting data in and getting data out. The former involves mov-
ing data from a set of sources into an integrated data warehouse; the lattercon-
sists of business users (and applications) accessing data from the data warehouse
to perform enterprise reporting, OLAP querying, and predictive analysis. BIM
supports getting data in activities by defining clear requirements that make ex-
plicit the information needed to evaluate strategies; and getting data out activi-
ties by presenting to the user an abstract view of the their business (in terms of
goals, processes, resources, and other concepts) and its performance. On the other
hand, CIM collects and integrates organization’s data sources (therefore, it sup-
ports getting data in activities) and makes them available to BIM, and in turn, to
the business users.

The Business Intelligence Model. The Business Intelligence Model [9] allows
business users to conceptualize their business operations and strategies using
concepts that are familiar to them, including Actor, Directive, Intention, Event,
Situation, Indicator, Influence, and Process. Figure 1 shows the fragment of BIM
used in this paper (see [9] for details). BIM is drawn upon well-established con-
cepts and practices in the business community, such as the Balanced Scorecard
and Strategy Maps [10,11], as well as techniques from conceptual modeling and
enterprise modeling, such as metamodeling and goal modeling techniques.

In particular, BIM can be used by business users to build a business schema of
their strategies and operations and performance measures. Users can therefore
query this business schema using familiar business concepts, to perform analysis
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on enterprise data, to track decisions and their impacts, or to explore alternate
strategies for addressing problems. The business queries are translated through
schema mappings into queries defined over databases and data warehouses, and
the answers are translated back into business-level concepts. BIM works together
with CIM to address such an issue and, in this paper, we show how such a
connection is performed (in particular) for indicators.

The Conceptual Integration Model. A data warehouse is a repository of
data that has been materialized for statistical and analytical purposes. Data
warehouses are organized in multidimensional fashion, i.e., the basic data stored
in fact tables are linked to various views or dimensions that help analyze the
data in multiple ways. As in the relational model [12], there is an impedance
mismatch between (business intelligence) applications accessing the data and
data’s physical storage. The problem is exacerbated by the fact that the under-
lying multidimensional data is physically organized for data access performance
rather than to reflect the conceptual and business models that the data and
business analysts have in mind.

To raise the level of abstraction and bridge the ever increasing gap existing be-
tween physical data warehouse schemas and conceptual multidimensional mod-
els, the Conceptual Integration Modeling (CIM) Framework was proposed [13].
The CIM Framework offers both design time and run time environments based
on a CIM Visual Model (CVM), which provides two different views of a data
warehouse: a conceptual model of the data (called CVL — Conceptual Visual
Language) and a physical model of the data (called SVL — Store Visual Lan-
guage). In other words, the CVL provides an abstract, high-level view of the data
stored in the physical tables of the SVL. The representational gap between the
CVL (conceptual) and the SVL (physical) models is filled by the MVL (Mapping
Visual Language) consisting of correspondences (with optional value conditions)
between attributes of entities in the CVL and the SVL models. The CIM tool can
then compile these simple correspondences into complex views over the physical
model that can be used to efficiently evaluate queries posed on the conceptual
model.

3 Managing the Strategic Initiative Lifecycle

Enacting organizational transformation through the implementation of strategic
initiatives is a well understood process [4,10,11] that is taught in business schools.
Changes to organizational intentions, processes, and resources are implemented
and monitored in order to address a particular problem or opportunity. Figure 2
shows how the key elements of our framework integrate with and support the
iterative lifecycle of a strategic initiative. The lifecycle is iterative because the
organizational changes enacted by the initiative are refined and updated based
on the feedback provided by indicators. The mapping framework from BIM to
CIM and from CIM to Dashboard facilitates implementation and maintenance
of the initiative throughout its lifecycle.
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Fig. 2. Model-based management of strategic initiatives

Model Initiative: an initiative is modeled by the business analyst in all its
aspects through the use of BIM. Strategic goals are defined and decomposed hi-
erarchically until operational goals are reached. Business processes are described
along with resources they use, consume and produce in order to achieve the
hierarchy of goals. To evaluate the performance of the initiative, performance
measures, i.e., key performance indicators, are created and associated to strategic
goals, business processes, resources, actors, etc.

Implement Initiative: the initiative is implemented within the organization
where business processes are executed and performed by employee, policies are
enforced, resources are consumed and produced, and so on. In this phase, data are
collected and integrated from a variety of applications, systems and documents
into a data mart or a data warehouse. From such integrated view, CIM is used
to obtain a corresponding conceptual representation which, in turn, is connected
to BIM.

Evaluate Initiative: Performance measures are calculated from the collected
data and are evaluated against the defined targets. Dashboards [14] are used
to report such evaluations to the business users allowing for insight to reveal
whether or not an actual value for a business’s aspect deviates too far from a
pre-defined target. Past trends and predictions can be also visualized.

Analyze Problems: Further analysis is performed on critical area identified
in the previous phase to understand why an organization may or may not be
on track to meet a specific target or objective. In this phase, operational in-
formation collected via monitoring is used to identify the causes of faults and
errors as they occur, as well as to forecast performance levels and threats to
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operational stability. Discoveries made during analysis should help the man-
agement in planning next steps, set new (or adjust existing) expectations, and
predict what may happen based on organization’s decisions.

The organizational transformation cycle allows for a continuous improvement
process in which feedback from the measurement system provides managers with
the necessary information to make change or adjust business activities. The
details of the framework are explained and demonstrated through the use of a
case study in the next sections.

4 Case Study: Reducing Antibiotic Resistant Infections

We will explain and illustrate our model-based framework for managing orga-
nizational change using examples drawn from a strategic initiative currently
underway at a large teaching hospital to Reduce Antibiotic Resistant Infec-
tions (RARI) by changing the way antibiotics are used. Increasingly, hospitals
have been plagued with outbreaks of micro-organisms that are resistant to an-
tibiotics, including Clostridium difficile (C.difficile), methicillin-resistant staphy-
lococcus aureus (MRSA), and vancomycin resistant enterococcus (VRE). One
reason for these outbreaks is the overuse of antibiotics, which selectively allows
these organisms to thrive in an environment [15]. Antibiotics are also very expen-
sive. They account for about 30% of a typical hospital’s pharmacy budget [16].
Thus, overuse of antibiotics leads to increased morbidity in patients and excess
cost.

The ultimate goal of the RARI initiative is to reduce the number of incidents of
antibiotic resistant infections, but the focus of the initiative is to limit the amount
and number of prescriptions for antibiotics deemed to be high risk. An education
campaign for physicians will be created to change the type, amount and number
(or percentage) of antibiotic prescriptions. Correct medication guidelines will be
defined for antibiotic usage and it will be monitored with monthly and annual
reporting of prescription rates (percentage, number, total amount, and duration)
by service, location, physician, and antibiotic type. It is expected that there will
be cost savings to the hospital both from fewer antibiotics used, and through a
lower rate of incidents.

Enacting such a strategic initiative is a complex task both from a business
point of view and a technology point of view. In particular, it is important to
precisely define the indicators that will be used to monitor whether the goals
of the initiative are being met and map this definition accurately and efficiently
to the collection and reporting of the data used to measure the indicators. The
data needed for the indicators must be integrated from many different data
sources including the pharmacy records, administrative records that indicate
where patients were located (bed, unit, campus) when the prescription was made,
and for what service the prescribing physician was working. As well, individual
departments within the hospital each have their own clinical information sys-
tems to classify which antibiotics in what amounts are appropriate for what
diagnoses.
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An infection control dashboard was created for infection control analysts
to monitor indicators and evaluate the effectiveness of the strategic initiative.
It presented a dimensional view of indicators relevant to the initiative. The
dimensional view allowed prescription usage to be broken down by time (hour,
day, month, year), drug (drug category, drug type, drug brand), location (bed,
nursing unit, campus) and by organization (physician, service, department). The
indicators tracked were the number of antibiotic prescriptions, the per-
centage of antibiotic prescriptions (over all prescriptions), the average
duration of antibiotic prescription (measured in hours), and the average
and total amount of antibiotic prescription(s) (measured in milligrams for
the entire duration of the prescription).

5 Modeling Strategic Initiatives with BIM

The set of primitives provided by BIM allows a business user to define a busi-
ness schema representing the RARI initiative undertaken by the hospital. The
initiative is modeled in terms of strategic goals, processes and resources, and is
monitored by indicators to understand whether or not goals are met or to iden-
tify possible sources of problems. A complete description of how such schemas
are built can be found in [17]; while, in the following sections, (part of) the
business schema to define and monitor the RARI initiative is shown.
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Fig. 3. Strategic goals

Strategic Goals Definition. Figure 3 illustrates the high level strategic goals
for the hospital and the RARI initiative. The BIM Intention primitive is used
to represent the hospital’s strategic goals1, while the Situation primitive is used

1 The term Strategic goal is one of the values which can be assumed by the type
attribute associated to the Intention primitive (see Figure 1).
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to represent those partial states of the world which can positively or negatively
influence such goals. For example, the Situation “Overuse of antibiotics in the
hospital” undermines or weakens the hospital’s goal to reduce the use of an-
tibiotics. In the figure, the meaning of weakness and threat labels derives from
SWOT analysis [18], in which the former represents an internal factor to the
hospital that is harmful to achieving the goals while the latter is an external
factor or condition which could do damage to the goals. To reason among goals
and among situations, we use a qualitative (scale) contribution to character-
ize influence relationships among goals and among situations as is supported
in GRL models [19]. For example, the “help” label in Figure 3 should be read
as: a reduced use of antibiotics “helps” to reduce pharmacy cost (see Section 4)
while a situation in which antibiotics are overused can favor (help) outbreaks of
micro-organisms that are resistant to antibiotics.

Figure 3 also shows the RARI initiative and its decomposition. Due to space
limitation, only one alternative is shown for its refinement, i.e., the education
campaign creation, but more actions can be planned to reduce antibiotic resistant
infections. The figure also shows a set of Indicators that are defined to monitor
the impact of the initiative on the strategic goals. For simplicity, in the rest of
the paper we will focus the analysis on the “Antibiotics use reduced” goal, but
a similar analysis can be done for all the strategic goals in the figure, e.g, the
“Antibiotic resistant infections reduced”.

The Drug Treatment Process. Figure 4 describes the drug treatment pro-
cess where antibiotics are prescribed. We can see that it is decomposed into
the “Medication prescription” and “Medication administration” activities. In
BIM, resources can be classified according to their nature; for example, we have
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information resources, human resources, capability/skill resources, etc. More-
over, BIM provides four relationships among processes (or activities) and re-
sources, namely uses(p,r), consumes(p,r), modifies(p,r), and produces(p,r). An
in-depth description of resource classification and their relationships with pro-
cesses can be found in [9,17]. For instance, in Figure 4, a prescription is produced
by the “Medication process” by i) using information on patients and on the drugs
available in the hospital, ii) using and consuming, respectively, skills and time
of a doctor (this is the meaning of the the use/consume relationship associated
to a human resource in the figure).

Notice how BIM allows to define indicators on processes and resources to mon-
itor their performance with respect to intentions. Indeed, BIM helps to motivate
why an indicator is needed (e.g, to evaluate antibiotics use reduction) and which
aspect of business such an indicator must measure (e.g., the amount of antibiotic
in a prescription). For example, in Figure 4, with respect to the RARI initiative, we
need to concentrate on those indicators associated with the prescription resource
since they monitor the doctor behavior2 the initiative aims to modify.

In the following section, we show how BIM can be supported by CIM to feed
indicators with data.

6 Data Mappings in CIM and BIM

Figure 5 shows a CIM model consisting of a CVL (on the left) and an SVL (on
the right). Medication and Prescriber (shadowed rectangles) are CVL dimensions
describing measures in the Prescription fact relationship (shadowed diamond).
Non-shadowed rectangles (e.g., Drug, Physician) represent CVL levels in the di-
mensions. These levels are organized into hierarchies by parent-child relationships,
which are drawn as edges between levels. For instance, the Prescriber hierarchy
indicates that all physicians roll up to Unit, Campus and Service. The SVL is a
UML-like representation of the relational data warehouse schema, containing rela-
tional table definitions, keys and referential integrity constraints. The left to right
dashed arrows are part of the MVL and represent the correspondences between the
models. For instance, the CVL Prescription fact relationship is physically stored
in two different data warehouse tables: the SVL Prescription and Patient.

The CVL specification corresponds to what is increasingly called the semantic
layer in industry. Such a layer liberates users from the low-level multidimensional
intricacies and allows them to focus on a higher level of abstraction. For instance,
the SVL model in the figure has normalized tables, which is not necessarily the
best way to represent multidimensional entities in the conceptual view.

It is important to note that the only model that contains materialized data is
the SVL; the CVL can access SVL data only through mappings. Interestingly,
the user-defined correspondences that appear in the MVL are not sufficient for
exchanging data from the SVL to the CVL – some data dependencies are lost by

2 In fact, the term prescription is commonly used to mean an order (from a doctor to a
patient) to take certain medications, while we use the term drug dose to identify the
actual medication’s dose a nurse administrates to a patient.
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Fig. 5. CIM Visual Model for the medication prescription activity: CVL (left), SVL
(right) and MVL (left-right dashed lines)

such simple attribute-to-attribute mappings. For data exchange, the CVL and
SVL models are related by more complex mappings [20].

However, it is not practical for a high-level data analyst accustomed to deal
only with the conceptual view of the data to come up with such complex view
definitions in terms of the tables of the physical data warehouse. That is the
reason why CIM requires from the user only very simple correspondences be-
tween attributes. Then, the CIM tool takes care of transparently compiling the
user-defined correspondences into complex, fully-fledged, multidimensional map-
pings that can be used for query evaluation [21]. This is similar to the approach
followed by EDM [12] for the relational setting.

A similar situation arises when trying to map a business model to an existing
data warehouse with SVL, CVL and MVL already defined. In that situation, BIM
entities can be related to a query expression (view) over the CVL, much in the
same way CVL entities are mapped to views over the SVL. Such expressions can
be complex multidimensional queries with aggregations and roll up functions.
Again, writing these complex expressions is not practical for a business user.
Instead, the business user draws simple correspondences between the models
at hand, this time between BIM and CVL, and the BIM tool generates the
multidimensional CVL views representing the user’s data requirements expressed
in the correspondences.

Consider Figure 6. The CVL model on the left-hand side is the one from Fig-
ure 5. The BIM model on the right-hand side corresponds to the Medication Pre-
scription activity of Figure 4. BIM entities have attributes that are not represented
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Fig. 6. BIM+CIM Visual Model for the medication prescription activity: CVL (left),
BIM (right) and mappings (left-right dashed lines)

in the figure for simplicity – they happen to have the same names as the CVL at-
tributes they are mapped to. For instance, there are four correspondences from the
BIM Prescription resource to four attributes in the CVL Prescription fact relation-
ship, i.e., Prescription ID, Duration, Date and TotalAmount, which are also the
names of the Prescription resource attributes. Moreover, for Indicators we have
(hidden) information such as target, threshold, current value, etc., but also, more
important for the mapping task, dimensions and levels to represent hierarchy3.

The BIM mapping compilation takes these correspondences and creates views
over the CVL. For instance, BIM Prescription is mapped to a CVL view defined
as V1=Prescription(Prescription ID, Duration, Date, TotalAmount), basically a
SELECT query in SQL. Every time the Prescription resource needs to pull data
from CIM, view V1 is used.

Some other views involve roll up queries with aggregations, i.e., the views to
feed BIM indicators. For instance, for the following BIM indicators we have:

– [#] of antibiotic prescriptions: The actual value for the indicator is
obtained by a query that aggregates the number of instances that appear in
the CVL Prescription fact table which have a value equals to “antibiotic”
for the Type.Name attribute in the Medication dimension.

3 The possible dimensions (and levels) available for an indicator are elicited by the CVL
fact table with which it is associated, e.g., the dimensions for [#] of antibiotic pre-
scriptions are “Prescriber” and “Medication”.
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– [%] of antibiotic prescriptions: The actual value for the indicator is
obtained by the value of [#] of antibiotic prescriptions divided by a query
that aggregates the number of instances that appear in the CVL Prescription
fact table, all multiplied by 100.

– [TOT/AVG] amount of antibiotic prescription(s): The actual value
for the indicator is obtained by a query that aggregates the amounts that
appear in the CVL attribute Prescription.TotalAmount for all those corre-
sponding to Type.Name=“antibiotic” on the Medication dimension. If the
average is requested, the above value is divided by the [#] of antibiotic
prescriptions.

– [AVG] duration of antibiotic prescription: The actual value for the
indicator is obtained by a query that aggregates the durations that appear
in the CVL attribute Prescription. Duration for all those corresponding to
Type.Name=“antibiotic” on the Medication dimension, and divides it by the
[#] of antibiotic prescriptions.

As explained above, the current values for these indicators can be drilled-down
using dimensions and levels defined in the BIM Indicator. Indeed, when a drill-
down action is performed, a corresponding query is performed on the CVL. For
example, a BIM user can desire to have [#] of antibiotic prescriptions prescribed
by a Physician named “John Smith”. In such a case the above query is reformu-
lated considering the Prescriber dimension with Physician.FName=“John” and
Physician.LName=“Smith”.

7 Related Work

In the literature, different approaches from goal-oriented requirements engineer-
ing, e.g., [22,23], combine intentional and social concepts to model organization
strategies and their elements (e.g., actors, resources, and processes). Other works
have also extended i* [22] and related frameworks (e.g., URN [23]) towards en-
terprise and business modeling, e.g., [24]. A recent extension of URN includes
indicators [2], but does not address the question of how to link the business level
view to technology. The BIM aims to unify various modeling concepts into a
coherent framework with reasoning support and connection to enterprise data,
built upon a firm conceptual modeling foundation. In particular, with respect
to the above works, BIM includes (among others): the notion of influence which
is adopted from influence diagrams [25], a well-known and accepted decision
analysis technique; SWOT analysis concepts [18] (strengths, weaknesses, oppor-
tunities, and threats) and others which are adopted from OMG’s Business Mo-
tivation Model standard [26]; and support for Balanced Scorecard and Strategy
Maps [10,11].

Moreover, BIM’s concepts are formalized through metamodeling in terms of
abstract concepts such as Thing, Object, Proposition, Entity, and Relationship,
taking inspiration from the DOLCE [27] ontology.

A number of conceptual multidimensional schemas for warehouse modeling
have been proposed over the years (see [28] and references therein). Such
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approaches are mainly proposals for modeling languages that are part of data
warehouse design methodologies. By contrast, CIM [13] provides a run-time en-
vironment that allows a user to pose queries and do business analytics at con-
ceptual and business levels.

On the industry side, two major vendors of business analytics solutions
(namely SAP Business Objects and IBM Cognos) provide proprietary concep-
tual levels that they call “semantic layers”. SAP Business Objects’ semantic
layer [29], called a Universe, is a business representation of an organization’s
data asset (i.e., data warehouse as well as transactional databases). IBM Cog-
nos’ semantic layer, Framework Manager [14], is similar to SAP’s Universes and
works according to the same principles.

In contrast to these approaches, the EDM Framework [30] provides a query-
ing and programming platform that raises the level of abstraction from the log-
ical relational data level to Peter Chen’s Entiry-Relationship (ER) conceptual
level [31]. EDM consists of a conceptual model, a relational database schema,
mappings between them and a query language (Entity SQL – eSQL), over the
conceptual model. A compiler generates the mapping information in the form
of eSQL views that express ER constructs in terms of relational tables. Unlike
CIM, which deals with the multidimensional data model, EDM deals with the
classical relational data model.

8 Evaluation

The cyclic approach of Model, Implement, Evaluate, Analyze is not new. It is
a classical approach to managing strategic initiatives that is taught in business
schools, and is carried out by organizations around the world. However, the gap
between the business view, the technical data view, and the results reported is
quite large and is bridged largely in a manual, ad hoc fashion. Our approach
leverages models to structure, systematize and automate the process, and pro-
vides analysts with novel tools that they do not currently have:

– A structured representation of the business view of a strategic initiative,
which links goals to tasks that accomplish them and indicators that measure
them.

– A conceptual view of data that collects the required data from disparate
data sources across the organization in order to compute the indicators and
report on them in a dashboard.

– A systematic approach to mapping from business view to conceptual view
to dashboard.

– An opportunity for tool-based support for analysts to design, implement,
and manage strategic initiatives.

– Formal mappings that ensure that changes to goals indicators, dashboards,
and data sources can be flexibly accommodated, facilitating maintenance.

– Better support in the cognitive gaps between the business and technological
points of view, which allows savings in terms of time, accuracy, and other
qualities during the implementation phase.
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9 Conclusions and Future Work

We have presented a model-based framework for bridging the business and tech-
nological levels within organizations. The workings of the framework are demon-
strated through a case study that involves managing the strategic initiative
lifecycle at a teaching hospital implementing an initiative intended to reduce
antibiotic resistant infections. The case study demonstrates how the framework
works, but also how it can help bridge cognitive gaps and reduce the need for
manual processing.

Our plans for future work include fleshing out the framework and supporting
it with tools that automate or semi-automate some of the implementation tasks.
With this aim, the concepts of flexibility and adaptability defined in [32] will be
investigated and applied to our approach to: i) satisfy the changing data analysis
requirements of business users; and ii) cope with changes in local data sources.
This will allow for the delivery of timely and accurate BI to business users.
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Abstract. This paper deals with the current reality of cloud computing: First, 
based on a historical analysis, the core characteristics of cloud computing are 
summarized and joined together in a general definition; then, two classifications 
of cloud computing are presented. These results are used to assess the existing 
cloud computing providers. A sample of success stories is analyzed to find out 
which benefits were realized by current cloud computing consumers, and we 
contrast our findings with the ones of other empirical investigations. Finally, the 
risks of cloud computing are collected from the relevant literature to derive 
some recommendations. 
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1   Introduction 

The nature of the term ‘cloud computing’ is still rather vague [8]: Some see cloud 
computing as the revolution of computer science [16], others as the evolution of 
service-oriented architecture [17] or grid computing [28] and the cynics as a new 
marketing label for well-known practices [9]. Nevertheless, cloud computing can help 
in reducing the costs for information technology (IT), and for that reason many 
companies intend to use it. However, these companies are confronted with the 
following difficulties: First, from a theoretical point of view, the definition and 
characteristics of cloud computing are not clear. Secondly, several cloud computing 
providers offer distinct cloud computing services at specific prices, which makes it 
difficult to compare them. Thirdly, cloud computing carries some risks that should be 
contrasted with its benefits before it becomes the basis of a company’s everyday 
business. 

Our paper addresses these difficulties: In Section 2 we derive a general definition 
of cloud computing and give two classifications of ‘clouds’. The results of Section 2 
are used to assess current cloud computing providers in Section 3.1. Based on an 
analysis of success stories, Section 3.2 shows the benefits realized by the current 
consumers of each cloud computing provider. Section 4 classifies the risk of cloud 
computing, and Section 5 gives some recommendations. 
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2   Cloud Computing 

2.1   Defining Cloud Computing 

The idea of cloud computing is still evolving. Table 1 shows the most popular definit-
ions1. All of them mention several characteristics of cloud computing, which have  
(in spite of the differing terms) the following generalized intensions:  

1. Shared IT resources: Cloud computing pools IT resources to serve several consumers. 
2. Capabilities as IT services: What is provided by the shared IT resources 

(qualitative point of view) meets the consumers’ specific needs (see Section 2.2) 
and is available ‘off-the-shelf’.  

3. Elastic: The provided IT capabilities can be automatically adapted to the varying 
quantitative demand of the consumers at any time. 

4. Measured by use: The (quantitative) usage of the IT capabilities is tracked by 
metrics to provide transparency for both the provider and consumer of cloud 
computing. 

5. Broad network/Internet access: All IT capabilities are available over a network and 
accessed via web-based technologies 

These generalized characteristics of cloud computing can be summarized in the 
following definition, which we use throughout this paper: Cloud computing provides 
elastic and metered IT capabilities, which are provided by shared IT resources and 
delivered on demand by web-based technologies. 

Table 1. Definitions of cloud computing 

  Forrester [27] Gartner [20] U.S. NIST [18] 

D
ef

in
iti

on
 

 

Standardized IT capability 
(services, software, or 
infrastructure) delivered 
via Internet technologies in 
a pay-per-use, self-service 
way 

Style of computing in 
which scalable and elastic 
IT-enabled capabilities are 
delivered as a service to 
external customers using 
Internet technologies 

Model for enabling convenient, on-
demand network access to a shared pool 
of configurable computing resources 
that can be rapidly provisioned and 
released with minimal management 
effort or service provider interaction 

(2) 
“IT capability (…)  
self-service way” 

Service based On-demand self-service 

(5) 
“delivered via Internet 
technologies” 

Uses Internet technologies Broad network access 

(1) - Shared Resource pooling 

(3) - Scalable and elastic Rapid elasticity C
ha

ra
ct

er
is

tic
s 

(4) “pay-per-use” Metered by use Measured service 

2.2   Classifications of Cloud Computing 

In practice, distinct types of cloud computing exist, which differ in the provided IT 
capabilities and their accessibility. In the following, we present both classifications 

                                                           
1 As we don’t derive cloud computing from grid computing, the characteristics in Table 1 differ 

from the ones in [28]. 
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[18], [21]. Concerning the (qualitative) IT capabilities that are provided and used, the 
following types of cloud computing can be identified [20]: 

• Software as a Service (SaaS): A (cloud computing2) consumer uses the (cloud 
computing2) providers’ applications running on a cloud infrastructure without 
dealing with the applications’ management or monitoring. 

• Platform as a Service (PaaS): A preconfigured infrastructure or application plat-
form is provided where a consumer can deploy, test, monitor or develop his own 
applications, but does not control the underlying IT infrastructure such as storage 
or network devices.  

• Infrastructure as a Service (IaaS): A consumer uses IT resources (such as storage 
or network devices) and is allowed to deploy and run arbitrary software, which can 
include operating systems. The consumer controls operating systems, devices or 
even the selection of network components and, thus, the IT infrastructure. 

These ‘xyz as a service’-layers can be completed with ‘Communication as a Service’ 
and ‘Monitoring as a Service’ [21]. Communication as a Service (CaaS) means the 
management of hardware and software required to deliver voice over IP, instant 
messaging, and video conferencing. Though CaaS capabilities can replace infra-
structure components such as phones or mobile devices, CaaS is based on 
communication applications (software solutions). Therefore, we include CaaS into the 
SaaS layer. Monitoring as a Service (MaaS) corresponds to outsourced IT security 
services because it comprises real-time, 24/7 monitoring and nearly immediate incident 
response across a security infrastructure [21]. As the security infrastructure consist of 
hardware such as routers, switches and servers, we subsume MaaS under IaaS. 

According to the accessibility of a cloud’s capabilities, the following types of 
cloud computing can be distinguished [18]: 

• Public cloud: The cloud infrastructure is made available to the general public or a 
large industry group and is owned by an organization selling cloud computing 
services. The applications from several consumers coexist together on the cloud 
computing provider’s infrastructure. Public clouds are most often hosted away 
from the consumers’ premises, and, thus, reduce risk and cost by flexibly 
extending the consumers’ IT infrastructure. 

• Community cloud: The cloud computing infrastructure is shared by several 
organizations that have common concerns. It may be managed by these 
organizations or a third party and may exist on or off the consumers’ premises. As 
an example, we refer to the SETI initiative [26], where each user adds a part of IT 
resources to the shared pool for long lasting calculations.  

• Private cloud: The cloud infrastructure is operated solely for an organization and is 
built for the exclusive use by one consumer. Thus, this cloud computing type 
provides the utmost control over data, security, and quality of service. The 
consumer owns the cloud infrastructure and controls how applications are deployed 
on it. Private clouds can be built and managed by a company’s own IT department 
or by a cloud computing provider. 

                                                           
2 For brevity, we omit the terms ‘cloud computing’ in the following wherever appropriate. 
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• Hybrid clouds combine two or more clouds of distinct accessibility type (private, 
community, or public), which remain unique entities, but are bound together by 
standardized or proprietary technology to enable data and application portability. 
Hybrid clouds require determining how applications are distributed across public 
and private clouds. An issue that needs to be considered here is the relationship 
between processing and data: If the amount of data is small or the application is 
stateless, a hybrid cloud can be more successful than in a scenario where large 
amounts of data must be transferred from a private into a public cloud for a small 
amount of processing. 

Table 2 compares the accessibility-driven types of cloud computing with the charac-
teristics of ‘clouds’ in general (Section 2.1). To improve the separation among the 
types, we have introduced the attributes ‘physical location of the cloud infrastructure’, 
‘provider’ and ‘consumer’. We ignore hybrid clouds in Table 2 because they are 
defined as a composition of several accessibility types.  

Private clouds are built within one enterprise; so, the shared IT resources don’t 
serve several consumers, and the IT services cannot be considered as ‘ready to use, 
direct from the shelf’. Moreover, in a private cloud the consumer owns the IT infra-
structure and provides its capabilities within the organization. In that manner we 
doubt whether a private cloud still is cloud computing and suggest that it should be 
treated as an evolution of enterprise data centers, where the new focus is on delivering 
IT services instead of applications. 

Table 2. Characterization of cloud computing by accessibility 

 Cloud computing Public cloud Community cloud Private cloud 

(1) Shared IT resources  Yes Yes Not supported in full 

(2) Capabilities as services Yes Yes 
Not supported in 
full 

(3) Elastic Yes Yes Yes 

(4) Measured by use Yes Yes Yes C
ha

ra
ct

er
is

tic
s 

(5) Internet access Yes Yes Yes 

Location of infrastructure At provider’s site. In the community. At consumer’s site. 

Provider External provider. 
Community member 
or external provider. 

Consumer’s IT or 
external provider. 

A
tt

ri
bu

te
s 

Consumer 
Enterprise, community 
members, Internet user.

Community 
members. 

Part of or whole 
enterprise. 

3   Market of Cloud Computing 

3.1   Cloud Computing Providers 

Because of the economies of scale in providing large amounts of IT resources, the 
market of cloud computing is dominated by the ‘big players’ in IT, namely 
Amazon.com, Google, Microsoft, Oracle and Saleforce.com. In this section we 
investigate and compare their solutions and pricing models. Table 3 characterizes the 
providers in terms of the clouds’ general characteristics (Section 2.1), capabilities and 



36 M. Lecznar and S. Patig 

 

accessibility type (Section 2.2) as well as costs. We used the following scenario (see 
also [3] and [7]) to calculate and compare the costs of cloud computing for one 
month: (1) storage of 2 TB (Terabyte) of data, (2) computation requiring 50 hours of 
CPU/instance time per month and (3) data transfer of (3a) 2 TB (initial transfer for 
storage; only first month) or (3b) 500 GB (Gigabyte) per month for computation, 
respectively. The prices we state in the following sections were gathered from the 
Web sites of the providers and refer to May 2010. The distinction between the 
characteristics derived from the providers’ Web sites (not shaded in Table 3) and 
perceived by the consumers (shaded in Table 3) is explained in Section 3.2. Risks of 
cloud computing and risk management are discussed in Section 4. 

Table 3. Properties of cloud computing 

Cloud computing 

Type 
Pricing 

Provi
der 

Access Capabilities 

Characteristics 
(as perceived) Model ♦Scenario values 

(month) 

Risk  
Management 

A
m

az
on

 

Public 

IaaS, PaaS, 
SaaS (with 
software 
vendors) 

(1) (2) (3) (4) 
(5) 

Instances (number,  
usage hours), data  
volume (stored, 
transferred), PUT/ GET 
requests 

(1) US$ 307 
(2) US$ 9 to 144
(3) US$ 307/75 

Security 
management 
and best 
practices are 
documented 

G
oo

gl
e 

Public PaaS, SaaS 
(1) (2) (3) (4) 
(5) 

CPU usage hours, 
stored data volume, 
number of applications; 
Free of charge 

(1) US$ 307 
(2) US$ 5 
(3) ─ 

Unknown 

M
ic

ro
so

ft
 

Public 
IaaS, PaaS, 
SaaS 

(1) (2) (3) (4) 
(5) 

Data volume (stored, 
transferred), CPU  
usage hours; 
Subscription (with 
limitation) 

(1) US$ 307 
(2) US$ 6 
(3) US$ 205/50 

Unknown 

Sa
le

s-
fo

rc
e Hybrid, 

Public, 
Private 

PaaS, SaaS 
(2) (3) (5)  
restricted (1) 
perceived (3) 

─ 
Hybrid clouds 
for one 
consumer 

O
ra

cl
e 

Private PaaS, SaaS 
(2) (5)  
restricted (3)  
perceived (4) 

Fee per user account 
(licence) without any 
resource limitation. 

─ 
Private clouds 
for one 
consumer 

♦ Scenario values:  (1) Data storage: 2 TB; (2) Time for computation: 50h/month;  
(3) Data transfer: 2 TB non-recurring/500 GB/month. 

3.1.1   Amazon.com 
In early 2006 Amazon Web Services (AWS) started to provide companies of all sizes 
with IT services out of ‘a cloud’. Currently the backbone of the Amazon cloud 
includes the following solutions [1]: 

• Amazon Elastic Compute Cloud (Amazon EC2) is a Web service that provides 
resizable computing capacity with virtual machines as individual instances and a 
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configurable infrastructure. The pricing is per consumed instance-hour for each 
type of the virtual machine. 

• Amazon Simple Storage Service (Amazon S3) is a simple Web service interface 
that can be used to store and retrieve large amounts of data. Charges are based on 
data storage volume. 

• Amazon CloudFront is a content delivery Web service that allows the distribution 
of content to end users. The fees are calculated from the amount of transferred 
outgoing data. 

• Amazon SimpleDB stores and executes queries in real time. The pricing model uses 
the Amazon SimpleDB machine utilisation hours and data transfer. 

• Amazon Simple Queue Service (Amazon SQS) is a hosted queue for storing 
messages. It enables moving data between distributed components of applications 
without losing messages. 

We associate the Amazon.com solutions with PaaS (EC2) and IaaS (S3, CloudFront, 
SimpleDB, SQS) as they are related to platform and infrastructure, respectively. Apart 
from order fulfillment (Amazon Fulfillment Web Service FWS) and payment 
(Amazon Flexible Payments Service FPS), there is a gap in the SaaS layer, which is 
filled by alliances with software vendors: For instance, Amazon.com and SAP 
provide a scalable environment with SAP ERP, CRM and BI products [25]. 

The Amazon.com cloud has all cloud characteristics of Section 2.1. The pooled IT 
resources provide services for Internet users, i.e., it is a public cloud. The pricing 
model agrees with ‘measured by use’: The fee for Amazon EC2, SimpleDB and the 
SAP products is based on usage hours of instances. According to the distinct 
specifications of the instances, the prices range from US$ 0.18 to 2.88 per hour [1]. In 
case of Amazon Cloud Front and SQS, a user pays for the volume of data transfer: 
US$ 0.15/GB for the first 10 TB to US$ 0.03/GB for over 1,000 TB. Due to fee 
progression, e.g., the cost for stored data in Amazon S3 decreases from US$ 0.15/GB 
for the first 50 TB to, finally, US$ 0.055/GB for more than 5,000 TB [1]. Consequent-
ly, consumers are encouraged to utilize Amazon.com solutions on a large scale. 

3.1.2   Google 
Currently Google acts in the cloud computing market with the following solutions 
[11]: 

• Google App Engine provides the capability of running the consumers’ Web 
applications on Google’s preconfigured infrastructure. 

• Google Docs offers tools for the creation and storage of office documents, e.g., 
spreadsheets, presentations, calendars, as well as a collaboration environment. 

Both solutions are distributed to consumers via the Internet and satisfy the properties 
of PaaS (App Engine) or SaaS (Docs). As the infrastructure is available to the general 
public, we categorize the Google cloud as a public one. The billing policy is founded 
on the ‘free of charge’ model, where the consumers need to create a Google account, 
or based on the used resources, e.g., the CPU time (US$ 0.10 per hour), the volume of 
stored data (US$ 0.15 per GB per month) or the number of deployed applications ($8 
per user per month each). 
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3.1.3   Microsoft 
The core of Microsoft’s cloud is the Windows Azure platform with the following 
components [5]: 

• Windows Azure provides a Windows-based environment (platform) for running 
applications and storing data on servers in Microsoft data centers. 

• SQL Azure provides data services in the cloud based on SQL Server. 
• Windows Azure platform AppFabric provides infrastructure services to connect 

applications running in ‘the cloud’ or locally. 

Altogether, Windows Azure supports a consumer by platform, software and infra-
structure services, therefore covers all three levels of cloud capabilities (PaaS, SaaS 
and IaaS). The pricing model is ‘pay-per-use’; usage is calculated based on CPU time 
(US$ 0.12 per hour), storage space (US$ 0.15 per GB per month) or data transfer 
(US$ 0.10 to 0.45 per GB). Alternatively users can subscribe, and the monthly base 
fee includes defined amounts of allowed resource usage. Microsoft cloud computing 
solutions are available to anyone, and therefore the cloud is public [30]. 

3.1.4   Salesforce.com 
Salesforce.com released the first version of its online products in 2001 [23]. Current-
ly, the company offers three cloud products [22]: 

• Salesforce CRM offers CRM and ERP applications based on the provider’s or the 
consumer’s IT infrastructure. 

• Force.com Platform is the platform for business applications. 
• Chatter enables collaborating with people at work. 

Thus, the cloud computing solution portfolio of Salesforce.com covers SaaS and 
PaaS; Chatter corresponds to a CaaS solution, which we classified as SaaS in Section 
2.2. Because of the fact that the infrastructure resides either on the provider’s or 
consumer’s location, hybrid clouds can be built.  

The Salesforce.com cloud does not cover all characteristics of Section 2.1: Firstly, 
the charges rely on the users’ licenses, which are valid for a user and an application 
without any limitation of time or resources and, thus, contradict our cloud 
characteristic ‘measured by use’ (4). Secondly, Salesforce CRM can be placed in a 
private cloud, which violates our characteristic (1), i.e., ‘shared IT resources’. 

3.1.5   Oracle 
Oracle offers two types of cloud capabilities [19]: 

• Oracle on Demand is a SaaS cloud as it provides CRM and ERP applications for 
enterprises. 

• Oracle Platform for SaaS is the underlying middleware platform and, thus, PaaS. 

Both products are delivered by private clouds, where a consumer pays the licenses per 
user account. Moreover, Oracle’s cloud services work on the IT infrastructure provid-
ed by the consumer. Due to these facts the coverage of the cloud characteristics is 
limited: The characteristics ’shared IT resources’ (1) and ‘measured by use’ (4) are 
not fully supported; support for ‘elastic’ (3) - via virtual machines - can be assumed. 
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3.2   Cloud Computing Consumers 

Every cloud computing provider has its consumers (see Table 4), whose decisions on 
whether or not to use cloud computing usually depend on an analysis of benefits and 
risks. Here, we concentrate on the benefits. Based on the success stories published at 
the cloud computing providers’ Web sites in May 2010, Table 4 summarizes why the 
consumers decided to use cloud computing. We have used the English Web sites; 
success stories in the form of video or audio streams were ignored. The total number 
of analyzed consumers amounts to 35 - which is limited, but gives first indications for 
typical benefits. Companies of any size are represented. 

The column ‘reasons’ in Table 4 shows the wording from the success stories, 
which we translated in the characteristics of cloud computing (see Table 2). This 
translation is based on the assumption that the reasons to use cloud computing 
(benefits) are grounded in the characteristics of cloud computing, and it enables  
a comparison and quantitative assessment of the importance of particular benefits  
(see Table 5). 

Almost half of the consumers of Table 4 named more than one reason to use cloud 
computing. In the following, we give the absolute frequency of each reason and the 
percentage of consumers that have mentioned it. Because of multiple answers per 
consumer, the sum of percentages exceeds 100%. 

Scalability turned out to be the most important benefit (25/71%) of cloud 
computing. The second most important benefit (16/46%) is cost saving due to 
‘measured by use’, followed by ‘access from anywhere’ (6/17%), ‘capabilities as 
services’ (5/14%) and, finally, ‘shared IT resources’ (4/11%). 

Table 5 compares our results with two other studies: The first study was conducted 
in June and July 2009 by IBM [14] in a group of 1090 IT decision makers around the 
world. The study focused on the potential drivers behind cloud computing adoption: 
77% of the respondents chose cost saving as a key driver. The faster ‘time-to-value’, 
including being able to scale IT resources to meet needs (‘elasticity’), was mentioned 
by 72 % of the respondents. The fact that cloud capabilities are provided as IT 
services off-the-shelf allows companies to focus on their core competences, which 
was an important benefit for 38% of the IT decision makers. Finally, 37% of the 
respondents believe in a reduction of in-house IT infrastructure because of sharing IT 
resources. 

The European Network and Information Security Agency (ENISA) launched the 
online survey “An SME perspective on cloud computing” on the 16th of April 2009, 
where the reasons behind a possible engagement in cloud computing were gathered. 
Till the 1st of November 2009, 74 answers were collected [6]. This study shows that 
‘avoiding capital expenditure’ was the most important benefit of cloud computing for 
68% of the respondents. The second most important benefits (63,9%) were 
‘flexibility’ and ‘scalability’ of IT resources, followed by increased computing 
capacity and business performance as a result of the cloud’s IT services, i.e., the 
cloud’s capabilities (36%). 29% of the respondents found ‘access from anywhere’ 
important. Finally, the optimization of the shared IT infrastructure showed up as an 
important factor for one fourth (25%) of the study’s participants. 
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Table 4. Consumers’ reasons to choose cloud computing solutions, ordered by provider 

Reasons Character-
istics 

Consumers Providers  

"scalable" (3) Ipswitch 
"elastic", "cost-effective", "easily accessible" (3) (4) (5) Moonwalk 
"granular pricing", "elastic scale" (3) (4) Sonian 
"increase system robustness without increasing 
costs", "multiple location availability", 
"scalability" 

(3) (4) (5) 
(R) 

HiperStratus 

"the speed and easy of deploying new instances" (2) July Systems 
"avoiding buying and managing computers" (1) Cycle Computing 
"stable, robust, flexible, and low cost" (3) (4) (R) Harvard Medical School 
"needed access to more computing capacity than 
we could possibly maintain internally " 

(1) (3) Pathwork Diagnostics 

"speed of system deployment and roll-out" (2) Hitachi Systems 
"scalability, reliability and the detailed reporting" (3) (4) (R) Tubaah 
"perfect match for the pay as you go model" (4) SearchBlox 
"cost structure and scalability" (3) (4) Digitaria 
"scale the hardware very, very quickly" (3) Virgin Atlantic Airlines 
"scalability, reliability, and utility pricing" (3) (4) (R) DreamFactory 
"maximal utilization of resources", "pay for actual 
usage", "have a scalable solution" 

(1) (3) (4) MarketSimplified 

"reduce the friction of scaling" (3) Morph AppSpace 
"scalable experience that has the minimum 
footprint on local network" 

(3) (5) Napera Networks 

"to scale capacity on demand", "per-hour pricing" (3) (4) PostRank 
"take advantage of the $2B+ that Amazon has 
invested" 

(1) StarPound 

Amazon  
[2] 

"easily-scaled services " (3) CapGemini 
"flexibility, price, reliability, and security" (3) (4) (R) San Francisco Consulting 
"track site performance on a granular lever " (4) The Huffing Post 

Google  
[10] 

"to create a highly scalable, global solution" (3) (5) Quark 
"to provide scalability" (3)  Sitemasher 
"highly elastic needs" (3) TicketDirect 
"scale up and down ", "provisioning, billing, and 
metering capabilities" 

(3) (4) Wipro 

"to provide applications to customers everywhere, 
without deploying data centres around the world" 

(5) 3M 

"the pricing model is easy to calculate" (4) City of Miami 

"we can respond to large-scale peaks in demand" (3) 
European Environment 
Agency 

"our challenge is scaling" (3) Origin Digital/Accenture 
“Having the whole system implemented in-house 
had made it expensive to distribute software”, 
"implement rapidly and that would give us more 
agility", "flexibility and the cost factor were key 
drivers" 

(2) (3) (4) 
(5) 

Siemens 

Microsoft 
[29] 

"a system that could be developed and 
implemented quickly" 

(2) Konica Minolta 

"we needed simplicity" (2) Polycom 

Salesforce 
[24] 

"lever on cost, up or down, depending on which 
way we go with our business" 

(3) (4) Agilent 

"the scalability and flexibility" (3) Exterran 

Oracle  
[20] 

Abbreviation: (R): Reliability. 
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Both the IBM and the ENISA study asked potential consumers about the expected 
benefits that may prompt them to use cloud computing. In contrast, our results are 
based on benefits that are realized by current cloud computing consumers. The most 
important expected benefit is cost saving, while the most important realized benefit is 
scalability (see Table 5). Altogether, our analysis of success stories confirms both 
benefits as the two main ones of cloud computing. Moreover, in our analysis one 
unanticipated benefit emerged: reliability, which was mentioned by 5 of the current 
consumers (14%) in Table 4. Finally, the current consumers appreciate the access to 
their cloud solutions from anywhere; in contrast to the characteristic (5) from Section 
2.1, ‘Internet access’, at least literally, is not required. 

Table 5. Comparison of the reasons to choose cloud computing 

 

The deviating perception of cloud computing characteristics (see Table 3) can be 
explained as follows: First, the marketing departments of the cloud computing 
providers edit the success stories and control which characteristics are emphasized. 
Secondly, the characteristics (1) and (2), ‘shared IT resources’ and ‘capabilities as 
services’, are closely intertwined with particular cloud computing solutions and, thus, 
often ‘overlooked’ by the consumers. Moreover, these characteristics are not only 
applicable to cloud computing, but also to ‘traditional’ outsourcing. Thirdly, probably 
because of the private clouds provided, the characteristic ‘Internet access’ is not 
perceived for Oracle; for the clouds of Google this characteristic is not valued as a 
benefit as ‘Internet access’ is the key business of this company. Whether or not the 
Salesforce solutions are scalable was probably not known for the two consumers 
analyzed; however, it can be assumed according to the information at the provider’s 
Web site. 

4   Cloud Computing Risks 

Because of the benefits listed in Section 3.2, consumers are keen on using cloud 
computing, but they should be aware of the potential risks. Cloud computing risks are 
rarely reported in success stories. Therefore we base our discussion on the existing 
surveys and literature [3], [4], [6], [12], [13]. Table 6 summarizes our classification of 
risks, which is explained in the following.  

 

Cloud computing benefits  Cloud computing 
characteristics Success stories IBM study [14] ENISA study [6] 

Scalability (3) 71%   72% 63,9% 

Cost saving (4) 46%   77% 68% 

Access from anywhere (5) 17%   ─ 29% 

Capabilities as services (2) 14%   38% 36% 

Reliability ─ 14% ─ ─ 

Resource pooling (1) 11%   37% 25% 
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Basically, three types of risks can be identified [7] that are, however, interrelated. 
Related risks are arranged in the same row in Table 6. Organizational risks stem from 
relying on an additional business partner (i.e., the cloud computing provider); 
technical risks arise from the use of an external, distributed IT infrastructure, and 
legal risks refer to regulations relevant for IT. 

Loss of governance means that the cloud computing consumer (necessarily) cedes 
control over data to the cloud computing provider (or its buyer in case of an 
acquisition). This raises both the technical issue of data security (i.e., data must be kept 
safe from lost or corruption and under controlled access) and the legal problems of 
privacy (i.e., personally identifiable information must be protected) and compliance 
(i.e., difficulties with audits or certification processes; untransparent storage of data in 
multiple jurisdictions, which may, moreover, change). Typical technical security risks 
of cloud computing are malicious insider, i.e., an abuse of high privilege roles in the 
cloud provider’s organization, and data leakage in transit, i.e., by sniffing, spoofing, 
man-in–the-middle attacks etc. Some of these risks are especially high (++) when data is 
stored at a cloud computing provider’s infrastructure (e.g., malicious insider, privacy) 
and a little smaller (+) when cloud computing is only used for computations; see Table 
6. Since both usage types (storage/computation) require data transfer from the consumer 
to the provider, data leakage in transit is a general risk of cloud computing. 

Because of pooling resources, several cloud computing consumers usually share IT 
infrastructure. One consumer’s bad behavior can affect the reputation of all other 
consumers (co-tenant vulnerability). If the provider’s hardware is confiscated (as a 
result of subpoena), stored data of several consumers is at risk of disclosure. 
Moreover, the technical risk of isolation failures exists, i.e., the failure of mechanisms 
to separate storage or memory between tenants of the shared IT infrastructure. 

Cloud computing consumers are prone to the technical risk of short-time 
unavailability of a service and the organizational risk that a cloud computing provider 

Table 6. Cloud computing risks, their relevance and management measures 

Organizational Risks Technical Risks Legal Risks 

Type To Action Type To Action Type To Action 

(1) Loss of  
governance 
(1a) Cloud  
provider 
acquisition 

++ S, 
+ C 

G 
 

P 
 

(P) 
 

(5) Security 
(5a) Malicious 
insider 
(5b) Data leak-
age in transit 

 
++ S, 
+C 

G 

P(RM) 
P 
 

Y, C 

(9) Compliance, 
auditability 
(9a) Change of 
jurisdiction 

G 
 

++ S, +C 

P 
 

─ 

(2) Co-tenant 
vulnerability 

G P (6) Isolation 
failure 

++ S P (10) Privacy ++ S, +C P(RM) 

(3) Cloud serv-
ice termination 

G P (7) Unavail- 
ability 

G P (11) Subpoena,  
e-discovery 

++ S, +C ─ 

(4) Lock-in G ─ (8) Data trans-
fer bottleneck 

G Y (12) Licensing ++ C, +S ─ 

Abbreviations: G: General, S: Storage, C: Computation, ++/+: High/moderate risk 
P: Provider selection, Y: Physical data transfer, C: Secure channel;  
RM: Risk management. 
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changes its business and eventually terminates some service. In that case, the lack of 
standardization among cloud computing providers makes it extremely difficult to 
move data or applications from one site to another (lock-in). To aggravate this 
problem, current software licenses often restrict the IT infrastructure on which 
software can run, or they are not applicable to the cloud computing situation (e.g., per 
seats agreements, online license checks).   

Either cloud computing usage type requires at least an initial data transfer (from 
the cloud computing consumer to the provider), which can become a bottleneck – as 
the following example illustrates (see also [5]): For the Amazon S3 service, a write 
bandwidth between 5 and 18 was measured [11]. If we apply a bandwidth of 20 
Mbit/s to our scenario, the following (tremendous) upload times result: 

• (2TB* 1024GB * 1024MB * 8Bit)/20 MBit/s =16,777,216MBit/ 
20 MBit/s = 838,860s ≈ 9.7 days 

• (500GB * 1024MB * 8Bit)/20 MBit/s = 4,096,000MBit/ 
20 MBit/s = 204,800s = 56.8h ≈ 2.4 days 

We have derived the cloud computing risks (1) to (12) in Table 6 from the relevant 
literature. Empirically, the top five concerns named by potential cloud computing 
consumers in the ENISA study [10] were confidentiality (94% of the respondents3), 
privacy (89%) as well as integrity of data (85%), availability (82%), and loss of 
control (74%).  

The identification of risks is a prerequisite to risk assessment and minimization. 
Currently not enough empirical data exists to assess all risks of cloud computing, but 
at least the risk of unavailability is de facto disproved by the benefit of ‘reliability’ we 
observed (see Table 5). Measures to reduce the other risks are sketched in Section 5. 

5   Conclusions 

Companies that aim at scalability should consider cloud computing because 
scalability is the most important realized benefit. According to the ISACA, the risks 
of cloud computing still outweigh its benefits for 45% of the US business and IT 
professionals [15]. Thus, as a next step in deciding about cloud computing, companies 
should assess the relevant risks (see Section 4) and take measures to reduce them.  
The following measures can be recommended (see Table 6):  

• Carefully decide about the usage type, as storing ‘in the cloud’ is more risky than 
‘computing’ (see Table 6). 

• Ship data physically on hard disks to avoid data transfer bottlenecks (recommend-
ed by Amazon.com for large data quantities [11]) and to reduce data transfer risks. 

• Secure channels to reduce data leakage in transit. 
• Do not only use cost criteria to select a cloud computing provider, but also 

consider its reputation and risk management strategies. 

                                                           
3 The percentages are calculated by dividing the sum of counts for the ratings ‘very important’ 

and ‘showstopper’ by the response count. 
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Table 3 shows the risk management strategies of the analyzed cloud computing 
providers (as far as they are communicated): For the Amazon Services, security 
management descriptions and best practices [1] are given. Moreover, the private or 
hybrid clouds of Salesforce.com and Oracle, which are designed for one consumer, 
increase privacy. In case of Microsoft and Google we were not able to find information 
about risk management.  

Altogether (see Table 3), Amazon.com shows all cloud computing characteristics, 
has not only the largest number of perceived benefits, but also the most detailed 
strategies for risk management; its pricing is comparable and its reputation sound. 
Thus, our results suggest relying on Amazon.com as a cloud computing provider. 

The validity of our quantitative results is limited by the following facts: First, the 
success stories were published by the cloud computing providers and, thus, are 
probably biased. Secondly, we did not consider all success stories of a particular 
provider, but only those with explicit, literal statements on the reasons to use cloud 
computing. Third, the sample period was May 2010, and the number of cloud 
computing consumers has been constantly increasing since then. The first limitation 
must be accepted, the second and third one will be removed in future research where 
we use a coding schema to gather the benefits of cloud computing from free texts. 
Based on the increased amount of data that will result from the coding, we can do a 
more sophisticated statistical analysis of the benefits of cloud computing. 

Since decisions about cloud computing have to balance benefits and risks, our next 
research task is a detailed empirical investigation of cloud computing risks and the 
measures used to reduce them. 
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Abstract. Using patterns is a well-known approach for increasing reus-
ability. A pattern-based framework that lays down a foundation for cap-
turing knowledge about business goals and processes and customizing
it for specific organizations in a given domain is hence valuable. How-
ever, the problems and solutions within a domain are always changing.
Consequently, such framework can be useful only if it can evolve over
time. In this paper, we propose and formalize a mechanism for evolving
a pattern-based framework for goal-driven business process models. We
demonstrate its feasibility with an example from the patient safety do-
main that illustrates how to evolve a pattern family with our extension
algorithm.

Keywords: business process models, framework, goal models, health-
care, patient safety, pattern, User Requirements Notation.

1 Introduction

The value of software applications to an organization is based on how well busi-
ness goals are satisfied through their use. When developing such applications,
organizations often have difficulties in properly identifying and documenting
their goals, their business processes, and the links between these two views [1].
In addition, although the gap between business processes and software devel-
opment is generally understood, the gap between business goals and business
processes has received far less attention. Many software development projects
yield disappointing results or are simply canceled because software applications
and business processes are not aligned properly with business goals. For instance,
in healthcare software applications, there are more failure stories than success
stories as a result of the above difficulties [2].

Modeling business goals and processes separately is not sufficient to bridge this
gap, and hence traceability must also be taken into account. In addition, as defin-
ing such models from scratch is challenging, it is becoming increasingly difficult
to ignore the benefits of knowledge reusability [3]. Reusing domain knowledge
captured in the form of patterns can often help address this issue. For instance,
design patterns have been quite successful in the construction of software ap-
plications [4]. However, patterns that span business goals and processes are far
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less common, and reusing existing knowledge in this context remains an open
problem [5].

Motivated by the above challenges, we have introduced a pattern-based frame-
work based on the User Requirements Notation (URN, [6]) for reusing domain
knowledge in the form of goal models and business process models [7]. In this
framework, pattern families, i.e., collections of related patterns, are used for cap-
turing and reusing domain knowledge. Patterns capture business goals and busi-
ness processes along with links that define the realization relationships between
them. These links indicate which business processes alternatively realize par-
ticular business goals. Capturing such links in models facilitates finding known
solutions in the context of conditions and requirements of an organization. Hence,
such links help bridging the gap between requirements of a particular organiza-
tion and corresponding (existing) solutions.

However, domain knowledge about business goals and processes is changing
over time at a more rapid pace than for design patterns. Therefore, pattern
families can be useful only if they can adapt to the changes that happen in
the domain and reflect the solutions for current recurring problems. Introducing
mechanisms that systematically help maintain and evolve a pattern family is
hence a necessity. Evolution is a gradual process where a pattern family changes
into a different and better form. Adding new patterns, removing obsolete ones,
modifying patterns, and combing pattern families are core aspects of family evo-
lution. It is important that evolving a pattern family be not limited to evolving
individual patterns but that it also involves the family itself, to preserve its in-
tegrity. In this paper, we propose the Goal-oriented Pattern Family Framework
(GoPF) that enhances our previous pattern-based framework by improving its
metamodel and adding an evolution mechanism for extending pattern families.

The paper is organized as follows. Section 2 presents background information
on URN and patterns. Then, section 3 gives an overview of the framework and
how it is formalized with the help of URN. Section 4 provides the extension
algorithm and describes its application, which is then illustrated in Section 5
in the domain of patient safety. Sections 6 and 7 follow with a discussion, our
conclusions, and future work.

2 Background

2.1 User Requirements Notation (URN)

The User Requirements Notation, a standard of the International Telecommuni-
cation Union (ITU-T Z.150 Series) [6,8], is intended for the elicitation, analysis,
specification, and validation of requirements. URN is also suitable for the model-
ing and analysis of business goals and processes [9]. This standard contains two
complementary modeling languages: the Goal-oriented Requirement Language
(GRL) for goals and Use Case Maps (UCM) for scenarios and processes. GRL
supports the graphical modeling of business goals, non-functional requirements
(NFRs), alternatives, and rationales. Modeling goals and NFRs of stakeholders
with GRL makes it possible to understand the problem that ought to be solved.
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GRL enables business analysts and IT architects to model strategic goals and
concerns using various types of intentional elements and relationships, as well
as their stakeholders called actors ( �). Core intentional elements include goals
( ) for functional requirements, softgoals ( ) for qualities and non-functional
requirements, and tasks ( ) for activities and alternative solutions. Intentional
elements can also be linked by AND/OR decomposition and by contributions.
Quantitative or qualitative contributions scale may also be used to present the
effects of contributions. Fig. 4 (left) presents a GRL goal model that shows how
the softgoal Take Action can be achieved by accomplishing sub-goals. Other goal
models may further refine each of the sub-goals.

The Use Case Map (UCM) notation is a visual process modeling language for
specifying causal scenarios and optionally binding their activities to an underly-
ing structure of components. UCMs are used to model scenarios and processes
in the form of causal relationships, linking together responsibilities (  ) which
may be assigned to components ( ). Responsibilities represent activities per-
formed in a process whereas components represent actors, systems, and system
parts. UCMs support most of the concepts used in common workflow modeling
notations including start points ( ), end points ( ) as well as alternative and
concurrent flows. Stubs ( ) are containers for sub-maps and can be used to or-
ganize a complex model in a hierarchical structure. Furthermore, URN allows
typed links to be established between modeling elements (e.g., goal and scenario
model elements). These links are called URN links. Fig. 4 (right) illustrates two
UCM diagrams that depict alternative processes that lead to Take Action. Fi-
nally, jUCMNav is an open source Eclipse plug-in used for creating, analyzing,
and managing URN models [10]. It also supports the definition of URN profiles,
which tailor URN to specific domains [11].

2.2 Patterns

Patterns are rules that express a relation between a problem, a solution, and a
certain context [12]. They have been proposed to capture and categorize knowl-
edge of recurring problems and give advice on possible solutions to those prob-
lems [4,12]. A pattern can be thought of as a reusable model that describes a
need and solves a problem which may occur at different levels of abstraction
(e.g., in the area of software engineering with design patterns [13], in conceptual
modeling with analysis patterns [14], and in information system architectures
with architecture patterns [15]).

Patterns also provide a description of the forces at play. Forces typically dis-
cuss the reasons for using the suggested solution for the given problem in the
given context. The most significant contribution of patterns is perhaps describ-
ing forces and clarifying the trade-off among them. Because patterns modularize
problems and solutions, pattern-based software applications are often robust
when changes happen.

Reusable knowledge in patterns enables efficient transfer of skills and expertise
in the domain. However, many pattern descriptions tend to focus on the solution
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to a problem and not so much on the problem and forces that are involved [16].
In addition, traditional pattern descriptions are mostly expressed textually.

In this paper, patterns are described with URN [7] by formalizing a) the de-
scription of the problem and the forces that are involved with GRL’s intentional
elements as well as contribution and correlation links, b) the solution with UCM
models that provide a more detailed description of the behavior and structure
of the solution, c) the links between the problem depicted with GRL and so-
lutions represented with UCM diagrams, and d) the links between individual
patterns when one refines the other. Furthermore, we also formalize the pattern
with URN in a way such that one pattern groups similar solutions that address
a recurring problem, with their tradeoffs.

3 Goal-Oriented Pattern Family Framework (GoPF)

In previous work [7], we introduced a pattern-based framework and described
how patterns can be useful for capturing and reusing the knowledge of the busi-
ness domain. In this paper, we propose an enhanced framework, named Goal-
oriented Pattern Family (GoPF) framework, to facilitate finding, documenting,
and reusing problems and solutions that recur in a domain. Fig. 1 represents
GoPF’s architecture.

 

Fig. 1. Architecture of GoPF

GoPF is composed of a Family Metamodel (FMM) and a Goal-driven Method
(GDM). FMM is a metamodel that lays down a structure for Goal-driven Pattern
Families (GPF). A GPF captures the knowledge about a particular domain with
patterns formalized with goals, business processes, and links between them. It
specifies typical refinements of goals in terms of processes for a particular domain
(e.g., patient safety or software development). A GPF is the key enabler for
reusing knowledge.
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The Goal-driven Method is composed of two major parts: (i) a Family De-
velopment Method (FDM), and (ii) the Organization-driven Customization and
Extraction Method (OCEM). FDM provides algorithms for creating a GPF and
evolving it over time. Our focus in this paper is on introducing the extension algo-
rithm that evolves GPF, which leads to accuracy and overall quality. OCEM, de-
scribed in [7], includes algorithms that help adapting instances of solutions that
are most appropriate for particular organizations within the domain. OCEM uses
a GPF as an input and assesses the impact of alternative solutions for achieving
the high-level goals of a given organization in a step-by-step, top-down approach.
Another input is an incomplete business goal model where only some of the high-
level goals of an organization need to be identified. OCEM’s main output is a
more complete goal model combined with business processes aligned with the
identified goals, as well as additional traceability links between the two views.

The FMM formalizes the concepts of GPF as a profile of URN, as shown in
Fig. 2. The names between guillemets refer to corresponding metaclasses from
the URN metamodel [2]. In URN, a concern is a model element that groups other
model elements, including other concerns. URN metadata is used to associate
stereotypes to model elements in a URN model that are part of this framework,
as specified in Fig. 2 (e.g., a concern may be stereotyped as a «pattern»).

«Concern»
GPF

+ name:  String

+ patternCollection() : Pattern[ ]

«GRLGraph»
GoalTemplate

+ name:  String

+ leafCollection() : Intention[ ]
+ mainGoal() : Intention
+ isEqualTo(GoalTemplate) : boolean

«Concern»
BusinessStrategy

+ name:  String

«EvaluationStrategy»
Strategy

+ name:  String

«UCMmap»
BusinessProcessTemplate

+ name:  String

«IntentionalElementRef»
Intention

+ name:  String
+ leaf:  boolean
+ mainGoal:  boolean

+ isEqualTo(Intention) : boolean

«PathNode»
ProcessElement

+ name:  String

«ElementLink»
ElementLink

+ fromLinks() : Intention
+ toLinks() : Intention
+ isEqualTo(ElementLink) : boolean
+ linkType() : ElementLinkType
+ weight() : int

«Concern»
Pattern

+ name:  String

+ businessStrategyCollection() : BusinessStrategy [ ]
+ add(GoalTemplate) : boolean
+ add(BusinessStrategy) : boolean
+ delete(BusinessStrategy) : boolean
+ delete(GoalTemplate) : boolean
+ isEqualTo(Pattern) : boolean

0..*1

0..1

0..*

1..*1

0..*

+patternDef
0..1

0..*1

1

1

1

1

+GT1
1

1..*1

0..*

1

Fig. 2. Family Metamodel (FMM)

A GPF contains patterns, each of which includes one goal template (that
formulates a problem and elements of its solutions) and at least one business
strategy (that captures the arrangement of a solution along with its effect on
the problem). Each goal template is essentially a GRL graph, and hence in-
cludes intentions (e.g., goals, tasks, and softgoals), and element links between
them. The goal intentions contributing to the main goal of such a template can
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themselves be refined by other patterns, through the patternDef relationship.
Business strategies contain two main parts: a strategy (i.e., a regular GRL eval-
uation strategy, used for the evaluation of a goal model) and a corresponding
business process template (i.e., a UCM map describing the process that speci-
fies among other things the ordering of the goals selected by the strategy). In
addition, goals and tasks in the goal template can be realized by process ele-
ments (e.g., stubs and responsibilities) in the business process template. Such
realization links are supported with URN links. Further realization links between
goals and business process templates are derived from existing associations (from
Intention to BusinessProcessTemplate via patternDef). The decomposition of
patterns into goal template and corresponding strategies enables organizing the
problem and its solutions in a reusable manner. Depending on the complexity
of the system, decompositions can recur to form a hierarchy of problems and
solutions in a particular GPF. FMM, together with additional UML Object
Constraint Language (OCL) constraints, not discussed in this paper, enforce
consistency of pattern families.

4 Evolution of Goal-Driven Pattern Family

Evolution mechanisms keep the patterns in a GPF up-to-date so they can address
current problems and solutions that stakeholders within the domain are facing.
Extension, modification, elimination, and combination are four types of evolution
mechanisms that can maintain the usefulness of a GPF by increasing the qual-
ity and accuracy of its patterns and their interrelationships. These mechanisms
respectively evolve a GPF by (i) adding a new pattern, (ii) modifying a current
pattern, (iii) eliminating an obsolete pattern, and (iv) combining two GPFs that
represent problems of the same domain. Each mechanism must keep the integrity
of GPF in addition to evolving individual patterns. In this paper, we only discuss
the extension mechanism (Algorithm 1), supported by a short description of the
modification mechanism (Appendix A). The extension algorithm adds a new pat-
tern to the GPF and integrates it with existing patterns within the family. An
extension is composed of three major steps. First, it modifies those patterns that
are affected by the new pattern, then it adds the new pattern to the GPF, and,
finally, it connects the new pattern to related patterns.

A GPF analyst is a modeler who observes the goal models and business pro-
cesses used in organizations and locates the recurrent problems and solutions.
When the observed recurrences highlight the need for adding a new pattern, this
analyst prepares the inputs of the extension algorithm before its application.

This algorithm takes three inputs: pf is an initial GPF, xp is a pattern used to
extend the initial GPF, and the modifications set (Table 1) highlights the effects
that extending pf with xp has on other patterns of the family. The GPF analyst
prepares the second and third inputs based on recurrences.

As different types of modifications may be necessary, the second, forth, and
fifth elements may be null. The toLinks side of the link must always point to
the main goal of rp. If the action is Add then the fromLinks side must point
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Inputs of the modification algorithm 
I1. pf:GPF      /* initial pattern family */ 
I2. modifications:  set of (p: Pattern, link:ElementLink, action � {Add,Delete},  

bst:BusinessStrategy , oldbst:BusinessStrategy)  
          where link.toLinks.isEqualTo(p.mainGoal())  
  

Output of the modification algorithm 
O1. modified  pf:GPF        /* the modified pattern family */ 
 

Steps of the modification algorithm 
for each m in modifications: 
S1. mp:Pattern = a pattern �  pf.patternCollection() where  pattern.isEqualTo (m.p)  

/*m.p is the first element of the m */ 
S2. if (m.action == Delete) then 
S3.      mp.GT.delete(m.link)  
S4. elseif (m.action == Add) then 
S5.      mp.GT.add(m.link)  
S6. endif    /* if no action is provided then the GoalTemplate is unchanged */ 
S7. if (m.oldbst ≠ null) then 
S8.      pbst:BusinessStrategy = a businessStrategy  �  mp.businessStrategyCollection() 

       where businessStrategy.isEqualTo(m.oldbst) 
S9.      mp.delete(pbst)  
S10. endif  
S11. If (m.bst ≠ null) then 
S12.      mp.add(m.bst)   
S13. endif 

Algorithm 1. Extension of GPF

Table 1. Elements of the modifications set

Element Description
rp A related pattern that is affected and must be modified
link A link between two intentions that highlights the part of the goal tem-

plate that must be modified
action An indicator of what must be done
bst A new business strategy that represents a new solution
oldbst An old business strategy that must be eliminated from rp

to an intention which is refined by xp. These two preconditions prevent using
the extension algorithm for merely changing an unrelated pattern in pf. Isolated
modifications of patterns must use the modification algorithm, which is described
in Appendix A.

Step S1 initializes mg with the main goal of xp’s goal template. Steps S2 to S4
take the modifications set and invokes the modification algorithm (Algorithm 2)
to modify related patterns in pf. This captures the possible effects of adding xp
on other patterns in GPF. Next, in step S5 the new pattern, xp, is added to pf.
Although this is conceptually a simple insertion of a pattern, in reality a deep
copy is taking place in which every element of xp is copied into pf. In step S6 a
set of leaf intentions (without any incoming links) of other patterns in pf that
are equal to the main goal of xp is assigned to relatedIntentions. This is the set
of intentions that are refined by xp. In S7, the set of leaf intentions of xp’s goal
template is assigned to leafIntentions, whose elements may be refined by other
patterns in pf. In step S8, the related intentions are linked to xp by assigning xp
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to patternDef of intentions in relatedIntentions. Finally, in step S9, intentions of
xp’s goal template that can be refined with other patterns in pf are linked to the
appropriate pattern by setting their patternDef accordingly.

5 Patient Safety Example

5.1 Family Creation (GDM-FDM)

Healthcare institutes strive to improve the safety of their patients. Yet, every
year, thousands of patients suffer from adverse events, which are defined as un-
desirable outcomes caused by healthcare business processes. Decreasing adverse
events by improving these processes forms our patient safety domain. In [17], we
showed that goal and business process modeling with URN can be used effec-
tively in this domain in order to capture problems and their solutions. We also
discussed how these models were used to create an adverse event management
system. While modeling problems and solutions in different departments of a
teaching hospital (in Ontario, Canada) for improving patient safety, we observed
that some problems and solutions were recurring over the span of the domain.
We hence built a pattern-based framework (a GPF with 32 patterns) targeting
the documentation and reuse of knowledge about problems and solutions in this
particular aspect of patient safety [7].

For example, Increase Patient Safety is an abstract, recurring requirement in
different hospital departments and other healthcare organizations. The top of
Fig. 3 represents the goal template and two business process templates of this
pattern. The goal template (in GRL) shows the contributions of Collect Data,
Generate Informative Outcome Information, Make Safety Decision, and Adopt Deci-
sion to the realization of Increase Patient Safety altogether with side-effects (e.g.,
on quality of care) and dependencies (e.g., on required infrastructures). Two
strategies have been defined for this pattern. The first one (A) includes only the
sub-goals Collect Data and Generate Informative Outcome Information. The sec-
ond strategy (B) includes also the two other sub-goals, Make Safety Decision and
Adopt Decision, and adds corresponding activities to its business process tem-
plate. UCM models represent these two strategies as business process templates,
which describe the ordering of the activities (that are further refined in other
patterns of the Goal-driven Pattern Family). All these models together consti-
tute the Increase Patient Safety (p1) pattern. The area within the solid border in
the UML object diagram of Fig. 5 represents this pattern in terms of instances
of the Family Metamodel described in Fig. 2. Note that this object diagram uses
acronyms as identifiers instead of the real object names in order to save space.

5.2 Customization (GDM-OCEM)

The OCEM algorithm [7] uses an organizational goal model for adapting the
appropriate goal and business process models of a given Goal-driven Pattern
Family to the organization where this GPF is applied. The organizational goal
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Generating Informative
Outcome Information

Fig. 3. Applying GoPF: and Overview

model of Hospital A, shown in the bottom half of Fig. 3, identifies the main goal
(Increase Patient Safety) and three high-level softgoals related to quality, cost,
and research concerns. Importance values are added to some of these intentional
elements in the organizational goal model (e.g., the importance of Increase Pa-
tient Safety to its containing actor is deemed to be 100 while the importance
of Decrease Cost is 25, which means that decreasing cost is less of an issue to
Hospital A than increasing care and safety). Furthermore, Fig. 3 depicts the cur-
rent evaluation strategy of the organization, describing the as-is situation. Initial
satisfaction levels, shown by the presence of a star (*), are provided: 60 to the
task, indicating that although some advanced infrastructure is available, there
is still room for improvement, and 40 to describe the current level of support to
research on adverse events at that hospital. Color feedback is provided to show
the satisfaction level of the intentions (the greener, the better).

With OCEM, we establish links between the initial organizational goal model
and the goal template of the pattern: a contribution with weight 100 is added
from the Increase Patient Safety goal in the pattern to the Increase Patient Safety
of the organization (showing their equivalence), two contributions with weight
100 are added from the quality/cost softgoals in the pattern to the quality/cost
softgoals of the organizational model, and finally a contribution with weight
100 is added from the task in the organizational model to the softgoal with the
dependencies in the pattern. Not all intentional elements from the organization
goal model need to be linked to an element of the pattern (e.g., Support Research
on Adverse Events is not addressed by the current pattern).
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Next, all alternative strategies are compared automatically for finding the
best solution. Fig. 3 shows the result of the second strategy (B) because it
yields the better result than the first strategy (A), given that the organizational
goal model places more value on quality than on cost and already has some
advanced infrastructure available. A different healthcare institute with more
focus on cost than quality and no advanced infrastructure available would see the
first strategy (A) win over the second strategy (B). This evaluation is automated
with OCEM, as it builds on GRL’s quantitative evaluation algorithm, which
propagates the known satisfaction levels to other intentional elements in the
GRL models through their links.

The goals in the pattern and the links are then added to the organizational
goal model, while the business process template related to the chosen strategy is
added as a sub-model to the Increase Patient Safety stub (indicated by the long-
dash-dot-dotted line). The figure represents the output of application of the
OCEM method: a refined GRL model of the organization with a model of the
chosen business process options, together with the rationale for their selection.
Applying the patterns in the GPF can further refine the four sub-goals and
linked stubs of Increase Patient Safety pattern. In order to support satisfactory
level of details, the patterns of our patient safety family include ten layers of
decomposition (of which only the top one is discussed here).

5.3 Family Evolution (GDM-FDM)

As illustrated in our example, the knowledge in the GPF can be reused for
particular organizations interested in patient safety. These patterns focus on the
problem of improving safety by highlighting processes that can be improved.
However, the patterns in our family do not use the collected data for taking
immediate actions to prevent an adverse event for a particular patient. Over
time, we observed that some hospitals use such collected data not only for a
posteriori analysis but also for preventing the potential adverse events that may
happen. Consequently, a new pattern (xp) is created that captures the problem
of taking action to prevent adverse events and its alternative solutions. The
recurring excerpt of the observed goal models that formulates Take Action forms
the goal template for xp (left side of Fig. 4). In this pattern, we have chosen
not to show the side effects to simplify the example. It is composed of the main

 

Fig. 4. Take Action Pattern
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Fig. 5. UML object diagram of the GPF evolved to includes xp
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high-level goal, i.e., Take Action, and elements of solution, i.e., Prioritize Outcome
and Prevent Outcome. The alternative solutions are captured in the form of
business strategies composed of business process templates and strategies. The
two business process templates of the new pattern are shown in Fig. 4 (right).

The extension algorithm (Algorithm 1) evolves the patient safety GPF to
include this new pattern. In order to evolve the GPF, the analyst prepares and
provides inputs: pf as the initial GPF that must be extended (I1), xp as the new
pattern (I2), and modifications as a set that represents the needed modifications
on other patterns in pf (I3).

The dark grey objects in Fig. 5 illustrate the initial pf as a FMM-based, UML
object diagram (containing only 3 out of the 32 patterns, for simplicity). In this
example, p1 is the only pattern affected by the extension because Take Action
positively contributes to Increases Patient Safety. Therefore modifications is set to
{(p1, link_I_T, Add, bs1_3, null)}, indicating the new goal that must be added
to p1’s business goal template. It also indicates the new business strategy that
represents an alternative solution that must be added to p1.

5.4 Applying the Extension Algorithm

Step S1 initializes mg with T (Take action), which is the main goal of xp. The
next three steps (S2, S3, and S4) invoke the modification method with pf and the
modifications set as its inputs. The modification algorithm (Appendix A) applies
these changes on the related patterns, i.e., p1, as it is the only related pattern
in pf. The part of pf in Fig. 5 encapsulated within a dashed box represents the
modifications. Step S5 adds xp to pf. This is a deep copy of all elements of xp into
pf. After this step, xp (see dash dotted area in Fig. 5) becomes a part of pf but
it is still an isolated pattern as the links between xp and related patterns in pf
are not yet established. Step S6 finds those intentions that are (i) leaves of other
patterns in pf and (ii) equal to the main goal of xp. In this example, T2 (Take
Action) is a leaf intention in p1 and is equal to mg. Therefore, relatedIntentions is
set to {T2}. Step S7 assigns the leaves of xp ({V, Z}) to leafIntentions. Steps S8
and S8.1 set the patternDef of T2, which is the only member of relatedIntentions,
to xp. This captures the fact that xp is refining the T2 intention in the goal
template of p1. Steps S9, S9.1 are applied for each element of leafIntentions.

However because no pattern in pf refines either V or Z, no action takes place
in 9.1.1 , 9.1.2 , or 9.1.3. The whole Fig. 5 shows the output of our method
(O1). It represents the extended GPF where the new pattern xp was added and
integrated with the patterns in the initial GPF (pf).

6 Related Work

Iida described an early attempt at capturing process elements with patterns, for
the software development domain [18]. Through transformations applied to a
primitive process, customization to a particular organization becomes possible,
which is similar in spirit to our OCEM method. However, their approach consid-
ers only roles, products and activities (process definitions at the level of UCM),
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and not goals of the patterns or of the organization. The selection of patterns to
apply during transformations is hence done in an ad hoc way. In addition, there
is no mechanism in place to evolve the patterns themselves. In his thesis [19],
Tran reviewed many pattern-based process modeling approaches that suffer from
the same weaknesses. His approach however formalizes the process patterns with
a metamodel and provides algorithms to use them successively on processes for
their evolution. The technique shares some common objectives with our own,
except that we focus on the evolution of patterns and we also consider goals.

Lapouchnian et al. [20] present a requirement-driven approach to address the
problems caused by the gap between goals and business processes. The authors
provide annotations that enrich goal models to capture information about busi-
ness processes and ordering. By preserving the variability in the executable busi-
ness processes that are generated from enriched goal models, stakeholders can
change the behavior of the application through their high-level goals. However,
combining goal models and business processes in such a way makes the models
specific to one organization, which hurts reusability. Furthermore, this approach
does not provide a formal mechanism for accommodating the changes that hap-
pen in organizations. In our approach, we provide a framework that keeps goal
and process models separate while traceability links between these models are
created and preserved in the patterns. The patterns make it possible to reuse
solutions in contexts where goals and the forces at play are compatible. Keep-
ing goal and business process templates separate also enables the use of formal
evolution mechanisms that accommodate changes occurring in the domain.

Zhao et al. suggested an approach for the evolution of pattern-based de-
signs [21] and of design patterns [22]. They propose a graph transformation
method at the pattern level for evolving and validating patterns and pattern-
based designs. Likewise, Dong et al. [23] proposed a transformation based on
two levels (primitive and pattern) to formulate the evolution process of design
patterns. However, these approaches are limited because (i) they are focused on
design patterns and are mostly fine tuned toward evolving UML class diagrams,
and (ii) evolution is limited to variations of the initial pattern, i.e., the evolved
pattern must be reducible to the initial graph. For instance, an abstract factory
pattern can evolve to a new variation of the abstract factory pattern, which must
be based on the principles of abstract factory patterns. In this paper, we consider
evolutions of the patterns at a more abstract level that captures the knowledge
about the goals and requirements of stakeholders. Furthermore, patterns can
evolve beyond their initial versions, without a need for some equivalence.

7 Conclusions and Future Work

Changes in stakeholder requirements are unavoidable. One benefit of patterns
is that they encapsulate recurring problems and solutions into modules. This is
valuable because patterns are less subject to changes than software in general,
and hence organizations that use the proposed framework become more robust
to changes. However, rapid pace of changes in technology, business environments,
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and concerns of stakeholder has highlighted the need for evolving pattern-based
frameworks in order to accurately reflect current domain knowledge.

In this paper, we presented GoPF, a goal-oriented pattern-based framework
that formalizes families of patterns (GPFs) and provides mechanisms for evolving
them to reflect the changes in a particular domain. The Framework Metamodel
(FMM) lays down the foundation of GPFs and formalizes the patterns that cap-
ture the knowledge about business goals and processes. FMM is formalized as a
profile of the standard URN modeling notation, which combines goals, processes,
and links between them. Patterns are captured as goal templates and business
strategies, which enable the selection of appropriate solutions in the context of
a particular organization (e.g., with the OCEM method). We equipped GoPF
with a new evolution mechanism that extends GPFs. Our extension algorithm
provides the steps for integrating a new pattern with a given GPF. The result
is a GPF that includes the new pattern that provides solutions to a particular
problem, refines related patterns, and may be refined by related patterns already
in the GPF. We illustrated this algorithm with the help of a real-life example,
i.e., the evolution of a patient safety GPF with a new pattern. To our knowledge,
this is the first attempt at describing and formalizing an evolution method for
patterns that integrate business goals and processes.

For future work, we need to take better advantage of the commonalities found
among our extension, modification, elimination, and combination algorithms. We
already invoke modification from within extension, but we also suspect that the
Family Creation method is in fact a special case of our extension algorithm
(where we start from an empty GPF). These algorithms can also benefit from
automation (e.g., in our jUCMNav tool). One challenge here will be to make the
creation of the modifications set (required by Algorithm 1) simple for modelers.
Also, since key performance indicators were added to URN by Pourshahid et
al. [24] as another type of intentional element, they could be included in GPF
descriptions as common indicators used to measure the goals described in the
patterns. This could improve reuse in the context of performance management
of business processes such as the palliative care processes recently documented
by Kuziemsky et al. [25], which include indicators. Finally, we plan to research
opportunities, on the pattern selection side (i.e., OCEM), of using a constraint-
oriented solving approach that will find a “globally optimal” process in the con-
text of the organization based on the various strategies.
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Appendix A: Modification Algorithm

This appendix describes the algorithm for evolving a GPF by modifying its
patterns. Such evolution is needed when i) changes in a domain indicate that
the goal template or business strategy of a pattern must be updated, ii) the
GPF is being extended with a new pattern that affects a particular pattern (i.e.,
the way it is used within Algorithm 1), and iii) another pattern in the GPF is
eliminated and a particular pattern is affected.

A modification is composed of three main steps (see Algorithm 2): first, it
modifies the goal template of a pattern, then it removes the old business strategy
(if available), and, finally, a new business strategy is added (if available).

Inputs of the modification algorithm 
I1. pf:GPF      /* initial pattern family */ 
I2. modifications:  set of (p: Pattern, link:ElementLink, action � {Add,Delete},  

bst:BusinessStrategy , oldbst:BusinessStrategy)  
          where link.toLinks.isEqualTo(p.mainGoal())  
  

Output of the modification algorithm 
O1. modified  pf:GPF        /* the modified pattern family */ 
 

Steps of the modification algorithm 
for each m in modifications: 
S1. mp:Pattern = a pattern �  pf.patternCollection() where  pattern.isEqualTo (m.p)  

/*m.p is the first element of the m */ 
S2. if (m.action == Delete) then 
S3.      mp.GT.delete(m.link)  
S4. elseif (m.action == Add) then 
S5.      mp.GT.add(m.link)  
S6. endif    /* if no action is provided then the GoalTemplate is unchanged */ 
S7. if (m.oldbst ≠ null) then 
S8.      pbst:BusinessStrategy = a businessStrategy  �  mp.businessStrategyCollection() 

       where businessStrategy.isEqualTo(m.oldbst) 
S9.      mp.delete(pbst)  
S10. endif  
S11. If (m.bst ≠ null) then 
S12.      mp.add(m.bst)   
S13. endif 

Algorithm 2. Modification of GPF

All the steps of this modification algorithm are taken for every element of the
modifications set. Step S1 initializes mp with the pattern of the active member
of the modifications set (m). Next, in steps S2 to S6, depending on the type of
action, the link will be either added to or deleted from mp’s goal template. Then,
if m.oldbst is not null, it will be added to mp in steps S7 to S10. Finally, if m.bst
contains a business strategy, then it is added to mp (steps S11 to S13).
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Abstract. In this paper we describe current search technologies avail-
able on the web, explain underlying difficulties and show their limits,
related to either current technologies or to the intrinsic properties of all
natural languages. We then analyze the effectiveness of freely available
machine translation services and demonstrate that under certain con-
ditions these translation systems can operate at the same performance
levels as manual translators. Searching for factual information with com-
mercial search engines also allows the retrieval of facts, user comments
and opinions on target items. In the third part we explain how the prin-
ciple machine learning strategies are able to classify short passages of
text extracted from the blogosphere as factual or opinionated and then
classify their polarity (positive, negative or mixed).

Keywords: Search technology, web, machine translation, automatic text
classification, machine learning, natural language processing (NLP).

1 Introduction

We have witnessed the apparition of the web over the previous decade, but
during the next we will most certainly be able to confirm the maturity, diversity
and necessity of the web as a communication and processing medium. In this
paper, we briefly describe and evaluate the quality of three important services
being applied on the web: search technologies [1], [2], machine translation [3] and
automatic classification systems [4]. Given their affiliation with natural language
processing (NLP) [5], they play a key role in the web’s current development and
in the near future they will lead to the development of new web-based services.

First, it is through the help of search engines that the web has grown to its
current size. Without these systems it would be nearly impossible to search for
specific information (e.g, who was the first man in space), retrieve named pages
or services (e.g., passport renewal), and find the wished web sites designed for
buying goods or services (e.g., hotel Brussels). When asked for their opinion,
users seem relatively satisfied with commercial search engines, but the questions
we would like to answer in this domain is whether or not current search technolo-
gies are still progressing and what are the foreseen limits. Section 2 will provide
some answers to these points.
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Second, although in its early years the web was dominated by one language,
this monolingual aspect is no more the norm. Many users would now like to
communicate in a variety of languages (e.g., in multilingual countries such as
Canada, Switzerland, or international companies, etc.) and to do so they need
to overcome certain language barriers. With current search engines for example,
they may wish write a request in one language and retrieve documents written in
others. Conversely, while some users can read documents in another language,
they would not be able to formulate a query in that language or provide the
reliable search terms needed to retrieve the documents being searched (or for
retrieving images, music, video, or statistical tables for which language is less
important). In other circumstances, monolingual users may want to retrieve doc-
uments in another language and then automatically translate the retrieved texts
into their own language (before manually translating the most important infor-
mation or confirming their own understanding of a given web page). What about
the current quality of these freely available translation services? What impor-
tant aspects still need some improvement? These questions will be addressed
in Section 3.

Third, when handling and processing huge amounts of information, we need
efficient methods for classifying it into predefined categories. Simply searching for
factual (or objective) information on a given item or issue is not always the final
objective, and web surfers may want to know more about the opinions, feelings
or comments other users might have. Given the current growth in activities
in the search community, especially in adding content to blogs, online forums,
Internet platforms, etc., the task of detecting and classifying information has
become increasingly popular. It is consequently more important that a system
be developed to process the multitude languages in use and also detect any
subjective expressions [6], [7]. The current technology and underlying difficulties
in this domain will be presented in Section 4.

Separately, the search engine technology, the machine translation service and
the opinion detection and classification system are useful per se. In conjunction
they allow the user to discover additional services or products. Moreover, the
user has now the opportunity to know previous experiences done by other people
on the target service or product. Imagine the following scenario.

You travel to Berlin and you need to book a hotel. Using a commercial search
engine, you can find various hotels in Berlin, and several of them seem to fit your
criteria (location, price, comfort, etc). However you don’t have a clear indication
about the noise in the room because you really want a quiet room. It is not
clear if the location itself is noisy or not. Exploring the blogs without a search
engine is not possible, and many comments are written in German, French,
Italian, Dutch or Spanish languages that you cannot understand. Using a new
search engine combining these three technologies, you will be able to discover
comments written about the selected hotel in Berlin. To achieve this, you write
a request and if needed, your query will be translated into other languages to
obtain a broader coverage. This new search system will also classify the retrieved
comments according to their polarity, namely positive, negative or mixed. Since
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many of them are written in another languages than English, you can just click
on them to obtain an English translation.

2 Search Technologies

During the last decade, the information retrieval (IR) domain [1], [2], has been
confronted with larger volumes of information from which pertinent items (text,
web pages, images, video, music) must be retrieved, when responding to user
requests (ad hoc tasks). Given that web users tend to submit short requests
composed of only one or two words [8], effective IR models are being proposed
to meet this challenge. Moreover, users expect to find one or more appropriate
answers at the very top of the retrieved items listed, and within minimal waiting
periods (less than 0.2 sec).

For this reason commercial search engines (mainly Google, Yahoo!, and Bing)
have based their technology on matching keywords (the same or very similar
terms must appear in the query and in the retrieved web pages). In addition to
this initial evidence on their relevance, search engines must also consider informa-
tion on the links pointing to these pages. Current practices therefore accounting
for the number of incoming links to a page, thus helping to define the page’s
merit (or usefulness) or the probability of finding the desired information during
a random walk (e.g., PageRank algorithm [9]), or other variants on such link-
based popularity measures [10]. The page’s hyperlink structure is also useful to
obtain short descriptions of the target page by inspecting the anchor texts. For
example, these sequences may include “<a href = “www.microsoft.com”> Mi-
cro$oft </a>” or “<a href = “www.microsoft.com”> the Big Empire </a>”, as
well as descriptors “Micro$oft” and “the Big Empire”linking to the target page
Microsoft.com. This short text-based evidence helps in describing pages contain-
ing various formulations other than those provided by the target page’s author.
Moreover, these anchor texts are very useful in obtaining textual descriptions of
various other media types including images, graphics, photos, video, music, etc.

Current search engines also take user information into account by provid-
ing them with more personalized answers, adapted to their personal interests
or other personal data. They may for example, combine the search request
“Movie”and the user’s IP number, thus allowing the search engine to provide
a list of films showing the same day in theatres located within the user’s ge-
ographical proximity. Final search results could also be influenced by a user’s
previous queries (or previous search sessions) processed by the search engine
(thematic context). Moreover, in addition to considering user location or coun-
try (the US, for example), the search engine could crosscheck user location with
data available in a national or regional census database, and then detect useful
demographic information related to the searcher, such as age, race, revenue, etc.
Finally, through considering click-through rates, search engines may be able to
adapt their answers to this and other forms of user feedback. When users tend
to select the same retrieved item for the same query for example, this target
page will obtain better rankings in the future.
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In order to develop an overview of the effectiveness of current search tech-
nologies, we reviewed various papers published in three well-known evaluation
campaigns, including TREC [11] (trec.nist.gov), NTCIR (ntcir.nii.ac.jp)
or CLEF (www.clef-campaign.org). Based on their analysis of the current
state of the art in IR technology, Armstrong et al. [12] demonstrate that the
retrieval quality of the new search strategies presented in international confer-
ences (acm-sigir or acm-cikm) has not significantly improved since 1998. This
research seems in fact to have reached a plateau, thus limiting expectations of
better search quality in the near future. In another study evaluating IR systems,
Hawking & Robertson [13] demonstrate that the greater volume of information
available will render the search task easier, at least in their ability to retrieve one
or only a few pertinent documents. Current commercial search engines are work-
ing on this context, with the goal being to provide the typical user with a single
appropriate answer. So when searching in larger volume, the search task will
be simpler. Future improvements may in fact concern the processing of higher
volumes, not really the quality of the search per se. Although at present users
are generally satisfied with commercial search engines, they do complain about
the poor quality in terms of interfaces and results when using dedicated search
engine working within a single web site [14].

The question that then arises is whether or not current search technology is
perfect, or to understand when it fails to provide the correct result. To come up
with an answer we analyzed answers provided by the best IR systems, based on
a set of 160 topics submitted during three CLEF evaluation campaigns. We thus
found three main categories of failure: 1) IR process flaws, 2) natural language
defects, and 3) incomplete and imprecise user topic formulations.

Among the processing faults found in certain search engines, we discovered
problems related to stopword removal and letter normalization (conversion of
uppercase letters to lowercase). Stopword lists are used to eliminate frequently
occurring common words (the, of, a, is, us, or it) having no specific meaning
and possibly generating noise during the IR process (e.g., pages are retrieved
because they share the terms the and are with the query). On the other hand
when processing requests including phrases such as IT engineer, vitamin A or
US citizen, the systems should not remove the forms it, a or us.

To increase the likelihood of obtaining a match between query terms and web
pages, search systems apply a stemming procedure to conflate word variants into
a common stem. For example, when a topic includes the word computer, it seems
reasonable to also retrieve documents containing the word computers, as well as
morphologically related terms such as computational and computing. Included in
our set of requests for example is the topic “Elections parlementaires européennes”
(European Parliament Elections) for which relevant documents found had
élections and européennes or Europe in common with the query. Those documents
have the noun parlement instead of the adjective form parlementaire as expressed
in the topic. Although the search system was able to conflate the form europe and
européennes under the same form, it was not able to establish a link between the
terms parlement and parlementaire, and thus missed many relevant pages.
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As with all natural language processing systems, users expect a certain degree
of robustness. Thus, when a query contains a spelling error, the search engine
should either suggest a corrected version or try to provide a reasonable answer.
In the request “Innondationeurs en Hollande et en Allemagne”(Flooding in Hol-
land and Germany) for example, the system should preferably suggest the term
Innondations for the incorrect spelling Innondationeurs, rather than limiting
the query to its second part (Holland and Germany). Processing this type of
situation becomes less clear when handling spelling variants (color vs. colour),
particularly proper names (Gorbachev vs. Gorbachov, Oscar vs. Oskar), and
when both variants are present in many pages.

The second main category of search engine failures involves different problems
related to natural language expressions. Among these are similar expressions
conveying the same idea or concept using different words (synonyms) or formu-
lations. In our topics, we found this problem with the nouns film and movie, or
car and automobile. In such cases when the query uses one form and the docu-
ment the other, there would not be a match and the corresponding document is
not retreived. Different regions or countries may employ different formulations
to refer to the same object. An example would be the topic “risques du téléphone
portable”(risks with mobile phones), in which the relevant documents contain
country dependant synonyms. In Switzerland for example, a portable phone is
usually a natel, in Belgium téléphone mobile, portable in France and cellulaire in
Québec. Among the top ten documents retrieved by the IR system, one can find
documents written in France (by using the formulation téléphone portable) and
some documents about the risk of being in the mountains. Other retrieved ar-
ticles may simply concern certain aspects of mobile phones (new joint ventures,
new products, etc.).

The second main problem related to natural languages is polysemy when cer-
tain words or expressions may have several interpretations or meanings. The
noun bank for example may be related to a financial institution or a river. Thus
when one form appears in a user request and the other in relevant documents,
there would not be a proper match, and not all pertinent information would be
retrieved. Other examples include the name Jaguar, which refers to an animal,
a car or a software package; while Java refers to an island, a coffee, a dance or a
language. The use of short acronyms is also the source of many incorrect inter-
pretations (e.g., BSE could be Bombay, Beirut, Bahrain, . . . Stock Exchange,
Bovine Spongiform Encephalopathy, Basic Set Element, Breast Self-Exam, etc.).

A third main source of search system mismatch occurs when user requests con-
tain expressions that are too broad or too imprecise. To illustrate this problem
we analyzed the requests for “Trade Unions in Europe,”“Edouard Balladur” or
“World Soccer Championship”. The top ranking documents retrieved by the IR
system in all cases had not one but at least two or three terms in common with
the query. Are those perfect matches? The users judged these pages to be irrel-
evant because the real intent behind the topics was “the role and importance
of trade unions between European countries,”“the economics policies of E. Bal-
ladur” or “the result of the final”. Another case involving less evident examples
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was the query “AI in Latin America”, in which the IR process must have inferred
that the acronym AI represents Amnesty International and not Artificial Intel-
ligence (a polysemy problem), and in a second step that Latin America refers to
a region containing several countries. Relevant documents would cite a country
(e.g., Mexico or Colombia) without explicitly linking the country name to the
continent or region name. The request “Wonders of Ancient World” caused the
same problem in that relevant pages did not include the expression “Wonders of
Ancient World” when describing the pyramids in Egypt.

3 Machine Translation

Retrieving the correct information is the first step, and then we need to provide
it into the appropriate language. In fact we must recognize that we are living in
a multilingual world [15], and given recent developments on the web, language
(and script) diversity is steadily increasing. Based on freely available translation
services, we may hope to cross easily these various language barriers, facilitating
communication among people speaking different languages. In Europe and India
for example, and also in large international organizations (e.g., WTO, Nestlé),
multilingual communication is a real concern. In the European Union for example
there are 23 official languages that requires 23 x 22 = 506 translation pairs.
While English is not the language spoken by the majority of people around the
world, it certainly plays a central role as an interlingua medium in transmitting
knowledge or expressing opinions. The CNN success story is just one example of
the increasing importance of this language, yet the Al Jazeera network certainly
confirms that other languages will certainly be of greater importance in a near
future. The fact remains however that English is often the first foreign language
learned in Europe, India and in Far-East countries, and thus it is still very
important to provide adequate resources for translating from other languages to
English and vice-versa.

The major commercial search engines have certainly not ignored this demand
for translation resources to and from English, and Google is certainly a case
in point, given its efforts in improve searching in pages available in English as
well as other languages on the web. Regardless of language in which queries
are written, Google has launched a translation service providing two-way online
translation services, mainly between English and more than 55 other languages
(translate.google.com). Over the last few years other free Internet translation
services have also been made available, including Yahoo! (babelfish.yahoo.com)
and Reverso (www.reverso.net). Behind these web services is a translation
strategy based on statistical machine translation approaches [3], [5], where the
most probable translation is selected according to occurrence frequencies in par-
allel corpora, and able to make adjustments based on user feedback.

While translations from/to English are freely available, the resulting trans-
lated document may not be of the highest quality. We know in fact that both
automatic and human translations can sometimes be very poor (see examples
in [16]). Quality translation may depend on the relationship between the source
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and target languages, particularly those having a close relationship with English
(e.g., French, German) as opposed to more distant languages such as Japanese.
Although we do not intend to evaluate translations per se, we will analyze vari-
ous IR and translation systems in terms of their ability to retrieve items written
in English, based on the automatic translation of queries written in German,
French, Spanish, Chinese and Japanese languages. A previous partial study can
be found in [17].

Our evaluation is based mainly on 310 CLEF topics reflecting typical web
search requests, and consisting of two or three words in mean. These topics
cover various subjects such as “El Niño and the Weather,”“Chinese Currency
Devaluation,”“Eurofighter,”“Victories of Alberto Tomba,”“Computer Anima-
tion,”“Films Set in Scotland,”“Oil Prices,” or “Sex in Advertisements.” This
topic set is available in English, German (DE), French (FR), Spanish (SP), Chi-
nese (ZH) and Japanese (JA).

To evaluate the quality of Google and Yahoo! translation services, we per-
formed a search using query formulations written in English to define the base-
line (monolingual search performance at 100%). Then using the topics available
in the various other languages, we first automatically translated them using ei-
ther Google or Yahoo!, and carried out the search with the translated topics
(see Table 1 for performance differences). As expected, lower performance levels
were obtained for all query translations other than English. The best level was
for the Spanish formulation translated by Google, in which case the decrease was
around 1.4%, relative to the baseline. Compared to the monolingual search, this
level was considered non-significant by a statistical test (paired t -test, significant
level at 5%), while all others were viewed as significant.

Table 1 clearly indicates that Google’s translations were better than those
achieved by Yahoo! (at least with our search process). Upon inspecting the results
for the different languages, the translation process seems easier from French,
German or Spanish languages than from Chinese, a more remote language, while
in certain cases (Japanese), the differences were smaller than expected. Finally,
based on the absolute values, we may conclude that automatic query translation
is a feasible alternative. The performance decreases due to translation are not
that large, around 6% for German and French, 8% for Japanese and a little more
for Chinese (14%). How can we obtain better automatic translation and where
are the real difficulties?

The first source of translation difficulties was the presence of proper names in
the topic. Although in certain cases names did not change from one language to

Table 1. Comparative performances of queries translated into English using machine
translation systems and manual methods (in % compared to monolingual search)

From DE From FR From SP From ZH From JA

Using Google 93.6% 93.1% 98.6% 85.2% 91.7%
Using Yahoo! 75.3% 83.4% 73.7% 62.7% 72.8%
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English (e.g., France or Haiti), some modifications usually had to be made (e.g.,
London is written Londres in French). The same problem seemed to appear for
other topics, such as in “Return of Solzhenitsyn” which was written as “le retour
de Soljénitsyne” in French, “Retorno de Solzhenitsin” in Spanish, or “Rückkehr
Solschenizyns” in German. In this case, when French or German was the query
language, Yahoo!’s translation system was not able to provide the correct English
spelling for this name.

The correct translation of a proper name was found to be more difficult
when it had a specific meaning in the source language. In the query “Schnei-
der Bankruptcy”for example, because the name Schneider also means cutter in
German, and this meaning was selected by Yahoo!’s translation system, with
the phrase being translated as “Cutter bankruptcy.”Another and more difficult
example occurred with the topic “El Niño and the Weather,” where the weather
phenomenon in Spanish was designated as the noun the boy, and thus the Yahoo!
translation returned “the boy and the time,” ignoring the fact that the topic con-
tained a specific noun. When Chinese was the query language, both Google and
Yahoo! were not able to translate the proper name, leaving the Chinese word
untouched or providing a weird expression (e.g., “Schneider Bankruptcy”became
“Shi Tejia goes bankrupt”with Yahoo!).

A second main source of translation error was semantics, especially polysemy,
meaning that a source language term can be translated into several other terms
in the target language. More precisely, in order to find the appropriate word
(or expression) in English, the translation system had to take the context into
account. As shown previously for example in the Spanish topic “El Niño y el
tiempo”, the word “tiempo” could be translated as “weather” or “time”, the
Yahoo! system selected the latter. For the query “Theft of ‘The Scream’” writ-
ten in French as “Vol”du ‘Cri’”, the French word vol could be translated by
flight or theft, and the translation produced by Google was “The Flight of the
‘Scream’” and by Yahoo! was “Flight of the ‘Cry’.”

This latter translation demonstrates another problem related to synonymy,
wherein the translation system had to handle various meanings for a given trans-
lation, such as the French word cri could be translated as either scream or cry.
This synonymy aspect was also found in various requests involving the related
terms car and automobile. In the original English version the topics, the trans-
lation service provided the term car more frequently (five times to be precise)
while it never returned the term automobile. Moreover, the semantic relationship
between two (or more) alternatives is not always that close, as illustrated by the
query “Ship Collisions”, which for the Spanish, Yahoo! returned the translation
“Naval collisions.”

We found a third translation difference within the English topics where various
forms of a given root (merger, merge or merging) representing morphological and
grammatical categories. For the original request “Merger of Japanese Banks”,
for example, the system ranked the first relevant item in the top position, yet
with the translation of “Merging of Japanese Banks” the first relevant article
appeared in the 6th position. The same problem occurred again in the query
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“Golden Globes 1994” where the retrieval system returned a relevant document
in the first position, while for the translated query “Gold Globes 1994”the first
relevant item only appeared in the 6th position. In this case, with the form
golden, the IR system was able to rank a relevant item in the first position, but
not with gold. In our previous example, the classical English stemmer was not
able to conflate the forms merger and merging into the same root (merging is
transformed into the stem merg while merger is left untouched).

A fourth main source of translation problems was that compound construc-
tions, such as those occurring frequently in the German language, were not al-
ways translated into English, and thus the system simply returned the German
term. With the topic “Shark Attacks”for example Google returned the German
term Haifischangriffe while for the query term “Bronchial asthma”Yahoo! re-
turned Bronchialasthma. In both cases, the translated query performs very bad.

4 Automatic Classification in the Blogosphere

As described in Section 2, search technologies are not always perfect, although
with commercial search engines users can normally find the information they are
seeking. As explained in the previous section, if needed they can resort to ma-
chine translation to find the desired information in a given language (although
the best performance is obtained when translating from/to English). The role
played by web users has changed during the last years however; to the point
they are no longer simple information consumers. They may in fact produce
information, share their knowledge within Wikipedia-like services, comment on
the news, write their own blogs or even their own web sites to express opinions,
feelings or impressions on the latest events (politics, exhibits, sports, etc.), or
even products. Now, given the expanding number of contact opportunities avail-
able in cyberspace through several social networking sites, these exchanges are
becoming very common.

With blogs and social networking sites in particular, the nature of information
exchanged is becoming personal, subjective and opinionated rather than factual,
objective and neutral. Thus when we are looking for a product or service, com-
mercial search engines provide factual information (price, technical data, sale
conditions, schedule, etc.), but the value of comments and experiences obtained
from previous customers is sometimes considered more valuable than objective
information. Opinionated comments are not only related to physical products
(books, computers, mobile phones, etc.) but may also include services (hotel, air
companies, movies, etc.) and well-known personalities (actors, politicians [18],
etc.). Given this variety of information available, retrieving of opinionated web
pages or passages is far more complex.

Not only do search engines have to retrieve pertinent information items, they
also have to filter out any underlying garbage. Within the blogosphere in partic-
ular, we need to assume that data might contain spam or other junk material,
including lies or even propaganda written by malicious people or by persons paid
to include positive (as well as negative) comments on a target topic. Second, the
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system must identify the most pertinent passages, especially those containing
comments about the targeted product, while discarding any irrelevant segments
(within a blog post, or a web page). Third, the system must detect opinionated
passages (binary classification between factual or opinionated category) and even
classify the opinion types found within them. Detecting opinionated sentence is
usually the first step however as they then have to be classified according to
their polarity (positive, negative or mixed) [6], [7].

Gathering information on the users’ opinions on a given topic is of interest
to individuals (market benchmarking, information search, curiosity), but even
more to corporations (marketing, advertisement, market analysis, competitor
surveys, detecting new opportunities, etc.) and governments (monitoring, in-
telligence gathering, protection of citizens). These classification tasks are more
complex than they appear, for several reasons, and correct attribution cannot
always be done with absolute certainty. In this case, we want to known or in-
dentify the real author. Is this a real customer? Do customer really have any
experience with the target items or are they simply reporting known rumor?

The filtering of pertinent opinions can be rendered even more difficult by
noisy data (e.g., spelling errors, incomplete sentences) or divergence from stan-
dard writing. Latter, different internet-based writing situations (e.g., e-mail, chat
groups, instant messaging, blogs, virtual worlds, etc.) may generate their own
literary register due to the specific graphical, orthographical, lexical, grammat-
ical and structural features they employ [19]. Examples of these might include
the presence of smileys (e.g., :-)), the use of commonly occurring abbreviations
such as those used in text messaging (e.g., irl for in real life), as well as certain
graphical conventions (e.g., the use of uppercase letters, spaces or stars such as
“I SAID NO!”for highlighting reasons), together with the various colors and ani-
mations used for display purposes in documents. Finally, search system accuracy
could be lower than expected due to a small number of examples from which the
system is able to learn.

The previously described problems can be illustrated by an example. To find
customer reactions and comments on a given product, we need to discriminate
between factual information (“the price of the new iPhone is $800”) and opin-
ionated passages (e.g. “the screen design of the iPhone is terrific, not the micro-
phone”). An automatic classification system would have to determine whether
this last sentence expressed an opinion concerning a given component (the screen
and the microphone) of a given product (new iPhone). And then we might be
asked to determine the opinion’s polarity (positive for the screen, negative for
the micro). Moreover, the intensity and polarity may change radically when an-
other element is added (e.g. “the iPhone is beautiful,”“the iPhone is very beau-
tiful,”and “it’s not very beautiful”). To be useful, an automated system must
learn the target of a given negative clause, sometimes by resolving anaphora (e.g.,
what object is replaced by the pronoun it). The target item could of course be
more difficult to identify in other cases (“the iPhone clone is really good”).

To evaluate the current technologies available in this domain, various interna-
tional evaluation campaigns have been conducted (see the blog track at TREC or
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the MOAT track at NTCIR [20]). In text categorization tasks [4], the various text
forms (e.g., clause, sentence, passage, paragraph, document) must be represented
by a numerical vector comprising useful and relevant features. Throughout this
process we would also need to extract and select those features most useful in
identifying the style differences found within the categories. In a second stage,
we would weight them according to their importance in the underlying textual
representations and also their discriminative power. Finally, through applying
classification rules or a learning scheme, the system has to decide whether or not
to assign the new input text to a given category.

From among all these possible features, the objective is to select those that are
topic-independent but would closely reflect the style of the corresponding text-
genre. To achieve this goal, three main sources can be identified. First, at the
lexical level we could consider word occurrence frequency (or character n-grams),
hapax legomena (word occurring once), vocabulary richness [21], total number of
tokens, average word length, number of characters, letter occurrence frequency,
along with other symbols, etc. Special attention should also be paid to the use
of function words (e.g., determinants, prepositions, conjunctions, pronouns such
as an, the, in, or, we, etc.) together with certain verbal forms (is, has, will).
Although the precise composition of these word lists is questionable, different
authors have suggested a wide variety of lists [22], [23].

Secondly we can also take account for syntactic information as, for example,
the part-of-speech (POS) tags by measuring distribution, frequency, patterns or
various combinations of these items. Thirdly, some authors [24], [25] have also
suggested analyzing structural and layout features, including the total number
of lines, number of lines per paragraph, number of tokens per paragraph, pres-
ence of greetings or particular signature formats, as well as features derived from
html tags. More generally, when classifying passages according to predefined cat-
egories, a fourth feature should be considered, namely the occurrence frequency
information obtained from certain content-specific keywords (e.g., said, good, bad,
impression, etc.).

Of the four sources mentioned, those features extracted directly from words
tend to reflect the semantic aspect of the underlying text. While they may corre-
spond directly to surface forms, very frequent forms are usually ignored (stopword
removal) and remaining words are stemmed, and features having low
occurrence frequencies (e.g., less than four) are usually ignored. Finally, text rep-
resentation could be limited to the presence and absence of words or stems (set-
of-words) or each feature could be weighted (bag-of-words). More sophisticated
representations could generate by applying morphological analyzers returning the
lemma and the part-of-speech (POS) for each surface word (e.g., kings produces
king/noun). When accounting for POS information, we try to reflect intrinsic
stylistic patterns and those aspects more orthogonal to the topics, while the bag-
of-words feature tends to provide a better reflection of underlying semantics.

Although individual words tend to perform better than the POS-based fea-
tures, a combination of both should tend to improve the quality of the learning
scheme. As a third common representation, we could mention the selection of
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a predefined set of function words (between 50 to 120) (e.g., because, did, each,
large, us, etc.), together with certain punctuation symbols (e.g., $ . ! %, etc.).
Finally, a final text representation may simply account for the occurrence fre-
quency of these terms.

After selecting the most appropriate features, we would then need a classifi-
cation scheme capable of distinguishing between the various possible categories
found in the input passage. Two possible learning approaches can be applied to
achieve this objective: symbolic or machine learning. The symbolic (or knowledge
engineering) school suggests using different knowledge representation paradigms
(ontology, frames, rules) and inference mechanisms (first order logic, proposition
calculus) to determine the category of a new text. Relying on the services of
experts to build these representations would be difficult and expensive, and as
such represents a real knowledge acquisition bottleneck. Tuning and verifying
the final accuracy of a system like this would take time, and in the end updating
the underlying categories or input information would usually require restarting
the process at the beginning.

The machine-learning paradigm clearly dominates the field at present, and
consists of different approaches (e.g., decision tree, neural network, näıve Bayes
model, nearest neighbour, support vector machines (SVM)). These models are
data-driven or based on an inductive process. To set them up, a set of positive
and negative instances (training set) are provided, thus allowing the classifier to
observe and determine the intrinsic characteristics of both positive and negative
examples. These features are then searched within an unseen text and used to
classify it. During this general scheme known as supervised learning, the system
knows the exact category of each item belonging to the training set. When the ap-
propriate learning scheme is selected, no further manual adjustments are needed,
at least in principle, especially when a relatively large number of instances forms
the training set. Once this resource is available, the machine-learning scheme
can be applied. Otherwise, a training set must be built, a task that is however
usually easier than creating a rule-based system. This process could be simply
matter of adding a label to existing data. The training set must however reflect
real and future items to be classified, and without this data, no classifier can be
generated. Recently, some attempts have been made to develop mixed learning
strategies, using both a machine learning model and some form of knowledge
representation (be it a general thesaurus such as WordNet, or some manually
written classification rules).

An analysis of the results of opinion detection on sentences [20] during the last
ntcir evaluation campaign shows that the success rate (F-measure) was around
40% for the best system in English language, 64% for Japanese and from 55%
to 68% for (simplified or traditional) Chinese sentences. In a similar evalua-
tion, Boiy & Moens [7] reported an accuracy level of about 80% for the English
language and 66% for the corresponding French part. From our point of view,
these performance levels are encouraging but are not sufficient to allow current
commercial applications. Given how important this topic is to individuals, firms
and governments, we expect real improvements will be made in the near future.
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In this vein, hybrid learning strategies may fill the gap between current perfor-
mance levels and a level needed to obtain a successful commercial product.

5 Conclusion

Large amounts of data are freely available on the Internet, to individual users as
well as companies and they all need to extract pertinent information items from
this huge volume. For queries currently being submitted, search technologies are
able to provide at least a few good responses, which in the best cases comprise
numerous pertinent web pages. Current IR systems are mainly based on key-
word matching, but they could still improve the quality of documents returned
through making better matches between surface words appearing in the query
formulation and in the web pages. This expected progress is somewhat limited
however by the underlying features of all natural languages, particularly those
related to the synonymy and polysemy linked to all natural languages on the
one hand, and on the other, to the imprecise formulation of user’s information
need (see Section 2).

Machine translation services, the most effective of which are based on sta-
tistical models, allow searchers to retrieve the information they desire in the
English language, even when the returned items are written in another language
(German, Russian, Chinese, Japanese, etc.). The translations resulting from this
process are not perfect and various problems still remain to be solved. The cor-
rect translation of names or selecting correct meanings from among two or more
available translations as explained in Section 3 are just two examples.

The advantages of statistical approaches applied to natural language processing
are that they can handle large amounts of data. Furthermore there are also many
interesting and pertinent perspectives possible through the ability to detect opin-
ionated sentences within blogospheres, etc. And then in an additional step clas-
sification could be done according to their polarity (positive, negative or mixed).
Knowing the reactions of customers, the feelings of individuals or people general
satisfaction will clearly have a real impact in marketing studies, market surveys,
and also on public opinion follow-up. The web is here to stay and it will most cer-
tainly change the way we interact with each other. On the other hand, we really
need to explore and develop techniques able to store, manage, search, translate
and process large amount of textual information that can be found on the web.
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Abstract. Software development is a fairly complex activity, that is both
labour-intensive and knowledge-rich, and systematically delivering
high-quality software that addresses the users’ needs, on-time, and within
budget, remains an elusive goal. This is even more true for internet appli-
cations presents additional challenges, including, 1) a predominance of the
highly volatile interaction logic, and 2) stronger time-to-market pressures.
Model-driven development purports to alleviate the problem by slicing
the development process into a sequence of semantics-preserving trans-
formations that start with a computation-independent model, through to
an architecture-neutral platform independent model (PIM), all the way
to platform-specific model or code at the other end. That is the idea(l).
In general, however, the semantic gap between the CIM and PIM is such
that the transition between them is hard to formalize. In this paper, we
present a case study where we used an ontology to drive the development
of an e-tourism portal. Our project showed that it is possible to drive the
development of an internet application from a semantic description of the
business entities, and illustrated the effectiveness of this approach during
maintenance. It also highlighted the kinds of trade-offs we needed to make
to reconcile somewhat lofty design principles with the imperative of pro-
ducing a product with reasonable quality.

Keywords: model-driven development (MDD), ontology-driven devel-
opment, computation-independent model (CIM), platform-independent
model (PIM), platform-specific model (PSM).

1 Introduction

Software development, in general, is a fairly complex activity, and systemati-
cally delivering high-quality software that addresses the users’ needs, on-time,
and within budget, remains an elusive goal. There are many reasons for this,
including, 1) incomplete or vague user requirements when projects start, 2)
important conceptual gaps between the different representations of software
throughout the lifecycle, and 3) the complexity and variety of knowledge do-
mains that are brought to bear during development. All of these mean that
automation is anywhere from hard to achieve to unattainable. The development
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of internet applications presents additional challenges, including, 1) a predomi-
nance of interaction/user-interface logic, which is typically more volatile than
core business functions, and 2) more stringent time-to-market requirements,
which put additional scheduling constraints on development. At the same time,
internet applications present some characteristics which could make them more
amenable to automation. First, notwithstanding the great variety of semantic
content, the mechanics of the interaction logic are fairly predictable, leading
to well-documented design patterns (e.g. MVC) and fairly powerful frameworks
(e.g. Spring, Java Faces, etc.). Second, the underlying processing logic (the model
component of the MVC), itself, tends to follow a relatively small number of pro-
cess patterns. Both suggest that a transformational approach might be feasible
for such applications [3]. Further, such an approach would help address the
volatility and the time-to-market issue. In this paper, we explore the issue of
using a transformational approach within the context of the development of an
e-tourism portal.

Model-driven development (MDD) views software development as a sequence
of transformations that start with a model of the domain entities and pro-
cesses (computation independent model or CIM), producing along the way an
architecture-neutral model of the software entities and processes (platform inde-
pendent model, or PIM), all the way to platform-specific software models (PSMs)
and code. The transformations embodied in the transitions from CIM to PIM
and from PIM to PSM are inherently labour intensive and knowledge intensive.
Modeling standards (e.g. UML, MOF, CWI, XMI) and a renewed interest in
transformational approaches, have largely addressed the labour-intensive part of
MDD. The codification of solution patterns (e.g. platform specific profiles) has
embodied some but not all of the knowledge-intensive aspects of MDD transfor-
mations. A number of challenges remain, including:

1. Handling the CIM (i.e. business/domain model) to PIM (platform-neutral
software model) transformation. Indeed, most MDD research focussed on the
PIM to PSM transformation; we believe that the CIM to PIM transformation
is at least as challenging [17].

2. Deciding which transformation (i.e. solution pattern/profile) to apply to a
particular model, as in selecting a technology profile (EJB, web services,
SCA, etc) to get a PSM from a PIM (see e.g. [2], [7], [9], [18]).

3. Having identified the transformation, marking appropriate entities of the
input model so that they are transformed (see e.g. [15], [5], [4], [10]).

In other work, we have addressed the issue of choosing a transformation, within
the context of detailed design [18] and marking input models to apply such
transformations [10]. In this paper, we focus on the challenges of starting with
a business model.

The application discussed in this paper is an e-tourism portal (ETP) that we
are developing to help tourism organizations in so-called least developed countries
to manage, promote, and sell their tourism services to—mostly international—
tourists. ETP corresponds to what is commonly referred to as a destination
management system [23]. ETP is part of the United Nations Conference on
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Trade and Development e-tourism initiative (www.etourism.unctad.org). ETP
is to be developed in increments, with the first iteration focussing on the collec-
tion, management, and publication of tourism information, leaving transactional
and marketing capabilities to later versions [26]. From a high-level functional
point of view, the first release of ETP corresponds to little more than a con-
tent management system, with functionalities for creating document templates
to represent the different tourism services, creating descriptions (documents)
of tourism services from those templates, searching them, managing their ac-
cess, their lifecycle, and publishing them on the web. Given the great variety
and volatility of the set of tourism services, but the uniformity of the underlying
processes (creating, storing, versioning, searching, publishing, etc.), we opted for
a generative approach. The question then is one of figuring out which representa-
tion is most appropriate for representing the semantics of the domain entities to
support the various processes. We quickly realized that UML does not have the
required expressive power or flexibility, and chose ontologies to represent domain
entities, and more specifically, PROTEGE. In this paper, we explain how the
resulting ontology was used to drive the development of ETP, and discuss the
advantages and challenges of ontology-driven development, within the context of
model-driven software engineering.

Section 2 presents UNCTAD’s e-tourism initiative, and discusses the business
and technical requirements of ETP. Section 3 presents the architectural solution
framework. Section 4 provides a high-level description of the ontology (organi-
zation, rationale, etc.). Section 5 presents the different ways that the ontology
was used in the development of the various components of ETP. Lessons learned
and related work are discussed in section 6. We conclude in section 7.

2 UNCTAD’s E-Tourism Initiative

According to the UN World Tourism Organization (WTO, www.world-tourism.
org), tourism is the biggest industry in the world, accounting for nearly 10%
of employment worldwide, and a significant part of the GDP, with international
tourism generating close to 900 billion $ US in 2009, for an estimated 900 million
arrivals. For many of the so-called least developed countries (LDCs), tourism is
the main—and for some, the only—export industry. And yet, it fails to gen-
erate the anticipated benefits for those countries. Notwithstanding problems of
subcapacity, which prevents such countries from exploiting the full potential of
their touristic assets, their reliance on first-world (foreign) tour operators means
that only a small fraction (20%) of the economic benefits remain in the coun-
try. This is due to several reasons. First, without the means to promote their
own tourism products independently, local providers are at the mercy of foreign
tour operators who leave them with very small profit margins. Second, the hard
currency earned from tourism sales is used, for the most part, to import sup-
plies for tourism facilities (furniture, electrical and electronic equipment, food
products, liquor, etc.), with little impact on the local economy, and leaving lit-
tle hard currency on hand. Finally, a number of tourism facilities operate in an
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unsustainable, environmentally ‘unfriendly’ fashion, adversely impacting other
economic activities1, and degrading the tourism capacity of the host country in
the long run.

The United Nations Conference on Trade And Development (UNCTAD,
www.unctad.org) has set-up the e-tourism initiative to help such countries in-
crease their autonomy to develop and promote their tourism products directly to
the target clientele. UNCTAD is based on the premise that developing countries
can develop (or develop faster), if given the opportunity and means to trade in
the open world market. The e-tourism initiative recognizes tourism as an eco-
nomically important and widely shared product (service), and e-technologies as
a promising technology that enables developing countries to make a low-cost
entry in the world market. The e-tourism initiative thus aims at providing tar-
get countries (LDCs) with three components: 1) a tool to help them “identify,
standardize, coordinate, and propose tourism services” to potential customers
wherever they are, 2) a method for “collecting the relevant information, stan-
dardizing it, and disseminating it on the Internet”, and 3) a partnership building
approach to help actors in the public and private sectors, alike, to work to-
gether to share infrastructure, and offer more complex, value-added products.
UNCTAD has partnered with our lab to develop the tool component, dubbed
e-tourism platform.

The main objective of the E-Tourism Platform (ETP) is to enable destination
management organizations in developing, least developed, and island countries
to identify, classify, organize, market, and sell tourism services online to national
and international tourists. In tourism parlance, a destination management or-
ganization (DMO) is an organization responsible for managing and promoting
a tourism ‘destination’, and coordinating its actors. The destination could be
a region (e.g. swiss alps), a country (e.g. Italy) or even a set of neighbouring
countries. Typical DMOs include regional tourism offices, tourism ministries, or
supra-national organizations. Systems for managing destinations are called des-
tination management systems (DMS). Pollock defined destination management
systems as “the IT infrastructure used by a destination organization for the col-
lection, storage, manipulation and distribution of information in all its forms,
and for the transaction of reservations and other commercial activities” [23]. The
ETP platform should include core functionalities for publishing a tourism por-
tal, but also for building and maintaining such portals. In software engineering
terms, ETP is meant as a framework or program family from which individual
platforms or portals can be instantiated, as opposed to a single portal. In addi-
tion to the typical functionalities of a destination management system, ETP has
to satisfy the following main business requirements:

1. ETP has to support the business processes that underlie the business rela-
tionships that can exist between the various actors of the tourism industry.
In doing so, ETP has to support a wide variety of processes that need to
take into account the different levels of sophistication, both technical and

1 For example, tourism facilities are notorious for being voracious water consumers,
often competing with general water use and agriculture.
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organizational, of the actors. Worse yet, within the same process, ETP needs
to be able to integrate players with different levels of sophistication (say a
western tour operator with a local bed & breakfast).

2. ETP has to support DMOs that are themselves loose federations of other
destination management organizations. Such federated DMOs may emerge
out of organizations such as the Economic Community of West Africa
(www.ecowas.int), The Common Market for Eastern and Southern African
(www.comesa.int), the Union du Maghreb Arabe (www.maghrebarabe.org),
or from regional trading blocs in Southeast Asia. This has a number of im-
plications on the business models, functionalities, and architecture of ETP.

3. ETP has to be delivered in increments that build on top of each other from
both a functional and architectural point of view. The level of complexity
and functionality of the increments should evolve on par with the needs and
technical sophistication of the host DMOs.

From a development point of view, ETP has to be developed according to open
standards, using open source software, and be, itself, open source so that indi-
vidual DMOs are able to customize it for their own needs. Further, it has to
be developed in technologies for which the hardware, software, and skills are
readily available in the host countries. Indeed, UNCTADs initial financial and
technical assistance notwithstanding, the host DMOs should be able to quickly
appropriate the technology.

Figure 1 shows a simplified evolution scenario for ETPs usage context. It is
expected that a first version of ETP will support basic functionalities for travelers
and tourism suppliers. A subsequent version of ETP should enable instances of

Fig. 1. Evolution scenario diagram for ETP. From [26].
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ETP to interact with, a) other instances of ETP, including international cross-
country or cross DMO ETPs, and b) other tourism players such as external
tourism portals (e.g. expedia.com, travelocity.com), brokers, tour operators, or
computerized reservation systems/global distribution systems.

3 ETP: The High-Level Architecture

As mentioned earlier, the first release of ETP needed to focus on the content
management functionality, leaving transactional and marketing capabilities for
later versions. It was tempting at first to think of ETP as little more than a con-
tent management system (CMS), and to adopt and adapt an open source CMS.
Indeed, a number of open source CMSs, such as Joomla or OpenCms, support
data collection, access control, and some more or less sophisticated publication
functionality. However, such a solution suffers from many problems:

1. According to the business model proposed by the e-tourism initiative, data
collection is to be performed in a decentralized, and off-line fashion, by un-
sophisticated users. This largely defeats the benefits of using the (thin) web
client web server paradigm adopted by most CMSs.

2. Existing open source CMSs are not very good at supporting a clean (and
enforceable) separation between data definition and data entry, nor at en-
forcing semantic data control.

3. The publication functionality of CMSs—open source or otherwise—is typi-
cally tightly coupled into the content management functionality, making it
difficult to publish the content on a different platform.

4. Typical CMSs cannot support the evolution scenario described in Figure 1
(scalability, federated user profiles, etc.) or easily accommodate transactional
and marketing functionalities planned for future releases.

That being said, ETP will certainly need a CMS component that acts as a cen-
tral repository for tourism information, that manages the collected tourism data,
and serves that data to a publication platform. The need to separate the various
functions, and to support the evolution scenario shown in Figure 1 led us to
adopt a loosely structured component- or service-oriented architecture for ETP
that enables ETP components to talk to each other regardless of locality and
jurisdiction. Figure 2 provides a fairly high-level view of the main components
of ETP, and highlights some of the technical choices that we need to make. The
plain components (LDAP directory, web portal and/or web server, and CMS)
represent open source software components that we can probably reuse off the
shelf as is (e.g. web server and LDAP directory) or through minor adaptations
(web portal and CMS). The shaded components represent tools that will ei-
ther be developed from scratch (e.g. recommender functionality), or through an
adaptation of existing tools. Note also that we make no assumption about the
location of the various components. It is expected that Data Collector instances
be installed on portable computers which operate mostly off-line. The CMS, web
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server/portal, and the LDAP directory need not reside in the same server2. In a
federated system, a single LDAP directory would service multiple ETP instances
(portals), and a single portal may be serviced by many CMS instances.

One of the first tasks of the project was to evaluate existing open-source
frameworks/applications to implement the various components of the architec-
ture, and to develop an architectural proof of concept with selected technologies
to assess its feasibility.

4 The E-Tourism Ontology

4.1 Why a Tourism Ontology

The first version of ETP is about “the collection, storage, manipulation and
distribution of [tourism] information in all its forms”. For a given destination
(country, region), ETP will publish information about accommodation facili-
ties (hotels, lodges, youth hostels), historical landmarks, natural reserves, parks,
transportation services, travel agencies, and the like. The first order of the day is
to identify the kind of information that we need to describe about such tourism
products, services, service providers, and the like, i.e. some sort of a conceptual
data model of tourism-related information that reflects or embodies industry
standards, i.e. a tourism ontology, according to Gruber’s definition [12]3. Thus,
we knew we needed such a conceptual data model, and we knew that, at the very
least, it would inspire the underlying database / document model of the CMS.

Further, the data collection component—called Data Collector—is, on some
level, a data entry application for tourism information. Thus, a tourism ontology
is needed for both the internal data model of Data Collector and for its GUI.
Indeed, users of Data Collector will essentially be filling out forms that capture
tourism-related information. For a full-service hotel, we need to enter a name, an
address, a class (number of stars), contact and reservation/booking information,
the different types of rooms, and the corresponding set of amenities and rates,
common services (restaurants, bars, gift shops, fitness facilities, foreign exchange
counters, etc.), neighbouring attractions, directions to the hotel, etc. Thus, we
knew we needed to identify what that information should be, and to make sure
that our data entry forms accounted for it.

When we contemplated the variety of tourism information that we needed
to capture (over fifty categories) and the likely frequent evolution of that in-
formation, we quickly resolved to find ways to generate the data entry forms
from a program-manipulable representation of the ontology, as opposed to build-
ing/coding the forms manually.

Section 4.2 will briefly describe the ontology design process. In particular, we
will discuss the various sources of information we considered for building our
2 For some target countries, it is conceivable that none of the server-side components

will run in the country, due to the poor reliability of the basic electrical and telecom
infrastructure, and to concerns over data security for transactional functionality.

3 Gruber defines an ontology as a “formal explicit specification of a shared conceptu-
alization”.
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Fig. 2. A high-level architectural view of ETP

ontology, and how we used them. Section 4.3 presents the actual ontology where
we present the high-level structure, and discuss the organizing principles.

4.2 The ETP Ontology Design Process

The “least-developed countries’ ” tourist sector is a subject that has been largely
ignored in the mainstream e-tourism literature where developed world-grade
infrastructure (e.g. golf fields, conference halls, credit card payments) is assumed
[22]. In contrast, the tourism sector in the countries targeted by the ETP design
covers a less diverse set of services while addressing specific concerns like health
and security hazards, insufficient communication means, poor or non existing
infrastructure, etc. This basically meant that there were virtually no available
sources and even fewer experts in this narrow field. Therefore, the ontology
design unfolded differently from the mainstream guidelines: rather than by a
domain expert it was driven by our gradual grasp of the complex reality at hand.
Hence it followed the iterative process of knowledge gathering by our team.

Ontology sources. Currently, there are few standardization efforts made by
various professional organizations, tourism consortiums and university teams.
Large multilingual specification corpuses have been created or are under way.
The existing/emerging sources present highly diverging degrees of formality and
structuring:
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– Standardized terminologies are simple collections of normalized concept
names.

– Thesauri : terminology hierarchically organized with “more-general-term-
than” links.

– Ontologies: the concepts from a thesaurus represented in terms of valued
properties.

– Data-centred specifications, e.g., database schemas, emphasize the data
formats.

Open Travel Alliance (OTA) [22] has published a complete set of electronic
messages to embody the information exchange pertaining to business activities in
the tourism sector. These cover tasks like availability checking, booking, rental,
reservation, reservation cancelling and modifying, etc. The main drawback of
the implicit conceptual model these messages represent is their focus on travel
instead of destinations. The World Tourism Organization (WTO) [28] is
a United Nations agency that serves as a global forum for spreading the latest
developments in practical tourism know-how. WTO publishes the Thesaurus
on Tourism and Leisure Activities which is a complete multilingual collec-
tion of tourism terminology in use (currently, ca. 2000 concepts). It is intended
for the standardization and normalization of a common language to be used in
tasks related to indexing and search. Main shortage thereof is the lack of struc-
ture in term representations. The e-Tourism Working Group [11] at Digital
Enterprise Research Institute (DERI) is behind the development of an advanced
e-Tourism Semantic Web portal powered by a collection of travel-related ontolo-
gies, in particular for Accommodations and for Attractions plus Infrastructure.
The Harmonisation Network for the Exchange of Travel and Tourism
(HarmoNET) [14], is a network of 25+ members, including WTO which, “[...]
provides and maintains a tourism specific ontology as a common definition of
concepts and terms, their meaning and relationships between them. This ontol-
ogy serves as a common agreement for the HarmoNET mediation service as well
as a reference model for building specific data models or tourism information
systems” [14]. Although the ontology design project is now over, the ontology
was not yet freely available at the moment of the eTP inception.

Building strategy. The ontology design was initiated within the Protégé edi-
tor using the OWL language. These choices, that reflected our portability con-
cerns, were later on reversed due to the need for the ontology concepts to embed
information about data formats and entry form layout. While OWL provides
a limited support for such external information (mainly as annotations), the
Frames/Slots/Facets model native in Protégé (until the v. 4.0) happened to
cover a large portion thereof, e.g., value ranges for numerical values, lists of ad-
missible values for enumerations, etc. Hence we decided to trump the portability
of OWL for the flexibility of Protégé Frames. Besides, this choice might be re-
visited once the latest development in the ontology field, OWL 2.0, gets more
widely accepted.
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The design process itself unfolded along the lines of the very general ontology
development methodology in [21]: concept identification, concept hierarchy de-
sign, property identification, assignment of concepts to property domains and to
property ranges. These steps were iterated on while incorporating new knowledge
about tourism objects and feedback from the UNCTAD partners.

From an information processing point of view, our primary source has been the
WTO thesaurus. Its content has been carefully scrutinized for terms pertaining
to destinations. The relevant concepts have been introduced into the ontology
draft and then inserted into its evolving hierarchical structure. For each of the
newly identified domain concepts, three types of descriptors had to be elaborated:

1. Concept names were borrowed, whenever possible, from the WTO thesaurus.
This insured available standard terminology was used to the highest possible
degree.

2. Textual definitions to support concept comprehension were provided in the
cases where the concept names admitted alternative interpretations.

3. At a later stage, the list of properties for each concept were identified. They
comprised both properties to become concept attributes and hence to gen-
erate form fields and properties to hold references to (instances of) other
concepts.

4.3 The eTP Ontology

The ontology was developed first in French as the initial customers of the eTP
tools, in particular, Data Collector were French-speaking countries such as Mau-
ritania and Togo. The ontology has undergone half a dozen major revisions,
mostly bringing its content in line with its twofold role as both machine-readable
domain representation and data schema for the eTP data. At its highest level
of complexity, the ontology comprised 150 classes (frames) and 140 properties
(slots). Currently, these figures are decreasing.

The following is the list of the high-level categories, i.e., the immediate de-
scendants of the universal concept (Thing). They are split into main ones and
auxiliary ones. In the list, classes are cited with their official names (in French,
English equivalents given in brackets) and informal descriptions. Main entity
classes are as follows :

– Activité (Activity). Comprises sport, leisure, cultural, well-being, etc.
activities.

– AttractionTouristique (TouristAttraction). A tourist attraction is located
at a site, e.g., the Sacré-Coeur cathedral is located at the Montmartre hill
site.

– Destination (Destination). Roughly, this is a “place” in a geographic sense.
Could be a whole country, a region (state, province), a natural park, a
town/city, etc. Geographically smaller places are qualified as sites.

– FournisseurService (ServiceProvider). Sub-categorized with respect to
the provided services, e.g., tourist offices may provide translation and in-
formation services while a restaurant may provide “à la carte” and fixed
menu services.
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– Manifestation (Event). Typically, a cultural event (festival, exposition,
open-air performance, etc.). Opposed to Activity which is recurrent in the
short term.

– Service (Service). Can be food-and-drink, lodging, transportation, etc. Price
and availability in time is typically indicated. Category—specific information
is also provided, e.g., departure and arrival times for transportation services.

– Site (Site). A destination may comprise a set of sites, e.g., the city of Paris
comprises sites such as the Montmartre hill and the Père-Lachaise cemetery.

Auxiliary classes of the eTP ontology comprise : Adresse (Address), Con-
tact (ContactPerson), HeuresOuvertureParJour (DailyWorkingHours), and
Tarification (Fares).

Fig. 3. Key ontology sub-categorizations (using Jambalaya visualization plugin within
Protégé)

An overview of the ontology infrastructure is provided by Figure 3. It shows
the recursive nesting of main classes of the ontology together with the relational
properties that connect them, i.e., Protégé slots whose values are instances of
classes (see the arrows on the diagram). The connection correspond to a set of 18
inter-class relationships. The large majority thereof define part-whole relations
such as Service to ServiceProvider.
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5 ETP: An Ontology-Driven E-Tourism Portal

The e-tourism ontology served many purposes in the project. In addition to
capturing consensual knowledge of the various tourism services—a necessary
exercise regardless of the implementation technology used for ETP—it was used
to varying degrees to drive the development or customization of the various ETP
components. We first talk about the role of the ontology in the development of
Data Collector (DC). In fact, most of the functionality of Data Collector was
generated directly from the ontology. In section 5.2, we explain how the ontology
was used to configure the CMS—we used OpenCms (see www.openscms.org).
Section 5.3 will talk about how the ontology was used to drive the publication
component.

5.1 Data Collector

As mentioned in section 4.1, Data Collector is essentially a data entry application
for tourism information. The tourism ontology that we developed identified over
fifty (50) categories of tourism-related information that we may want to describe
and publish on a tourism portal. This, with the likely continual evolution of the
ontology meant that we had to use a computer-manipulable form of the ontology
to generate the data entry forms. As explained in section 4.3, we used protégé
to encode our tourism ontology.

Fig. 4. Overall process from creating ontology to entering tourism information

Figure 4 represents the end-to-end process from the creation/editing of the
tourism ontology to the actual data collection (data entry). This process involves
a tourism business analyst who creates and maintains the ontology using an on-
tology editor—protégé in our case. A form generator reads the description of the
ontology and builds input forms for the various categories of the ontology. While
input forms constitute the bulk of Data Collector, some pieces need to be coded
manually, like the login screen, the search functionality, and the synchronization
functionality. Hence the DC assembler tool, which packages the generated forms
along with the other programs to get the Data Collector application. A data
collection agent can then use Data Collector to enter tourism information.
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Let us consider, first, some of the design choices made for Data Collector, and
then explore in more detail the kind of information that we needed from our
ontology to support the generation of Data Collector.

From a technical standpoint, Data Collector is a set of input forms that access a
database. Hence the question of which kind of database to use, and what technol-
ogy for the input forms. Because of the number of categories (fifty), their complex-
ity (what is needed to describe a full-service four-star hotel), and their volatility,
it was clear to us that a ’literal’ relational database was out of the question4. Not
only would we have hundreds of tables, but each ontology change—regardless of
how trivial—would require nightmarish data migrations. A ’flattened’ relational
data model, with a table for entities (“entity ID, entity Type ID”) and one for
attribute values (“entity ID, attribute ID, attribute value/value ID”) would have
a prohibitively sluggish save & load performance. This, along with the textual
nature of many of the fields, and the need to communicate with a CMS, repre-
sents a textbook case for XML databases. We evaluated a couple of open-source
databases, and settled on eXist (see http://exist-db.org).

Next came the question of input forms. Because Data Collector is meant as
a desktop application, we had the choice of implementing the forms as Java
(Swing) components, or as HTML forms that can be edited and visualized with
a browser. Having chosen an XML database as a back-end, the W3C XForms
standard came as a natural candidate5. (Very) roughly speaking, an XForm
is described by a two-part schema, one specifying the data model, and the
other specifying the presentation/view of that model, with a submit function
that collects the data entered in the various fields, producing an XML docu-
ment that conforms to the data model part. The presentation part of XForms
comes with a set of predefined tags that implement the most common widgets
(buttons, drop-down lists, single and multiple selection lists, text fields, date
editors, etc).

We first considered generating XForms directly from the ontology. However,
we quickly realized that we needed to support run-time generation of XForms,
as opposed to compile-time. Indeed, more often than not, the contents of the
drop-down lists depended on the current contents of the database, and thus,
could not be generated off-line. For example, to enter an address, we needed to
specify a city and a province or state. The prompt for province or state would
have to show the list of provinces or states for the country or region at hand,
and that list can only be obtained by querying the database live. Thus, instead
of generating XForms directly from the ontology, we generated Java code that
generated XForms during run-time. Because eXist is a web application, and it
comes with a lightweight web server (jetty) that includes a servlet container, we
chose to generate JSP pages that generated XForms, and deploy them on the
same server as the database.

4 Literal in the sense that each category is represented by a table, with repeating items
themselves represented by separate tables.

5 See http://www.w3.org/MarkUp/Forms



E-Tourism Portal: A Case Study in Ontology-Driven Development 89

Fig. 5. Data Collector’s actual run-time architecture

Thus, instead of being a desktop application, it is a web application. However,
most of the time, it is installed as a local web application6 on the laptops of the
so-called data collection agents. Figure 5 shows the overall architecture of Data
Collector.

Let us now consider the kind of information we needed, and used from the on-
tology. Roughly speaking, given a class/category in the ontology that represents
a tourism product, service, or service provider, with a set of properties, we gen-
erated a form that included one prompt or field for each property. However, we
did not generate a form for each category—auxiliary categories notwithstanding
(see section 4.3). For example, we have Service as a category, with subcategories
for Lodging, Transportation, etc., and ServiceProvider, with subcategories
for LodgingProvider, TransportationProvider, etc, with subcategories for
Hotels, Bed&Breakfasts, YouthHostel, BusCompany, TrainCompany,
TaxiForHire, Airline, and so forth. The higher-level categories are similar to
abstract classes in OOP languages, and should not be instantiated; only ’con-
crete categories’ will map to forms. However, not all leaf categories should map
to forms either. For example, none of the auxiliary categories (see section 4.3)
will map to forms. Thus, we had to tag the ontology categories to identify the
ones for which we needed to generate forms.

Let us now talk about the properties. In Protégé, properties have names, types,
and a bunch of slots/facets. To prompt for the value of a property in a form, we
needed a display name or label, a data type and/or value type to pick the appropri-
ate widget to enter the value. For example, a price, which is a type-in (modality)
number (data type), calls for a simple textual prompt that accepts only digits and
signs (+, -), whereas a property whose value is one of an enumerated set of strings

6 A web application running on localhost.
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(e.g. a currency) might call for a single-selection drop-down list. And so forth. In
fact, Protégé’s slot mechanism enables us to add numerous constraints on prop-
erty values, and we were only limited by what we could enforce in XForms. Finally,
note that for a particular category, we need to pull out all of the inherited prop-
erties and include them in the corresponding generated form; the Protégé (Java)
API enables us to easily navigate the taxonomy.

As we started worrying about usability and presentation issues, we quickly
realized that we needed to decorate the semantic information that is embodied in
the ontology, with syntactical and graphical information. First, there is the issue
of labels. As mentioned above, for each property, we needed a textual label that
will appear in the input form around the value editor for that property. Then,
there is the issue of localization. Because we want ETP, in general, and Data
Collector, in particular, to be localized, we need to provide labels in each of the
target languages. Then there is the issue of form layout, with many sub-issues.
First, there is the question of ordering. Take the example of a Hotel. A hotel has
a name, an address, a phone number or two (e.g. mainline and reservations), a
short (punchy) textual description, possibly a URL, and a detailed description of
the services offered by the hotel (room types and rates, amenities, etc.). Whether
we are creating, editing, or visualizing the form for a hotel, we expect to see the
fields/properties appear in the order given, i.e. first the name, then the address
or the phone number, and so forth. This order has to be specified somewhere for
proper form generation.

Then there is the issue of form length. A full-service hotel may require the
entry of dozens of properties, when we consider repeating groups such as differ-
ent room types, bed sizes, or amenity packages. Entering all of this information
in one long form is tedious and user-unfriendly. Thus, we set out ways to auto-
matically split long forms into multiple pages. To do that, we need to estimate
the vertical height taken by each property, based on its type, and based on the
minimum and maximum size of a page, distribute the different properties on
different pages, while ensuring that composite properties such as addresses (with
streetNumber, streetName, streetDirection, city, provinceOrState, postalCode),
stay on the same page.

From a methodological point of view, we were a bit reluctant to include non-
semantic information in the ontology, and least of all presentation-level infor-
mation. As is customary in language development frameworks, for example, we
considered keeping the two pieces of information separate: 1) only-semantic in-
formation in the Protégé ontology, and 2) syntactic or presentation-level infor-
mation of the kind discussed above in an external resource, with anchor points
to the ontology. For example, the syntactic or presentation-level information can
be represented in some sort of a property file with key-value pairs of the form
“ontology element”. “syntactic / presentation property” = “value”. The prob-
lem with such a solution is the need to edit two separate media whenever the
ontology evolves, and the difficulty in keeping them in sync in case of non-trivial
evolutions. Hence, we kept it all in the ontology. Interestingly, we supported
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‘run-time localization’7 of Data Collector thanks to such a file, where the “syn-
tactic / presentation property” could be things such as label.en us or toolTip.fr,
and the property value is the corresponding string. However, such a property file
is generated automatically from the Protégé ontology.

5.2 Content Management: OpenCms

ETP requires a CMS component to centralize data coming from distributed Data
Collector clients, to control data access, to serve the portal with tourism informa-
tion and services, and for other administrative and publication functionalities.
One of the development scenarios that allowed to evaluate the CMS candidates
was to make the CMS functionalities, documents, and schemas accessible as web
services. We chose to adopt the open source CMS OpenCms (www.opencms.org)
for this component because it is easy to program, allows to control the visibil-
ity of resources, has a light code, and is provided with a good and up-to-date
documentation.

OpenCms is based on Java and XML and can be deployed in an open source
environment (e.g. on Linux, with Tomcat and MySQL) as well as on commercial
components (e.g. Windows NT, with IIS, BEA Weblogic, and Oracle). Resources
are connected from the database to a virtual file system (VFS), which can in
turn be accessed through OpenCms so-called workplace. OpenCms is provided
with a project mechanism that offers an integrated workflow environment with
Offline “staging” and Online “live” systems on the same server. All content is
maintained in projects. The number of projects is unlimited. Files (JSP, XML,
folders, etc) can be created and edited, changes to the contents can be reviewed,
thoroughly tested and approved in the Offline “staging” project before the con-
tent is published. To make content visible to the public, we simply need to
publish it to the Online view.

Based on our analysis, we extended OpenCms with the following settings and
functionalities:

1. A directory structure: tourism information collected by Data Collector
clients, to be later exposed on the portal, is stored and organized in a direc-
tory structure on the CMS. This directory structure is in fact derived from
the ontology by the TP&S form generator. The latter takes as input the on-
tology hierarchy structure and generates a directory structure. We created
a JSP script in the VFS to generate such a structure. It takes as input a
compressed file containing the directory structure8 and generates it on the
VFS together with a properties file reflecting the hierarchy structure.

2. Web service access: based on the need to make the CMS functionalities
and resources accessible for the Data Collector and the portal components,
we integrated an open source JAX-RPC implementation of OpenCms web

7 Users can switch languages while Data Collector is running.
8 The compressed file also contains XSLT sheets for layout customization. This is

discussed in section 5.3.
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services stack (http://sourceforge.net/projects/opencmsws-jaxrp/).This ser-
vice provides an API for logging onto the CMS, creating and editing files on
the VFS, and setting their properties (e.g. in our case, owner, required).

3. DMO administrator functionalities: as the DMO administrator needs
to manage instance data ownership, visualization, edition, and web cus-
tomization, we extended OpenCms menu accordingly.

Synchronization
Instance data collected by Data Collector components are synchronized with
OpenCms through the procedure depicted on Figures 6 and 7. The Data Col-
lector agent must first authenticate on OpenCms before he can synchronize his
resources. To this end, he uses a credentials file generated by the DMO adminis-
trator. Indeed, each agent is assigned to ask the DMO administrator to provide
him with a credentials file encrypted with the agent machine’s MAC address.
This file must then be stored on the agent’s Data Collector home directory to
be later used by the synchronization tool.

Fig. 6. Authentication procedure before synchronization

We implemented the synchronization tool as a Java application that executes
on Data Collector client side to enable him importing and exporting instance
data from/to OpenCms. An agent who creates a new resource and exports it
to OpenCms is by default its owner. The DMO administrator can change the
ownership of the resource and assign it to another agent. Therefore, the resource
becomes accessible in readonly mode for the creator agent (see Figure 7).

The required resources, those can be referenced by others such as Country
and City, are explicitly preselected during the import procedure.

The incorporated DMO administrator menu options, specifically instance data
visualization and edition, required to dispose of a server version of Data Col-
lector. Using this server version, an administrator can view and edit XML data
using the appropriate XForms, and directly save it on OpenCms. XForms of
Data Collector server are generated simultaneously with those of Data Collector
client by DC application generator.
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Fig. 7. Synchronization protocol

5.3 Publication

Instance data synchronized from Data Collector clients to OpenCms lands in the
Offline staging project. It takes an explicit action from the DMO administrator
to publish it on the Online live project. Therefore, only validated data is visible
by the portal.

The portal component in ETP is meant to expose to the end-user TP&S data
and to support search functionalities, layout customization, and subscription to
specific events and RSS feeds. Development scenarios were implemented in order
to distinguish the portal candidates to evaluate. For instance, the welcome page
needed to contain three types of content: static for all users, dynamic for all
users (e.g. weather of the day, daily activities), and user specific content. Also,
portlets deployed within the portal needed to communicate, so that their content
is refreshed accordingly (e.g. a click on a category in the menu portlet has to
imply the display of that category instance data in the TP&S portlet, and the
corresponding promotions in the promotions portlet).

Weadopted the open source enterprise portal Liferay (http://www.liferay.com/)
for this component because it is easy to acquire and test, and it handles nicely port-
let integration, server configuration, and web content customization9.

Liferay Portal is written in Java and can run both on J2EE application servers
(to exploit EJB) and lighter servlet containters such as Tomcat. This portal
system is built on portlets and as such, there are many third-party community-
contributed plugins and add-ons. It also includes a suite of applications such as
blogs and instant messaging.

Based on our analysis, we implemented the following functionalities on Liferay:

1. Portlets: several portlets have been implemented to organize and expose
the tourism information collected: A menu portlet with the data categories
(e.g. Destination) and sub-categories (e.g. City, Village), a TP&S portlet to
display instance data for each sub-category, a promotions porlet to display
valid promotions when a given sub-category is selected, a headlines portlet to

9 Also, Liferay was named by Gartner a leader in the magic quadrant for horizontal
portals.
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Fig. 8. Screenshot of the ETP’s welcome page

expose news, weather and currency rate portlets, a search portlet to retrieve
instance data containing keywords, and a login portlet.

2. Layout : a new layout template has been designed to arrange the way portlets
need to be arranged on the portal page (see Figure 8).

3. Theme: in Liferay, a theme controls the whole look and feel of the por-
tal pages. As such, a new theme template has been implemented with cus-
tomized banners and CSS.

Tourism information exposed on the portal is basically imported from the CMS
through services invocation. Three services have been implemented on the CMS
for that purpose: 1) a service that returns instance data given a category or a
sub-category, and eventually keywords, 2) a service that returns valid promotions
given a (sub-)category, 3) a service that returns valid headlines. In order to avoid
recalculating the set of valid promotions and headlines at each service invocation,
the two latter services use caching.

Using the promotions and headlines inherent attributes (see Figure 9), more
specifically expiry-date, showcase, and category, the services can determine which
promotion or headline can appear on the portal’s main page.

Once an instance data is imported on the portal, its content is being formatted
using XSLT sheets. Similarly to XForms and the hierarchy directory, the XSLT
style sheets are derived from the ontology. Given a tourism TP&S schema, the
TP&S generator produces three XSLT sheets for each TP&S sub-category (e.g.,
City, Museum, SportActivity). The three XSLT correspond to the tabular, short,
and long display options of instance data on the portal. For each sub-category,
the corresponding XSLT sheets are stored on the CMS within the directory
structure.
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Fig. 9. Excerpt of the Promotion entity object model

We wanted the portlets content to be customizable according to each authen-
ticated user. For later version of ETP, we aim to incorporate a recommender
system fed with the user actions on the portal. Therefore, as a proof of concept
we added a simple field that a user can fill with keywords on the registration
portlet. A portlet filter handles then filtering the service results according to this
principled field content.

6 Discussion

6.1 Lessons Learned

The first version of ETP is about “the collection, storage, manipulation and dis-
tribution of [tourism] information in all its forms”. A first step in eliciting what
needed to be done consisted of identifying and characterizing our shared under-
standing of tourism information. Hence, the idea of an ontology. The relative sim-
plicity and uniformity of the handling of this information (creation, editing, and
viewing) suggested that a good part of the functionality could be generated from a
description of the data. This was particularly true for Data Collector, whose func-
tionality was, for all practical purposes, limited to creation, editing, and viewing
of tourism data. Indeed, over 95% of the functionality of Data Collector was auto-
matically generated. However, as shown in sections 5.2 (CMS component) and 5.3
(portal), the ontology was also used to configure the other components of the sys-
tem, namely OpenCms’s virtual file system, and the category-specific XSL style
sheets, stored in OpenCms, and used by the portal (Liferay).

At a general level, the generative approach adopted for Data Collector was
critical to the success of the project. Our customer was nervous at first when we
could not produce a single form for the simplest of tourism services for the first
few weeks: while part of the team was working on the ontology, the other mem-
bers were working on the generator. However, once the ontology was completed,
any enhancement to the generator functionality was propagated to the fifty or
so forms. If we think of individual forms as increments of functionality, our ap-
proach was certainly not incremental: we went from none to a ’poor quality’ fifty,
and then kept enhancing those fifty. However, our approach was incremental in
terms of the generator functionality, and to some extent, the ontology itself.
It was important to explain the generative paradigm to the customer, and to
define with them palpable measures of progress; we figured that the same must
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be true for projects that use the generative approach. This approach pays off
handsomely during maintenance. Late in the project, some user tests with the
tool revealed a number of problems with the forms / tourism categories: a) some
were overly detailed, given the target countries, and needed to be simplified, b)
other categories were too conceptually close, and c) others were plain wrong.
This led to a substantial reorganization of the ontology. The reorganization sim-
ply required re-running the generator, and some of the associated configuration
scripts: no Data Collector code was manually edited. The speed with which this
could be done was quite a relief to the customer.

This experience can be seen within the context of the now-familiar MDD
paradigm. To the extent that the ontology captures the semantics of the business
data, it plays the role of the computation independent model (CIM). However, as
shown in section 5, some very computation-specific information crept into the on-
tology: indeed, we had to add a number of syntactic as well as presentation-level
properties to the ontology to make the generated code of reasonable quality. This
is a general dilemma that we, software engineers, face when we try to translate
design ideas and ideals such as separation of concerns, design patterns, layered
architectures, or MDD, into reality within the context of real projects: we have
to balance purity of concept/process with observable qualities of the product.
The following table compares common design principles, common transgressions,
and the reasons for those transgressions.

We will refrain from drawing broad conclusions regarding what we called
ontology-driven development from this one experiment. Further, as a computation-
independent model (CIM), the ontology said nothing about the behaviour of the
entities; it did not need to, because the processing was the same for all of the en-
tities: create, read, update, and delete. In other work, we are exploring ways of
assisting in the generation of analysis-level models (PIMs) from business process
models (CIMs), and it is the behavioural models that are the most challenging.

6.2 Related Work

Several case studies have been performed to report experience on benefits of
MDD ([16], [1], [25]) and ontology-driven development ([13], [6]).

For instance, [16] propose to develop software with the same functionality
twice: 1) “by hand” in a code-centric, conventional style, 2) and using Eclipse-
based MDD tools. The authors show that developing functionally comparable
software took about nine-fold more time if the source code was written by hand,
compared to MDD. Time was saved thanks to existing transformations with the
first development cycle, to good MDD templates that lowered the probability
of failure for the generated code, and to existing framework and the infrastruc-
ture offered by EMF, GMF, and GEF. Similarly, [1] adopt MDD to address
the problem of developing enterprise-class eBusiness solutions in a more eco-
nomically viable and time-effective way. It elaborates on a six-years experience
of applying MDD to a set of enterprise-scale applications using WebRatio, an
MDD methodology and tool suite based on the WebML meta-model. These ap-
proaches map a PIM to a Platform Specific Model (PSM) whereas we are more
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Design prin-
ciple

Justification Transgression Justification

CIM / PIM
/ PSM sepa-
ration

The very idea that we
could build a succes-
sion of models that, a)
separate business con-
cerns (CIM), analysis
concerns (PIM) and de-
sign concerns (PSM),
and b) could be trans-
formed automatically,
promotes the reuse of
these models across a
wider solution space

To ready a model for
a transformation to the
next level, we have to
manually (essentially)
annotate it with infor-
mation unrelated to the
concern at hand

Fill-in the knowledge
gap to ensure that the
right transformation is
applied to the right el-
ements

MVC Separating business
logic from presentation
logic so that both can
evolve independently

Model is made aware of
interaction

Semantic feedback (e.g.
meaningful error mes-
sages)

Layered archi-
tectures

Each layer accesses
only the functionality
provided by the layer
below it so that the
different layers can be
interchanged

A layer digs (accesses
functionality) several
levels deep

Performance optimiza-
tion

interested in CIM as a starting point of the development. In contrast, [8] propose
to drive the development process by CIM. The latter includes the business anal-
ysis model and the global business model which is composed of function/process
models, organization models, and information models. This approach does not
however give details on the CIM to PSM transformation.

Ontologies have for the last decade been firmly making their way among
software practitioners (see [19] for a pre-Semantic web report) and the variety
of uses within the development life-cycle is increasing steadily. A good, albeit
somewhat outdated overview of the ontology use-cases in software engineering is
provided in [13]. The authors argue that ontologies have a place in the develop-
ment process both as architecture guide (e.g. as versatile domain models) and as
infrastructure component (semantic web services enabler for SOA). According
to the proposed categorization of ontology roles, our own approach qualifies as
ontology-driven development (see [27]). In this respect, a thorough report of the
experience with a project similar to ours, yet of a much larger scope may be
found in [20]. The authors share the lessons learned from using several ontolo-
gies (within the Protégé framework) as complete representational infrastructure
for the content of a Web portal. On the opposite side of the aforementioned
categorization, [6] use an ontology as a contract between business and IT to
agree on the meaning of concepts, and as a mechanism that allows the business
to formalize their specification. The actual application development is then to
be realized by transferring the knowledge expressed in the ontology to suitable
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objects, types and constructs in the programming language of choice. The pro-
cess for transferring knowledge from the ontology to the programming language
is by automatic generation of source code.

7 Conclusion

In this paper, we presented a case study of developing an internet application
based on an ontology of the business domain, i.e. a description of the semantics of
the business data. Seen within the context of model-driven development (MDD),
this project showed that it is possible to develop an application starting with a
computation-independent model (CIM). This was made possible, in part because
the behavioural aspects of our application are simple and common to the various
business entities. Seen within the context of generative development, this project
confirmed the effectiveness of this approach when the application domain is well
circumscribed. Either way, it showed the effectiveness of specification-level main-
tenance: important changes to the domain model were handled at the ontology
level and automatically propagated to the software. The project also highlighted
the kinds of compromises we need to make to turn somewhat lofty design prin-
ciples into practical—and acceptably high quality—solutions.
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Abstract. Decision making is a crucial yet challenging task in enterprise
management. In many organizations, decisions are still made based on
experience and intuition rather than on facts and rigorous approaches,
often because of lack of data, unknown relationships between data and
goals, conflicting goals, and poorly understood risks. This paper presents
a goal-oriented, iterative conceptual framework for decision making that
allows enterprises to begin development of their decision model with
limited data, discover required data to build their model, capture stake-
holders goals, and model risks and their impact. Such models enable the
aggregation of Key Performance Indicators and their integration to goal
models that display good cognitive fit. Managers can monitor the impact
of decisions on organization goals and improve decision models. The ap-
proach is illustrated through a retail business real-life example.

Keywords: business process management, business intelligence, deci-
sion support systems, goal-oriented modeling, indicators.

1 Introduction

Decision making is a crucial yet challenging task for many managers. Many chal-
lenges arise from the rapid growth of data within an operating environment of
continuous change and increasing customer demands. Although many enterprises
have applied different decision aids such as Business Intelligence (BI) tools in
an attempt to improve decision-making capability, these approaches have not al-
ways met with success. We believe that one of the problems with the use of such
tools is the lack of approaches that integrate goals, decision-making mechanisms
and Key Performance Indicators (KPIs) into a single conceptual framework that
can adapt to organizational changes and better fits manager’s cognitive decision
models. A secondary issue relates to the unavailability of sufficient data when
performance models are first put in place.

The purpose of this paper is to describe the development of such a BI frame-
work, and also the technical means to implement it in the enterprise. The paper
first describes some of the issues related to decision making using BI tools. It then
describes extensions of the Goal-oriented Requirement Language (GRL) used as
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a modeling environment to support the aggregation of KPIs (whose values are
either coming from external data sources through Web services or simulated as
part of what-if strategies) and their integration to the rest of the goal model
during formal analysis. A new formula-based goal evaluation algorithm is intro-
duced that takes advantage of this aggregation of KPIs. In addition, the paper
provides the implementation steps of the proposed BI-supported decision frame-
work, which are applied iteratively to a retail business example where little data
is available at first. Finally, lessons learned and conclusions are discussed.

2 Background Review

2.1 BI-Based Decision Making

Over the past 30 years, the growth of BI technology has helped managers make
better decisions through improved organization of information, better data qual-
ity, and faster and more effective delivery of information. It has been estimated,
however, that more than 50% of BI implementations fail to influence the decision-
making process in any meaningful way [10]. Reasons for this include cultural
resistance, lack of relevance, lack of alignment with business strategy, and lack
of actionable and “institutionalized” decision support technologies [8]. Many of
these problems could be attributed to approaches used for defining the data to
be delivered by the BI tool.

Most data delivery schemes are based on dimensional models of the data.
This approach often leads to a sound technical data model, but this view of the
data might or might not fit with the user’s decision model. Indeed, Korhonen
et al. [11] point out that one of the key challenges faced in institutionalizing
decision aids is validation of decision models used by the decision maker. These
authors argue that problems with model validation occur when relationships
between the variables included in the decision model are not accurate and when
the available data does not match the model’s specifications. Although the data
model is often developed by first defining user needs in terms of the variables (i.e.,
data values) required, this approach does not necessarily illustrate relationships
between the variables nor does it define variables in a cause-effect framework
that matches the decision model used by decision makers. Thus the technical
data model differs from the decision model.

Vessey [18] further suggests that more effective decision making results when
the decision aid directly supports the decision task. The essence of this argument
revolves around the notion of cognitive fit, which results when a good match exists
between the problem representation (i.e., in this case the way data is presented
by the BI tool) and the cognitive task (the way data is used) involved in making
decisions.

The concept of cognitive fit is supported by research in the field of behavioral
decision making which demonstrates that decision makers tend to make better
use of information that is explicitly displayed. Moreover, they tend to use it
in the form in which it is displayed. Slovic [17] for example points out that
“information that is to be stored in memory, inferred from the explicit display,
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or transformed tends to be discounted or ignored.” Therefore, cognitive fit is
enhanced when data is presented in a form that fits well with the processes the
decision maker uses to make decisions. This results in lower “cognitive load” (i.e.,
less manipulation of the data by the user), which facilitates the decision-making
process.

In terms of the decision-making process itself, the key impact of a decision
model in goal-directed systems is improving the probability of goal accomplish-
ment. The “cause-effect” nature of such decisions is related to resource allocation.
For example, should a manager invest more in advertising in order to improve
revenues or would an investment in training have more of an impact? According
to Vessey [18], these types of decisions call for an understanding of associations
between variables (i.e., impact of advertising and training on revenue growth).
The problem is that in most BI tools, such associations are not defined. Decision-
makers need to process the data by estimating whether the cause effect model is
correct then estimating the strength of the relationships. According to Popova
and Sharpanskykh [13], even when relationships can be defined such as in the
ARIS model [5], which allows users to define cause-and-effect relationships using
Balanced Scorecards and connect KPIs to strategic goals, the analysis options
are inadequate due to a lack of formal modeling foundations and proper rep-
resentations. The more processing the decision-maker has to do, the higher the
cognitive load and the less efficient the decision-making environment. The graphs
versus tables literature [6,18] for example, argues that decisions can be improved
(i.e., faster and more accurate decisions can be made) when cognitive load is re-
duced and when values for each of the variables in the model are displayed in
their proper context.

This literature suggests that the failure of many BI tools to enhance decision
making could be related to the lack of cognitive fit. The underlying data models
used by multi-dimensional tools for example, provide data in tabular or graphi-
cal format, but these formats do not explicitly identify the variables important
to the decision, the relationships between the variables, or the context for the
decision itself. Therefore, it seems reasonable to assume that the use of business
intelligence tools for decision making can be enhanced if the decision model (i.e.,
the cause effect relationships among variables relevant to the decision) is dis-
played by the tool, if the model is linked to the decision’s context (in this case,
the desired strategic outcomes), and if the associations between the variables
can be readily understood.

2.2 Goal-Oriented Requirement Language

Goals are high-level objectives of an enterprise, organization, or system. The re-
quirements engineering community has acknowledged the importance of
goal-oriented approaches to system development many years ago. Yu and My-
lopoulos [20] observed that goals are important not just for requirements elici-
tation, but also to relate requirements, processes and solutions to organizational
and business contexts, and to enable trade-off analysis and conflict resolution.
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Complete goal-driven development approaches now exist to support software
development [19].

The Goal-oriented Requirement Language (GRL) is a graphical notation used
to model and analyze goals. Although many goal-oriented languages exist, GRL
is the first and currently only standardized one. GRL is part of the User Re-
quirements Notation (URN), a standard of the International Telecommunication
Union intended for the elicitation, analysis, specification, and validation of re-
quirements using a combination of goal-oriented and scenario-based modeling [9].
In URN, GRL is complemented by a scenario notation called Use Case Maps,
which offers an operational or process-oriented view of a system.

GRL enables the modeling of stakeholders, business goals, qualities, alterna-
tives, and rationales. Modeling goals of stakeholders with GRL makes it possible
to understand stakeholder intentions as well as problems that ought to be solved.
GRL enables business analysts to model strategic goals and concerns using vari-
ous types of intentional elements and relationships, as well as their stakeholders
called actors ( �). Core intentional elements include goals ( ), softgoals ( )
for qualities, and tasks ( �) for activities and alternative solutions. Intentional el-
ements can also be linked by AND/OR decompositions. Elements of a goal model
can influence each other through contributions, displayed as arrows. Qualitative
positive (make, help, some positive) and negative (break, hurt, some negative)
contribution levels exist, as well as quantitative contribution levels on a scale
going from −100 to +100.
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Fig. 1. Example of GRL model (left), with evaluation (right)

Fig. 1 (left) illustrates some of the above concepts with a toy retail store
example, where principals (actor) want increased profits (softgoal) and the staff
wants to have many work hours. Reducing costs (task), which can help satisfying
the principals’ objective, can be decomposed into two non-mutually exclusive
options: reducing the marketing cost or reducing the staffing budget. The latter
option however can hurt the staff’s objective. As modelers get deeper knowledge
of these relationships, they can move from a qualitative scale (e.g., Help) to
a quantitative one (e.g., 35) for contributions and for satisfaction values. Such
models can help capture stakeholder’s objectives as well as their relationships
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in an explicit way in terms understandable by managers, and hence improve
cognitive fit.

GRL evaluation strategies enable modelers to assign initial satisfaction values
to some of the intentional elements (usually alternatives at the bottom of a goal
graph) and propagate this information to the other elements through the de-
composition and contribution links. Strategies act as what-if scenarios that can
help assess the impact of alternative solutions on high-level goals of the involved
stakeholders, evaluate trade-offs during conflicts, and document decision ratio-
nales. Different goal evaluation algorithms (using qualitative values, quantitative
satisfaction values between −100 and +100, or mix of both types) for GRL are
discussed in [1].

jUCMNav is an open source URN tool for the creation, analysis, and manage-
ment of URN models [12]. It allows for the qualitative, quantitative, or hybrid
evaluation of GRL models based on strategies. To improve scalability and con-
sistency, jUCMNav also supports the use of multiple diagrams that refer to the
same model elements.

Fig. 1 (right) illustrates the result of a strategy for our example where the
reduction of the staffing budget is selected, i.e., the satisfaction value of this task
is initialized to 100. In jUCMNav, initialized elements are displayed with dashed
contours. This strategy eventually leads to a weakly satisfied (+25) “Increased
profits” softgoal and to a weakly denied (-25) satisfaction level for “Have many
work hours”. The resulting satisfaction values in top-level goals and actors should
be used to compare different strategies and find suitable trade-offs rather than
be interpreted as some sort of satisfaction percentage. jUCMNav also uses a
color-coding scheme to highlight satisfaction levels, i.e., red for denied, yellow
for neutral, and green for satisfied (with various shades for values in between),
which again improves intuitive understanding.

2.3 GRL and KPI for Business Modeling

Although the primary application domains for URN target reactive systems and
telecommunications systems, this language has also been applied successfully
to the modeling and analysis of business goals and processes [21]. Goal models
combined to process models have been used elsewhere to assess the risk and
viability of business solutions [2] and model different concerns of interest to
different stakeholders [4]. However, in order to better support business process
monitoring and performance management, Pourshahid et al. [14] have extended
standard GRL with the concept of Key Performance Indicators ( �). KPIs can
also be analyzed from various angles called dimensions ( �), in a way similar to
what is found in common BI systems. Dimensional data allows one to look at
the data from different points of view and filter or aggregate the data based on
the defined dimensions. For instance, in Fig. 2, staffing cost can be aggregated
in all locations in all years of store operations or can be analysed for Store1, 2,
3 and the online store individually and in a specific month or year.

KPIs include specifications of worst, threshold, and target values in a particular
unit. For example, a Staffing cost KPI (see Fig. 2) could have a target value
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Fig. 2. Example of a KPI with dimensions and evaluation

of $1000, a threshold value of $1,500, and a worst value of $2,500. KPIs also
contain a current value, which is either defined in a GRL evaluation strategy
or provided by an external source of information such as a database, an Excel
sheet, a BI tool, external sensors, or Web services. The KPI is a metrics of
the system that normalizes the current value to a scale of −100 to 100, which
enables it to be used like any other intentional element in a GRL model. For
instance, if the current Staffing Cost is $1300, then the normalization function,
which takes here |threshold− current|/|threshold − target| ∗ 100, will result in
a satisfaction level of 40. Furthermore, when the current value is between the
threshold value and the worst value (e.g., 2500), then the normalization function
becomes |threshold− current|/|worst − threshold| ∗ (−100), which results in a
negative value (e.g., −100). If the result is higher than 100, then it becomes
100 (symmetrically, if it is lower than −100, then it becomes −100). Such an
evaluation strategy was used in Fig. 2. Note also in this model that Staffing
cost could be drilled down (e.g., explored) according to the Date and Location
dimensions.

Although goal modeling and scorecards have been used in combination in
the past [3,15], we believe KPIs are also necessary because they act as an in-
terface between conventional goal models and quantitative, external sources of
information.

Furthermore, Pourshahid et al. [14] have introduced and implemented a service-
oriented architecture enabling the use of underlying data and BI reports by the
jUCMNav tool. jUCMNav is connected to BI systems via a Web service. All the
information generated by the BI system, from raw data to very complex data ware-
houses, can hence be used as qualitative data to initialize the KPIs used in the
GRL model, and against which goal satisfaction is evaluated.

Although several other goal modeling languages exist (e.g., i*, Tropos, KAOS,
and the Extended Enterprise Modeling Language), the combination of support for
KPIs and performance modeling, the ability to combine process and goal models
and perform analysis on both, existing tool support for using BI systems as sources
of data, and the fact that URN is a standard modeling language, all together
have convinced us that URN is the best language to be used in the context of our
research.
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3 New Formula-Based Evaluation Algorithm

Although several GRL evaluation algorithms (qualitative, quantitative and hy-
brid) already exist [1], none of them provides the formula-based KPI aggregation
required for the type of cause-effect analysis performed in our decision making
context. As illustrated in the previous section, the current algorithms allow mod-
elers to specify the contribution level of a KPI on another GRL intentional ele-
ment and to calculate the satisfaction level of that target element [14]. However,
these algorithms prevent one KPI from driving the computation of the current
value of another KPI. Although the current evaluation methods allow computing
the impact of one KPI on another KPI in terms of satisfaction level, when it
comes to showing the impact of several KPIs on one KPI (e.g., their aggregate
effect), the current evaluation methods quickly become a bottleneck and thus
obstruct the cause-effect analysis.

Other modeling languages and enterprise modeling frameworks exist that can
be used to model KPIs, however many have a limited computational power
and do not allow one to define proper relationships between KPIs for advanced
analysis [13]. In addition, there have been recent efforts in industry to use strat-
egy maps and measurable objectives to help with decision making and pro-
cess improvement [16]. However, influence of KPIs on one another has not been
discussed.

In order to address this issue, we introduce further extensions to GRL and
a novel evaluation algorithm that allow analysts and decision makers to define
mathematical formulae describing relationships between the model elements.
This method, which extends the bottom-up propagation algorithm defined in [1],
enables the precise definition of accurate relationships between these elements.
Analysts gain full control of the model and can change the impact of one element
on another as desired.

The algorithm uses current/evaluation values of the source KPIs as inputs for
the formula (described as metadata, see Fig. 3) and calculates the target KPI
evaluation value using these inputs. Then, the satisfaction level of the KPI is
calculated using the KPI’s target/threshold/worst values as discussed previously.
The impact of KPIs on other types of intentional elements (e.g., goals, softgoals
and tasks) is computed using conventional GRL quantitative and qualitative
algorithms. This unique combination allows one to have both quantifiable KPIs
and strategic-level softgoals that are hard to quantify together in the same model
and to show and monitor the impact of KPIs on the goals of the organization.

Fig. 3 shows a simple example where the current KPI values are displayed,
with their units, above the usual satisfaction values. Note that the inputs can be
of different units; the formula in the target KPI must take this into consideration.
In this example, the current value of Profit is computed as Revenue−Costs−
Stolen∗50 (the first two are in dollars and the third is a number of items). Note
also that the contributions have no weight; the satisfaction of the Profit KPI
is based on the normalization of its computed current value ($39,000) against
its specified target, threshold and worse values. We have prototyped this new
algorithm in the jUCMNav tool.
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Fig. 3. New extension to KPI evaluation

Another benefit of this approach is the ability to account for risk. In organi-
zations, cause-effect analysis and decision making usually involve an element of
risk. Even though we could show risks as model elements in GRL diagrams (e.g.,
using softgoals stereotyped with «Risk»), it is very hard to quantify the impact
of risks on the value of a KPI and consider it in the evaluation algorithm. In our
new algorithm, we use risk as yet another input to the target KPI and connect
it using a contribution link. The target KPI threshold value changes based on
the level of contribution of the risk factor on the target element. This allows the
modeler to vary the acceptable range of values for a KPI when there is expected
risk involved.

4 Business Intelligence Decision-Making Framework

Based on the reasoning behind the notion of cognitive fit, the framework we are
proposing defines the organizational goals and links these explicitly to a decision
model and relevant Key Performance Indicators. The framework can be used
by organizations at any level of maturity and readiness in terms of gathering
and monitoring data for BI-based decision making. In particular, unlike many
simulation approaches, it does not necessitate up front large quantities of data
to be useful. We believe different organizations however have different needs and
may be in different states when they decide to incorporate such a framework.
Consequently, we are suggesting a spiral method consisting of three basic steps
involving many iterations that build upon each other (Fig. 4).

In the first step, an initial model of the organization’s goals is created [7].
This model can be built based on interviews with executives and operational
managers as we experimented with in our example. This goal model can consist of
long term, short term, strategic and operational goals of the organization as well
as contribution and decomposition relationships between them. Furthermore, in
this step we define the KPIs that support the goals (e.g., financial KPIs) and add
them to the model. This can be a challenging task and is very dependent on the
level of maturity of the organization. For instance, in two cases we have studied
as part of this research, one small organization had a very limited set of data
and was using a spreadsheet to monitor the business while the other one had
many indicators available and was using a sophisticated Business Intelligence
system. Our discussions with both organizations however demonstrate that any
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Fig. 4. Business Intelligence Decision-Making Framework

organization at any point within this wide range of information management
capabilities can benefit from applying this goal-based model. After defining the
model, we identify the type of analysis we want to perform on the model and
specify the new KPIs required to do so.

In the second step, we add the new KPIs and the new dimensions to the
model. Note that not all the KPIs need to be dimensional and if the available
data is not as granular as is required for a dimensional model, or if all the data is
not available, a step-by-step approach can be used leading to a number of model
iterations as additional data becomes available.

In addition, during this process we refine the cause-effect relationships be-
tween KPIs in the goal model (hence improving cognitive fit). These relation-
ships create a BI-enabled decision framework which can be used to document the
rationale for goal accomplishment, the decision context, and to analyze what-if
scenarios. The framework also helps one to evaluate the impact of a decision on
the enterprise’s goals through the use of historical and trend data.

In cases where an organization does not have historical data and is in its
early iterations of BI-based decision making, the initial formula used to define
the decision framework can be based on industry standards. As the organization
gathers more information, this historical data can be integrated to the model.
As will be seen later in the retail example, a decision framework can be used
to illustrate the expected impact of actions taken by managers. Furthermore,
they can be continually adapted by saving the initial iteration as a “snap shot”
and comparing it to actual results achieved by decisions. Gathering these snap
shots will eventually create a “decision trail” that displays context, decisions
taken and results of these decisions allowing managers to make better decisions
in the future. In addition, decision trails allow organizations to refer back to the
rationale they used for making successful or unsuccessful decisions.

We also add a decision options diagram (in the same GRL model) and connect
these options to the goals and KPIs of the organization. A decision options
diagram outlines the different options available to an organization to achieve
a goal.
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In the third step, we add the expected impact of the decision made in the
second step to the model and include risks involved in the decision. In using
GRL softgoals, we are able to show qualitatively the impact of risks on the rest
of the model. The most challenging aspect of this step is modeling a qualitative
risk factor that influences a quantitative KPI. In this case, we model the impact
by increasing the range of acceptable values for a KPI. In other words, once we
have estimated the inherent risk, we allow the acceptable range of the measured
KPI to deviate accordingly from its target value.

In this step, we also add the required KPIs and dimensions to the model
that allow one to better observe the impact of decisions. If we expect a decision
to change anything in the organization, we will examine that hypothesis using
the appropriate KPIs and GRL strategies. Finally, we monitor the impact of
the decision and compare expected results against actual results. Based on this
comparison, we adjust the decision framework as required and record the data.

In summary, the iterative cycle is based on creating an initial model which
is then refined by expanding data sources, capturing decisions made and the
results of those decisions, and building historical decision trails that informs
future models.

5 Retail Business Real-Life Example

In this example, we describe an initial application of the framework to a real,
Ontario-based retail business. The retail business would be categorized as a small
enterprise (revenues less than $50 million) with 4 local stores and planned expan-
sion nationally. The business has existed for over 15 years, establishing a strong
foothold in one neighborhood. Three years prior to the study, the business was
purchased by new owners who set national growth as a key strategic objective.
As part of the expansion plans, market and competitive studies were conducted.
In addition, the owners had created a scorecard that tracked key operational
indicators and provided the ability to conduct an assessment of business results.
Some data however, for example, the flow of customers through each of the
locations, was not yet available in the scorecard.

At the time of the study, most revenues were earned through consignment
sales. The business however had started selling new items as well and was plan-
ning to invest in an online business. Revenue was driven by ensuring that stock
was properly displayed which in turn depended on assuring that enough staff
were available to sort, tag, and lay out the products. The supply side of the
business depended on the number of consigners available, the amount of prod-
uct they brought to each store, and the speed at which these products could be
displayed. The demand side depended on local advertising and word of mouth
that stimulated traffic flow. All stores were situated in prominent locations with
good visibility that stimulated walk-in traffic.

To begin our investigation, we interviewed the CEO in order to identify the
high-level goals as well as KPIs and drivers of organizational success. As depicted
in Fig. 5, the goals of the principals were related to market growth: they wanted
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Fig. 5. First iteration model (aggregation formulas not shown here for simplicity)

to be the number one distributor within their geographical market. Store man-
agers were aware of the growth objective, but on the short term, they focused
on increasing revenues and the number of items sold in their stores.

As discussed above, the first iteration of the model provides an initial align-
ment of higher-level goals and KPIs. We started with a minimal decision model
and limited set of data just to illustrate the business goals and financial targets
and to identify the indicators and driver KPIs required to monitor the business
and to make informed business decisions. Fig. 5 illustrates the first iteration of
the model. At this stage, we also developed a rough dimensional model (Fig. 6) in
order to ensure that the data needed for the decision model would be available.
The dimensional model helps the store to analyze the impact of the KPIs on
goals based on their different store locations, in each period of time, by product
type (e.g., clothing, electronics, etc.), and by product category (i.e., retail and
consignment).

In Step 2 of the process, more KPIs were added to the model as drivers
and then linked to the high-level financial KPIs and organizational goals. In
addition, we added the new KPIs as well as a new dimension called “marketing
type” (e.g., outreach, online advertising, etc.) to the dimensional model. This
new dimension allows decision makers to analyze which marketing initiative has
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Fig. 6. First iteration dimensions
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Fig. 7. Second iteration decision options diagram
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Fig. 9. Third iteration dimensions

a more significant impact on the goals. In this step we also created a decision
options diagram (Fig. 7) illustrating the specific actions managers can take to
improve goal accomplishment. One of the decision options available to managers
in this case, is to invest in an online business. We consider this option as the
decision made by managers and update the models accordingly in step 3.

Fig. 8 depicts the complete model, which defines the expected impact of the
actions identified in Fig. 7 along with the KPIs and acceptable ranges for each
of the relevant goals based on the risks associated with each goal. There is one
new risk factor in the model that is associated with the investment in the online
business. Furthermore, there is also a new KPI used to monitor the investment
made in the online business and its impact on the costs. The GRL strategy
used for the evaluation here focuses on the use of the online business investment
(other GRL strategies were defined to evaluate different sets of options and find
the most suitable trade-off). Fig. 9 depicts the final dimensional model (including
its new “Sales method” dimension) used to ensure that the relevant data can be
delivered to decision makers. Note that, in jUCMNav, such figures can be split
over many diagrams when they become complex.

6 Lessons Learned

The development of our framework and its application to the real world re-
tail business data led to several lessons learned. From a business management
perspective, we observe the following:

– Modeling goals and defining drivers and KPIs (i.e., creating the cause-effect
decision model) not only helps to document the known aspects of the busi-
ness but also helps to clarify unknown factors that might be driving goal
accomplishment. Validation of the model through interviews with decision
makers ensures that data and KPIs included are indeed relevant to the busi-
ness. This can have a great impact especially for small businesses where
initial goals might not have been clear.
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– Even though modeling the indicators helps define the required information
and the relationships between variables, we are still unsure about where to
draw the line regarding the data we need to show in the model versus the
data maintained in source systems (e.g., databases or BI reports). We still
need to explore how to find the appropriate balance so we do not omit im-
portant information in the model for decision making while preventing the
inclusion of too much data which can complicate the decision-making envi-
ronment. We believe however that getting feedback on the right balance is
facilitated by the use of graphical goal models with rapid evaluation feedback
as provided by GRL strategies, which provide better cognitive fit than con-
ventional BI reports. Note however that the goal-oriented view introduced
here is complementary to what is found in BI tools, not a substitute.

– Defining relationships between the model elements without historical data
is difficult. In some cases, managers themselves are not aware of the linkages
because they have not had the historical data available to create cause-effect
models. In this case, we first create the models using industry standards
or “best guesses” and then use the different iterations of the framework to
improve the cause-effect decision model.

– The ability to adjust the range of acceptable values for a KPI is useful for
registering risk. For example, one might establish a wide range of acceptable
values for an objective that carries a high level of risk, such as expected sales
for a new product. On the other hand, objectives with lower profiles, such as
sales of well-established products, might have a narrower range of acceptable
values.

From a technical point of view, we have learned that:

– Our new extensions to GRL and the new formula-based algorithm provide
a great deal of flexibility for model evaluation, especially as they are com-
bined with standard goal satisfaction evaluation, hence offering the best of
both worlds. However our new algorithm still has room for improvement,
especially when it comes to using other intentional elements (e.g., goals) as
contributors to KPIs. We have had limited experience with this idea by con-
sidering risk as an input to KPIs, but this type of modeling may be useful
in other situations that require further investigation.

– Creating different versions of a model in different iterations and keeping
them consistent for comparison purposes can be painful with current tool
support. Saving separate files for each version of the model quickly becomes
a maintenance issue that requires a better technical solution.

7 Conclusions

There are critical issues related to the use of conventional Business Intelligence
technology for decision making. The gap between the technical data model
and the decision model creates a lack of cognitive fit, especially for supporting
cause-effect decisions. This represents a challenge that will become even more
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important in the future given that organizations are nowadays gathering ter-
abytes of information.

In this paper, we have provided several contributions toward a goal-oriented
business intelligence decision framework, where we integrate in a novel way goal
models, decision frameworks, action models, and risk, together with analysis ca-
pabilities. By integrating the decision framework into the BI system, we attempt
to improve cognitive fit between the decision making task and the representation
of information needed to complete the task. To do so, we extended a standard
goal-oriented language, GRL, to better display relationships between Key Per-
formance Indicators and objectives, enable formula-based evaluations of goal
models, and integrate risk through the notion of acceptable ranges for KPIs.
These extensions enable the combination of quantifiable KPIs with strategic-
level softgoals in the same model, which in turn allows analysts to assess and
monitor the impact of KPIs based on existing values and to explore what-if sce-
narios through GRL strategies. Tool support is provided as extensions to the
open source jUCMNav tool.

From an implementation perspective, we also introduced a framework with
iterative steps that support the construction of goal models (including KPIs and
dimensions) even in situations where little information is available. Such models
can be refined as more knowledge is gained about the organization and its con-
text. Models can also be compared (as historical data) to validate newer models
to assess the impact of past business decisions, leading to an ongoing system of
record that permits continual adaptation. Our retail business example helped
illustrate the framework in a real context, and suggests the feasibility of the
approach. We also believe that such a graphical, goal-oriented approach, which
delivers data values used to make decisions in context, supports the compre-
hension of important cause-effect relationships in a way that could complement
existing current BI technologies, which often lack an appropriate goal view.

The framework is still evolving, and limitations and potential work items
have been identified in our lessons learned. However, this framework brings new
contributions and good value to the BI table, and we believe it has a promising
future.
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Abstract. We propose a framework for automated point-to-point ap-
plication integration. Functional and technical aspects to consider are
presented. We advocate using intelligible (ontological) and distributed
(neural networks) knowledge representations to guide design and im-
plementation of application interfaces. We believe this yields benefits
over manual approaches currently used, in which business specifications
are first captured, then translated into technical specifications, and fi-
nally implemented, often by costly third-party integration specialists.
The present work initiates research efforts towards automation of the lat-
ter two activities, with a potential impact on professional-services costs
and time-to-operation.

Keywords: ontology matching, neural network, application integration.

1 IT Landscapes and Challenges

Generally, corporate IT organizations use a wide range of software applications
to maintain IT operations. For example, such applications are deployed for:

– managing (e.g., discovering, inventorying) network attached devices, such as
laptops, servers, or workstations; or

– managing (e.g., storing, tracking) configuration items1 and relationships
among them, or

– managing (e.g., logging, dispatching) IT-related incidents and problems.

Often, the activities are part of good-practice standards for IT operations, e.g.,
Infrastructure Information Library (ITIL) [1], IT Asset Management (ITAM) [2],
or Control Objectives for Information and related Technology (COBIT) [3].

1 A configuration item is an asset, service component or other item controlled by
the configuration management process, stored within the configuration management
database [1, p.112].
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Software vendors align their product portfolio to meet these standards, seek-
ing economies of scale. Consequently, applications often follow an “off-the-shelf”
approach. By the same token, companies adopt IT standards and expect lower
costs through “out-of-the-box” implementations. For example, ITIL defines a
process “Service Catalog Management,” with associated tasks, such as provid-
ing, updating, deleting. A variety of service catalog management applications
are offered within the market, which are tailored to support these standardized
tasks. However, they may vary as to how functionality is provided or imple-
mented. Furthermore, the service catalog management process is linked to other
management processes, e.g., change, configuration, or IT financial management2.
Again, a company may choose from a considerable number of applications tai-
lored for supporting these processes.

Eventually, the adoption of IT standards leads to application pools working in
concert within corporate IT landscapes. Within such application pools, a given
application is connected to one or more other applications with respective data
input and output interfaces3.

Despite the above standardization efforts, such as ITIL, important challenging
issues still can be identified:

– IT architectures evolve due to changing business needs and the need for
IT-business alignment.

– Software providers seek and succeed to replace competitors’ products. This
may or may not lead to improvements. It however leads to changes within
the application pool.

– Data quality (e.g., global naming conventions) is a difficult task for compa-
nies [5]. Decentralized setup often entails increasing syntactic divergence not
accounted for within existing application interfaces.

– Applications are upgraded to more reliable versions.

In each case, continued supervision, manual design, and adjustments of applica-
tion interfaces are needed.

With these challenging issues in mind, the remainder of the document intro-
duces an approach towards the automatic setup of interfaces between applica-
tions. In Section 2, we outline our rationale and give an overview of the basic
concepts used, namely ontologies and neural networks. We also discuss scope
and limits of the proposed approach. In Section 3, we present methodological
and functional aspects. Section 4 further details these aspects and depicts un-
derlying technical design principles. Practical examples are given for each step
of the method to clarify the approach. Note that the paper presents research in
progress. Experimental results are currently being gathered and will be presented
and discussed later on.

2 For more details, the interested reader is referred to respective sources on ITIL.
3 A point-to-point connection [4] is emphasized (cf., chapter 3).
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2 The Onto-Neural Approach to Integration

Our work focuses on automated integration of applications considering the con-
stant changes which pertain to “off-the-shelf” applications in standards-driven
parts of corporate IT landscapes, while assuming that these applications are
relatively stable. In other words, changes in functionality and data model are
gradual and aligned to the evolution of IT standards.

We claim that application integration can be accomplished through low-level
attribute mapping scripts which are automatically constructed or adapted by
using high-level business specifications. This approach can then replace the typ-
ical one which consists in manually translating those business specifications into
technical requirements and subsequently implementing these requirements.

To achieve this goal, we explore techniques inspired by neural-symbolic inte-
gration (cf., [6,7]) and formal concept description and reasoning systems, namely
ontologies (cf., [8]).

Ontologies capture conceptual views of a domain of interest and express com-
plex types of entities and relations among them [9]. Through automatic reason-
ers, they also allow for plausibility checks and inference of implicit knowledge.
We investigate how these two characteristics can be used as the basis to encode
high-level business specifications.

It should be noted however that formal inference based on such ontologies typ-
ically relies on unique naming in order to connect facts. In other words, ontology-
based systems assume that a single, well-formed ontology applies throughout [10].
It is our understanding that end-to-end corporate IT does not currently respect
this assumption. We therefore intend to use neural networks to formalize the no-
tion of distributed knowledge. Neural networks are made up of a connected
network of individual computing elements (mimicking neurons). Often, they are
deployed for classification tasks [11]. Specifically, we explore how neural networks
can be used to obtain a fixed-length distributed representations of structured data
such as graphs. We will use these representations to find pairs of applications
suited for integration.

Within the scope of this paper we aim at providing a mere proof of concept.
We entirely focus on the goal of constructing adequate mapping scripts by tech-
nological means, that is by ontologies and neural networks. We do not discuss
secondary aspects to integration, such as performance, scheduling, triggers, or
else IT as politically (as opposed to technically) driven domain.

3 Integration Method: Functional Design

In the following sections, we discuss methodological aspects. These aspects are
combined within the subsequent technical design principles and address stan-
dardized IT processes automated by several independent applications.

The approach we introduce is constructed around the following concepts:
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– Ontology: is a rigorous and exhaustive organization of some knowledge do-
main that is usually hierarchical and contains all the relevant entities and
their relations4.

– Application: is a software program that gives a computer instructions4. It
provides the user with functionality to accomplish a task. It relies on a set of
data objects comprised within a data model.

– Application integration: is a point-to-point communication directly be-
tween individual IT applications to enable collaborative business processes [4].
Thereby, the applications’ underlying database attributes are purposefully
linked to each other.

– Process: is a goal-oriented collection of activities that take one or more kinds
of input and create an output5. Activities are supported by applications which
provide necessary functionality per activity.

In light of these concepts, the integration method proceeds as follows:

Step 1: An ontological representation for causally related activities, that is a
process, is created. Within the resulting process ontology, any pair of con-
secutive activities is thus identifiable.

Step 2: For each relevant business application that can implement activities
within the process, an application ontology is created. The resulting ontolo-
gies encode functionality and data model. More than one application per
activity might exist. Consequently, several independent ontologies describ-
ing one activity might exist.

Step 3: The process ontology resulting from Step 1 is used as context for cou-
pling (and not matching) application ontologies for any selected pair of con-
secutive activities. The resulting compound ontology fulfills the axiomatic
restrictions of the process ontology for the selected pair of activities. As
mentioned, several application ontologies for the same activity can exist. As
a result, several compound ontologies can exist.

Step 4: In order to compare them, the process ontology and the application
ontologies are transformed into neural networks.

Step 5: A similarity measure (e.g., Euclidean vector distance) is computed be-
tween the neural networks resulting from Step 4. For further processing, we
select the compound ontology whose “compound pattern” is the most similar
to the “process pattern.”

Step 6: An integration script for the selected compound ontology is cons-
tructed.

4 Integration Framework: Technical Design

The integration method introduced in Section 3 uses ontologies and neural net-
works in order to obtain an integration script. In this section, we describe in more
4 Definitions from Wordnet, http://wordnetweb.princeton.edu/perl/webwn
5 Definition of business process from Credit Research Foundation,

http://www.crfonline.org/orc/glossary/b.html
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Fig. 1. The SAM process

details how ontologies and neural networks are used, and how the integration
script is constructed. As recurring example, we use the simple Software Asset
Management (SAM) process (cf., Figure 1). Therein, discovery and inventory is
used to capture and classify software installed on network-attached devices. In
parallel, the company’s procurement stores and tracks purchased licenses. Both
sets of data are then compared in order to establish license compliance. The
results are further processed, such as for management reports. The functions are
supported by independent applications offered by competing software vendors.
Experience shows that companies do generally not use sophisticated middleware
to implement standardized SAM. Rather, point-to-point application interfaces
are used.

4.1 Ontology Building

Ontologies represent knowledge capturing and logic reasoning systems. They
provide explanations for conclusions, or enrich explicit axiomatic assertions by
providing a precise notion of logical consequence through deductive inference [8].
In order to fully exploit them for application integration, we define the following
building blocks:

Process ontology (Step 1). The process ontology describes consecutive causal
activities which are conceptual and idealistic. Completeness of the representation
depends on the company’s domain expert who encodes these activities.

Examples of typical representations are given below: the SAM process is re-
stated as a UML activity diagram in Figure 2, followed by a verbose OWL-DL
process annotation (stemming from [12]) in Figure 3, and a simple ontology in
Figure 46.
6 Axiomatic restrictions, such as quantification, are omitted.
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Fig. 2. The SAM process – UML activity diagram

Process ≡ Start � ∃followedBy.(SWInstallDiscovering �
∃followedBy.(InstallLicenseComparing �
∃followedBy.(Reporting � ∃followedBy.End))) �
∃followedBy.(SWLicenseStoring �
∃followedBy.(InstallLicenseComparing �
∃followedBy.(Reporting � ∃followedBy.End)))

Fig. 3. SAM process in DL

Henceforward, we will concentrate on two consecutive activities, namely soft-
ware installation discovery and comparison. They are used to illustrate the con-
struction of one interface.

Fig. 4. The SAM process ontology

Application ontology (Step 2). The application ontology describes the func-
tionality supported by the application and the data model used to implement
that functionality. In this context, we refer to functionality as the set of functions
offered to the user, as implemented by the application.
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Fig. 5. The disc1 application ontology

Going back to the SAM example, let us consider two types of application: asset
discovery tools7, which implement the software installation discovery activity,
and IT asset management (ITAM) tools8, which implement the software license
installation comparison activity.

Let us assume that two applications are available that provide the function-
ality required to support the software discovery activity, namely tools disc1 and
disc2. They are provided by two software vendors. Figures 5 and 6 show two
different ontological representations. These ontologies are slightly different (grey
shaded area) as are the underlying applications. Differences can be found within
the functional description and the data model. For the sake of simplicity, we
assume furthermore that one application provides the functionality to support
the software license and installation comparison activity, namely itam. Figure 7
shows its application ontology.

In all figures, the property supports relates data model and functionality. The
property linkDataFunction relates specific data objects to specific functions.

Ontology coupling (Step 3). Given two activities that need to be connected,
and two applications providing the functionality supporting these activities (one
application per activity), the goal of ontology coupling is to “integrate” the
corresponding application ontologies, constrained by the process ontology.

At the heart of the coupling process is the sequence ontology (cf., Fig. 8) which
describes the ontology of a generic activity sequence. It will serve two purposes
within the coupling process. First, it will be used to construct a “reference”
ontology describing the business specifications. Second, it will serve as backbone
of the compound ontology describing how applications implement the reference
ontology. The coupling process proceeds as follows:
7 e.g., HP DDMI, CA Infrastructure Management.
8 e.g., HP Asset Manager, CA Software Compliance Manager.
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Fig. 6. The disc2 application ontology

1. Within the process ontology, select the pair of consecutive activities A1 and
A2 for which supporting applications must be integrated.

2. Construct a reference ontology that models the specifications of the sequence
of activities to integrate. The reference ontology is set up from the sequence
ontology, using the process ontology (cf., Fig. 9). To this end, extract the
ontological fragment representing the selected pair of activities9. The extrac-
tion algorithm uses keywords and axioms to accomplish this task, such as:

– Activity ≡ Function,
– A1 ≡ SourceFunction,
– A2 ≡ DestinationFunction,
– supports(x,y) → DataObject(x) ∧ Function(y),
– supportsSource(x,y) → SourceDataObject(x) ∧ SourceFunction(y),
– supportsDest(x,y) → DestinationDataObject(x) ∧ DestinationFunction(y).

Functions are added as defined. The result serves as the reference for fur-
ther processing steps. Clearly, a detailed representation within the process
ontology is warranted to obtain the best possible comparison basis between
integration alternatives (cf., Section 4.2). Also note that information about
data objects is not present. This fulfills our objective to only use high-level
descriptions, ignoring the specific implementation details.

3. Construct the compound ontology. To this end, use the reference ontology as
context and the available application ontologies representing A1 and A2. If
there are more ontologies per activity, construct several respective compound
ontologies. Possible results are sketched in Figures 10 and 11. Differences to
the reference ontology are in grey, while differences between the two com-
pound ontologies are in dark grey, shaded.

9 Here, we already selected software installation discovery and comparison.
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Fig. 7. The itam application ontology

Fig. 8. The sequence ontology. The placeholders are replaced with business specifica-
tions, extracted from the process ontology, to construct the reference ontology.

The coupling procedure uses element- and structure-level techniques stem-
ming from ontology matching, such as described in [13]. When applied to
applications disc1 and itam, the algorithm may proceed as follows:

(a) Find the Functions within disc1 which are most similar to members of
SourceFunction within the reference ontology (e.g., using graph-based or
name-based matching techniques). Example: (SWInstallDiscovery ⊆ As-
setDiscovery) ⇔ (SWInstallDiscovering).

(b) Add the Functions to the compound ontology as members of SourceFunc-
tion.

(c) Find the Functions within itam which are most similar to members of
DestinationFunction. Example: (SoftInstallCount ⊆ InstallLicenseCom-
parison) ⇔ InstallLicenseComparing.

(d) Add the Functions to the compound ontology as members of Destination-
Function.
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Fig. 9. The reference ontology for the pair of activities SWInstallDiscovering ⊗
InstallLicenseComparing

(e) Find all DataObjects related to the above found members of SourceFunc-
tion (DestinationFunction) and add them as SourceDataObjects (Desti-
nationDataObjects) within the compound ontology10.

(f) Search for and store mappings between members (and their datatype prop-
erties/attributes) of SourceDataObjects and DestinationDataObjects. For
each source and destination object a mapping is suggested. The mapping
may concern one or more attributes per data object (excluding the compul-
sory key mapping). Thereby, integrity constraints, also encoded within the
compound ontology, need to be respected (cf., [14,15,16] for more details).
Example: (SWInstall ⇔ SoftInstall) ∧ (SWInstall.ID ⇔ SoftInstall.ID
∧ SWInstall.Name ⇔ SoftInstall.Naming), and (Release ⇔ Version) ∧
(Release.ID ⇔ Version.ID ∧ Release.Name ⇔ Version.Code) (e.g., using
string-based, property, datatype, or internal structure comparison).

4.2 Comparing Ontologies through Neural Networks

The next step within the integration method consists of pairwise comparing
the compound ontologies with the reference ontology. Our objective is to find
the most similar one for further processing. The similarity measure is based on
a neural network representation of the reference ontology and the compound
ontologies. Specifically, activation patterns, i.e., real vectors, of the same size
are generated and compared by using an Euclidean vector distance. This section
outlines the approach in more details.

Using neural networks (Step 4). For the reference ontology or and each of
the compound ontologies o1, o2, we want to capture every details at the same
time. To this end, we define a vector z ∈ R

m serving as comparison pattern
and Z = [z1, z2, . . . , zg]T as a a collection of comparison patterns, with g as the
number of ontological concepts within an ontology. The patterns Z for or, o1,
and o2 are constructed using the Labeling RAAM technique11 (cf., [17]). The
technique has been shown to encode compositional structures such as labeled
directed graphs [18]. The resulting patterns are sensitive to the compositional
10 Integrity constraints are respected (not shown within the ontological descriptions).
11 Neural network implemented as Recursive Auto-Associative Memory.
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Fig. 10. The compound ontology for disc1 ⊗ itam

Fig. 11. The compound ontology for disc2 ⊗ itam

structure they represent. Following [19], they may be used for similarity anal-
ysis. We explore the use of this technique for or, o1, and o2 as they can be
seen as directed graphs G = (N, E). Concepts, such as classes or properties are
represented as nodes (N) and the connections among them as edges (E) [20].
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Fig. 12. The LRAAM network (cf., [19])

The general setup of a LRAAM neural network is depicted in Figure 12. Each
node within G serves as a single input vector x = (x1, x2, . . . , xn) ∈ R

n to
the neural network. By extension, X = [x1,x2, . . . ,xg]T , the collection of node
vectors for a specific ontology, comprises the complete input data to the network.
As mentioned, g is the number of nodes within G.

In principle, the network is trained through backpropagation to learn an iden-
tity function F : x → x′, where x,x′ ∈ R

n. A node vector is compressed by using
the function Fc : x → z. Then, the compressed representation is reconstructed
using the function Fr : z → x. The node vector x′ is thus an approximated out-
put equal to x. The network is trained by presenting the input vectors repeatedly,
one vector at the time.

To obtain z of a graph node, part of the input (output) vector is allocated to
represent the label and the rest to represent pointers (edges) p to connected nodes.
There are n pointer slots reserved, where n = max{degree(v)}, with v ∈ G.
Therefore, the input vector is composed of c+n ·m elements, where c is the num-
ber of elements used to represent node information (label plus pointer existence),
and m is the number of elements used to represent pointer values. If a node has
less than n pointers, a nil pointer is used. The hidden representation z of a specific
node is understood as the pointer for that node. As part of other input vectors,
it will thus be used as pointer and recursively fed to the network. Eventually, we
obtain the collection Z of fixed-sized vectors which represents the ontology.

Comparing Ontologies (Step 5). Comparison of the reference ontology and
compound ontologies will be performed using Z. Each ontology will be used to
train a new network, producing a Zor , Zo1 , and Zo2 respectively. Assuming that
there exists a similarity measure σ : Z×Z → R, such as Euclidean distance, we
can determine the best compound ontology by choosing o ∈ {o1, o2}, such that
σ(Zor ,Zo) is minimized.

4.3 The Integration Script (Step 6)

The comparison of the distributed representations yields o which is chosen for in-
tegration. We claim that the underlying applications are technically more suited
to support the sequence of activities. Let us assume that o1 is selected over o2.
An algorithm parses the mappings, established in Step 3 (Sect. 4.1), and derives
assertions, such as:
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SWInstall ∈ SourceDataObject ∈ DataObject ∈ DataModel ∈ Model
SoftInstall ∈ DestDataObject ∈ DataObject ∈ DataModel ∈ Model
∀ x, z.(SourceDataObject(x) ∧ SWInstall.Name(x, z)) ⊃ String(z)
∀ y, z.(DestDataObject(y) ∧ SoftInstall.Naming (y, z)) ⊃ String(z)
mapsTo(x, y) → SourceDataObject(x) ∧ DestDataObject(y)

The algorithm then constructs an integration script using these assertions, such as:

<STRUCTURE Name="SoftInstall">
<ATTRIBUTE Name="Naming">
<PROPERTY Name="Mapping" TYPE="String">
RetVal = [SWInstall.Name]

</PROPERTY>
</ATTRIBUTE>

</STRUCTURE>

5 Related Work

Similar approaches to application integration (excluding the use of neural net-
work part) can be found in [21] and [22]. Both suggest enterprise-wide inte-
gration architectures, based on semantically enriched web services. In contrast,
our research focuses on the micro-level. Here, local, changing business specifica-
tions and application pools, beyond the control of a corporate ontology, demand
more flexibility than encompassing EAI12. More specific aspects such as ontol-
ogy matching via background knowledge are discussed in [23], [24], or [25]. The
matching procedures described therein use upper-level or domain, yet general-
purpose (e.g., Foundational Model of Anatomy [FMA]), ontologies as background
knowledge. We differ in that we use ad-hoc process ontologies as context for
matching, and moreover, coupling. Relevant semantic annotation for underlying
processes are depicted in [26], [12], or [27]. Their focus is around the process
itself (e.g., reasoning, retrieval, consistency). We aim their use for point-to-point
data mapping. The usefulness of a LRAAM’s hidden activation pattern is docu-
mented in [18]. A simple medical conceptual graph is encoded for querying. We
differ in that we use LRAAM for ontology and therefore application selection.

6 Conclusion

We proposed an onto-neural – softwI red – method towards application integra-
tion. Contribution are identified at various levels: The technical part of applica-
tion integration is automated. It can therefore be managed through non-technical
personel, which clearly has a positive financial impact for the enterprise. In or-
der to reach this goal, ontologies are explored for suitability to capture high-
level specifications, and by means of context-driven ontology coupling, for the

12 Enterprise Application Integration as a company-wide integration standard.
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construction of mapping scripts. This approach goes beyond “classic” ontology
mapping for data mediation or translation. Nevertheless, interesting insights for
the field of ontology matching are expected. Furthermore, to the best of our
knowledge, the use of LRAAM for ontology selection is original.

A number of questions still have to be addressed. For instance, we need to de-
termine if ontologies are sufficiently expressive to capture business specifications.
If so, what happens when they evolve over time. Clearly, changes need first to be
recorded within the ontologies, for example through ontology learning13. Once
the changes are made, we execute the integration method again which yields an
updated integration script (cf., [28][p.46–47]). The behavior of this procedure
needs extensive experimentation which clearly also depends on the LRAAM’s
capability to produce reliable patterns. A prototype is being implemented to
address the questions raised.
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Abstract. The paper addresses the issue of communication between
a human and a set of distributed agents. The approach consists of two
steps: a first step to identify possible actions requested by the human, and
a second step where natural language data are interpreted by agents that
possibly could execute the selected action. Action selection involves using
linguistic cues, processing the input sentence uses ontological cues as well
as the knowledge-base structure. The architecture can be extended to
information systems, an example of which is given in the paper.

1 Introduction

Working with complex distributed applications like Terregov, a European project
dealing with social services1, we found that communication between a human
and a complex system constitutes a serious bottleneck. Indeed, interfaces for
such systems are difficult to implement and maintain, using traditional point
and click interaction. We found that vocal interfaces could offer a more flexible
approach (Paraiso [11]). Complex systems are often distributed. When such sys-
tems are built on multi-agent technology, interaction is done through the use of
personal assistant agents (PA). However, implementing a personal assistant is a
difficult enterprise and leads to complex pieces of software that become rapidly
unmanageable. To decrease the complexity of a PA, Negroponte has proposed
to use the concept of digital butler [9], limiting the role of the personal assistant
to handling the conversation between the human master and the system, and
presenting data at relevant times. The PA knows about a number of actions
that can be undertaken. It tries to determine which action is intended by its
master, and subcontracts the execution of the action to more specialized agents
belonging to its staff. Interpreting the request is thus a shared responsibility
between the personal assistant and the staff agents. The approach is interesting
since, contrary to web services, the responsibility of interpreting the (informal)
data lies not with the sender, but with the receiver, and depends on the knowl-
edge of the receiver, which is more in line with the agent paradigm. This type
of architecture can be extended to build for example distributed information
1 The Terregov project (European IP) aimed at developing a cooperative platform

for helping civil servants do a better job in the domain of social care. It adopted a
semantic web service approach. Results can be found at http://www.terregov.org.
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systems, in which each agent is responsible for the management of a particular
set of data. In particular, we have built an application, HDSRI, for handling the
international exchanges of our laboratory. We use it to illustrate our approach.

Currently the ”intelligent” personal assistant approach is promoted by impor-
tant projects like the DARPA PAL (Personal Assistant that Learns) program
that aims at providing a personal assistant to each participant in a war room2. A
consortium of laboratories lead by SRI is working on this initiative on a project
called CALO (Cognitive Assistant that Learns and Organizes)3. In Australia
Nguyen developed a vocal interface with a set of agents [10]. In a related do-
main, a number of projects are researching the best way of interacting in a Q/A
(question answering) approach using ontologies and a combination of various
techniques [1].

The paper describes a more modest approach dealing with interacting with a
complex system in a professional environment, using ontologies and knowledge
bases. It describes an architecture implementing the idea of digital butler, in-
troduces briefly the formalism used to model ontologies and knowledge bases,
explains the two-step communication mechanism, and details how informal re-
quests are processed by each agent of the staff.

2 Overall Approach

The overall approach consists in using a multi-agent platform to implement
the digital butler architecture, and in designing and implementing a processing
mechanism adapted to the selected environment.

2.1 Multi-agent Platform

We use the OMAS platform [2], designed for building cognitive agents4. The
platform offers four types of agents: service agents (SA), personal assistants
(PA), transfer agents (XA) and inferer agents (IA). Agents are organized around
a single net loop and share messages (broadcast mode). A physical loop is called
a local coterie, transfer agents are used to connect different physical loops or
different platforms acting as gateways. A set of loops in a particular application
is called a coterie. The system is open, all communications are P2P meaning
that there is no central directory (white, yellow, nor green book). Any agent can
join or leave the system at any time. A typical coterie is shown Fig.1, in which
we can see service agents, a transfer agent and a personal assistant with its staff.

2.2 Digital Butler Architecture

A personal assistant (PA) is an agent in charge of interfacing a particular person.
It is associated with this person referred to as its master. The role of the PA is to

2 www.darpa.mil/ipto/programs/pal/pal.asp
3 www.ai.sri.com/project/CALO
4 Available at www.utc.fr/∼barthes/OMAS/
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Fig. 1. Coterie architecture showing Personal Assistant and staff agents (FA, LA
and OA) on a local coterie, and Transfer Agent XA connecting another remote local
coterie

simplify the interface with the multi-agent system. Fig.1 shows a PA interfacing
a user and its set of staff agents. In the particular application consisting of
organizing page references, staff agents include a filtering agent (FA), a library
agent (LA) and an organizing agent (OA). Staff agents answer their PA and
nobody else. However, they can access any other agents in the coterie.

In many approaches communication with a PA is usually done through a nat-
ural language dialog, using traditional NL processing. However, as already men-
tioned, this leads to complex programming of the PA, and to a major problem
when it needs to be maintained or extended. Furthermore, in complex appli-
cations, we want to interact vocally, which means that grammar-based inter-
actions usually break down either because the system fails to recognize some
words or because the person who speak uses ungrammatical language (see the
thesis of Anh Nguyen [10] for an example of vocal interaction using a BDI
architecture).

2.3 The 2-step Approach

In our case, we consider that the PA is used in a professional environment by
opposition to open public environments. A consequence is that the number of
possible actions is not too large and the context is rather limited. The problem
is thus simplified and can be tackled by a 2-step approach: (i) recognizing what
action is requested; and (ii) extracting the relevant parameters from a noisy
input. The first step can be solved by using a library of possible actions or tasks,
the second step can be solved by triggering a special purpose dialog in the PA,
or letting the staff agents deal with the raw input. In this paper we only consider
the second method although both methods are used simultaneously.
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3 Ontology and KB Formalism

An ontology is necessary for defining the domain and exchanging information. It
is used to model the tasks (library of tasks), to model the domain and to produce
various knowledge bases. We use a representation language called MOSS [2],
summarized in the next paragraph5.

3.1 The MOSS Representation Language

MOSS is a complex frame-based representation language, allowing to describe
concepts, individuals, properties, classless objects, default values, virtual con-
cepts or properties. It includes an object-oriented language, a query system,
multilingual facilities, OWL and Jena compilers6, and much more. Interested
readers are referred to the online documentation. We only describe here the
features used for communication, using examples from the HDSRI application.
MOSS is centered on the concept of property and adopts a descriptive (insisting
on typicality) rather than prescriptive approach, meaning defaults are privileged
and individuals may have properties that are not recorded in the corresponding
concept.

Concepts are represented as objects with properties (attributes and relations).
Table 1 shows how the concept of (international) contact is defined.

Relations are binary. They link two objects, e.g. a contact and a country. Rela-
tions are automatically inverted so that the country is linked to the contact. The
inverse link however bears no semantics. It is a simple means to traverse an arc
of the semantic graph in the reverse direction. An inverted relation is called an
inverse link.

Attributes have associated values. All attributes have multiple values that may
be restricted by various types of constraints. An attribute can be inverted, pro-
viding direct access to the associated object. Thus a value becomes an index. In
case of multiple values, each single value may give birth to several index entries.
Each index entry is an individual, and is called an entry-point. Table 2 shows
the object representing Japan and an associated entry point. Entry points play
a central role for interpreting user inputs. In addition they allow optimizing
queries.

The MOSS formalism is used to represent ontologies and the corresponding
knowledge bases (a detailed example is given in Bettahar et al. [3]).

3.2 Sharing Ontologies

In order for the agents to communicate they share part of their ontologies. The
PA has a somewhat sketchy ontology allowing to determine what action is re-
quested, the staff agents, being specialized, have an extended domain ontology
5 Available at http://www.utc.fr/∼barthes/MOSS/
6 In the SOL sublanguage
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Table 1. The concept of contact

(defconcept ”contact”
(:att ”contact type” (:one-of :occasional :permanent))
(:att ”start date” (:unique))
(:rel ”country” (:to ”country”))
(:rel ”foreign correspondent” (:to ”person”))
(:rel ”partner” (:to ”organization”))
(:rel ”UTC correspondent” (:to ”person”))
(:att ”comment”))

Table 2. The object representing Japan and the JAPAN entry point

Internal id properties values
<country.22>

TYPE: <country>
Attributes:

NAME: ”Japan”
Relations:
Inv-links:

IS-COUNTRY-OF: <contact.21>, <contact.22>

JAPAN
TYPE: <entry point>

Attributes:
Relations:
Inv-links:

IS-NAME-OF: <country.22>

corresponding to their domain. Their ontology includes most of the ontology of
the PA. For example when a PA asks something to a staff agent, it may associate
a pattern to its request specifying the format of the expected return information.
It is the responsibility of the staff agent to fill the pattern with relevant data.
The pattern uses the terms of the PA ontology.

For example the PA may have a concept representing a ”person” with an
attribute stating its ”address.” The ADDRESS staff agent will have a more
detailed model of ”address” including ”street name and number,” ”city,” ”zip
code,” ”state,” and ”country.” If the PA sends a pattern like

("person" ("name") ("address"))

It is the responsibility of the ADDRESS agent to fill the ”address” field with
data extracted from its representation of an address (this is implemented by a
summary method).

The following paragraphs explain how the interaction is handled.
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4 Selecting an Action (PA)

4.1 The Library of Tasks

Whenever the user asks something, its PA first tries to determine what action is
actually meant by the request (or assertion). To do so it uses a library of possible
actions, defined as individuals of the concept of task. Table 3 shows how the task
for obtaining project statistics is defined, using a deftask macro that produces a
task individual. The :indexes parameter specifies a list of linguistic cues. Each
phrase (cue) has a weight between -1 and 1. Note the parameters :dialog and
the pair :where-to-ask, :action. The first one, :dialog, is used for calling a dialog
to analyze the input and ask for missing information before calling the staff
agent(s). It is used when access is done through a PA client interface. The pair
:where-to-ask, :action indicates which staff agent and what skill are concerned
with the input, and is used when no dialog is feasible (e.g. batch processing of
an email), which is the case considered in this paper.

Table 3. Defining a task individual

(deftask ”get project”
:doc ”Task for getting project statistics”
:performative :request
:dialog get-project-statistics-conversation
:indexes

(”project” .4 ”projects” .5 ”statistics” .4 ”stats” .4
”current” .4 ”active” .4 ”on going” .4 ”actual” .4)
)

:where-to-ask” :PROJECT
:action :statistics-html)

4.2 The Selection Mechanism

Selecting an action (a task) is done as follows:

1. The user tells something to her PA, like ”what are the current projects?”;
2. For each task in the library the PA checks the sentence for phrases specified

in the index pattern describing the task, and computes a score by using a
MYCIN-like formula7;

3. tasks are then ordered by decreasing scores;
4. the task with the higher score is selected if the score is above a specific

threshold.

Two points must be made here regarding the choice of the indices and the choice
of the weights.

7 If 2 cues are present, the combined score is computed by the formula a+b-ab.
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• Indices use terms from the ontology. However, one needs additional terms
like ”on going” or abbreviations that are linguistic additions. Also, one could
lemmatize the input sentence, but this has not been found very useful. Se-
lecting the right linguistic cues should be the result of experiments using for
example a magician of Oz set up.

• Specifying the weights manually is tricky. The resulting score is used to
differentiate among tasks. Thus the weights have to be fine tuned to produce
the right answer. An algorithm developed by Gonzalez allows computing the
weights using a neural network, but it has not been published yet.

Finally, when using vocal input the sentence received by the PA may be garbled
like ”water the current projects”, in which case a grammatical analysis is not
very useful.

4.3 Sending Information to the Staff Agents

The request sent to the staff agents uses a very simple content language in which
two fields are specified. In our example:
:data "what are the current projects"
:language :EN
:pattern ("project" ("title")("start date")("partner")("UTC correspondent"))

The pattern argument is optional in case the PA wants to build an individual
using the response and keep it in its memory. When no pattern is specified, the
answer is meant to be a literal (string).

5 Interpreting the Data (Staff Agent)

Before detailing the way requests are processed, we first remark that they are
most of the time very simple as shown by examples in Table 4.

5.1 Global Approach

The main idea is to use a graph-covering algorithm on the combination of the
semantic nets representing the local ontology and the knowledge base. The goal
is to determine target objects at the root of a spanning tree containing the
properties or concepts (or sub-concepts) present in the data. Nothing really new
here since it constitutes an extension of what Quillian’s proposed in the 60s [12].
The spanning tree is constructed by traveling from the entry points contained
in the request to a target concept determined by the skill we are executing. For
example if we are executing the skill :get-contact-statistics, the target concept
will be contact. The fan out is done breadth-first.

5.2 Types of Requests

Because we do not allow negations or disjunctions most of the requests are very
simple. They can be sorted out into several categories:
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Table 4. Examples of requests

What contacts do we have with Japan?
What are Moulin’s contacts in Australia?
Do we know somebody at Todai?
Do we have projects with China?
Give me statistics about our projects?
Contact stats?
Who is Moulin?
What is the phone number of the president of UTC?
Where does Dominique live?
...

• requests that do not contain individual entry points, e.g. ”Give me statistics
about our projects?”;

• requests that contain a single individual entry-point, e.g. China in ”Do we
have projects with China?”;

• requests that contain individual entry points and relation entry points, e.g.
UTC and president in ”What is the phone number of the president of UTC?”;

• requests that contain individual entry points and relation and concept entry
points, e.g. CIT, Moulin, Japan and partner in ”Is CIT a partner in Moulin’s
projects with Japan?”.

5.3 Mechanism

The approach is implemented as follows:

1. Determine the target concept (depends on the skill).
2. Split the input text into a list of words.
3. Combine the input words to extract from the ontology and knowledge base

entry points specifying concept, properties, or individuals.
4. If the result does not contain individual entry points, do a special processing.
5. Otherwise, extract the individual entry points and mark the concepts and

relations in the ontology.
6. Start from each individual entry point, constructing a set of paths breadth

first until either an instance of target concept has been found and all marked
items have been traversed, or we have reached a limiting maximal length for
the paths.

7. Intersect all sets of paths keeping the shared individuals of the target
concept.

Entry points and special processing. It can be seen that the role of entry
points on individuals is essential. If there are no individual entry points (step
4), then either the request is asking for a special treatment (e.g. get statistics)
or we do not have enough information to a answer it. Special processing is done
in the corresponding agent skill.
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Table 5. Example of adding (fake) data (brackets mean optional data)

add contact : / new contact :
country : zimbabwe
{correspondent} name : Mbozza
{{correspondent} first name : Manfred}
{{correspondant} initial : M}
{url : URL reference}
partner name : University of Harare
{partner acronym : ZNU}
HDS : barthès, mueller
{date : 2010}
{comment : met in Cape Town}

Subsumption. It can be seen that the paths are built using the graph of the
knowledge base. When traversing an individual, we check whether it is an indi-
vidual of a sub-concept of a marked concept, taking subsumption into account.

Fan out. Extending a path from a specific individual is a complex action. There
are two cases:

1. If the current object cannot have a relation or inverse-link corresponding
to one of the relations that have been marked, then we extend the path as
follows: we create a new path to all neighbors of the current object following
all existing relations and all existing inverse links.

2. Otherwise, we check if the current object has the marked relation instanti-
ated, and if so we add paths following this relation; otherwise, we kill the
current path.

5.4 Adding Information

Adding information is a little more constrained since we must parse the in-
put text. Therefore one must obey a predefined format, which simplifies the
application-dependent parser. For the HDSRI application, possible formats are
given on an example in Table 5.

6 The HDSRI Example

One of the applications developed using this approach is the HDSRI application
for managing international contacts and projects of the HEUDIASYC laboratory
(HDS). The system comprises four agents (Fig.2): ADR containing the name and
addresses of known people or members of the laboratory, CNT managing a list
of international contacts, PRJ managing the set of international projects, and
HDSRI PA. An additional agent, FINANCING, managing the potential funding
programs has been added recently and is not shown on the figure.



140 J.-P.A. Barthès

Fig. 2. Architecture of the HDSRI prototype

Fig. 3. Answer from HDSRI concerning projects with Japan

The application has two interfaces: (i) an email interface letting people send
emails to the HDSRI agent; and (ii) a direct interface with the PA, used currently
for maintenance. We only describe here the email interface.

In the email interface, there is in practice no dialog. Processing is done on the
data and an answer is expected containing the result. The HDSRI PA executes a
periodic goal, examining its mailbox for incoming requests and sends an answer
mail as shown Fig.3.

The interactive interface allows dialogs with the PA and is much more com-
plex. Dialogs are constructed as dialog graphs with transitions between the states
represented by the nodes. Dialogs must be developed for each task of the task
library. This particular aspect of interactions is outside the scope of this paper.

6.1 Simple Email Request

If the user sends an email containing the following questions:

• what are the projects with Japan?
• projects with Japan?
• Japan projets?
• In Japan, have we a project?

Such sentences are trivial variations on the same theme and are processed as
follows:
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• HDSRI selects the task ”get project” that ranks first due to the presence of
the word ”project” or ”projects” in the input.

• it ships the input to the PROJECT agent a pattern:

((:data "projects" "with" "Japan")
(:pattern "projet" ("title")("start date")("end date")

("UTC correspondent")))

• The project agent uses the ”Japan” entry point to build a path from the
”project” concept to the individual representing Japan.

• the path is used as a query to retrieve information.
• the information is sent back to the HDSRI PA as a list of data structured

according to the pattern.
• HDSRI produces an HTML table with the results, and sends a message back

to the user.

6.2 More Complex Requests

More complex questions come from the way they are processed, not from their
initial expression. For example a request equivalent to ”Do we know somebody
in Japan at CIT ?” leads to exactly the same processing than in the previous
paragraph, the difference being the presence of two entry points (Japan and CIT)
rather than one. The following requests however lead to a different processing:

• “Do we know somebody in Sydney?”
• “What are our contacts in Sydney?”

The main problem is that ”Sydney” is not an entry point of the CONTACT
agent. The CONTACT agent only knows about countries, not towns. Therefore
the CONTACT agent will need help from other agents or from the user (in
interactive sessions). The request is processed as follows:

• the HDSRI agent selects the get-contact task from the input;
• it sends the input to the CONTACT agent with a pattern

((:data "What" "are" "our" "contacts" "in" "Sydney")
(:pattern "contact" ("person" ("name"))("start date")("country")("UTC correspondent")))

• the CONTACT agent receives the request, but cannot find any known data
entry point in the input.

• the contact agent will then broadcast successively two messages:

((:find "country")
(:pattern "country" ("name")))

and, if unsuccessful

((:find "person")
(:data "What" "are" "our" "contacts" "in" "Sydney")
(:pattern "person" ("name")))
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• If one of the query returns an answer, it will use it to retrieve the requested
information as previously

• otherwise, the CONTACT agent will return a :failure answer to the
HDSRI PA

• the HDSRI PA will inform the user

In this approach the CONTACT agent strategy is contained (wired in) its get-
contact skill, which for simple action is easy to realize. The system however can-
not process very long requests or requests containing negations or disjunctions
(see next section).

7 Discussion, Limits and Further Work

Differences with web service. The approach we presented in this paper
amounts to spreading the analysis of a request among a set of agents. In the
case of a digital butler approach the agents participating in the analysis are
the staff agents, making the process rather localized. However, as shown by the
HDSRI example, the approach can be extended to any set of agents that share
a minimal part of ontology. The interpretation of a request is thus done by the
agent that receives the message rather than by the sender of the message as
for example in a web service approach. Doing so implies that the meaning is a
function of the representation (ontology) and knowledge (knowledge base) of the
receiver, which is in line with the agent paradigm.

Advantages of the two-step process. The two-step process has other advan-
tages: one is to decrease the load of a personal assistant, since its work consists
then in finding the type of service requested and in distributing the raw data to
the agents more susceptible to process it; another one is that the analysis of the
data is done in the context of specialized services, being thus more focused and
making it easier to implement.

Limited request format. Of course there are limits to the approach. Requests
must not be too complex and we do not allow negation nor disjunctions. The lat-
ter restrictions could be cancelled by using local grammars (like link-grammars),
which amounts to grouping sequences of words in the input data. We also cur-
rently do not use references to attributes, outside values that are entry points,
with the exception of dates. Taking account attributes amounts to building filters
on the resulting set of target individuals and could be done easily.

Alternative approach. Another approach quite similar to the one developed
in the paper consists of using the semantic graph representing the ontology
in the staff agent, together with entry points from the knowledge base, and
reconstruct a set of formal queries, based on the same concept of spanning tree.
The reconstructed formal queries are then executed against the local knowledge
base. Although this gives good results, it is less efficient that traversing the
knowledge base directly because part of the work is done twice.
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Multilinguisms. Currently our ontologies are multilingual (hence the language
parameter in the requests), but a PAs can ”understand” a single language. Mul-
tilingual applications must use several PAs in parallel, which does not constitute
a problem.

Salient features and case bases. To improve the processing of raw natural
language inputs one could take into account past requests by keeping stacks
of salient features. However, we do not think that the increased complexity is
worth it at the level of staff agents. We have tested the possibility of giving a
PA a short term and long term case memory (Chen [4]), but this makes it quite
complex and may not be worth it.

8 Relevant Works

As mentioned in the introduction research on ”intelligent” personal assistants is
very active, as well as research on Question/Answering systems.

The work mostly resembling our approach is that of Wong, Nguyen and Wobke
[15]. In their approach a user is talking to his PDA and the system is trying
to execute his request like displaying the emails, or organizing meetings. The
implementation is however entirely different, since it uses the inference engine
of the BDI agent platform to reason about the user’s utterance. This mixes
the agent execution mechanism with the mechanism of processing the data and
leads to rather complex programming detailed in Nguyen’s doctoral thesis [10].
However, the assumptions of a limited context and fairly simple questions is
similar to ours.

The recent PAL program and CALO project intend to build intelligent per-
sonal assistants that can help people in a control room or in a meeting. They
involve a large number of people as can be seen from the number of authors in
the publications. Within the CALO project a personal assistant, PExA (Project
Execution Assistant), devoted to aid people in the context of office work has
been developed [8]. The implementation is based on a BDI platform. The goal
of the assistant is to aid the user to manage time and tasks in connection with
other personal assistants in the system. The interface with the user is not the
main point of the project. It is based on producing context dependent interaction
frames, and also accepts typed sentences in natural language. The CALO project
however developed vocal interfaces, proposing a Meeting Assistant that can an-
alyze vocal inputs from the participants in a meeting and provide an indexed
summary at the end. Encountered problems are described in [13].

In the domain of multi-agent sytems, Knott and Vlugter [6] report work in un-
derstanding multi-agent dialogs, focusing on the problem of dialog management
(determining the addressee, resolving pronouns) among multiple independent
agents. The domain is open and the sentences are very short.

On the side of Question/Answering approaches the system developed by Lenat
et al. [7] for clinical research uses the Cyc ontology in a restricted but significant
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domain. The system can answer complex questions typed on several lines, after
breaking them into parts, process each part, getting the results back and using
consistency to filter irrelevant answers. Inputs are typed and are much more
complex than in our case. In the DeepQA project reported by Ferrucci et al. [5]
questions are short but the domain is fairly open, and answer time is a critical
factor.

Conclusion. The approach presented here is both simple and efficient, in par-
ticular when faced with noisy data. It is also easy to program. Some people may
be worried to let service agents interpret the content of a request and propose
their answers. Of course this can lead to quid pro quo, which in the case of
the simple information systems or exchange of information we have tested, does
not appear to be a major problem. Furthermore, the approach can be extended
and refined to minimize such possibility. Finally, broadcasting a request could
generate serendipity.
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Abstract. We present in this paper a task allocation mechanism con-
strained by a distributed, complex environment namely in our case a
home network. Thus, added to multi agent systems constraints, we have
restrictions in terms of communication (available throughput) and re-
source (bandwidth). We have a multi agent system with a knowledge
base, and we have to ensure a proper quality of service in home Net-
work adjusting the routing in real time by applying alternative route to
the main ones. Our approach uses the first price sealed bid type auction:
when an agent does not have an alternative route, it launches an auction.
The agent offering the best price will be the next hop of the route.

Keywords: Home Network, Task allocation, QoS, Knowledge based
system, Ontology.

1 Introduction

With the success of the Internet, its expansion in home, the adaptability, flexibil-
ity and decentralization of its application, limits had appeared. Those problems
affect both users and operators. Because they are neophyte, users are unable
to react properly to any event occuring in their home network. This is a direct
consequence of high level control lacks. Operators are faced with the inability to
properly transcribe business policies to their equipment configuration.

The task allocation problematic is a central issue in software agent systems,
distributed systems but also in various areas [11,13,7]. This is a direct conse-
quence of agent’s hetereogenity of the multi agent system. Each agent has its
own abilities, and a partial view of its environment. The multi agent systems
can be assimilated to a company, where an employee does not necessarily know
all its coworkers, but all the employees with their own abilities and behaviors
converge to a common goal, maximizing corporation’s profit [14,13,7].

In this paper, we propose a task allocation mechanism to adjust the routing
and also the quality of service in a home network. In this environment, we have
constraints in terms of communication as we are limited by bandwidths, in terms
of resource which is based on the available throughput and finally because there
is only a partial visibility [12].
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This paper is organized as follow: we start with an overview of the problem
then we are introducing the agent we are using to solve our problematic and one
application. Finally we conclude and present some future works.

2 Problem Overview

We call Home Network a set of elements that compose our high-tech environ-
ment at home with a home gateway (box) and others home devices like phones,
television, PC. . . This type of network can not be studied separately of the
Internet thus, the broadband access is the first aspect to be considered [10,9].

No longer than 15 years ago, Internet access at home was reserved to some
elite. They were using an analogical modem (56K) connected to their desktop
PC, and they were painfully surfing the Internet and reading their e-mails. How-
ever, with broadband accesses, the Internet starts to widespread, based on this
modem-PC architecture.

This was the first step of the Home Network, since triple-play offers intro-
duce the notion of router inside the home. Nowadays there is a home gateway
in mostly every home, which provides dedicated interfaces for Internet access,
telephony and television. This gateway is providing interfaces for those three
services: SCART or HDMI, Ethernet or WiFi, analogical telephony.

In the near future, all those services will merge IP, thus creating only one
into network over the Home. The single router architecture will no longer be
sufficient because it will have to provide at least 10 Mb/s in each corner of the
house (HDTV flow for instance). That is why, standardisation consortiums tend
to agree on the architecture illustrated in figure 1, which add several devices
named HNID (Home Network Infrastructure Device) in order to improve the
coverage (see [6]). Those devices also act as bridges between technologies.

Introducing HNID, the network will cover all the home with good condi-
tions, but also enable the network to suppport more devices. However, creat-
ing a real network, with active elements, leverages routing problematic: how
can we provide routing in the Home Network? The tricky point is that the
medium (WiFi) is very perturbation sensitive and its bandwidth may collapse
very quickly.

This routing problematic is quite well known in networks. Home Networks
inherit from ad-hoc networks, but this domain only considers wireless links, ex-
cluding PLC1 benefits. At the opposite, it also inherits from corporate networks
which already have such kind of architecture, but in Home Network, the user is
neophyte and there is no human network administrator to configure and main-
tain it. In other words, the Home Network has to be autonomic, which means
that it has to optimize itself in order to provide the best service possible to the
end-user.

1 PLC stands for PowerLine Communications. In other words, it means that we use
power outlet as a network medium.
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PLC Network

Extenders

Home Gateway

Fig. 1. Architecture of the Home Network

3 Agent-Based Solution

Introducing autonomy in networks is an emerging and widely recognized idea
in the telecomunication world. One way to autonomy is to work with a lot of
knowledge (see 3.1) within the network but also to take high-level decisions as
the network complexity is increasing.

3.1 Knowledge Plane

The knowledge plane has been added upon applications to mutualize informa-
tion. It has been introduced by [3], a network reseacher, and defined as:

[. . . ] a distributed and decentralized construct within the network
that gathers, aggregates, and manages information about network be-
havior and operation.

We grasp this concept through a multi-agent system based on knowledge.

3.2 Ginkgo Multi Agent System

What is the Ginkgo Platform? The agent platform can be considered as
a middle-ware for Autonomic Networking. It was designed to run onto network
equipments: that means the platform is distributed over the network. The plat-
form architecture is presented on figure 2.

Each agent is embedded on a network device and has a partial view of its
environment which is defined by the application designer. It communicates only
exchanging knowledge with neighbours.
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Host1

Agent Bridge1

Agent

Host3

Agent

Bridge3

Agent

Bridge2

Agent

Host2

Agent

Fig. 2. An agent is embedded each network device

What is an agent in the Ginkgo Platform? The figure 3 presents the
structure of ginkgo agent, thereafter the explanation of each component.

Agent

Node

Behavior Behavior Behavior

Sensors Effectors

Dynamic planner
Policy

Knowledge base

Fig. 3. Ginkgo agent architecture

– Behavior: Agent abilities are implemented by the application developer and
permanently adapting themselves to environment changes. It can read and
write in the knowledge base, sense and act from the node.

– Policy: Rule set by operator.
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– Dynamic Planner: It orchestrates the behaviors. It can start, stop, con-
figure even modify according to the policy.

– Knowledge Base: The Knowledge base (KB) is a central functionality
of the agent. It stores the data used by an agent in an homogeneous and
structured way and provides diffusion mechanisms of this knowledge between
the agents.

– Situated View: It is the partial view that an agent has of its environ-
ment [2]. It gathers local knowledge acquired by examining the device on
which is embedded but also the knowledge collected by its peers.

Preliminary work: Ontology, a way to structure the KB. Classicaly,
in a network device, there are many of algorithms running simultaneously,
each one using its own data. This lead to an important overlap, mandatory,
since there is no common way to handle data. KB stores not only informa-
tion manipulated by the behavior and the dynamic planner but also supplies a
representation.

Thus, it stands to reason to define an ontology which allows us to have a
common vocabulary for the knowledge representation. This facilitates the com-
munication between agents. The figure 4 represents a subpart of the ontology
using Unified Modeling Language (UML).
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Fig. 4. Extract of the ontology

From this ontology we have derivated a data model and implemented it in
the KB. For instance, an agent is embedded into a node which has interfaces
connected to other nodes. . .

Now, the KB is structured, we have to design the algorithm that relies on this
knowledge.
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4 Task Allocation in Home Network

4.1 Motivation

In classical approach of routing concerns, we try to tune algorithms to have the
lowest convergence time. This can be done by reducing the amount of information
taken into account. However, in such a complex environment this may lead to
poor routing performances as links quality may fluctuate very quickly.

Our way to handle this problem is to consider that the routing algorithm is
performing well in most cases, but need to be by-passed in critical situations,
by applying pre-computed alternative routes. This two stages routing assure the
quickest response time in case of link failures or link capacity collapse due to
external interferences.

Even if the alternative route principle is well-known in the litterature, it is
hard to implement, since we first need to monitor the normal operation of the
network, and secondly compute (and maintain) in background alternative routes.

When a flow comes to a node, the classical routing process routes it. However,
the agent embedded detects this new flow and tries to find out an alternative route.
This flow has some specific properties such as type, bandwidth and destination.
This make the finding complex (several criteria) and relying on neighbour abilities.

That is why we have chosen to use a task allocation mechanism based on
auctions. So, the neighbours can help a node to find out an alternative route
offering their ressources. The auction issuer can choose the best offer.

4.2 Formalization

The task allocation problematic is represented by a triplet :

< T, Ag, c >

T : set of tasks
Ag = 1, . . . , n: All agents participating in the execution of these tasks
C : P (T ) −→ R

+: Function defines the execution cost of each task subset and
have two constraints:

• Monotony : If we add a task to a set of tasks, the cost of their execution
must be superior to the execution cost of the initially set.

c(T1, .., Tn) < c(T1, . . . , Tn, Tn+1)

• If a task is not executed the cost must be null.

4.3 Environment

We consider a set of agents Ag = 1, . . . , n organized according to a network
topology as represented in the figure 5. Each agent must handle requests placed
in a schedule, knowing that any agent can be the recipient of a query. There are
T types of tasks: T = 1, . . . , n.
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Fig. 5. Illustration of the problem

Agents of the network do not have the same skills, they can not perform all
types of tasks. In addition, for a given type of task, they are able to execute only
x number of tasks Ti (ie corresponds to the structure that is under the Agentd
for instance). The figure 5 illustrates the problem.

Given these constraints, there are two reasons for which a reallocation is
necessary:
• The task type of the request received is not within the skill of the receiving

agent.
• The agent has reached the maximum number of tasks it can execute.

4.4 Approach and General Principles

The proposed mechanism is based on the theory auction mechanism and inspired
by auction first-price sealed-bid presented below:

The initiator starts the auction and each participant submits a bid
in one turn, without knowing other participants offer. The one which
has made the largest offer wins the subject of the auction and pays the
amount its offer [5].

Before we define the general principles, we present the structures that com-
pose the situated view.
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• {Tex}: Queue of task to execute

Taski Taskj

Taski, Datea Taskj, Datea

Taski, Dateb . . .
. . . . . .
. . .

• {Elocal}: List of local auctions. This structure brings together all auctions
initiated by the agent.

Idtask Reservation Price
Id(Ti) Xi

Id(Tj) Xj

. . . . . .

• {Eglobal}: List of global published auctions to the network

Editor
agent

Idtask Reservation
price

Assigned
agent

Offers

Ag1 Id(Ti) Xi (Ag4,Pi)
. . .

. . . . . . . . . . . . . . .

The offer column contains only its own offer except for the editor agent that
contains all offers.

• {O}: List of the offers for a bid published

IdEglobal Editor agent Offer price
Id(Eglobali) Ag1 Xm

Id(Eglobalj) Ag4 Xk

. . . . . . . . .

These structures are used in algorithms presented below. They are implemented
as behaviors and are based on these points:

• A task becomes a bid only when it can not be executed by the receiving
agent

• The situated view is only partially broadcasted
• The situated view is transmitted only when there is a change

When an agent receives a task, it checks two conditions:

1. Condition1: If the type of task belongs to its skills.
2. Condition2: If the maximum number of execution for this type of task is

reached.

If condition 1 is false or condition 2 is true, then the agent initiate an auction
about this task following the algorithm described in figure 6.
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Check if Ti ϵ T

Reception Ti

Incoming task Ti

Nb(Ti)<=NbMax( Ti)

Ti TTi ϵ T

{Elocal}={Elocal} Ti
{Eglobal}={Eglobal} Ti

Nb(Ti)=NbMax( Ti)Nb(Ti) NbMax( Ti)

{Tex}={Tex}

Fig. 6. Behavior that treats a received task

Bidding management by an agent: When an agent receives the structure
{Eglobal}, it processes the bids one by one executing these steps:

� Check if the auction has already been treated
• If true

Go to next auction.
• Else

� Check if it belongs to {Elocal} (it means that I am the editor agent)
• If true

1- It collects all offers and select the best one
2- It deletes the auction from {Elocal}
3- Fill informations of the auction in {Eglobal} with the assigned

agent
4- Go to next auction.

• Else
� Check if an agent has been assigned
• If true and the assigned agent is myself

1- Add task to {Tex} and execute it
2- Go to next auction.

• If true and the agent assigned is not myself
Go to next auction.



Decentralized Task Allocation Mechanism Applied to QoS Routing 155

• If false
� Check if I have already made an offer
• If true

Go to next auction.
• Else

� Check Condition1
• If true

� Check Condition2
• If true

1- {O} = {O} ∪ {O}Agi with {O}Agi = null
2- Go to next auction.

• Else
1- The determinated offer amount={O}Agi

2- {O} = {O} ∪ {O}Agi with {O}Agi �= null
3- Go to next auction.

• Else
1- {O} = {O} ∪ {O}Agi with {O}Agi = null
2- Go to next auction.

The initiator agent waits to collect all offers before selecting the best one. Indeed,
all neighbours must make an offer, eventually a null one if it can not execute the
task.

We suppose that for each task type there is at least two agents can execute
it. So, if an agent can not execute a received task and initiate an auction, we
assure that there is an other agent can makes an oer.

Moreover, the offers amount is determinated using an algorithm defined by
the application designer based on its constraints (here the available throughput).

An agent deletes an auction of its structure {Elocal} and the referenced offers
when the auction is completed (this means that an agent was assigned and it
added the task to its structure {Tex}). As for the structure {Eglobal}, an auction
will be deleted by the assigned agent after having added it to its {Tex}.

5 Application

Previous algorithms have been implemented and tested on the Ginkgo Platform
using a set of unitary tests. Futhermore, the mechanism has been used by some
members of the Ginkgo research team working on Home Networks. In this project,
it was used to improve alternative routes computation as explained in [8].

In this context, a testbed has been implemented which support the scenario
described with figures 7(a) and 7(b). HNID are connected using Ethernet, WiFi
and PLC, and the network convey data, tv and voice flows.

At the beginning (figure 7(a)), there are, one data flow over the PLC, and one
video flow going from elm to palm over the same medium. In the next step, we
generate a perturbation of the PLC link2. The agent detects it and applies the
2 Switch-on a lamp for instance.
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Fig. 7. Bandwidth evolution

alternative route which uses the WiFi link: this change is immediately applied
and the user does not suffer from any scrambling. However, the data flow is
not redirected since it allows easily some bandwidth reduction. The figure 7
illustrates the situation for the video flow with and without our agents.

In the figure 7(c), without agents, we can see, during the first 10 seconds, that
the received rate is almost 9 Mb/s. At t = 11s, we start the perturbation, and
we can see that the rate is down by 50 % : the quality perceived by the user is
very poor. On the contrary, the same scenario is done with agent (figure 7(d)) :
the rate is unstable during 3s, after that the user can enjoy a good quality. Those
3s can be considered as important, but this is only an implementation concern,
since agents are computing proactively alternative route (not adding delay) and
the perturbation detection can be done in less than a second.

6 Conclusion and Future Works

The use of this auction based mechanism has provided some ease in its applica-
tion, because the developer should in no case search a solution to its problems
namely the computation of alternative route, but just determine task, and what
represent a price. This prove that this proposed solution is generic and can be
applied to many network problems.
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As future works, we would like to investigate other applications like HandOver
or, the virtualization [4,1], even GMPLS.

The use of distributed artificial intelligence allows to overcome the limits of
networks solutions. In other words, effectively manage the complexity of growing
networks.

As an immediate enhancement, we will do a statistical validation studying
extreme cases, for example, additional requests to determinate the limit of this
mecanism and improve the algorithm or propose another one complementary.
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Abstract. The success of an e-government initiative depends on differ-
ent factors such as economic strategies, countries political and decisions
initiatives, countries readiness to citizen connectivity, etc. We concen-
trate in this paper on architectural design of e-government systems ac-
cording to a software engineering point of view which among all other
considerations promises also the success of the final operational platform.
In fact, architectural design is a key factor for a success of any system.
The purpose of this paper is to study and analyze existing (software)
architectures of e-government systems in order to have a better vision of
the architecture underlying and characterizing an EGP (E-Government
Platform). This is fundamental before proposing our own architecture,
particularly for a federated project of research S2EG1,conducted in the
context of Tunisia country e-government initiative. In this presented
work, we particularly want to highlight architectural design principles,
the high level components that constitute the architecture, specifically
the software components and the used technology.

Keywords: Software architecture, m/e-government, design principles,
standards.

1 Introduction

Several countries all over the world initiate and conduct e-government projects
and initiatives and several E-Government Platforms (EGP) exist nowadays.
Some countries like Singapore, Japan, Switzerland, Austria and so on have good
ranks (Source: IMD World Competitiveness Yearbook (WCY) 2010 ) and seem
to prove a success in this field by good practices and results. E-government al-
lows mainly the simplification of the governmental processes and the interaction
between the citizens and the governmental organizations. The implementation
1 The Tunisian project S2EG (www.soie.isg.rnu.tn/PRFS2EG) is a federated re-

search project funded by the Ministry of Higher Education and Scientific Research
(MESRS) and with the goal of establishing an M/E-Gov system including secure
electronic transactions between citizen or company and the government system. This
project involves three research laboratories (SOIE, RIADI and CRISTAL) and three
socio-economic partners (the Tunisian Prime Ministry, the National Agency of Elec-
tronic Certification and the National Agency of Computer Security).

G. Babin, K. Stanoevska-Slabeva, P. Kropf (Eds.): MCETECH 2011, LNBIP 78, pp. 158–172, 2011.
c© Springer-Verlag Berlin Heidelberg 2011

http://www.soie.isg.rnu.tn/PRFS2EG
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of such a system will have to harmonize the treatment of the governmental
documents, their electronic exchanges, security of the exchanged data and the
cohabitation of heterogeneous systems. We argue that a success initiative of e-
government depends on different factors to take into account but in this paper,
we focus on software engineering aspects particularly on architectural design of
e-government systems which play an important role in the success of a (soft-
ware) system. Our main final objective is to build an e-government architecture
in the context of Tunisian e-government initiative based on systematic, large
scale reuse which seems to be appropriate for the so many applications pro-
posed as services to citizens. But prior to this work, we fell that is very im-
portant to study existing e-government software architectures which consider
seriously the importance of architecture design before building any operational
platform. So, the main purpose of this paper is to synthesize the results of the
study and to take lessons before proposing our own architecture which is not
in the scope of this paper. Understanding e-government architecture framework
among public sector organizations is a significant strategic step towards reliable
and effective e-government adoption. In fact, e-government doesn’t mean use
of IT to offer electronic governments services but a good architecture design
satisfying key requirements such as performance, reliability, scalability, porta-
bility, security and interoperability is fundamental for a success of such sys-
tems. A fundamental benefit of architecture for Information Management and
Information Technology in any enterprise is adaptability faced to the inevitable
changes in applications systems and other IT assets. As an example, with the
mobile branch, many new services in public administrations and governments
will grow up in this field. There are a number of architectural frameworks
for modeling distributed systems coping with system heterogeneity and open-
ness such as ISO/RM-ODP (Reference Model for Open Distributed Processing),
OMG/CORBA (Object Modeling Group/ Common Object Request Broker Ar-
chitecture), OSF/DCE (Open Software Foundation/Distributed Computing En-
vironment). Several e-government architectures have been proposed in the past.
Some are not good designed and practiced because they are only based on tech-
nology while others are based on real facts and strategic design principles. So,
with the aim of conceiving a large scale reuse based software architecture for
e-government, we conduct an in-depth study of a sample of e-government ar-
chitectures which are not uniquely based on technological aspects but consider
an abstraction of the system and qualifying it with various quality attributes
as addressed by the software architecture discipline. We analyze each architec-
ture in order to identify their dimension of variance, classify the architectures
along these dimensions to better characterize e-government architectures com-
pared with other distributed architectures such as those of e-commerce or e-
learning and son on. Interestingly, even though these architectures appear to
deal with the same problem, they in fact differ significantly from each other.
Some of the features that we put in place and that distinguish between them
include:
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– Number of architectural principles: ideally includes sufficient information to
allow high level analysis and critical assessment for making the appropriate
decisions.

– Use of specific architectural standards.
– Use of explicit support for architectural design: notations for architectural

representation (architecture description languages and tools for parsing, dis-
playing, compiling, analyzing, or simulating architectural descriptions).

– Exploiting commonalities in e-government applications to provide large scale
reusable framework specifically product line families [7] which promises im-
provements in productivity, time-to-market, quality, and cost.

– Used approach for architecting a system (holistic or not).
– Number of described architectural views: each view captures some aspect of

the system.
– Scope of development (country, federal, governmental agencies, cross-border,

etc.).
– Field addressed: e-administration or e-government in general.
– One stop portal.
– Client centric architecture.

In section 2, we present a sample of e-government architectures. A comparison
of the studied architectures is given in section 3 followed by a discussion. The
highlighting of the principle features (attributes) of an e-government architec-
ture is given in section 4. A conclusion summarizes our work and gives some
ideas about the e-government architecture that we put in place in the context
of the federated project of research S2EG but which is not the subject of this
present paper.

2 A Sample of E-Government Architectures

We have investigated several e-government architectures and present here a sam-
ple of 7 architectures. These latter are chosen in the sample because: 1) detailed
documentation about architectural aspects of their e-government platform are
available, 2) the architectures are built in different contexts (a country, a state
and federated research project), 3) some consider mobility and others support
only e-government. Our sample concerns mainly developed countries where just
one deals with the Jordan developing country. We explain this by the fact that
most papers describing e-government in developing countries focuses on economic
strategies, statistics about connectivity of citizens and the use of e-government
services, and operational e-government platforms.

Archi 1: Architecture for mobile government
The architecture proposed by [2] is a system offering citizens the opportunity to
establish administrative transactions using an m-gov portal. The portal is the
single point of access to services. The principles of the architecture are essen-
tially three: accessibility, integration, transparency. As shown in Figure 1, several
components are integrated to satisfy the citizen’s request made via the m-gov
portal:
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Fig. 1. Architecture for mobile government [2]

– User Interface Management Module: its role consists on synthesizing and
deploying the user interface on any mobile device used by the user.

– Business Documents Tracker: offers users the ability to track documents as
they pass through different stages of the workflow.

– Notification Manager: is responsible of sending alerts and notifications for
the workflow participants (citizens or government employees) via SMS, MMS
or emails.

– Workflow Execution Engine: runs workflow models defined by the work-
flow modeler. In fact, this module enables, through invocations of Web ser-
vices, applications operating in the various public agencies and controls their
execution.

– Workflow Modeler: defines administrative workflows by specifying the public
agencies involved in the workflow and the roles of their staff.

– Workflow Orchestration Module: ensures consistency and integration of var-
ious public agencies workflows.

– Public Agency Applications: represents information systems and applica-
tions already deployed in public agencies that are usually heterogeneous and
difficult to interoperate.

Archi 2: Geneva state e-government
According to [9], the author presents a system approach and defines principles
for architecting a system which must sustain the entire e-government activity
of a mid-level public authority (Geneva). The four principles are: Legality, Re-
sponsibility, Transparency, and Symmetry.

Statement of the Legality principle (LP). Any operation suggested to a
user on an interface of the EGP and all the consequences of the execution by the
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user of this operation must be legal and respect the users legal and civil rights
within the jurisdictions under which the referential operates.

Statement of the Responsibility principle (RP). Each operation executed
on the EGP can be attributed to a unique identified legal personality. This legal
personality is legally responsible for the execution of the considered operation
and for all its publicized and certified consequences.

Statement of the Transparency principle (TP). Organizational character-
istics (of actors) which are not explicitly necessary to perform an operation on
the EGP are not reflected in that operation.

Statement of the Symmetry principle (SP). Any function that is necessary
for an EGP to operate correctly, but that is not directly determined by a mandate
of the state, should be implemented on the EGP, if at all, in a way that an
external service provider can furnish the service.

The architecture of an E-Government system is organized into three layers
(see figure 2):

– Front-end: supports the user’s request to be processed in the back-end.
– Back-end : integrates several components to satisfy the request of users:

• Content Management: ensures consistency of document contents.
• Document Management : supports documents management.
• Communication Management: ensures the communication of the differ-

ent participants which is based mainly on the exchange of documents.
• Authorization Management: checks if the permission is granted or not

to a user to perform an operation.
• Personnel Data Mirroring: is responsible for the proliferation of personal

data to prevent their loss.
• Workflow Repository: includes all workflows that support the different

business processes.
• Workflow Engine: allows electing the most appropriate workflow to sat-

isfy the user’s request.
– Agency Legacy Infrastructure: represents the information system already es-

tablished in the governmental agency.

Archi 3: One-stop government portal architecture
The One-stop government portal architecture proposed by [1] focuses on interop-
erability and integration of different governmental services based on knowledge
management. It consists on a basic structure of a generic e-government one-stop
portal based on a SWS (Semantic Web Services) infrastructure. This architecture
is organized into three layers (see Figure 3):

– User Interaction Layer: represents the front-end system. It permits to the
users to identify the ”life events” appropriate to their needs and collect the
necessary information needed to execute the requested service.

– Middleware Layer: represents the core of the system. It’s based on :
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Fig. 2. E-Government architecture [9]

• Life event Manager : responsible of the semantic description, publishing
and updating ”life events” to provide citizens with a personalized list of
available services;

• Internet Reasoning Service (IRS III) : responsible of the description,
identification and invocation of multiple and heterogeneous web services,
based on WSMO (Web Service Modeling Ontology);

• A knowledge model composed of three ontologies: an e-government on-
tology, a ”life event” ontology and a service ontology.

– Service Layer: ensure the execution of services for a ”life event”. Each public
administration (PA) offers a service that is semantically described by the
IRS-III module of the middleware layer.

Archi 4: The Jordan electronic Government Architecture Framework
(e-GAF)
The reference model for the Jordon e-Government is captured through this set
of artifacts:

– An enterprise architecture for the e-Government central platform.
– A reference architecture framework for ministries, to be developed follows

a framework based on the US Federal Enterprise Architecture Framework
(FEAF).

– An interoperability framework (GEFI)
– Governance framework
– A set of supporting standards and guidelines.

The e-government central platform architecture proposed in [3] is composed by
the following components as mentioned in figure 4:
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Fig. 3. One-stop government portal architecture [1]

– Access and delivery services: portal, contact center and collaborationrkflow
for contractors.

– Business integration services: integration hub, workflow enabler
– Shared services: notification, content management and e-payment
– Platform services: connectivity, identity management
– Administrative services

The architecture adopts 24 e-government architectural requirements such as ac-
cessibility, business event-driven systems, defined authoritative sources, security,
requirements change, etc.

Archi 5: The architecture of an European e-Government Project
The architecture of ” on-line one - stop Government ”, presented in [4], real-
ized within the European eGOV project, is represented in the form of a portal,
offering to citizens the possibility to have access to public services by a single
entrance point to all services and information of government and administra-
tions. It’s, in fact, a global entry point to different services and information on
local and national institutions The consortium of the project consists of 10 part-
ners coming from Austria, Finland, Germany, Greece and Switzerland reflecting
different forms of government and public administrations throughout Europe.
Further, the partners represent a balanced mixture of public and private re-
search institutions, local and global public administrations as well as technology
providers. Design principles: one global access point with different devices so mo-
bility, adaptability, integration, accessibility, legal issues, laws and prescriptions
have to be clarified and updated. The architecture consists of :

– A portal which presents the only point of access to the governmental ser-
vices offering a number of advanced characteristics as the access through
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Fig. 4. The Jordan e-Government portal [3]

various devices including mobile devices, the customization(personalization),
numeric signatures, and multilingual content.

– A national Service Repository (SR) and some local Service Repositories of-
fering data and information related to public services. These warehouses also
supply a structure for the transactional services and integration interfaces
for the legacy systems already used in the public administrations.

– A Service Creation Environment (SCE) which is a set of tools serving as
front-end for the SR and which allows the maintenance and the update of
the public services existing in the SR.

– The GovML language (Governmental Mark-up Language) which connects
the portal to all the public local services. It is based on XML and offers a
common, flexible and stretchable syntax for the public sector.

– The GovML filter which allows the SR to be easily reached independently of
the formats of data warehouses. Appropriate filters allow translating a given
format to the required GovML format.

Archi 6 : European Commission e-mayor project (e-mayor, 2004)
The proposed e-government architecture [6] defines ten e-government archi-
tectural requirements: interoperability, scalability, transparency, cross boarder
characteristics, security and trust, compatibility with existing infrastructures,
user-friendliness and accessibility, cost considerations, limited training, and mo-
bility aspects. These architectural attributes are mapped with RM-ODP
architectural attributes and uses this standard which considers the following
5 architectural viewpoints: 1)Enterprise viewpoint: the policies which define the
behavior of an object in the system and the system’s purpose of operation and
scope, 2)Information viewpoint: presents and analyses various information ob-
jects that will be used by the system, 3) Computational viewpoint: divide the
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computational functionalities in distinct packages and depicts their intercon-
nexion and collaboration based on the interfaces exposed; focuses on the way
distribution of processing is achieved, 4)Engineering viewpoint: the way differ-
ent objects of the system use to communicate with each other and the resources
that are needed (channels) and 5) Technology viewpoint: the selected technology
of a system (channels becomes RMI , TCP).

Archi 7: The Government of Canada, Federated Architecture
The Government of Canada’s Federated Architecture [5] is intended to guide the
development and construction of the government’s common information man-
agement and information technology (IM/IT) infrastructure. This architecture
defines 13 principles: Reduce integration complexity; Holistic approach; Busi-
ness event-driven systems; Defined authoritative sources; Security, confidential-
ity, privacy and protection of information; Proven technologies; Total cost of
ownership; Plan for growth; Adopt formal methods of engineering; Extended in-
formation and services environment; Multiple delivery channels; Accessible gov-
ernment; and Robustness. The approach taken divides the high level definitions
of technology domains groups of related technology enabled capabilities.: 1) pre-
sentation, 2)application: combines business processes with data and technology
to enable the implementation of business activities (interoperability of applica-
tions), 3)services, 4) platform,5)network, 6)information management, 7)system
management and 8) security. The architecture components comprise common
components needed to ensure that the government meets its on line service
delivery goals. Other components are specific to ”subgroups” of departments
and agencies that share similar needs for which common IM/IT solutions are
appropriate.

3 Comparison of the Architectures Sample

Table 1 presents the commonalities and variabilities of the 7 presented architec-
ture according to the fixed features as mentioned in the introduction.

Discussion
As a first notice, we remark that all the architectures don’t have the same level
and most present a conceptual view with different kinds of design principles
varying from philosophical ones (such as the 4 principles presented in archi 2
that consider a system approach for the architectural foundation), conceptual
and strategic ones and technological principles characterizing distributed sys-
tems in general. All the architectures provide client-centered electronic services.
In fact, it is necessary to approach the design of an EGP from the client’s side
because the client, i.e. society as a whole, is not an enterprise. Some consider
one stop portals as an entry to services while others not. The major fields ad-
dressed concern e-government in general. The scope of development concerns
one state, one country, several countries as European ones, or Federal govern-
ments where others don’t precise the scope. Some architectures see government
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�������Criterion
Archi

Archi1 Archi2 Archi3 Archi4 Archi5 Archi6 Archi7

Number of
architectural
principles

not clearly
men-
tionned

4 not clearly
men-
tionned

24 6 10 13

Use of a specific
architectural
standards

no no no TOGAF (The
Open Group
Architecture
Framework)
[10]

no ISO/RM-
ODP [6]

John Zach-
man’s Frame-
work for
Information
Systems Ar-
chitecture
[11]

Explicit sup-
port for ar-
chitectural
design

no no no yes no yes no

Exploiting
commonalities

no no no no no no no

Approach not holis-
tic

holistic not holis-
tic

holistic not holis-
tic

holistic holistic

Number of
described ar-
chitectural
views

1 concep-
tual view

1 concep-
tual view

1 concep-
tual view

4 Business
viewpoint
Data view-
point Ap-
plications
viewpoint
Technology
viewpoint

1 concep-
tual view

5 Enterprise
viewpoint,
Information
viewpoint,
Compu-
tational
viewpoint,
Engineering
viewpoint and
Technology
viewpoint

1 conceptual
view

Scope of devel-
opment

General:
not for a
specific
project

state of
Geneva
(national
and inter-
national):
mid-level
public
authority

General:
not for a
specific
project

Jordan Gov-
ernment

European
countries

eMayor
project
between
European
municipalities

Canada
federal Gov-
ernment

Field addressed e adminis-
tration

e govern-
ment in
the large

e govern-
ment in
the large

e government
in the large

e adminis-
tration

e government
in the large

e government
in the large

One stop portal yes no yes yes yes no no

Client-centered
electronic
service

yes yes yes yes yes yes yes

Fig. 5. Comparative table of E-Government architectures
Archi 1: Architecture for mobile government- Archi 2: Geneva state e-government -
Archi 3: One-stop government portal architecture - Archi 4: The Jordan electronic
Government Architecture Framework - Archi 5: The architecture of an European
e-Government Project- Archi 6 : European Commission e-mayor project - Archi 7:

The Government of Canada, Federated Architecture

as a whole, which tends to favor top-down e-government design and to con-
sider a holistic approach. A simple reason for the need to integrate architecture
is the fragmentation of e-government systems that have often been organized
vertically around departments (silos). This increases the need for vertically and
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horizontally integrated architectures addressing the communication between sys-
tems within and between departments and organizations. We note that architec-
tures designing one stop portals don’t adopt a holistic approach. This leads to the
definition of incremental strategies for e-government but over time, most incre-
mental projects encounter difficulties because they don’t consider e-government
systems as a whole. The mobility aspect is considered just by some architectures.
Only three architectures (archi4, archi 6 and archi 7) use specific architectural
standards which is a good initiative because they permit a better reuse of design
principles characterizing open distributed systems but adding new philosophical
and strategic ones specific to e-government is fundamental. But in archi 2, even
if the author doesn’t speak about any use of architectural standards, the design
principles concentrate on ones specific to e-government and even the security
aspect is not considered technically but the 4 presented philosophical principles
induce solid security aspects. Only archi4 and archi 6, consider explicit support
for architectural design which is profoundly recommended for building good ar-
chitectures. Finally, no architecture exploits commonalities in specific domains
to provide reusable framework for product families in e-government. According
to the implementation view, we note that:

– Each is articulated in three layers: the front-office, the back-office and the
applications of the governmental organizations.

– The implementation architectures are based on Web services and/or on work-
flows or GovML language where some use the concept of ontology.

– Most of the architectures assure the follow-up of tracks of the governmental
documents and offer the possibility of sending notifications to the citizens.

We can’t say that one architecture is the best but we can build an architecture
which takes into account the best practices and provides a good architecture
suited for e-government systems. We strongly think that a good architecture
must present different views and determine the relations between them. We
also recommend a construction of higher level architecture which is a line of
services and exploit the advantages of product-families. In fact, governments
have certainly a long list of services to provide and exploiting commonalities
and variances between a set of services will provide a good abstraction and gain
in development costs and time to market (large number of citizen, able to host
increasing number of e-services which we consider as software applications) with
a good return on investment. In the sequel, we concentrate on the different design
principles proposed by the sample of architectures and we try to classify them
and to consider all of them for the design of an e-government architecture based
on Service Oriented Product Lines (SOPL) (which is not presented in this paper).
The mobility aspect becomes a real requirement that must be present in any
e-government system which leads to m-government without forgetting security
new issues. Note also that a one global access point with different devices is
strongly recommended.
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4 Principle Features (Attributes) of an E-Gov
Architecture

Our review of the literature of e-government architectures allowed us to list a
set of characteristics defining software architecture for E-Government systems.
These attributes must be addressed to policymakers, i.e. the people confronted
with the real problems of e-government (complexity and scale, i.e. costs; trust and
expectations of citizens, i.e. choice and added value; dissemination and impact
of technology i.e. change in society), and to users. We group these characteristics
into intrinsic characteristics and extrinsic characteristics.

– The intrinsic characteristics of the architecture are characteristics appropri-
ate to the architecture. They concern the specificities of the architecture and
its integration with other systems:

• Interoperability and integration: integration of different governmental
information systems in order to cooperate with each other.

• Security and trust: the security is an essential criterion for the architec-
ture to provide confidence to the users of these systems.

• Flexibility: indicates the ease with which new components are integrated
within the architecture and the possibility of its evolution.

• Compatibility: indicates that an e-Government architecture has to allow
the use and the communication with the existing infrastructures. Thus,
such architecture must provide a compatibility layer with existing sys-
tems in order to be able to use their data. In a context of E-Government,
this compatibility interests especially the integration of the legacy sys-
tems and the cohabitation of heterogeneous environments of the various
governmental organizations.

• Traceability: indicates that we can detect for every operation made the
steps by which it passed.

• Symmetry: indicates that any function which is necessary for the system
to work correctly, but which is not directly decided according to a man-
date of the state should be implemented in a way that it can be provided
by an external service provider.

• Cross-border characteristics: refers to the international communication.
In frontiers services, there has an exchange of information, data, or doc-
uments between citizens and public administrations (C2G, G2G) in an
international context and through administrative borders.

• Scalability: large number of citizens and able to host increasing number
of e-services.

• Legality: any operation executed on m/e-government system must be le-
gal and respect the users legal and civil rights within a given jurisdiction.

• Cost considerations: minimization of deployment and operations small
organization don’t have the same resources in terms of finance and per-
sonnel.

• Limited training of e-government employees.
– The extrinsic characteristics in the architecture: are characteristics that in-

terest rather the user of this architecture:
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• Privacy: an E-Government architecture has to offer mechanisms dedi-
cated to the protection of the user’s privacy.

• Accessibility: this characteristic results from the fact that the govern-
mental organizations have to cover a maximum number of users. So, it is
necessary to propose assistance for the foreign or handicapped citizens.

• Transparency: the operational treatment must be hidden and should not
be issued to the end users.

• Mobility: this aspect offers to the citizens the use of governmental ser-
vices without needing either to move or to respect the administrative
schedules. It involves the omnipresence of the governmental services and
the facility of access to these services.

• Responsibility: every operation executed on the system must be at-
tributed to a unique identified legal personality. This legal personality is
legally responsible for the execution of the considered operation and for
all her consequences made public and certified.

We think that all the mentioned architecture attributes are important for design-
ing an e-government architecture. All the presented architectures don’t support
all of them.

�������Criterion
Archi

Archi1 Archi2 Archi3 Archi4 Archi5 Archi6 Archi7

Interoperability
and integration

x x x x x x x

Security and
trust

x x x x x x x

flexibility x x x x x

Compatibility x x x x x x x

Traceability x x x

Symmetry x

Cross-border
Characteristics

x x

Privacy x x x

Accessibility x x x x

Transparency x x x x x

Mobility x x x

Responsibility x x x

Cost considera-
tions

x x

Limited Training x x

Scalability x x

Legality Explicitly
defined

Fig. 6. Comparative table of E-Government architectures attributes
Archi 1: Architecture for mobile government- Archi 2: Geneva state e-government -
Archi 3: One-stop government portal architecture - Archi 4: The Jordan electronic
Government Architecture Framework - Archi 5: The architecture of an European
e-Government Project- Archi 6 : European Commission e-mayor project - Archi 7:

The Government of Canada, Federated Architecture
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5 Conclusion

E-government involves different stakeholders and disciplines. Successive initia-
tives address different economic strategies, political aspects, country readiness,
citizen connectivity, different objectives according to countries, technological as-
pects and so on. In this paper, we take the software architecture point of view
of an e-government system which among all other considerations promises also
the success of the final operational platform. The principle purpose of this work
is to study and characterize e-government architectures with multiple views and
addressed to different stakeholders where the citizen is at the center of the pro-
vided e-governmental services on the web or via mobile devices. To do so, it was
fundamental to study the literature about e-government architectures. Even if
we investigate a long list of architectures, we present here a sample of them. We
have identified their dimension of variance, classify the architectures along these
dimensions to better characterize e-government architectures. Even though we
know that different design structures exist for different organizations with differ-
ent objectives, we think that a lot of architecture attributes are similar to all of
them. Different services (here software applications that provide services to citi-
zens) and associated processes share similar features and can be thought in terms
of product line software reuse. Our final objective is to propose an architecture
based on the adoption of a systematic and large scale reuse and specifically the
adoption of SOPL [8]. In fact, SOA is largely used by different e-government plat-
forms and SOPL combines SOA and Product line Engineering which promises
better time to market and quality of software applications. Our actual work
concerns this aspect and we are now developing the main SOPL phases which
are domain engineering for the production of reuse based e-government services
and application engineering for deriving such services (the underlied software
applications) in the context of family of applications. Our long term research
objective is to detail the conception of the architecture, to implement it and to
evaluate it in the context of the Tunisian PRF project.
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Abstract. Organizations use managed process applications to improve opera-
tional efficiency by monitoring processes and providing performance indicators 
that can be used to evaluate them.  General purpose application development 
tools and frameworks build applications that are compiled from manually 
crafted or tool generated source code. These approaches do not support  
run-time configurability of a managed process nor do they provide specific sys-
tematic support for integrated data collection, monitoring and reporting within a 
managed process. To facilitate configurability and integrated data management, 
a model-based approach to specifically engineer managed process applications 
is needed. This approach models all aspects of a managed process application 
including workflows, roles, entities, events, alerts and performance indicators. 
In this paper, we describe the engineering of a model-based application  
framework for managed processes used to implement a palliative care managed 
process application for severe pain management. 

Keywords: managed process, application framework, model-based engineer-
ing, performance indicators, run-time configuration, data management. 

1   Introduction 

There is an increasing expectation on organizations to improve operational efficiency 
by monitoring processes and providing metrics that can be used to evaluate processes 
according to the overall goals of the organization. Increasingly, managed process ap-
plications are being developed that coordinate linked activities performed by people 
and systems, and which collect data in order to monitor and measure performance.   

Current application development is supported by generic application development 
tools and frameworks to build applications that are compiled from manually crafted or 
tool generated source code. These approaches are not suitable for managed process 
applications because they do not support run-time configurability of a managed proc-
ess nor do they provide specific systematic support for integrated data collection, 
monitoring and reporting within a managed process. Every time a managed process 
application is modified or created, application elements such as web forms, classes, 
services, database schemas, alerts and reports have to be defined and compiled to  
create the managed process application. Business Process Management (BPM)  
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frameworks leverage business process models to provide run-time configurability of 
workflows but lack an integrated approach to data management. To facilitate  
configurability and integrated data management, a model-based approach to specifi-
cally engineer managed process applications is needed that models all aspects of a 
managed process application including workflows, roles, entities, events, alerts and  
performance. 

In this paper, we describe the engineering of a model-based application framework 
for managed processes that enables run-time configuration and monitoring of man-
aged processes based on declarative model definitions. This includes 

• Identifying the set of models needed to declaratively define a managed proc-
ess application.  

• Defining an event-driven service-oriented architecture with pre-configured 
services and components for interpreting and executing model-based defini-
tions of managed processes. 

• Implementing a palliative care managed process application for severe pain 
management to illustrate and evaluate our Managed Process Application 
Framework (MPAF). 

 

There are two main contributions in this paper.  First, it illustrates the potential utility 
of specializing application frameworks for particular classes of applications.  In par-
ticular, it identifies a specific class of applications we call managed process applica-
tions which are used to collect data and monitor business processes. An application 
framework allows both the business process and the data collected to monitor it to be 
flexibly configured and modeled. Second, this paper illustrates the potential advan-
tages of model-based approaches that interpret or execute models, in contrast to 
model-driven approaches which generate code. The most important advantage being 
that the application can be maintained solely in terms of business level models of 
process and data independent of low level code.  

2   Background 

A managed process application is a process that is controlled by an automated system 
and contains a set of coordinated activities conducted by both people and systems to 
accomplish a specific organizational goal [21]. A managed process application is  
expected to support the ability to collect data and to execute, monitor, manage and 
facilitate business process optimization in a flexible manner [4].  

Traditional code centric application development focuses on application data and 
its operation. Application data includes database and object model while its opera-
tions include application logic in the form of functions, methods and APIs.  
Traditional code centric application development concentrates on architectural and 
technical implementation in order to better organize components, layers and services 
to realize an application. Knowledge about how an organization performs a task and 
the conditions that must be fulfilled to perform the task are sprinkled across many 
applications and different layers within a single application in the form of hard coded 
application logic. In the face of frequently changing business processes, keeping such 
applications up to date is an expensive and time consuming task because it requires 
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updating hard-coded application logic and undergoing traditional application devel-
opment cycles[20][6][24]. 

Another approach for application development is to put business processes that an 
organization has to perform, at the center of the application development process. “A 
business process is a set of activities that are performed in coordination in an organ-
izational and technical environment. These activities jointly realize a business goal. 
Each business process is enacted by a single organization but it may interact with 
business processes performed by other organizations” [24]. Business processes enable 
organizations to better understand who is responsible for doing what, what happens 
next in a series of steps to perform a task, where decision-making activities are per-
formed, and what rules are used for these decisions. 

Putting business processes at the center of the application development effort  
enables processes to be clearly defined and enables the process definitions to be con-
sumed by an application that can interpret them into business processes. This provides 
an additional layer of flexibility because it provides the ability to modify a process 
definition in a controlled manner and the consuming application will reflect these 
modifications accordingly. It also establishes an environment for configurable busi-
ness processes that can easily be modified to address new requirements and enables 
organization to monitor and measure the performance of their business processes [23]. 

In the following sections, we give the relevant background on our approach to ap-
plication development for managed process applications, which centers on building a 
model-driven application framework to support business process management that 
leverages a pre-configured service oriented architecture and integrated data manage-
ment for monitoring and reporting. 

2.1   Model Driven Engineering and Application Frameworks 

Model Driven Architecture is OMG’s approach for separating the specification of 
how a system operates from the details of how it is implemented on a particular tech-
nical platform [17]. It uses a higher level modeling language, such as UML, to specify 
a model of an application’s business functionality and behavior, independent of the 
target platform. These models can then be transformed into another set of models, 
application code and components that are specific to a particular platform [22][20]. 
AndroMDA is an extensible open source Model Driven Architecture (MDA) frame-
work that uses plug-in components called cartridges to transform model elements into 
actual source code [1]. There is no specific support for business processes or work-
flow, although hard-coded application flow can be specified and generated from UML 
activity diagrams. A reference model and survey of model driven approaches is pro-
vided in [19]. 

Business Process Execution Language (BPEL) is a proposed standard [16] for  
explicitly modeling business processes as a “composition, orchestration and coordina-
tion” of a set of web services [9]. Such models are typically executed directly by a 
BPEL engine with the context of a Service Oriented Architecture (SOA). Microsoft 
[14] provides tools and a framework for defining a service oriented architecture and 
interpreting workflow models that coordinate processes across both human interaction 
and web service processing. 
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2.2   Service Oriented Architecture 

Software architecture is "the structure or structures of the system, which comprise 
software elements, the externally visible properties of those elements, and the rela-
tionships among them"[2]. It also serves as high-level structural view of a system to 
provide a common understanding of the components of a system and their interaction 
[5].  Service Oriented Architecture (SOA) is an application architecture that is  
composed of reusable services with well-defined interfaces. These services can be 
distributed, hosted and owned by different organizations across disparate domains of 
technology [7]. These services can be invoked in a defined sequence to realize busi-
ness processes [11]. 

2.3   Integrated Data Management 

Integrating data management within a SOA can be challenging.  In managed process 
applications, data is continuously monitored and inspected to provide visibility and 
control into business processes. An event can be defined as a record of something that 
happened in the course of executing a business process [13]. Event data is an impor-
tant aspect of a business process because it is produced only when some type of a 
business activity is performed [3]. Indicators can be used to measure the effectiveness 
of a business process based on event data. They can also be used to generate alerts 
when the performance of a process strays away from the expected KPI values by 
more than a certain predefined threshold amount [15].  Monitoring of business proc-
esses has been proposed through an agent-based architecture to analyze behavior in an 
SOA [8].  And model-driven approaches have been proposed to generate dashboards 
for viewing indicators [18]. 

3   Engineering a Palliative Care Managed Process Application 

In our approach, we explicitly modeled all aspects of a managed process application 
including workflows, roles, entities, events, alerts and performance and have created a 
run-time engine to execute those models within a pre-configured service oriented  
architecture that provides integrated data management to support alerting and the  
reporting of performance indicators. 

In order to develop and evaluate our Managed Process Application Framework 
(MPAF) we used a case study based on an existing palliative care managed process 
application for severe pain management called PAL-IS (Figure 1). A prototype  
implementation using MPAF was compared against both the original PAL-IS imple-
mentation, and another prototype implementation using AndroMDA (a generic 
model-driven architecture framework).   

Severe pain management is a good example of a managed process application that 
has well defined workflow, roles, events, entities, alerts and performance indicators 
where the patient submits pain assessments, nurse provides consultation to assess-
ments and severe pain alerts, case worker monitors the care delivery process and 
team/unit administrator sets up performance indicators to measure overall quality of 
the care delivery process.   
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Fig. 1. Example Managed Process Application 

As shown in Figure 1 on the previous page, there are four users for the managed 
process application: the patient, nurse, case manager and the team/unit administrator. 
The patient submits pain assessments using the Edmonton Symptom Assessment Sys-
tem (ESAS) a few times daily. Pain assessment can be submitted either using a web 
form that the patient has access to or the patient can call the palliative care nurse and 
communicate the pain assessment over the phone. After the pain assessment is re-
corded, the nurse will provide consultation over the pain assessment. Based on the 
nurse’s consultation some action may be taken such as a sending a recommendation 
for reviewing the patient’s prescriptions can be sent to the patient’s doctor. Upon  
receiving the nurse’s recommendation, the doctor may issue a new prescription, to 
alleviate the patient’s pain to ultimately improve the patient’s quality life. The case 
manger will also follow up with the patient regularly to ensure that the patient is re-
ceiving quality care. The team/unit administrator’s responsibility is to ensure that the 
quality of care is adequate[12].  

3.1   PAL-IS Implementation 

The original PAL-IS application was implemented as a typical web application using 
the Microsoft ASP.NET framework. With a simple straightforward architecture where 
the user interface contains application logic and data access, it is easy to get an over-
view of the overall source code structure and common user interfaces functionalities. 
However, it is difficult to understand or even recognize the essential aspects of the 
managed process application in terms of the business workflow and the integrated 
data management needed to track alerts and report on indicators. When using this type 
of implementation, there is often code duplication and it is difficult to isolate a single 
component for modification as the business rules and data model logic is spread 
across the application. 

3.2   AndroMDA Implementation 

Our re-implementation using AndroMDA generated a managed process application 
for the Microsoft ASP.NET framework similar to the PAL-IS application. However 
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the architecture of the generated application was more sophisticated and the steps 
followed were quite different: 

1. Select and/or define the architecture for the application. We selected 
SOA from the default application architectures supported by AndroMDA.  

2. Create the platform independent model (PIM). PIM models are defined 
using UML and are stored in an XMI format which will later be processed 
by AndroMDA.  

3. Apply appropriate UML stereotype decoration. We used “<<Service>>”, 
“<<Entity>>” and “<<Enumeration>>”. A class with the stereotype “<<Ser-
vice>>” becomes a service class exposed as a web service using ASP.NET 
XML Web. A class decorated with the “<<Entity>>” stereotype generates a 
set of classes that includes an entity base class, DAO base class and imple-
mentation classes. 

4. Generate the code. AndroMDA generates code that defines the overall 
structure of the application, with specially designated places where the appli-
cation developer can fill in or modify code. 

5. Customize the generated code to implement application. AndroMDA 
only generates the skeleton source code with implementation for well known 
and repetitive tasks, such as data access and service interfaces. Once the code 
is generated, the application developer customizes the generated application 
to implement and hardcode business logic and workflows. If there is a 
change in requirements or design, the overall application must be generated 
and compiled again. 

 

Using AndroMDA, it is not as easy as PAL-IS to get an overview of the user-interface 
functionalities, but it is quite straightforward, using the UML diagrams, to get an un-
derstanding of the application structure and logic even though the architecture is more 
sophisticated. However, the sophisticated architecture and generated code, makes it 
perhaps even more difficult to understand or even recognize the essential aspects of 
the managed process application in terms of the business workflow and the integrated 
data management. 

3.3   MPAF Implementation 

In our MPAF implementation, we identified and modeled the essential elements of the 
managed process application for severe pain management in terms of workflow, roles, 
events, entities, alerts and performance indicators.  And those models were interpreted 
by a service oriented architecture with pre-configured services.  As shown in Figure 2, 
there was a clear and well understood relationship between separate interfaces for 
managing tasks created by event and alert-triggered workflows, entity-based data  
collection that mapped into an event-based data model from which reports on per-
formance indicators could be made.   

The service-oriented architecture was as sophisticated as that of AndroMDA,  
but tuned and pre-configured for managed process applications. This is described in 
section 4.  There was no generated code, no customization of code and in fact no  
writing of code other than creating the presentation layout for forms and reports. In-
stead, the application was defined by building the appropriate application specific  
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Fig. 2. Managed Process Application Framework 

models of workflow, roles, events, entities, alerts and performance indicators. These 
models were simpler and easier to understand than the UML models used by An-
droMDA, as they were specific to the requirements of managed process applications. 

4   Managed Process Application Framework 

Figure 3 shows our model-based managed process application framework architecture 
that was implemented in our prototype. The key requirement for implementing an 
application using MPAF is that there must be well-defined model definitions for 
workflows, roles, entities and events, alerts and indicators. The managed process ap-
plication is defined by the execution of these model definitions by the Application 
Engine in the Application Service Layer which interacts with pre-defined services 
specific to managed process applications for security, presentation, workflow, persis-
tence, and monitoring.  It uses an Adaptive Object Model (AOM) [25] to hold a flexi-
ble representation of entities and events and transfer them between the Application 
Service Layer and the Data Access Layer.  The Data Access Layer, supports both the 
model definitions (written in XML) as well as the persistence storage of the managed 
process application used for both forms and reports (entities, events and indicators), 
and the specific instance data for roles, workflow and alerts. The Presentation Layer 
has predefined user interfaces for tasks and alerts, but the specific forms and reports 
must be designed by developers to interface with the Application Service Layer. 

This can be contrasted with the PAL-IS implementation which had a simplified 
three tier architecture. The presentation layer (and user experience) of PAL-IS was 
largely the same as our MPAF implementation.  The PAL-IS Data Store was a single  
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Fig. 3. MPAF Architecture 

database schema that did not separate out business models, workflow and alerts. Most 
significantly, PAL-IS has a single hard coded application layer in ASP.NET instead 
of a separate data access and services layer in which an Application Engine leveraged 
an AOM and ORM to coordinated and manage processes based on models. PAL-IS 
seemed simpler to code initially, but the architecture ensured that the code was 
difficult to maintain and not easy to reuse. 

It can also be contrasted with the AndroMDA implementation which had a very 
similar architecture. The same four tiers are present in AndroMDA. The difference is 
the data store was a single database schema that did not separate out business models, 
workflow and alerts. Instead of a generic Application Engine, a very specific 
application engine was generated and compiled. If the business models, workflow, or 
alerts changed, then the application needed to be regenerated. Any problems with  
the generated code needed to be fixed in the low level code itself. Usually a complete 
job of generating cannot be done and hand crafted code must be added, which 
compromises the ability to regenerated code. As a result the code was difficult to 
maintain and not easy to reuse.   

4.1   Application Run-Time Processing 

The application engine is part of the application run-time environment that manages 
the in memory AOM data for workflows, roles, entities, events and alerts. The appli-
cation engine also coordinates calls between services including the presentation and 
persistence services. For example, when an event is submitted using the workflow 
service, the application engine makes sure that this event is persisted using the persis-
tence service and sent for monitoring via the monitoring service.  

The workflow service is responsible for creating a new workflow instance, sub-
mitting event data for a workflow activity, retrieving information about the list of 
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active workflow instances and retrieving information about a particular workflow 
instance. The workflow service is the interface for interacting with the workflow en-
gine. The workflow engine manages the transition between workflow activities of 
managed processes. 

The monitoring service is used for inspecting event data to create an alert for the 
event, if the event matches an alert trigger condition.  

The persistence service uses event and entity model definition to perform persis-
tence related actions. The persistence service uses an Object Relational Mapper 
(ORM), to persist and retrieve entities in a SQL relational database. At run-time, the 
persistence service, transforms event and entity model definitions into ORM mapping 
configurations and uses them to process the transformation of entity model and data 
into an SQL statement which will update, insert or retrieve information from the rela-
tional database.  

The presentation service is responsible for generating html markup that will be 
used by the application engine to render web forms that users interact with.  

The security service, among other things, is used for validating user credentials, 
issuing an authentication token, validating an authentication token and checking 
user’s role membership.  

An important element of the application run-time environment is the dimensional 
database for entities and events which provide integrated reporting for the managed 
process application as well as support for data entry forms. Events and entities are 
stored in separate tables that are organized using a “star” schema [10]. Event data can 
make a reference to an entity data but not vice versa. Both the event and entity tables 
are capable of handling new event and entity model definitions without the need to 
modify the event or entity table schema. The approach we have taken to handle this 
flexibility is to have separate tables for storing events and entities and design both the 
event and entity tables to have several fields for each possible data type that they can 
potentially handle. That is, several fields for each model data type (short text, medium 
text, long text, integer, and date time) are created on both event and entity table.  

At run-time, the event and entity model definition are inspected by the ORM to 
map properties of the entity to corresponding fields of the event or entity table. The 
persistence service uses this mapping information to appropriately store and retrieve 
event and entity information from the dimensional database using the ORM. 

4.2   Example Model Definitions 

The types of model definitions executed by MPAF are illustrated here with some sim-
ple examples from our managed process application for severe pain management that 
was described in section 3.  

Workflow 
A workflow can contain and orchestrate different types of activities. Below is the 
normal routine workflow associated with a patient, or the Nurse who visits the patient, 
submitting an ESAS pain score, followed by a Nurse making an assessment on the 
state of the patient based on ESAS scores submitted.  Note that additional processing 
required by doctors, for example to change increase pain medication is not defined in 
the routine workflow, but rather are defined by separate alert-triggered workflows. 
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<Workflow name="ESASWorkflow" description="ESAS"> 
 <CustomSequentialWorkflowActivity name="ESASWorkflow"> 
 <CollectEventDataActivity displayName="Submit ESAS" name="submitESAS"  
        eventTypeName="ESAS" roles="Nurse;Patient" /> 
 <CollectEventDataActivity displayName="Submit ESAS Consultation"  
    name="submitESASConsultation" eventTypeName="ESAS_Consultation"  
    roles="Nurse" /> 
 </CustomSequentialWorkflowActivity> 
</Workflow>  

Roles 
The MPAF model definition can have a list of role names that are used in the applica-
tion. These role names are used in other model elements to identify the roles that have 
access rights to perform an action that is represented by the particular model element. 
For example, in the workflow model definition, a particular workflow activity can 
have a list of roles that are allowed to execute the activity in the “roles” attribute of 
the workflow activity model definition. 

 
 <Roles> 
    <Role name="Patient"/> 
     <Role name="CaseManager"/> 
    <Role name="Nurse"/> 
     <Role name="TeamAdministrator"/> 
  </Roles> 
 

Entities 
Entities are constructs that are used to hold application data. They are used to describe 
business entities of an organization that exist and are involved in a business activity. 
An entity model definition can have one or more properties. Below is a model defini-
tion for a “Patient” entity as specified in the “name” XML attribute of the “Enti-
tyType” XML element. The “Patient” entity has property definitions such as “Patient 
ID”, “First Name”, “Last Name”, date of birth (“DOB”) and many others. The data 
type is also specified using the “type” attribute. Typical values for the “type” attribute 
in the model definition include, “System.DateTime” for date or time valued properties 
and “System.String” for text valued properties. The “Gender” property is a “pick list” 
(“isPickList=”True””), it can only assume values that are described in the “pickList” 
attribute. That is the “Gender” property can only assume one of the following values 
“”, “Male”, “Female”. 

<EntityType name="Patient"> 
 <PropertyType name="DateCreated" type="System.DateTime"/> 

  <PropertyType name="Patient ID" type="System.String" /> 
  <PropertyType name="OHIP Number" type="System.String" /> 
  <PropertyType name="First Name" type="System.String" /> 
  <PropertyType name="Last Name" type="System.String" /> 
  <PropertyType name="Gender" type="System.String" isPickList="True"  
          pickList=";Male;Female"/> 

  <PropertyType name="DOB" type="System.DateTime" /> 
  <PropertyType name="Family Physician" type="System.String" /> 
  <PropertyType name="Referring Physician" type="System.String" /> 
  <PropertyType name="Emergency Contact" type="System.String" /> 
</EntityType>  
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Events 
Events are used to record actual facts or measures in a managed process and are the 
point of interest for data collection during the execution of a managed process. Event 
data are only recorded in the context of performing a workflow activity within a man-
aged process. The following is an event for patients submitting their ESAS score as a 
measurement of their pain. 

  
<EventType name="ESAS"> 
 <PropertyType name="WorkflowInstanceID" type="System.String"/> 
 <PropertyType name="WorkflowActivityName" type="System.String"/> 
 <PropertyType name="DateCreated" type="System.DateTime"/> 
  <PropertyType name="DateSubmitted" type="System.DateTime"/> 
  PropertyType name="Patient ID" type="System.Int32" isLookup="True"  
         value="System.User.[Patient ID]"/> 
 <PropertyType name="Pain" type="System.Int32" isPickList="True"  
         pickList="1;2;3;4;5;6;7;8;9;10" /> 
</EventType>  

Events always contain property definition for “WorkflowInstanceID”, “WorkflowAc-
tivityName”, “DateCreated” and “DateSubmitted”. These properties are used to cap-
ture information about the id of the workflow instance that is used to capture the event 
data, the name of the workflow activity that is used to capture the event data, the date 
the event data is created and submitted. Event data can also make a reference to an 
entity data. In the above event model definition, the “Patient ID” property is used for 
making a reference to the “ID” of a “Patient” entity. The “Pain” property is also de-
fined for this event with a possible set of values ranging from 1 to 10. 

 
Alerts 
An Alert model definition holds information about the name of the alert (“name” at-
tribute), the event entity type name (“eventTypeName” attribute) that will be checked 
for an alert trigger condition and the alert trigger condition (“triggerCondition” attrib-
ute) for the event that is related to the alert. This alert model is used by the monitoring 
service of to check if events match an alert condition. The following is an example 
alert that is used to create severe pain alerts for “ESAS” assessments with a pain score 
level of eight or more on a scale of ten. Note that the alert trigger condition is de-
scribed in terms of properties of the event that is related to the alert. 

 
<AlertNotifications> 
 <AlertNotification name="Severe Pain Alert" eventTypeName="ESAS"  
     triggerCondition="ESAS.[Pain]>=8" triggerWorkflow="" roles=""> 
 </AlertNotification> 
</AlertNotifications>  

Performance Indicators 
A performance indicator defines the name of the performance indicator (“name” at-
tribute), the formula that will be used to calculate its value (“value” attribute), and the 
criteria that will be used to filter the set of events that are used to calculate the  
performance indicator value (“filter” attribute). This formula defined in the “value” 
attribute is described in terms of the properties of the events that are related to  
the performance indicator (“eventTypeNames” attribute) and the query capabilities of 
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the run-time environment’s persistence service. For example, to calculate a  
performance indicator that measures the average duration between two event data 
submissions in hours, a formula similar to "avg(hour(Event_1.DateSubmitted) – 
hour(Event_2.DateSubmitted)) can be used. The “eventTypeNames” attribute is also 
used to identify the event types that are related to the performance indicator. Perform-
ance indicator model also defines color coded range of values for the performance 
indicator. The ranges that are color coded as “green” or “yellow” are assumed to be 
acceptable ranges. However, if the performance indicator value falls in the range of 
values that are coded as “orange” or “red” an alert notification will be created for the 
performance indicator. Performance indicators are checked every time an event is 
submitted to the monitoring service of the run-time environment. 

<PerformanceIndicators> 
   <PerformanceIndicator name="Daily Average Severe Pain Response In Hours"  

eventTypeNames="ESAS; ESAS_Consultation" 
value="avg(hour(ESAS_Consultation.DateSubmitted) – hour(ESAS.DateSubmitted))" 
filter="ESAS.DateSubmitted between current_date() and current_date() + 1" > 

   <InidcatorRange min="0" max="2" status="green"/>
   <InidcatorRange min="2" max="4" status="yellow"/> 
   <InidcatorRange min="4" max="6" status="orange"/> 
   <InidcatorRange min="6" max="" status="red"/> 
  </PerformanceIndicator> 
</PerformanceIndicators>.  

5   Evaluation 

We compare the three implementations of the managed process application for severe 
pain management in terms of models, run-time environment and engineering effort. 

In MPAF, we have used business level models specific to the requirements of 
managed process applications whereas AndroMDA uses generic UML based models. 
The original PAL-IS system, on the other hand, has no business level models but has 
very limited database schema and implicit object model. As a result, all of the appli-
cation source code in PAL-IS is manually crafted and is not generated or interpreted 
from a model. Using business level models lowers application development complex-
ity and allows domain experts to easily get involved in the application development 
without the need for domain experts to understand the technical or code level details 
of the managed application framework.  

Table 1. Models Comparison 

Models 
Criteria  PAL-IS  AndroMDA  MPAF  

Business Level 
Models 
workflow, roles, 
entities, events, 
alerts, indicators 

No. Hand-crafted 
DB schema + 
implicit object 
model  

Possible, mixed with code level 
elements (UML activity diagram 
+ object model)  

Yes  
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Table 2. Application Run-time Environment Comparison 

Application Run-time Environment 

Criteria  PAL-IS  AndroMDA  MPAF  
Business 
Process 
Workflow  

No. Hard-coded 
workflow.  

No. Hard-coded workflow 
generated based on activity 
diagram.  

Yes 

SOA  Not really.  Hard 
coded services.  

Generated from a Model. Hard-
code invocation  

Yes. Pre-
configured.  

Configuration  Possible, but ad 
hoc.  

Possible, but ad hoc.  Yes 

Alerting and 
Monitoring  

Possible, but hard-
coded.  

Possible, but hard coded.  Yes. Pre-configured 
SOA driven by 
Event & Alert 
models.  

Data Models 
& Reporting  

Possible, hard-
coded to hand-
crafted database 
schema.  

Possible, hard-coded to 
generated database schema.  

Yes. Pre-configured 
event-based 
dimensional 
models.  

  

Table 3. Engineering Effort Comparison 

Engineering Effort  
Criteria PAL-IS AndroMDA MPAF 

Avoid recompile for 
business changes  

No, Always need to 
code.  

No.  Always recompile, 
sometime code.  

Yes, no code for 
workflow, roles, 
entities, events, 
alerts, indicators  

Coding Complexity High, manually coded  High, generate from models 
& manual coding of 
behavior  

Low, configure 
engine with models  

Model Abstraction 
level  

C# Objects (Low) 
DB Schema (Low)  

Full UML (Medium)  Business Elements 
(High)  

Tool Support  Visual Studio  AndroMDA framework + 
UML Case tool 
(MagicDraw) 

XML Editor to edit 
XML files.  

Learning Curve Programming 
Language  

Programming Language, 
UML 
AndroMDA Framework 

XML Business 
Model for workflow, 
roles, entities, 
events, alerts, 
indicators  

Code reuse for 
similar applications  

Low.  
Ad hoc  

Medium. 
Model-structured  code  

High 
Engine based. Reuse 
Models.  
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Fig. 4. Complexity comparison 

PAL-IS is a totally customized run-time environment, whereas AndroMDA and 
MPAF have pre-configured environments based on their model-driven approach. 
However, a pre-configured environment is generic and requires extensive coding to 
support a specific application. MPAF, on the other hand, is pre-configured to execute 
managed process applications defined by models. PAL-IS and AndroMDA allow 
system level configuration while MPAF allows business/domain level configuration. 

The most critical element of this model-based configurability is that MPAF pro-
vides integrated data management that links the execution of a business process in  
the run-time environment to the built-in mechanisms for data collection, alerting and 
performance indicator reporting. These three elements are perhaps the essential as-
pects of a managed process application. 

The essential difference between MPAF and the other two implementations is that 
the abstracted architecture and model definitions are optimized and specialized for a 
particular class of application: managed process applications.  As a result both the 
model complexity and the development complexity are simplified which makes the 
learning curve, code reuse and code maintenance easier. Tool support is an issue be-
cause it was not a focus of our research.  We simply used text editors to edit model 
definitions.  One area for future work would be the development of better user inter-
faces for building models. 

As shown in figure 4, both the modeling and code complexity of MPAF is less than 
that of AndroMDA. The original PAL-IS has a very low model complexity because it 
does not use models at all but the development complexity for PAL-IS is high. MPAF 
has a medium level of model complexity as there are only a few model elements 
(workflow, roles, entities, events, alerts, performance indicators) that need to be con-
figured. MPAF models are designed and targeted for managed process applications 
and this gives it a high model specificity value. 



 Model-Based Engineering of a Managed Process Application Framework 187 

6   Conclusions  

We have illustrated the potential utility of specializing application frameworks for 
particular classes of applications, as well as the potential advantages of model-based 
approaches that interpret or execute models, in contrast to model-driven approaches 
which generate code. A more systematic and complete set of case studies which 
evaluates the approach in practice in industry is needed to fully validate and quantify 
the potential benefits. 

In theory, our framework should be applicable to any type of managed process  
application that has the requirement to enable incremental process improvements to 
easily innovating new processes and support constantly changing data and process 
requirements. This would include applications in other areas such as insurance and 
government, as well as other applications in healthcare. However, at this time we 
have a prototyped framework that was used to build a proof of concept managed 
process application for a palliative care severe pain patient monitoring scenario. More 
comprehensive case studies should be performed to further validate our approach and 
to identify an exhaustive list of criteria that can be used for evaluation. Using our 
framework in other domains may also indicate additional requirements and compo-
nents that our framework should address.   

The model definition that we developed in our scenario is relatively simple in that 
it can be edited by a simple text editor. However, the model for real scenarios will be 
much larger in scope and will require a visual modeling tool.  
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Harnessing Enterprise 2.0 Technologies:  
The Midnight Projects 
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Lyon, France 

Abstract. The following contribution explores the relevance of the vision of 
Enterprise 2.0 in the light of the past efforts and future plans of a technology 
company’s pre-sales team in Europe, the Mideast and Asia.  The discussion  
begins with a review of varying conceptions of Enterprise 2.0 to identify the po-
tential impact, value levers, and challenges of these applications in sales and 
marketing.  This conceptual framework is then applied to explore how a major 
technology supplier is executing 2.0 strategies in their own organization. The 
case study describes the business challenges the company that has justified the 
focus on Enterprise 2.0, the individual skills that facilitated their initial progress 
in this area, and the roadmap and metrics used to guide and evaluate these ex-
periments.  A short discussion section will close the case by exploring the value 
proposition for the organization and the industry as a whole.  

Keywords: Enterprise 2.0, collaborative technologies, social media, sales and 
marketing processes. 

1   Enterprise 2.0  

“Enterprise 2.0” evokes a vision of using the web as a platform for enterprise applica-
tions to facilitate the production and aggregation of user-generated content. Though 
practitioners have increasingly adopted Web 2.0 technologies as part of their on-line 
activities, there is notable debate in the research community over the specificity  
of “2.0”.1 What does this vision mean to marketing and sales consultants and  
how do they integrate 2.0 strategies into the way they work? Are such investments  
delivering on the promise of providing a new source of creativity, influence and  
empowerment?[1] 

Enterprise 2.0 generally refers to changes in the way that software is designed,  
distributed and consumed over the Internet rather than a set of distinct technical speci-
fications. In introducing the term Enterprise 2.0, Andrew McAfee (2006) argued that 
such applications should include technical functionalities for search, links, authorship, 
tags, extensions and signals.[2] Constantinides and Fountain (2007) proposed that 2.0 
technologies refer to software used on-line, whereas social media focuses on the or-
ganizational impact of the use of these applications.[3] Enterprise 2.0 technologies, 

                                                           
1  According to the Social Network Practitioner Consensus Survey of May 2007 more than 50 

per cent of professionals participate already in social networks. 
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including blogs, tagging, social networks, online forums and mashups, can be viewed 
as a corporate implementation of web-based technologies to extend organizational 
capabilities for collaboration, discovery and integration.  

Mayfield (2007), among others, has suggested that these applications can potentially 
spawn participation, conversation, and connectedness inside organizations and in their 
interactions with their business communities.[4] Hinchcliffe (2007) has since insisted 
that such “social “technologies are better understood in exploring their organizational 
goals: promoting transparency, diversifying content, harnessing the wisdom of the 
crowds, and facilitating appropriation by management and employees alike.[5] In sub-
scribing to this vision in which value propositions are based on network effects, IT 
suppliers and distributors alike have been challenged to harness these technologies for 
their own organizations, for their business partners, and for their external customers.  

If the potential impact of Enterprise 2.0 goes beyond accessing a collection of on-
line applications, we need to understand how these technologies influence managerial 
and employee behavior.  The popular press has concluded that the Web 2.0 does in-
deed transform individual and group performance by impacting both the way people 
communicate and the power structures between vendors and consumers.[6] In the IT 
industry, the value proposition has focused on challenges facing strategists and mar-
keters in managing customer behavioral change.[7] Although marketers are increas-
ingly engaging Enterprise 2.0 campaigns as part of their marketing platforms, the 
question of how these applications actually shape managerial behavior remains an 
open question.[8] Because the technical and business perspectives of Enterprise 2.0 
are intimately interrelated, the identification of the causal factors influencing organ-
izational productivity is difficult to gauge.  

From a business point of view, the potential value propositions of Enterprise 2.0 
are built around aggregating management and employee experiences, building trust, 
networking inside the organization and out, and co-creating value directly with the 
customers. On one level, these technologies can be used to actively “listen” to the 
customer’s voice.  Sales and marketing managers can potentially use these approaches 
to develop personalized one-to-one marketing campaigns. On another level, these 
technologies promote distributed information systems and in doing provide a common 
forum for discussion within organizations.  Ideally, the result would be one of deeper 
personal engagements to the organization, its products and services.  The bottom line 
is a vision of Enterprise 2.0 which enhances collaboration and cooperation as a sus-
tainable source of competitive advantage. 

This vision is none-the-less tainted by a number of questions that challenge long 
established organizational practices of command and control. In relying on user  
generated content, Enterprise 2.0 technologies go beyond the controllable on-line 
presence of the corporate Web site to on-line experiences that lie largely outside 
managerial control. Influenced by blogs, chats, and instant messaging, individual 
preferences and decisions are increasingly based on inputs provided by sources be-
yond management’s chain of command. The wealth of information and opinion at  
our fingertips has “complexified” the decision-making process, management has 
discovered that influencing employee and/or customer behavior by traditional com-
munication platforms appears more challenging than in the past.  

How can organizations best harness enterprise technologies to enhance efforts in 
sales and marketing?  If such technologies are intended to impact business practice, 
how are they best implemented in an organizational setting?  Which incentives will 
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actually push individual managers to privilege on participation, conversation, com-
munity and connectivity? If the value of Enterprise 2.0 technologies depends on their 
actual use in the organization, what metrics best measure their eventual success?  
Perhaps a good place to start would be in exploring how one of the leaders of the IT 
industry is attempting to put theory to practice. 

2   The Context of the Midnight Projects 

Oracle’s Enterprise 2.0 strategy, as outlined by the company’s president Charles Phil-
lips in early 2008, comprises fusing 2.0 capabilities throughout its product offering, 
delivering Enterprise 2.0-enable Oracle applications, and promoting its WebCenter 
portal platform.[9] To support this vision, the company has embarked on an ambitious 
acquisition of 2.0 technologies including those of Sun Microsystems, Golden Gate 
Software, HyperRoll, Silver Creek, AmberPoint and Convergin.2 These investments 
haven’t been accompanied to date by suggested guidelines for the internal use of these 
technologies, nor explicit propositions of how 2.0 strategies should impact its own 
production, sales, and service processes. In working to fill these gaps, Alfonso 
Di’Ianni, Senior Vice President, European Enlargement and Commonwealth of Inde-
pendent Stages Region, initiated a number of workshops and discussions in early 
2010 to explore the potential value propositions. 

Oracles pre-sales regional presales team didn’t wait for managerial direction in 
elaborating their personal projects using 2.0 platforms. Several members of the team 
are today recognized as 2.0 specialists in their own countries, one member is the au-
thor of a leading reference book on the subject.[10] Referred to as “the Midnight 
Projects”, many members of the team have produced personal blogs, while several of 
the subs are now producing and distributing video clips. Alain Ozan, Vice President 
for the Technology business in the region and head of the pre-sales team, proposed 
that the midnight projects constitute one of the three experiments to promote common 
practices and encourage capitalization of existing efforts.  

Three specific goals established for the Midnight Projects included:  

• Enhancing the visibility of these projects both internally to upper manage-
ment and externally to the company’s customer base;  

• Enriching the impact of the experiments on the personal brand of the presales 
consultants: 

• Strengthening the channels for information exchange, reuse and evaluation 
among the team as a whole. 

2.1   Developing the Skills for Successful Enterprise 2.0 Strategies 

An initial discussion with the project team failed to establish exactly what blend and 
level of skills were critical to successful Enterprise 2.0 strategies. Were the project 

                                                           
2  Founded in 1977 by Larry Ellison, Oracle is a multinational computer technology corporation 

that develops and markets enterprise software systems. The organization employs today more 
than 115,000 people worldwide in more than 145 countries around the globe.  In terms of 
revenue, Oracle is the third-largest player in the software market behind  Microsoft and IBM. 
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managers simply trying to showcase existing skills or to encourage the consultants to 
develop complementary skills through “Enterprise 2.0"?  Was the project’s intention 
to focus on the skills of the managers themselves or those of their customers in work-
ing with Oracle?  Should the focus of skill development be on traditional business 
competencies or to the contrary, should the experiment encourage the consultants to 
focus on a different skill set in growing their business?  

 

Fig. 1. Cloud representation of the pre-sales team responses to the question “What type of skills 
do you believe Enterprise 2.0 technologies should develop?” 

The pre-sales consultants themselves tended to underline the development of busi-
ness critical skills that defined the substance of their current assignments. Knowledge 
about Oracle products and methodologies was seen critical to developing communica-
tion platforms. Many consultants suggested that demonstrating both knowledge and 
skills in business critical areas, such as security and business intelligence, were pow-
erful levers in developing traction and credibility with the target audience. Other 
managers felt that more room should be given to the softer skills: presentation skills, 
strategic thinking, and knowledge management in developing the value of their pro-
jects. From their point of view, Enterprise 2.0 was just another technology platform 
and as such did not a fundamental change in the way they did business. 

If Enterprise 2.0 was just a question of developing business critical skills, given the 
abundance of skills already in place, the team could have concluded that there was little 
need for the project at all. The concept of Enterprise 2.0, none-the-less, suggested a dif-
ferent approach to using technology to connect with customers. Whereas in traditional 
marketing strategies information technology has been deployed as a one way communi-
cations platform, Enterprise 2.0 gurus suggest that information technology’s role now is 
to design a space to facilitate conversation between customers, business partners and the 
organization. Historically, corporate communication is grounded in corporate messaging, 
whereas Enterprise 2.0 is based on encouraging user-generated content. In traditional 
marketing campaigns, companies work to “control” their brand, in an Enterprise 2.0 
mindset the consumer that defines the nature and the extent conversation. For sales 
driven organizations, the repeatability of the message is the overarching concern; in 2.0 
personalizing customer stories is the over-riding imperative.    
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Beyond considerations tied to the platform itself, Alain Ozan suggested that the pro-
ject was exploring a skill set that went beyond that of the traditional presales consult-
ants. Given the voluntary nature of the Midnight projects, he did not wish to impose 
any one solution or best practice on the group as a whole. He suggested to his team that 
Enterprise 2.0 might be best understood as an approach to infrastructure rather than 
mastering any one particular technology. In light of the current customer challenges 
and the relative novelty of the 2.0 methodologies, he felt that crowd sourcing, rather 
than relying on industry experts provided a much more realistic approach for moving 
forward.  Skills associated with benchmarking and reuse took on a new meaning here 
for probing, filtering and experimentation were to be actively encouraged. 

In sum, trying to understand what skills were targeted in the Midnight Projects will 
have a strong bearing on how the team would evaluate the project’s success. Several 
discussion questions came to mind: 

• Are the presales consultants traditional skills set a hindrance or an advantage 
in building a 2.0 strategy? 

• Which applications are best suited for two way conversations?  
• To what extent can crowd sourcing provide a lever for initiating the conver-

sation? 
• To what extent should the project metrics measure skill development rather 

than the technology itself? 

2.2   Building a Roadmap to Link Enterprise 2.0 Technologies to Strategy  

The project roadmap provides the link between organizational strategies, project tac-
tics and technological supports. A viable roadmap should outline the current state of 
affairs, middle and long objectives, and the steps needed to move the project forward. 
For the Midnight Projects, a team workshop was held in June 2010 to focus on foster-
ing a viable 2.0 strategy for each participant, as well as the team as a whole.3 To meet 
this goal, the workshop addressed in turn the current personal projects, explored the 
business objectives, and deployed a form of crowd sourcing to identify the priorities 
for the months to come. 

Members of the presales team have developed various platforms of social media 
for a variety of objectives over the past couple of years. In most cases the technologi-
cal platforms used to deploy these social technologies were implemented outside the 
corporate firewall to avoid technical and organization concerns of the IT department. 
Several have created personal blogs on subjects ranging from security to business 
intelligence in which they privilege the localization of corporate messaging and their 
own expertise.4 Video casts have proven quite popular for other members as they 
attempt to reuse content put together for sales calls, conferences, and workshops.5 
Video clips, including Oracle Austria YouTube channel [11], have been designed to 

                                                           
3 Referred internally to as the Athens Workshop, the conference reunited the top performers 

from Oracle’s pre-sales team in EMEA to review the past experience and future direction of 
the group’s Enterprise 2.0 projects. 

4 One notable example among others from Andrey Pivovarov, http://oraclebi.ru 
5 See for example Lajos Sárecz’ videocast,  
http://tv.computerworld.hu/video/az-adattarolas-alapjai 
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create interest and a buzz around Oracle products, services and concepts In the Athens 
workshop, examples of each medium were discussed among the team using Sollis’ 
Conversation Prism [12] to explore the panorama of social media and the different 
forms of customer conversations. 

All of the projects identified for development within the framework of the Mid-
night projects met the minimal definition set out by McAfee (2006) with the acronym 
“Slates”: each incorporated the functions of search, links, authorship, tags, extensions 
and signals. As a whole the projects also met some or most of the criteria set out by 
Mayfield (2007) and Hinchcliffe (2007) for social media: they promoting transpar-
ency within the sales team, they helped diversifying and localize content, they sought 
to incorporate the wisdom of the crowds, and they were by definition appropriated to 
various degrees by management and employees alike.  Going beyond the basic defini-
tions, the Midnight projects set out to more ambitious goals: tying the each project to 
longer term business objectives, extending the impact of each initiative to amplify the 
reach and visibility of the consultants’ efforts, and identifying appropriate metrics to 
feedback to the team and the organization the corresponding return on investment.  

The link between the use of Enterprise 2.0 technologies and strategy was evaluated 
using an adaptation of Tom Peter’s propositions on personal branding.[13] In the 
context of the Midnight Projects, the consultants were asked to explore their own 
beliefs concerning their personal strengths, why their customers’ trust tem, and how 
their use of Enterprise 2.0 technologies could make a difference. The notion of Social 
Impact was introduced and examined using the application Webmii to explore where 
the team’s social footprints could be found on the Web and which business concepts 
were commonly associated with each consultant.6 The notion of Social Reach was 
also presented and explored using examples from the application HowSociable to map 
out how each consultant’s efforts were taken up on different types of social media, 
including Facebook, Twitter, and the blogging community.7  Following these discus-
sions, the consultants where challenged as a group to analyze how they could adapt or 
extend these types of applications to get a more valid image of the strength of their 
personal brands. 

An integral part of the Athens Workshop was the idea that there is no right solu-
tion, nor even “one best way”, in implementing Enterprise 2.0 applications. In line 
with Snowdon and Boone’s approach (2007) to complex problem solving, group 
discussion and analysis was integrated into the workshop to encourage the partici-
pants to probe, sense, and respond.[14] The first of three workshop deliverables in-
volved probing the differing objectives of the consultants, and then asking them by 
group to rank the individual and group importance of each objective as well as which 
forms of Enterprise 2.0 technologies might be used to work towards that objective.  A 
second deliverable involved a roundtable discussion of the strengths and weaknesses 
of the different types of applications available, as well as which could be included in a 
group toolbox.  Finally, the third deliverable explored a potential implementation 
plan, and included mapping the customer’s value chain, the communications patterns, 

                                                           
6 Webmii is an online people search engine that provides aggregate scores of social presence on 

the Web, http//webmii.com 
7 HowSociable is an online application designed to measure brand visibility on the social web, 
http//howsociable.com 
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and what touch points each 2.0 application would cover.  Taken as a whole, the result-
ing road map was designed to access the relative maturity of the consultants' ap-
proaches to 2.0, their personal objectives, and collectively which next steps could help 
each move their projects forward.  

The future success of the Midnight Projects will depend as much on the coherence 
of the consultant’s personal brands as it does with the relevance of their technological 
supports.  Several discussion questions came to mind: 

• Should personal brands be modeled after “best practices” or personal 
strengths and convictions?  

• How important are the notions of Social Reach and Social Impact in  
understanding the impact of personal and team branding in a community or 
market? 

• To what extent do you and your team understand the variety of customer 
conversations and potential technological supports? 

• To what extent should the project metrics measure the coherence of vision 
rather than the technology itself? 

2.3   Establishing the Metrics to Judge Success 

The notion of developing evaluation metrics for the Midnight projects, introduced 
during the Athens workshop, provoked lively debate both during the conference and 
in the weeks that followed. Key points of contention included the degree to which 
metrics are critical to developing the long term success of Enterprise 2.0, whether it is 
possible to capture the quality of customer conversations, and whether the introduc-
tion of metrics might lead the project participants to focus more on the numbers than 
on developing customer intimacy.  Let’s quickly look at the arguments for and against 
using metrics in the project today. 

Although hard metrics are part of the DNA in any sales driven organization, sev-
eral factors influenced perceptions of their importance for these initiatives. On one 
side, the team was in general agreement that the metrics should measure the im-
provement in customer relationships rather than be tied to the technology itself. Some 
consultants argued that the best way to improve Midnight Projects was to define 
benchmarks that could be used to compare the initiatives. Other argued that as the 
Midnight Projects gained visibility within the organization, they would be evaluated 
by management with or without specific metrics. They insisted that the team should 
take the initiative in proposing operational evaluation metrics before their managers 
did it for them. 

On the other side, many of the participants feared that setting hard metrics might 
well stifle the creativity, passion and commitment that had initially driven the initia-
tives. Several argued that there were no hard, direct measures of individual or team 
effectiveness in Enterprise 2.0, and that any future constructs would be at best poor 
approximations of the perceived value of the project. Others feared that once the met-
rics were established, the consultants would focus more on the evaluation criteria 
rather than on improving the working relationships with their customers. Finally, 
some participants offered that the metrics would be of marginal value at best and 
needed to be considered in relation to whether they would facilitate or restrict the 
consultants’ scope of action. 
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The workshop facilitators suggested that in any case the group’s work would be 
evaluated by either explicit or implicit metrics. In driving their projects forward, the 
project sponsors suggested that the group focus on which metrics might encourage the 
passion and creativity that provided the initial focus for the projects. They also asked 
the consultants to consider that their projects were essentially forms of virtual com-
munication with management, business partners and customers where signs of re-
ferred and/or situation trust are particularly important.  Metrics might not be “game 
stoppers”, but the lack of metrics might well hinder the possibility of the consultants 
communicating the value of the stories they had to tell. 

After discussion, the team identified a number of potential metrics for the Midnight 
projects. These included the number of items posted or received for discussion, the 
number of prospect or customer links to posted items, the number of unique users 
(audience), the take-up by mainstream media coverage, the number of leads qualified 
for the pre-sales team. How these metrics can be specified, as well as how they can be 
captured automatically, is still under discussion.  

As the question of metrics remains open within the Midnight Projects, a number of 
further discussion questions come to mind: 

• Will the implementation of metrics facilitate or restrict the development of 
Enterprise 2.0 projects? 

• Which metrics can best measure the quality of customer relationships?  
• At what point in time should metrics be suggested or imposed in a project of 

this nature? 
• Are customer testimony and other “soft” metrics sufficient to obtain sponsor 

support? 

3   The Impact of Enterprise 2.0 on Business Practice 

Enterprise 2.0 technologies have been presented here as corporate implementations of 
web-based technologies to extend organizational capabilities for collaboration, dis-
covery and integration. This discussion began by reviewing varying conceptions of 
Enterprise 2.0 to gauge the potential impact, value levers, and challenges of these 
applications in sales and marketing.  This reference points provided a framework of 
analysis to explore how a major technology supplier promotes Enterprise 2.0 inter-
nally to influence the presales team’s activities in Europe, the Mideast and Asia. In 
guise of a conclusion, let’s quickly review what we have learned about these tech-
nologies influence on business practice.  

What does the vision of Enterprise 2.0 mean to marketing and sales consultants and 
how do they integrate 2.0 strategies into the way they work?  Enterprise 2.0 technolo-
gies suggest a user-focused approach to social technologies within the organization 
rather than define a specific set of technical specifications. The corresponding project 
mindset did not lend itself well to classical corporate approaches to IT implementa-
tions. In a process centric sales culture similar to Oracle’s, the origins and the motiva-
tions for innovative approaches to social technologies come from the consultants 
themselves rather than from upper management or the IT department.  The Midnight 
projects were bred outside formal processes by the consultants themselves, and then 
nurtured through internal discussion and benchmarking. Such discussion and experi-
mentation appears critical in processes in which there are no best practices. 
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Are such investments delivering on the promise of providing a new source of crea-
tivity, influence and empowerment? The objectives of 2.0 technologies extend far 
beyond considerations with platform and applications; they are implemented to influ-
ence managerial behavior. The IT department’s desire to promote corporate mandated 
software proved counterproductive in this case, discouraging individual initiatives and 
limiting the available options.  Beyond the early innovators that invested in the Mid-
night projects out of personal conviction, the other consultants wished to clearly un-
derstand the organizational and personal value propositions of 2.0 technologies before 
committing to their development. These experiments do not appear, in their opinion, 
to be directly tied to the identifiable organizational objectives for either sales or logis-
tics. The active demonstration of the intrinsic value of Enterprise 2.0 use scenarios 
doesn’t seem convincing either, for their use seems to compete with better established 
metrics of lowering cost and time recognized throughout the organization. Better 
visibility of how they directly improve individual or organizational performance is 
needed here. 

Finally, at least in this case, the question of how to best evaluate the value proposi-
tion of Enterprise 2.O technologies remains an open question.  If the significance of 
such “social” technologies is in their impact on the organization, the jury is still out 
on which metrics might best measure their eventual success.  On one hand, since this 
experiment invites the organization to look beyond the narrow definitions of opera-
tional efficiency, the potential range of pertinent metrics is almost endless. On the 
other hand, the consultants argued with conviction that the choice of metrics would 
both structure and limit the potential outcomes. In both cases, given the personal in-
vestments needed to put these projects in place, careful consideration of what consti-
tutes the personal return on investment seems critical to the long term success of such 
“Midnight” projects.  

Although this one case can hardly be considered representative of the all markets 
and industries, there are several reasons to believe that these initial conclusions can 
help provide focus for future research and debate. Since the principal actors in the IT 
industry play a fundamental role in the design and deployment of Enterprise 2.0, the 
experience of its sales and marketing teams will have a large impact on other organi-
zations. The experience in Oracle EMEA underlines that this vision is not dependent 
on technology alone, but conditioned by the context and experience of client organi-
zations. This project also confirms the suggestion that the promise of Enterprise 2.0 
tests the precepts of managerial models based on command and control. Finally, the 
case seems to underline the importance of accounting for objectives, incentives, and 
return on investment in gauging successful implementations. 
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Abstract. Twitter is a relatively recent phenomenon, and the common metric of 
success is number of followers. Because people use Twitter in a myriad differ-
ent ways, and the presence of spammers, it is necessary to discover new ways 
of quantifying success. In this paper, we explore the nature of engagement on 
Twitter and find the traditional follower/following network to be meaningless in 
this regard. Building on previous research, we define engagement in terms of 
interactions using the @ notation, and visualize this as a graph. We then apply 
clique finding techniques to this graph, to extract a sub-graph of the most im-
portant connections in a user’s immediate network.  

Keywords: Twitter, influence, conversation networks, cliques, visualization, 
micro-blogging. 

1   Introduction 

Micro-blogging is a simple but versatile concept that involves sending and receiving 
short messages; one of the most popular micro-blogging services is Twitter. This may 
be because “[c]ompared to regular blogging, micro-blogging fulfills a need for a 
faster and more immediate mode of communication” [1]. The value of status mes-
sages is not technical; it is created through user participation - users participating both 
as authors and as readers created an active community, and is the reason for wide-
spread adoption [2].  

Popular social networks such as Facebook, and MySpace support the concept of 
“friends” – reciprocated relationships. On Facebook, not only are relationships recip-
rocal, but for 65% of users all interactions are reciprocated [3]. A 2008 study found 
users had an average of 124 friends [4], as of February 2010 this was 130 [5]. By 
contrast, Twitter allows one-way relationships in the form of “followers”. A minority 
of usersprotect(private to only those authorized) their updates,for most anyone can 
subscribe to their stream either by “following” or by subscribing to the RSS feed [6]. 
This option of one-way relationships is also true on Flickr, where around (68%) of 
links are reciprocal [7]. We do not have the data to compare this to Twitter.  

The @username notation allows for conversation between two users (who do not 
need to follow each other), and stems from older IRC practice [8]. The exchange 
shows up only in the feeds of those people who follow both the person sending the 
message and the person it is directed to, making it non-intrusive. The communication 
is available to anyone looking at the sender’s Twitter page, or via RSS. 
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Fig. 1. Levels of Interaction on Twitter 

Thus there are various levels of interaction. The most private (intimate) is the di-
rect message, which we cannot track through the API without authentication (and then 
only for an individual user). We have engagement through conversation and retweets 
(reposting other people’s tweets), passive listening (also known as lurking) and ignor-
ing. These are expressed in Figure 1. Missing from the diagram is the possibility of 
something between passive listening and lurking, i.e. quickly skimming looking out 
for some specific things that are of interest. It is important to consider that a user 
might participate at all levels with another user [9]. Only spammers, interested only in 
pushing their content, will remain always at the outside – ignoring, not consuming. 

Lurking has been described as a “tragedy of the commons”, suggesting that lurkers 
do not benefit the overall ecosystem. This is inaccurate – content is no less because 
someone chooses to passively consume and not contribute. Lurking may be an impor-
tant initial step as a new user tries to understand the service [9]. The majority of users 
in an online space has always been lurkers; given the volume of tweets in our stream 
in any given day, we are almost certainly all lurking with respect to at least some of 
them. Lurking is really more akin to listening – we all move between the states of 
listening and disclosing online, and both are forms of participation [9]. 

Can we measure this group of passive consumers? A rough estimate can be pro-
duced using data from link shorteners (such as [10]) (18.96% of regular tweets con-
tained a link, and (56.69%) ReTweets contain links [11]). One popular link from the 
first author had 51 tweets (tracked by [12]) and 441 clicks (tracked via [10]) - this 
does not measure people who read the post were not sufficiently interested to click on 
it. We can infer that the number of passive consumers is potentially very large.  

In this paper we argue that attempting to characterize the interaction of users in 
terms of a directed network graph of follower-following relationships has serious 
limitations. We propose a new way to characterize user engagement. We believe that 
this is important as judging a user’s influence on the basis of their number of follow-
ers is prevalent, and yet misleading (e.g. spammers with over 1000 followers). To this 
end, we have created a tool that shows a user’s network and allows them to identify 
close outer connections they may be interested in interacting with. Our preliminary 
finding is that there is significant interest in this approach (over 1000 hits over a 
weekend when the initial network graphs were released on the first author’s website, 
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and over 45 requests for the latest release) and that these users are finding utility in 
the visualization of their network. Further, we are finding that the number of cliques a 
user is a part of varies greatly, and that this is likely a result of their varying use of 
Twitter. 

2   Related Work 

Number of followers is often used as the metric for influence on Twitter. In a pro-
posed “dynamical theory of opinion formation”, people with a large number of  
connections have huge influence [13]. Similarly, the “social choice model for evolu-
tionary dynamics of behavior in social networks” also models the contagion of ideas 
[14]. The question we ask is, what constitutes a connection? Potentially, high levels of 
interaction with a diffuse group of others who have high levels of interaction will 
result in being more influential. Klout[15] considers followers, but people who have 
“klout” do not necessarily have a huge number of followers – it is the right kind of 
followers that are important; those who are influential themselves, that are consuming 
the information, acting on it, and passing it on to their followers.  

When investigating the structure of the web, a different picture emerges depending 
on the directionality of the links [16]. It would be fascinating to replicate this work 
with Twitter’s Follower/Following network, but this is currently infeasible given the 
restrictions of the API. One interpretation of a website’s PageRank is that it quantifies 
how easy it is to find a page through browsing [16]. If we compare this to conversa-
tions (or retweets) it’s a measure of how easy it is to discover another user because 
they are retweeted, or having a conversation with someone else you know. The wide-
spread connectivity on the internet is not the result of a few highly connected nodes 
[16], is this the case with Twitter? Applying clique discovery to a user’s social graph 
may pull out the communities in which they participate [17]. 

Around 25.4% of posts are directed, indicating that there is a sparse and hidden 
network of connections within the declared set of friends/followers; the networks that 
matter are “made out of the pattern of interactions that people have with their friends 
or acquaintances” [18]. The number of people a user will communicate with saturates 
as a function of the number of followers; although people may follow a large number 
of people, they cannot tune it to the volume of posts produced. Most importantly, the 
study found that whilst the follower-following graph is dense, the network created by 
interactions is sparse. The power law exponent on the Twitter follower graph was 
about -2.4, similar to the value of the web and the blogosphere [1], however “re-
searchers in psychology and sociology have repeatedly cast doubt on the practice of 
inferring meaningful relationships from social network connections alone” [3], which 
begs the question – how can we infer a meaningful relationship? The proposed  
solution, “interaction graphs”, result in graphs that are different from the social con-
nections graph, displaying significantly lower levels of “small world” properties, and 
fewer highly connected “supernodes”. Human interactions are limited by time, who 
you make time to respond to or retweet is an indication of who, in your network, is 
most important or most informative to you. 

Messaging has been found to be a better measurement of engagement than friend 
relationships on Facebook [19], often users have no interaction with up to 50% of 
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their Facebook friends [3]. There are obvious similarities in this to Twitter. When we 
consider reciprocity, we must take into account the ratio of giving to and taking from 
the community [20]. The rate of user activity on Twitter is influenced by social con-
nectivity and it has been found that social relationships determined if users would 
remain active using a blogging system [1]. This makes sense; without a community, 
status updating on Twitter can seem like talking to oneself in public.  

Research determining clique sizes on email found that whilst e-mail is more egali-
tarian (more inclusive of additional contributors) than face-to-face conversations, the 
number of people involved in the conversation was no larger [21]. Twitter is hard to 
compare to email, because whilst e-mail is often sent to just one individual, an un-
directed tweet is received by an unknown subset of the people who follow a user and 
possibly some who do not. Email is useful for getting information from weak ties and 
we believe that Twitter is also useful in this respect. Dunbar found conversational 
cliques to average 2.7 members (and rarely to exceed 4) whilst groups would be much 
bigger – up to 15 – he concludes that a maximum clique size of 4 is an inherent prop-
erty in human speech [22]. Translating to Twitter, a clique would be the people who @ 
each other, whilst the group would be those people for whom the conversation would 
show up in their stream. Whilst the authors of [22] hypothesized that clique size would 
be bigger on email, this was found not to be the case. Due to the space limitation of 
140 characters on Twitter, we might expect the clique size for a conversation to be 
smaller. However this is only in the case of people explicitly involved in the conversa-
tion, and so is hard to determine. E.g. person A may say something, person B may 
remark on it, and person C may respond to person B but not include person A’s handle 
in the tweet. The “/cc @username” notation is designed for this kind of situation, but is 
not yet in wide use. Or, A makes a comment, B responds and C responds, but B and C 
do not follow each other; it is a stretch to say that B and C are in the same conversation 
as it is likely that neither will see what the other has said. Rather, A is carrying on two 
separate conversations with B and C, concurrently, on the same topic. 

3   Background 

PageRankinfers the popularity of a web page through measuring inbound links [23]. 
The similarity between link structures in following/followers is similar to the web and 
thus susceptible to the same kind of spam [24]. After analyzing spam behavior from 
both network and social perspectives, it was concluded that behavioral analysis might 
be more helpful to detect spammers than content analysis [24]. The full cycle of a 
meme started on twitter, #robotpickuplines (4 days, 17,803 tweets, 8,616 users) was 
analyzed; 14% of tweets were spam, (spam lagged slightly behind the meme trend). 
Spam accounts similar in age to legitimate accounts (spam accounts are/were not 
being suspended), spammers tweet more than legitimate accounts, and have a similar 
number of @ replies. What isn’t included is the volume of incoming @ mentions – an 
important omission; it is easy to @ random users, it is extremely difficult to generate 
any significant number of responses to spam. Spammers had three times the total 
number of followers/following than legitimate users. Outgoing links from a typical 
user would lead to a celebrity, or other high-profile user; “popularity and legitimacy 
are indicated by high in degree and spam is indicated by high out degree.” 
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However it is usually easy for a human to determine if a user is a spammer; it is 
clear that their engagement is low. People are not talking to them, and their content is 
not being retweeted. Thus, perhaps a better measure of a user’s influence, is how 
much they are being talked to or retweeted. Like the web where “the prominence of 
authoritative pages is typically due to the endorsement of many relevant pages that are 
not, in themselves, prominent” [17],  – a reply or a retweet could well be construed as 
a measure of endorsement. This approach reduces the number of links per person, API 
limits as of February 2010 allow around 10 days or the 100 most recent @ mentions 
and the last 200 tweets from a given user for one API call each. The HITS 
algorithm [25][26]has been used to identify implicit online communities by analysis 
of the links between web pages This required a vast amount of data and aggressive 
pruning, we think it is possible to find communities that a user is a part of on Twitter 
with a similar strategy. It has been proposed that the big difference of a Social Net-
works is the clustering – a result of communities within the network [13]. 

In graph theory, cliques in an undirected graph are subsets of its vertices such that 
there is a connection between every pair of vertices in the subset. Whilst our initial 
graph is directed, for the purpose of extracting cliques we use an undirected graph. 

 

Fig. 2. Conversation Network for a Light User (@emdaniels) 

 

Fig. 3. Conversation Network for a Moderate User (@kittenthebad) 
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Fig. 4. Conversation Network for a Heavy User (@krusk) 

Fig.5. Cliques Size 3+, 4+ and 5+ (clockwise) for a Moderate User (@kittenthebad) 

 

Fig. 6. Cliques Size 6+ for a Heavy User (@anitaborg_org) 
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In social network analysis, we should consider the homogeneity of users [27], any 
observation of the Twitter network tells us people use Twitter in a myriad different 
ways. We contend that it is more interesting and fruitful to build a picture user by 
user, to better characterize them on scales of conversation, community, and informa-
tion diffusion. 

Creating these networks allows us to identify cliques. Once identified, we can  
potentially identify what the clique is talking about – are they sharing what they’re 
eating, events they’re attending, or the stories of their day? Or, grouping around a 
specific topic? Homophily has been found on Instant Messaging networks – people 
who chat with each other, are more likely to share interests. This is also true, to a 
lesser extent, in a “two-hop” network – i.e. if A talks to B, and B talks to C, A and C 
are more to search for similar things[28]. Extrapolating from this, we can expect that 
people who talk to each other on Twitter are interested in similar information. This is 
the basis of a retweet - I’m interested in something and hope that my followers will 
be, too. A further area of research is determining if those we have conversations with 
are more likely to retweet our content. 

4   Data and Methodology 

The data comes from the Twitter public profiles of 54 users who either expressed an 
interest in having their network created or were requested by another researcher due 
to them being prominent figures in the discussion of the future of journalism. Every-
thing was accessed through the public API, without need for authentication. There is 
an element of self-selection bias (all graphs visualized using the collected data are 
available at http://catehuston.com/prefuse_twitter). 

The data is accessed through the Twitter API and generates GraphML (an XML 
based format for graphs), then visualized as a "Conversation Network" graph. A light 
user is shown in Figure 2, moderate user in Figure 4, and heavy user in Figure 5.  
Different shades of the connections represent the different types of interaction (outgo-
ing/incoming/reciprocal). Data is collected only up to a depth of two due to API limits 
(i.e. every one the central user talks to/about and is mentioned by, and the same for 
every one of those people). We collected the last 200 tweets from the user and the last 
100 mentions (or as many as are returned by the search API, which is typically limited 
to 10 days), and then adjust to cover the same date period for both. We then collect the 
same data from every person the central user has been mentioned by, and/or spoken to. 
This does mean that if a user is very popular, the length of time gathered for their fol-
lowers is potentially quite short (around 2 days in the case of @cshirky – Clay Shirky). 
For a more typical user in our dataset, the time frame is a week to 10 days. 

A simple maximal clique algorithm such as those described in [29-32] is run on the 
graph. Although the initial graphs are quite large, by deleting nodes with fewer con-
nections than clique size (3+) we are able to dramatically reduce the search space and 
performance is reasonable (runtime near-instant using Haskell on a MacBook Pro). 
We then generate the graph (defined in GraphML) from the resulting cliques to  
produce graphs like those shown for a moderate user in Figure 5 and for a heavy  
user in Figure 6 (that user has up to cliques of size 7). Lighter lines mean both  
nodes are connected to the central user. It is interesting to note that a user might be 
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characterized as heavy from their conversation network, however be fairly light on 
cliques. This is exemplified in the graphs for one heavy user, shown in Figure 7; 
whilst that user has a large (conversation) network, it is more disconnected and the 
maximum clique size is just 4.The sample is not representative of the global Twitter 
network, users have a range of connection sizes (Figure 8). 

 

  

Fig. 7. Conversation Network and Cliques Size 4+ for a Heavy User (@snookca) 

 

Fig. 8. Number of Followers vs. Number of Following 

5   Results 

The number of people a user converses with saturates as a number of followers [18]. 
This may means that the number of communities they are part of saturates as well. 
Figure 8 shows the relation of following to followers from our dataset, we can see that 
the relationship between number of followers and the number of people a user follows 
is not closely related, but in general, users tend to follow fewer than 2000 people. 
This is different from the results of [1], likely as the result of differences in the data-
set. Our dataset is small, and not representative due to self-selection bias and the use 
of prominent thought-leaders on the future of journalism. 
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Fig. 9. Number of Cliques vs. Number of Following (log scale)  

 

Fig. 10. Number of Cliques vs. Number of Followers (log scale) 

 

Fig. 11. Number of Cliques vs. Number of Lists (log scale) 
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Table 1. Results Overview 

Cliques  Following Followers Lists 
size 

3+ 
size 

4+ 
size 

5+ 
Mean 1750 7222 509 70 18 12 
Median 539 782 45 43 9 5 
Mode 264 198 37 31 9 1 

 
For the number of cliques compared to people followed (Figure 9), we see an up-

ward trend (for cliques of size 3+ at least), which tails off after a certain number of 
following is reached. Either after a certain point, following a large number of people 
means a user’s network has become less cohesive or that they are sufficiently popular 
that the data covered too short a time period. We see a similar picture emerging when 
we compare the number of cliques to the number of people a user is followed by 
(Figure 10) and the number of lists a user is on (Figure 11). 

An overview of the results is in Table 1, the mean/median/mode indicate a skewed 
distribution. Interestingly, the users skewing the clique distribution graph are different 
than those skewing the follower/following/list graphs. This suggests that users can be 
influential amongst the communities they are a part of, even if they have little influ-
ence outside that circle. The number of cliques could be construed as an indication of 
how connected the community of a user is. A user with a large conversation network, 
but few cliques has a more disconnected network than a user with a similar sized (or 
smaller) conversation network but a large number of cliques, particularly cliques of 
bigger sizes – small cliques can occur by chance, or due to a retweet. 

6   Conclusion 

In this paper we use @ mentions and retweets to quantify engagement. This is an 
improvement over following counts in a number of ways: firstly, this is much harder 
for spammers to game. Secondly, this is much more current picture of a user’s en-
gagement and allows for the capturing of changes in interaction patterns and partners 
over time. Thirdly, by characterizing a user’s engagement, we think this can be built 
upon in order to characterize a user’s level and type of influence. We use visualization 
to explore user’s communities. 

Our initial findings suggest that by pulling out the cliques a user is a part of we can 
visualize the communities they are a part of. Because of privacy concerns around 
making public more public, graphs were created by request and users have reported 
finding value in knowing the outer circle of connections exposed by the clique  
visualizations; those who are strongly connected to those the central user is strongly 
connected to. We believe there is the potential to build a recommendation system on 
top of this, in a similar way to how Amazon recommends purchases and Facebook 
recommends friends. This has already been investigated in academic networks [33]. 
One possible avenue is determining if these networks are predictive - if user A is in a 
clique with users B, C and D, and users B, C and D are in a clique with user E, is it 
likely that eventually user A will end up interacting with user E? If this is the case, 
there is the potential to create a recommendation engine we hasten that process. This 
is the origin of the idea of cliques within social networks, the potential interest in two 
of one’s acquaintances in connecting. 
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Further, this representation of graphs is closer to the way that a user remembers their 
network. In [34], it is noted that we are most likely remember out connections through 
connections in common, i.e. one might think of “Uncle Bob”, and from him remember 
“Aunty Ann” and their daughter… thus we can view the core hub of the clique network 
as those connections a user is most likely to remember, as there are multiple paths to 
reach them. This is based on the idea that these connections are stronger ties, which they 
may not be as the directionality of the link is not considered. If we restrict our graphs to 
reciprocal links (mutual interest), or outgoing links (connections a user has demon-
strated an interest in), or both, we may get a better recommendation set. Additionally, if 
presenting the recommended connections as a list as well, potential new connections 
could be ordered by the number of cliques they are a part of. 

We also think there is significant potential for characterizing individual users based 
on the results of the clique finding algorithm, for instance distinguishing between 
what are commonly described as connectors, broadcasters, celebrities, mavens etc. 
This will require classification of the different categories and much more data to en-
sure that it is representative.  We can also restrict relationships to reciprocal ones 
only, for example. For a broadcaster (someone who gets re-tweeted a lot but interacts 
little) this will likely be illuminating. 
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Abstract. Single sign-on and delegation of privileges are fundamental
tenets upon which e-Infrastructures and Grid-based research more gen-
erally have been based. The realisation of single sign-on and delegation
of privileges in accessing resources such as the UK e-Science National
Grid Service is typically facilitated by X.509-based Public Key Infras-
tructures (PKI) and exploitation of proxy certificates. This model can be
categorised by authentication-oriented access and usage of resources. It
is the case however that proxy certificates, can potentially be obtained
and abused by a malicious third party without the knowledge of the
holder. In this paper we describe a novel proxy auditing solution that
addresses this issue directly. We describe the design and implementation
of this solution and illustrate its application in widely distributed and
heterogeneous research environments.

Keywords: grid computing, grid security, user authentication, public
key infrastructure, proxy certificate.

1 Introduction

In current e-Infrastructure environments, authentication and authorisation of
users when accessing resources are essential functionalities that need to be sup-
ported. Authentication to facilities such as the UK e-Science National Grid Ser-
vice (NGS, http://www.ngs.ac.uk) is predominantly achieved through public
key infrastructure (PKI) and use of X.509 [1] certificates issued by the UK
e-Science Certificate Authority (CA) (http://www.grid-support.ac.uk/ca).
Whilst other authentication models have also been explored including federated
authentication models of access and usage based upon the Internet2
Shibboleth technology [2] in UK Joint Information Systems Committee (JISC,
http://www.jisc.ac.uk) funded projects such as SHEBANGS [3], ShibGrid
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[4] and SARONGS [5], the primary and most commonly adopted authentication
model by the research community is still based upon X.509 PKI-based authen-
tication where users acquire and maintain their own X.509 certificates and use
them to create proxy credentials when submitted jobs or accessing data on re-
sources such as the NGS.We note also that the UK e-Science CA also issues
host certificates that can be used for similar purposes. Proxy certificates are
commonly used to create a certificate with a minimal subset of the capabilities
of the parent certificate, most commonly period of validity, making a certificate
that is safer to delegate.

The primary middleware that is deployed on the NGS is the Globus Toolkit [6].
Globus has implemented a model of authentication based upon the Grid Security
Infrastructure (GSI) [7]. GSI incorporates essential features to support single
sign-on (SSO) and delegation of privileges (also often referred to as delegation
of rights). In SSO, access to multiple distributed and autonomous resources, e.g.
different NGS HPC clusters, is achieved with a single authentication, i.e. without
repeated authentication challenge/responses from each cluster. With delegation
of privileges, users are able to make their credentials available to Grid resources
to act on their behalf. In realising this SSO and delegation of privileges, GSI relies
on proxy certificates. In contrast to end user or host certificates which in the
UK e-Science community are signed by the UK e-Science CA directly identity
management to a local registration authority) , proxy certificates are signed
using the private key of the user or host certificate itself. Proxy certificates can
also be derived from other proxy certificates using the certificates corresponding
private key for signing. By signing each certificate with a predecessors private
key, a connection between derived proxy certificates is established that allows
Grid resources to resolve the certificate chain up to the user/host certificate and
eventually to the issuing CA. Such a chain is shown in Fig. 1. Establishing this
chain of trust ensures that proxy certificates are trustworthy, i.e. ultimately that
they have been issued by the UK e-Science CA whose processes for issuance
and revocation of certificates, for management of the underlying PKI etc are
accepted both by the Grid users and the resource providers themselves.

Whilst proxy certificates allow for SSO and delegation of privileges to be
achieved, they are also a potential danger to the overall security of the Grid
infrastructure itself and to the disparate end users themselves. Thus whilst the
private key of a user credential is normally encrypted and requires a strong
password to use, private keys of proxy credentials are generally unencrypted
and stored on the local file system of the Grid resource protected only by file
permissions. This model is not a design mistake, but a key requirement that
is used to support SSO and delegation of privileges, i.e. since SSO implicitly
demands that users only enter their password once and not every time that
their proxy credential is used or delegated. To minimise the threats of proxy
credentials, most Grid middleware (including Globus and GSI) set a default
proxy certificate validity to a much shorter time-span than the life of the X.509
credential itself the default for proxy credential lifetimes is set to 12 hours.
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Fig. 1. A certificate chain for a proxy certificate of depth n

We note that while attempting to create a proxy with a lifetime beyond that
of its parent should render it invalid, a suitably prepared attacker may only need
a few minutes by using approaches described in [8].

When selecting a lifetime for a proxy certificate it is important to ensure it
will remain valid throughout its usage. When submitting a job to a queue of
indeterminate length this can be problematic and results in users setting life-
times significantly longer than required to compensate for unpredictable latency.
Therefore, proxies may well have a significant lifetime remaining at the end of
the task they were created to perform increasing the window of opportunity an
attacker has for using a stolen certificate. While [9] suggests that proxies be in-
validated by adding a CRL distribution point to their proxy certificates this is
not a viable option in a Grid environment where most certificates are managed
by individual users for two reasons. Firstly, most, if not all, the proxy certifi-
cate generating tools available do not offer CRL generation as an option and,
secondly, CRLs are not checked regularly enough to ensure the revocation was
distributed before the proxy expired.

A further challenge is with delegation of privileges an essential component for
successful e-Infrastructures. To understand this, consider the follow representa-
tive scenario of Grid usage. A user submits a computationally intensive job to
run on an NGS compute cluster but their associated input data exists on a dif-
ferent NGS data cluster. The results themselves are required to be written to a
local campus Grid resource associated with the NGS, e.g. in the case of Glasgow
this might be the ScotGrid resource (http://www.scotgrid.ac.uk) which itself
is a full partner of the NGS. To support SSO and delegation of privileges, the
initial NGS compute cluster resource may be presented with a proxy certificate
from the user who uses a command such as grid-proxy-init, voms-proxy-init, or
exploits a credential repository such as MyProxy. Irrespective of how the proxy
credential is created, it is subsequently made available to a particular cluster

http://www.scotgrid.ac.uk
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worker node through a Grid mapfile mapping to a local HPC account. As part
of the job execution, this proxy credential can then be used to create a further
proxy credential used to access and securely copy data from the NGS data clus-
ter, e.g. through gridFTP. Once this data is returned and job execution proceeds
and completes, a final proxy credential can be created that is used to return the
final resultant data sets to the local campus Grid resource, e.g. ScotGrid.

As seen in this scenario, resource-oriented delegation of privileges of user cre-
dentials is supported that allow jobs to act on behalf of the end user (represented
by their original proxy credential). The main issue with this model however is
that multiple proxy credentials now exist on multiple distributed clusters. Should
one of these clusters become compromised then the proxy credential can sub-
sequently be used to create further proxy credentials and used to access other
remote resources, masquerading as the original user. This whole process of mas-
querading as the user can occur without any knowledge of the user themselves
who created the initial proxy credential when submitting their job. They may
well (quite rightly!) assume that local NGS and/or ScotGrid garbage collection
activities take place after running their jobs which will automatically remove
proxy credentials and/or temporary files that have been created in executing
the compute/dataoriented tasks. This assumption may well be naive however,
and as a result security threats and dangers on wider use of their proxy creden-
tials may well exist.

It is emphasised that the proxy credential SSO and delegation of privileges
model is especially open to the weakest link security paradigm. That is, should
any resource in the Grid be compromised by a malicious third party and they
manage to gain elevated operating system privileges on that resource, they also
gain access to all proxy credentials that are delegated to that resource at the
time of the attack and can subsequently attack other resources under the guise of
a valid user with valid proxy credentials, in so doing garnering further delegated
proxy credentials. These can then be used to explore and exploit potential system
vulnerabilities on other resources and to launch distributed denial of service
attacks (amongst other worst case scenarios).

Even more complex arrangements are possible when a credential management
service such as the SARONGS system is used. This allows for the dynamic
creation of short lived, low assurance X.509 certificates to allow users without a
certificate to access the NGS via translation of SAML assertions from Internet2
Shibboleth-based Identity Providers.

Obviously many of these issues are caused by allowing e-Researchers access
to resources such as the NGS to compile and run or simply execute arbitrary
code based solely upon authentication through GSI. In the GSI model, a locally
maintained Grid mapfile is used to map the distinguished name (DN) of the
user as included in their X.509 certificate with a local user account on the Grid
resource as shown in Fig. 2.

The GSI-based model provides users with flexibility and is relatively easy to
implement and support for resource administrators, but also represents a clear
danger in that users can execute arbitrary codes. A more secure model would
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Fig. 2. A simple Globus stack

be to support finer grained authorisation where the users themselves do not get
access to local accounts to do stuff, but access to services that are fixed and
targeted at their needs. Thus for example the NGS is currently exploring GT4
based hosting of services, e.g. a BLAST service for biologists, a Gaussian service
for chemists, as well as support for portals where a predefined set of applications
is made available. However it is still the case that the vast majority of people
accessing and using the NGS are using GSI models of access and usage (including
GSISSH) and this seems likely to remain the case for the foreseeable future.

In this context, it is thus highly desirable to reduce the overall risk asso-
ciated with proxy credentials ideally through transparent extensions to main-
stream Grid middleware as deployed on national facilities such as the NGS, i.e.
Globus and its use of GSI. We note that it is not realistic to simply depre-
cate use of authentication-only models since for many researchers, this ability
to compile and execute their own simulation codes is essential. To tackle this
, one model which has been put forward in the JISC funded Proxy Creden-
tial Auditing Infrastructure for the UK e-Science National Grid Service (PCA,
http://pca.nesc.gla.ac.uk) and described in this paper, is to extend the
Grid infrastructu capabilities of the NGS and similar resource providers with
monitoring and auditing services for proxy credential usage and tracking. The
primary requirements for this facility were that it should allow audit-enabled GSI
resources to automatically capture proxy credential usage and send this and re-
lated information to one or more targeted secure, online services for tracking
proxy credential usage. These services should allow proxy credential usage infor-
mation at the:

• Individual user level — so that individual users are generally aware of their
credential usage and can identify when their credentials are potentially being
misused;

http://pca.nesc.gla.ac.uk
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• Virtual Organisation (VO) usage level — so that VO administrators and the
members involved are able to track the access to and usage patterns associ-
ated with their VO and by its members. Thus it might be the case that a
particular VO has been set up to only use particular resources, e.g. partic-
ular NGS nodes. When a proxy credential is used to access other resources
not identified as part of the VO, then this might highlight that a potential
misuse of a proxy credential is taking place (or has taken place).

• Resource provider level — so that service providers can themselves monitor
the usage of their own facilities by their user communities and detect as
early as possible any abuses or misuses of credentials, and where appropri-
ate revoke proxy credentials; update certificate revocation lists and update
Grid mapfiles, e.g. remove the DN and account information for compromised
certificates.

In this work we acknowledge that the approach we are taking represents a prag-
matic and realistic model for improving overall security rather than a guarantee
of overall security. We recognise that GSI-based access and usage is likely to
continue to be the mainstream approach in accessing resources such as the NGS
and similar international facilities for some time to come. Our aim is thus to
provide a mechanism for rapid detection of credential abuse that address key
stakeholders demands.

Furthermore, this work also underpins the areas of granularity in supporting
n-tier based approaches. In terms of granularity of access, finer-grained authori-
sation approaches such as those based upon Role Based Access Control (RBAC)
depend upon authentication. Knowing the identity of an individual requesting
access to a particular resource is the first step in deciding what roles this person
might have which can subsequently be used for finer-grained authorisation deci-
sions, e.g. using technologies such as XACML, OAuthZ or PERMIS. If a proxy
credential has been compromised, then a masquerader attempting to access a
remote resource may well be indistinguishable from a legitimate user since the
Policy Enforcement Point (PEP) — Policy Decision Point (PDP) that might
well support finer-grained RBAC models, may well be configured to pull further
attribute certificates from a remote attribute authority to make a local access
control decision. Similarly, n-tier systems function primarily based upon passing
of credentials for authentication and authorisation. Compromised authentica-
tion tokens given as proxy certificates, are indistinguishable between tiers unless
other challenge/responses are demanded, which violate the intrinsic model and
benefits of SSO. In short, if authentication systems are compromised then more
granular n-tiered authorisation systems may well be redundant!

Initial work on proxy credential auditing was described in [10] and [11]. A
Globus incubator project has been established to support enhancements and re-
finements to this work. This work was explored in the course of the PCA project
indeed it formed the initial starting point for the work, however a different archi-
tecture and system design has since been undertaken for reasons discussed below.

More generally a body of work has been undertaken on auditing of stack based
systems that support message passing paradigms. Typically in this model, an
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incoming message can pass through several different application layers as it tra-
verses the stack making monitoring individual calls problematic since calls are
often logged independently between them making identifying events caused by a
specific call problematic. Systems like DTrace [12] and SystemTap [13] have been
developed to address run-time logging information. In the absence of a modi-
fied application these systems use kernel level services to monitor the target.
Monitors are then bound to components throughout the system which generate
events when triggered which are subsequently sent to a central monitoring sys-
tem which filters and processes them in accordance with a script supplied by the
user. However, these systems were designed to monitor single systems and have
access to robust methods of associating events with their cause via process iden-
tifiers. Furthermore approaches such as XTrace [14] have also been developed
to supporting logging of network applications more generally but would have
required the introduction of a modified stack which is discussed later. None of
these address the fundamental problem of proxy credential usage in collaborative
and loosely coupled research environments such as Grids.

2 PCA Software Architecture

The basic model of authentication to an NGS resource through the Globus soft-
ware stack is illustrated in Fig. 2. The initial work on the PCA project explored
the prototyping work described in [3] and [11] where the focus was upon imple-
mentation of an audit-enabled enhancement to GSI, i.e. replacing the lower level
of Fig. 2 completely. Whilst supporting the basic auditing capabilities, the work
described there had issues in its widespread deployment. Most importantly, it
required development and roll-out of a new version of GSI to resource providers
such as the NGS. There are numerous pragmatic aspects which make this non-
trivial to achieve and other models were thus required.

An improved model of auditing is to provide a transparent auditing layer to
the GSI software stack as shown in Fig. 3. This is the approach that has been
taken in this work. This architecture was adopted for several reasons. Firstly,
obviously and most importantly the basic requirements of the system were to
allow appropriate parties to observe activity associated with a proxy credential
in order to allow both appropriate and inappropriate activity to be identified.
Another design requirement was due to the understandable reticence of system
administrators of facilities such as the NGS to want to install applications which
may worsen the performance, complexity, stability or security of their resources.
Therefore, there was the need to integrate with existing software stacks with as
little impact as possible. These requirements ultimately precluded several of the
methods used by other similar systems as they require the modification of key
components which have performance degradation consequences and/or issues of
complexity in system-wide deployment.

The original design of [10] was based upon embedding the sink of the auditing
information, i.e. a secure web service that should be notified when the certifi-
cate was used or more precisely an event was raised when the proxy certificate
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Fig. 3. A simple Globus stack

(or certificates derived from the proxy certificate) was received by a GSI-audit
enabled service. This single sink of information model had several limitations
especially when propagating data to third parties. A different model is for data
to be collected at the resource on all requests without requiring special modi-
fications of the credentials. This eliminates a problem whereby nonaudit aware
certificates are hidden from the system resulting in incomplete data or, worse,
a mechanism for malicious users to disable tracking of their actions. Instead
events are published at the resource using information from the certificate the
user cannot alter and interested parties can then acquire events as needed.

This design decision introduces a new problem however as it uses a pull instead
of a push since it requires consumers to know which sites have data they are
interested in. Should a proxy cert be used on an unexpected site the user has no
way of discovering this unless the attempt raises an event which includes details
of the new system. However, as we associate events with the certificate used to
invoke them the user can locate them by searching. Thus given a proxy certificate
such as the one shown in Fig. 1 all proxy certificates generated share the same
sequence of parent DNs from the root of the issuing CA to the end entity. More
generally, each entity that requires access to the data discovers events using data
known to them. Users, as mentioned above, can use details of their certificate to
obtain associated event information.

Altering the model to collate events at the service also changes the security
model of the system. In work such as [11], events are forwarded to a logging
service whose URL was embedded in the proxy certificate. This provides two
potential security problems. Firstly, it is possible for a malicious party to embed
the URL of a third party in a proxy certificate and then use it to access services
in order to generate traffic as part of a Denial of Service (DoS) attack. Secondly,
it would be possible for an attacker to direct services to forward events to a
server which maintained the HTTP connection for as long as possible opening
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the possibility of submitting sufficient jobs to exhaust the servers supply of ports
again causing a DoS.

In environments such as the NGS, it is highly desirable to refine individual
level auditing information of resource usage. One mainstream way that this is
achieved is through establishment and support of Virtual Organisations (VO).
In this model, technologies such as VOMS [15] are used to establish the VO
structure including the roles and privileges assigned to individuals in that VO.
This information when included in a proxy credential (as an extension to the
X.509 credential itself) is subsequently used by solutions such as LCMAPS and
LCAS to transparently map VO-specific resource requests onto Grid resources
targeted to the needs of the VO itself. Often this is to map VO user requests onto
pooled accounts established on resources such as the NGS for the purposes of that
VO. With this model, a VO administrator is typically tasked with establishing
the software environment on the Grid resources, i.e. configuring the software
and data resources associated with that VO. As with individual level usage
tracking through the DN and the hierarchy of parent certificates outlined in
Fig. 1 VO specific usage can be logged and auditing through extracting the
associated VOMS attribute certificates and the DN of the users embedded into
the certificates. Key to this solution is to recognise that the same individuals can
belong to multiple VOs and thus want/need access to multiple auditing services.

By separating the event processing between the service, user and applica-
ble third parties the system can support many different groups with differing
requirements. The type of questions the administrator of a site may wish to
answer will likely be based around who and how their resources are being used.
Clients will likely only wish information relating to when their credentials were
used and if they accessed further sites. Third parties may similarly attach to a
filtered feed appropriate to their needs and potentially emit events from their
own interface for consumption by other entities.

2.1 Auditing Events

Based on the previous discussions, the PCA system has been designed to offer
a wider range of event options instead of simply credential acceptance and log-
ging / auditing information capture. A key requirement was how to associate
multiple events, potentially taking place across multiple machines, with their
causal predecessors. We currently solve this problem by associating events with
a connection object which represents a specific TCP connection between a client
and local service. We create the connection object after the TCP connection
is established but before any security context is established in the SSL or GSI
layer. Should the context fail to be established we emit a connection failure
event if successful we emit a connection succeeded event. In both cases if a client
credential is provided it is associated with the connection by a further event.

We assume that we can insert extra data into a request as it passes up the
services stack. This allows us to insert an identifier that event emitters can use
to associate events with the correct connection. Our current use cases use both
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HTTP messages and / or shell scripts to propagate through the stack which are
trivial to modify in this way.

The system uses an event logging service at each resource which is responsible
for collecting event data from a specific site. It is then responsible for providing
this data to external entities in a secure and useful manner.

2.2 Auditing Event Emitters

The original service described in [3] used a modified GSI library which performed
a SOAP call to push the event to the logging service. In addition to the previous
limitations, this design had a major drawbacks in that the SOAP call intro-
duced latency into the stack i.e. the GSI handshake would not complete until
the call had completed. As outlined above, the general design pattern for an
audit/usage event emitter was based on the proxy pattern. This was selected as
it allows emitters to be inserted between the layers of the existing stack without
requiring any modifications to software forming important parts of the system.
As noted previously, we felt that this minimum impact approach was most likely
to be accepted by site administrators who would be hesitant to install modified
replacements to vital components such as the GSI security library or the GRAM
job manager.

2.3 Credentials

The original design used in [3] required an SSLv3 extensions mechanism to embed
a field containing the URL of the event logging service. This requirement was
dropped in the PCA solution as it allowed hostile users to simply omit the
extension from their certificates to avoid their actions being monitored. Instead
events are always captured at the service site with the option of events being
sent to further sites if requested. This design allows events to be forwarded to
potentially many third party sites allowing usage to be monitored.

2.4 External Interface

As the PCA design no longer pushed events directly to a location accessible by
the user there is a need to provide an external interface for clients to acquire
auditing and usage information. As we are no longer simply forwarding events as
they occur it becomes possible to offer more sophisticated services. For example,
a consumer may not simply wish to receive a stream of all events generated but to
filter them into, potentially several, different streams matching specific patterns.
Such patterns could capture undesired behaviour, such as proxy rejection, or
potentially malicious behaviour, such as a the usage of a sub-proxy certificate
not generated by the user.

2.5 Analysis

Simply collecting logs of events is in of itself not directly useful. There is a need
for the events to be analysed to identify patterns of usage both, permitted and
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forbidden, so that useful information can be extracted from the raw data. Again,
the PCA design permits the different entities in the system to focus on processing
data for their own needs.

3 Implementation

The entire project is currently written in the Ruby programming language. The
event logging service is a Ruby on Rails application providing a RESTful API
for event emitters to access.

3.1 Events

There was a need for some format with which to publish generated events. As
we commonly produce a time series the Atom Syndication format [16] presents
itself as an obvious candidate being an IETF standardised XML format for pub-
lishing data in reverse chronological order. Adopting an existing format allowed
us to exploit the resources developed for it and reduce our development time.
Events themselves are are stored in a MongoDB document store [17]. This was
selected for the scalability, functionality and overall compatibility with the event
information that is captured. That is, given that events are modelled as a bag
of name value pairs associated with a connection a document store offers a close
semantic match and allows for highly performant key-value stores look-ups.

3.2 Event Emitters

Development of the complete set of event emitters is currently on-going. Initially
we focused on the development of an SSL server which emits connection and
security events and allowed for security information to be captured and logged
by an event emitter. Following this a primitive GRAM job manager event emitter
was developed which emits events when it receives a Globus based job (either
through globusjob-submit or globus-job-run). The event emitters wrap these
services and are completely transparent to GRAM itself and thus not intrusive
into the overall Globus software. This software has been developed and tested
on an NGS-like cluster at the National e-Science Centre at the University of
Glasgow, i.e. a cluster with the same job submission software stack as currently
exists on the NGS.

3.3 Public Interface

As mention previously the public interface is implemented as a Ruby on Rails ap-
plication that provides an to the secure web service interface to the event store.
It provides both a HTML and programmatic atom based access to the data.
Currently, the secure web service front end supports a simple query interface
which permits querying the data store using URL encoded queries. Queriable
attributes include the DN of the subject one of the members of the certificate
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chain of a credential and the name of an action as a string using regular expres-
sions. It is also possible to specify maximum and minimum points in time within
which an events occurred or when a connection was established. By encoding
the query in the URL instead of the HTTP request body queries can be treated
as first class entities by the system and provided with the same services as a
connection and events group is allowing users to create a filtered view of events
that suits their needs.

4 DAMES Case Study

To demonstrate the application of the PCA proxy credential auditing infras-
tructure we have identified a portfolio of projects using the NGS and related
resources. The ESRC funded DAMES project [18] is a prime candidate for proxy
credential usage tracking. The DAMES project is focused upon the challenges of
data management facing the social sciences. It is the case, as with many other
domains, that the social sciences are facing unprecedented challenges in the vol-
ume and heterogeneity of data sets from an increasingly diverse portfolio of data
providers. When deal with issues around e-Health for example, it is often neces-
sary to leverage data resources crossing the social, clinical and geospatial domain
where individual and autonomous data providers are extremely aware of, and
bound by criteria associated with information governance on data access and
usage. The DAMES project has four primary areas of data management in the
social science domain and is developing a family of specialist data environments
to tackle the challenges that arise. These include:

• Grid-Enabled Educational Data Environment (GEEDE) — where researchers
are able to access and analyse national and international data resources asso-
ciated with education and associated qualifications;

• Grid-Enabled Occupational Data Environment (GEODE) — where
researchers are able to access and analyse data resources associated with
occupational classifications and associated coding systems;

• Grid-Enabled Minority Data Environment (GEMDE) — where researchers
are able to access and analyse a variety of data resources associated with
minority and ethnicity;

• Grid-Enabled Health Data Environment (GEHDE) — where researchers are
able to access and analyse a variety of data resources associated with clinical
and health related resources;

The GEODE and GEHDE related work is described in [19] and [20]
respectively.

All of these data environments require access to and usage of statistical analy-
sis tools. A variety of such solutions are widely used in this space including SAS,
STATA and R. In the on-going work in DAMES we have supported exploitation
of R on large scale HPC facilities. This was due in part to R being open source
and already deployed on facilities such as the NGS and the expertise of the so-
cial science community. R itself can be used for a variety of statistical analysis.
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Of particular relevance to DAMES is the coding, recoding and subsequent sta-
tistical analysis of social science data sets. Many of these data resources are large
and can require significant processing, especially when re-purposing is needed.
One example from GEMDE is the classification of UK Census data from the
UK Data Archive related to the ethnic classification of the UK population over
the past 40 years. Researchers may want to analyse this data from a variety of
perspectives. Considering white/British and Others; considering white British;
black African; Indian; Pakistani/Bangladeshi; as a unit group, and Chinese and
Others as another group etc and comparing this data at a regional levels ver-
sus a national level and indeed comparing across regions. Different coding and
classification schemes are used for this purpose, and re-purposing of the data is
often needed.

To support this, the DAMES project intends to exploit the UK e-Science
NGS however our work here is based on a representative cluster in Glasgow,
i.e. using the same software stack. The social scientists involved in the DAMES
project exploit a portal developed using the LifeRay framework itself and
accessible through the UK Access Management Federation (http://
www.ukfederation.org.uk). Details of how the SAML assertions provided by
the UK Access Management Identity Providers are used to configure the por-
tal contents, and subsequently used to create user X.509 proxy credentials are
described in [21]. At present users are able to create their own X.509 proxy
credentials through a targeted portlet that exploits a dedicated MyProxy ser-
vice. Other approaches also exist for this purpose as outlined previously, e.g.
SARoNGS.

The auditing information that was obtained in the execution of the R script,
i.e. to illustrate where these R jobs were, when and by whom these jobs were run
is shown in Fig. 4, Fig. 5 and Fig. 6. The result shown is the browsable HTML

Fig. 4. The overview page of the PCA interface showing recent activity
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Fig. 5. The PCA interface showing details of a certificate

Fig. 6. The PCA interface showing details of an event

interface displaying a summary of discrete connections. Each connection shows
the end point addresses and links to detailed information on the credential used
and events associated with this credential.

5 Future Work

The work described here has demonstrated the proof of concept in auditing of
proxy credential usage and its application in the DAMES project. The work is
far from complete however. There are numerous avenues and case studies that
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remain to be explored as part of the PCA project. However it is the case that the
software has reached a stage where we can begin to deploy it at test NGS sites. A
workshop is scheduled with the NGS technical support staff to demonstrate the
solutions put forward in August 2010. Case studies also exist as part of the PCA
project to demonstrate this software when used in an international context, e.g.
in supporting access to and use of the NGS nodes, ScotGrid and international
HPC facilities including TeraGrid in the US and D-Grid in Germany. Such inter-
national auditing efforts represent a key requirement in establishing global Grid
infrastructures.

As the auditing work in PCA continues we expect to explore a variety of
other research areas in auditing and usage of Grid facilities. In particular, once
basic auditing capabilities exist, it will be possible to explore research avenues in
the area of identifying irregular patterns of usage. Our focus here is on training
algorithms to predict potentially suspicious proxy credential usage. We intend to
apply Bayesian Neural Networks in this regard. However given the often sporadic
access to and usage of Grid facilities by user communities, we expect that this
in turn will be a challenge in itself.
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Abstract. One of online social networks’ best marketing strategies is viral ad-
vertisement. The influence of users on their friends can increase or decrease 
sales, so businesses are interested in finding influential people and encouraging 
them to create positive influence. Models and techniques have been proposed to 
facilitate finding influential people, however most fail to address common 
online social network problems such as fake friends, spammers and inactive us-
ers. We propose a method that uses interaction between social network users to 
detect the most influential among them. We calculate the relationship strength 
and influence by capturing the frequency of interactions between users. We 
tested our model in a simulated social network of 150 users. Results show that 
our model succeeds in excluding spammers and inactive users from the calcula-
tion and in handling fake friendships. 

Keywords: Social network, Influence, Viral advertising, Word-of-mouth. 

1   Introduction 

In recent years, advances in internet technologies, security, and payment systems  
increased the importance and role of internet as a commercial tool and marketing chan-
nel. As a result, businesses increased their presence and activities on the internet in 
order to take advantage of a lower cost business channel, and attract more customers. 
On the other hand, emerge of web 2.0 technologies and introduction of advantageous 
internet tools such as blogs, wikis, instant communication, and social networks revolu-
tionized the web collaboration structure which resulted in empowering and sophisticat-
ing both on-line businesses and customers. These new technologies and features have 
transformed the concept of web content contribution, and driven the web to be more 
social and interconnected. 

The reason for popularity of Web 2.0 technologies revolves around user contribu-
tion and user content generation, so the users can easily present themselves on the 
online environment. Web 2.0 changed the concept of web contribution in a way that 
end users can become active web contributors, so the border between content provid-
ers as business owners and end users is diminishing. This is very important for online 
marketers, since increased user content generation created a new phenomenon called 
open innovation, which gives new opportunities to businesses so customers actively 
participate in the product design, customer service, and specially marketing and sale 
processes [1-3]. 



228 A. Afrasiabi Rad and M. Benyoucef 

Social network is one of the most successful Web 2.0 technologies that bases its 
grounds on user interactions and user content generation. Social networks have  
attracted more attention since they sit on the core of the web 2.0 technologies, and 
provide the main means for building interconnected web of users. A deep look into 
statistics shows that only in US social networks attracted more than 90% of all teen-
agers and young adults [4]. Facebook by itself has more than 400 million active users 
with the average of 130 friends, and users spend 22 billion minutes on Facebook 
every day. More than 60 million status updates are posted by users each day, and 
users upload more than 3 billion photos every month. Businesses are also active of 
Facebook, and created 1.5 million fan pages [5]. However, Facebook is only one of 
the hundreds of online social networks. All these facts were enough for Marketing 
Science Institute to announce “New Media” (i.e. social networking sites, blogs,  
mobile, and others) as its top research priority for 2008-2010 [6]. 

The importance of social networks for businesses revolves around their user base 
and the level of user activeness and contribution on content generation as an elec-
tronic social network is the main application that facilitates content distribution [1]. 
The generated contents and their ability to be widely distributed on the social net-
works turned them into a tool that shapes the behavior of users on the web. Thus, 
social networks provided users with the power to communicate their ideas in a broad 
range. This power that helps users to make other people agree with their opinion, or 
do what they want to do is referred as influence. The interconnectivity of social net-
work allows that influence cascade through the whole social network. 52% of online 
social network users are influential, and statistics show that only 12% of users with 
negative influence could decrease the sales by 15% [7]. Hence businesses try to detect 
influential social network members in order to: (1) affect their influence and make it 
positive; (2) avoid spending their advertisement budget on those who are easily influ-
enced by others; and (3) spread the word faster. To do so, businesses should be able  
to identify influential people. Then, businesses and social networks should create 
opportunities for users to benefit from product and service reviews provided by those 
influential people. As a result, customers benefit from better decisions, and businesses 
benefit from an increase in sales. Targeting a few influential consumers can trigger a 
cascade of influence throughout a social network or community [8, 9].  

The question of who influences others in social networks has been engaging  
researchers for many years. Many techniques, in the areas of social science, mathe-
matics, and computer science, have been devised to measure influence and identify 
influential users in social networks. Most techniques focus on connections between 
users. However, one fact is often forgotten, if there is no communication, there is no 
influence. In offline world, the connection usually means communication, but in 
online world, people are often connected without communicating with each other. In 
online social networks, communication (referred to as message, or interaction 
throughout this paper) can take a form of status updates, which functions similar to a 
broadcast message, commenting on activity, or direct message, and it is always asso-
ciated with generating or re-generating new content. Therefore, communicative and 
active users, who are more influential than passive users, usually create more content, 
or distribute pre-generated content.  

To our best knowledge, both categories of techniques that focus on connections or 
communication are rather successful in detecting influential people, but they still 
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show limitations in accuracy. The limitations are mainly observable in connection-
based techniques, and their main limitation revolves around the specific issues  
that only exist in online social networks, i.e. fake friendship and spammers. These 
techniques also fail to differentiate active and passive users. Due to the explored limi-
tations, we believe a more accurate methodology for identifying influential users  
in online social networks is needed. We developed a novel method to eliminate 
abovementioned limiting factors in measuring influence. Our model, despite formerly 
developed techniques, focuses on interactions between users rather than only relying 
on connections between users. Our method focuses on quantity of user interactions, 
omitting their type, or scent. Therefore, it is worth mentioning that our model identi-
fies influential people no matter they create positive or negative influence.  

The paper is organized as follows. Section 2 introduces different influence meas-
urement techniques. Section 3 details our proposed model for detecting influential 
people. Section 4 is devoted to the implementation of our model. We conclude the 
paper in Section 5. 

2   Influence Measurement Techniques 

Different influence measurement models have been proposed in different academic 
sectors from social science, psychology, and marketing to computer science, and 
mathematics. In this section we review currently in use models. 

Most existing social science and psychology studies on social influence adopt a 
survey approach since they believe that the decision to buy an item depends on user-
specific behavioral characteristics [10], and surveys provide a comprehensive method 
for collecting user behavioral information considering all user-specific characteristics. 
A survey approach (self designation) to identify influential people, addresses the 
influential power of the participant himself and they include questions like (1) "Have 
you recently tried to convince anyone of your political ideas?" and (2) "Has anyone 
recently asked you for your advice on a political question?”. A similar survey-based 
technique is the key informant method. This method, in spite of the self designation 
technique, questions about the influential power of friends. These methods provide a 
scale for categorizing people leading to the detection of the most influential individu-
als or groups among them. Although questionnaires may work well for small groups, 
for an online community with millions of members, surveys are problematic. Survey-
ing a large group of people requires a long time for planning and processing.  
Moreover, reliability cannot be easily controlled in a large group of people. The third 
problem results from the dynamic nature of social networks. People change fast, and 
their networks change faster. Surveys are costly and cannot be done in close periods 
of time, so the survey results can only be valid for a short period of time. Finally, 
when survey questions address some personal qualities, the participants unwillingly 
over-describe or under-describe themselves depending on their personality [10]. 

Since the survey techniques are hardly to work for large scale social networks, 
such as those exist on the web, new techniques should be devised. Fortunately, in 
computer-mediated environments, users’ online activities can be tracked and re-
corded, and some models have been developed to utilize user activity tracking feature. 
Activity duration method [7] infers site usage influence from secondary data on 
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member login activity. When users log in to the site, they mostly leave traces, so 
some facts about the level of activeness of the user can be inferred from that informa-
tion. Users spending more time on social networks when they expect that there is 
likely to be new content to view, so a member’s site usage level at each point is 
driven by his/her expectation about the volume and update frequency of relevant new 
content created by friends. In another word people spend more time on social network 
if there is more content to consume. This is still true when the user is a content  
generator, since more generated content by friends intensifies the competition for 
generating new content. Therefore, higher number of logins per day is taken to be a 
sign of higher usage.  

Although this method as presented, acts on user logged in duration, it can be easily 
extended to other online activity measures such as the amount of time spent on the 
web site and number of messages sent. However, the problem of identifying influen-
tial users with site activity data turns out to be difficult because the data are typically 
sparse relative to the number of effects that need to be evaluated. Moreover, the num-
ber of logins does not necessarily reflect the influence. People spend more time on 
social networks when they are free while being busy tops people from more logins. 
Plus, as this method states the login pattern in a number of members should change to 
detect the influential, so in a cluster, where there are many interconnections with high 
number of shared friendship exists, it is difficult to determine who was the source of 
the influence. 

Mathematical techniques, such as sociometric techniques, are the most popular 
among social network analysts [11, 12]. They are especially useful for analyzing 
online social networks since they can leverage large sets of customer data. They rely 
on network centrality scores to detect influence and influential people. They are more 
accurate than other techniques since they do not rely on answers from users, and the 
analysis can be repeated as changes happen in the network. Sociometric techniques 
rely on network measures such as the number of connections, networking purpose, 
demographics, and group membership [4, 13-22], although these measurements only 
reveal partial facts about a given social network. They use the social network graph to 
calculate influence based on the graph’s centrality values.  

There are two interpretations of social network graphs among social network ana-
lysts. Some envision the social networks as directed graphs, while others argue that 
they are undirected [23]. Most older sociometric techniques intended to measure  
influence in social networks focus on using undirected graphs as they see a social 
network as a two-way friendship environment [24], but newer techniques argue that 
influence in online social networks are mostly directed [25-27]. Not considering their 
approach about graph structure, sociometric techniques focus on node degree central-
ities by analyzing the network connections and friendships [28, 29]. But since they 
rely on social networks’ static features, sociometric techniques miss users’ dynamic 
activities. For this reason, they fail to differentiate between active and passive behav-
iour. In fact, they detect both content generators and content consumers as influential 
members. Moreover, because online social networks contain millions of members, 
their graphs would be very large, and crawling large, highly interconnected graphs is 
always costly [30]. With their inability to detect user activity, sociometric methods 
cannot differentiate fake from actual friendships. It is obvious that fake friends do not 
influence each other, but their connection value is calculated as a metric for influence. 
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Plus, spammers can (and usually do) engage with online social networks. They try to 
increase their influence by increasing their indegree, outdegree, and clustering coeffi-
cients, in an effort to fool existing models into thinking they are indeed influential. 

3   Model for Interaction-Based Influence Measurement 

To address the limitations of existing sociometric techniques, we propose a solution 
revolving around user interactions. Newman and Park [31] argue that online and off-
line social networks have different characteristics. They claim that in online social 
networks, interactions always have a direction (from initiator to receiver), which is 
not the case for offline social networks. That means that, in offline social networks, 
interactions (i.e., conversations) are mutually happening between two or more mem-
bers as a sequence of send and receive activities. Since these activities are happening 
at the same time, they create a two-way influence on both (or all) participants in the 
conversation. Therefore, because the influence travels in both directions at an almost 
equal pace, the existing sociometric solutions were successful in determining influ-
ence in offline social networks. However, we believe that since influence in online 
social networks is happening because there is a message transferred from one member 
to another, the interaction feature should be part of the online social network analysis. 
Including interactions is important knowing that the initiated interaction may or may 
not be responded, which is rare in offline social networks.  

To cover interactions in online social network analysis, we propose to generate a 
directed graph of interactions where arc direction is indicated by the direction of mes-
sages traveling on the social network. To do so, all interactions from every node are 
captured and integrated in the graph. Note that there can be several interactions be-
tween two nodes. Moreover, if there is a node in the social network that does not 
initiate any interaction, it will not have any outgoing edge, in the same way, if a node 
does not receive any messages, it will not have any incoming edge. It is worth men-
tioning that older interactions can be removed from the graph after a certain period of 
time since interactions, and consequently influences, usually (but not always) happen 
over a specific topic. Removing old interactions keeps the graph to a reasonable size.  

To calculate the influence of social network users based on their interactions, we 
need a new set of metrics that can be used for analyzing directed graphs. The follow-
ing section introduces these metrics. 

3.1   Indegree and Outdegree Centrality 

The indegree centrality factor correlates to the number of incoming interactions be-
tween node v and its neighbours. Indegree is the most basic metric for analysing a 
node in a network [32, 33]. High indegree can represent a lack of activity by the 
member or a tendency towards being a content consumer not a content generator. If 
the user with a high indegree value has a very low or zero outdegree value (defined 
later in this section) it is an indication of a complete inactivity or fake friendship. A 
higher number of received messages indicate a higher probability of adopting friends’ 
behaviour, so the recent (i.e., not outdated) indegree value of nodes represent their 
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willingness to or tendency to get ideas from or be influenced by others. The indegree 
centrality of v is calculated by: 

∑
∈

=
Sw

i vwevD ),()(  .  (1) 

In the formula 1 and throughout this paper, w and v are graph node representatives, 
and e represents a directed graph edge. S represents a set of neighbours of v.  

The outdegree factor correlates to the number of outgoing interactions between v 
and its neighbours. Outdegree represents the number of messages sent by a user in a 
certain period of time. It reflects the proclivity of a member to interact with his/her 
friends. A member with high outdegree has more opportunities to influence others by 
his behaviour because this kind of user creates more content in the social network.  

The combination of outdegree and indegree centrality values helps in detecting 
spammers and inactive users. A user with zero indegree and high outdegree may be a 
spammer. Outdegree is calculated by: 
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3.2   Link Strength 

Measuring link strength is probably one of the most important factors that should be 
considered in the analysis of social networks in order to find influential users. If the 
relationship between friends is strong, they can be influenced even with the lowest 
effort from the influencer. Therefore, users who have some close friends (i.e., charac-
terized by strong friendship bonds) are more likely to influence or be influenced by 
them than those who have many friends but almost no close friends; provided that the 
two groups create comparable amounts of content. 

We define the strength of a friendship as the average number of two-way interac-
tions between a node and its adjacent nodes. For nodes w and v; Link Strength is 
positively related to the number of two-way interactions between w and v, so the 
probability that an individual influences a friend increases as a function of their link 
strength.  

Considering friendship strength, we can add that users with low indegree and low 
outdegree may be considered fake friends because low indegree shows that the node 
either lacks intimate friends, or its friends are inactive. Note that since the outdegree 
value is low, the user is not considered a spammer. The link strength of w and v is 
calculated by: 
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3.3   Incoming and Outgoing Clustering Value 

The clustering value is defined as the closeness of a node to a cluster of highly inter-
connected nodes [34, 35]. The incoming clustering value represents the number of 
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messages transferred to the node in question from its adjacent nodes that are also part 
of the cluster. A higher incoming clustering value means that the node is connected  
by more clusters, so it has more opportunities to be involved in and informed about 
different discussions, and consequently means a higher chance of adopting other 
members’ behaviours. The incoming clustering value is calculated by: 
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The outgoing clustering value is defined as the number of messages transmitted from 
a user to adjacent clusters [34, 35]. As clusters are highly interrelated communities 
with a high level of interactions, they can cascade the user-generated content both 
inside and outside the cluster, so being related to a member of a cluster can increase 
the chances that your voice is distributed in the network. Therefore, a member with a 
higher outgoing clustering value has a higher chance of being influential. The outgo-
ing clustering value is calculated by: 
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3.4   Calculating Influence 

Considering the abovementioned values, the users with high outdegree and outgoing 
clustering value who have stronger relationships with others are influential. However, 
different factors do not affect influence equally as one factor may have a larger impact 
than the other. For instance, although proximity to clusters has a larger effect on the 
distribution of influence, if a user is not connected to any cluster but generates  
content, s/he is still influential to some extent. Therefore, each factor is weighted 

( 1α and 2α ) depending on its effects on influence. Adding weights to the calculation 

of influence contributes to its accuracy. However, we cannot estimate the values of 
these weights until we use the model on data from a real social network and validate 
the results with a survey of members of that network. 

Note that since the graph is directional and spammers, who have no indegree value, 
are not crawled, they are automatically eliminated from the calculation. Moreover, in 
order to assign a zero value to all inactive nodes, we multiply the hyperbolic tangent 
of outgoing degree by the whole value. Therefore, if the outdegree is equal (or close) 
to zero, the final influence value will be equal (or close) to zero. 

⎡ ⎤ ( ) ∑
∈
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The interaction-based method has one more advantage over similar sociometric 
measures as it can detect users with a high probability of being influenced by others. 
Since those users do not usually participate in the creation or transfer of influence, 
and follow opinion leaders in their decisions, marketers are interested in identifying 
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them in order to advertise to them trough the network of influencers rather than  
directly to them. Users with higher indegree value and intense friendships are consid-
ered to have a tendency to be influenced by others. However, those users should not 
be mistaken with inactive users. We eliminate users who have zero outdegree value, 
so the users who never generate any content (i.e., inactive users) are removed from 
our calculation. Therefore, the equation uses a hyperbolic tangent function to translate 
the outdegree value of v to either zero or one.  
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4   Implementation 

To test our model, we opted for the simulation methodology. For that we generated a 
random directed social graph of 150 nodes the density of which is visually presented 
in Figure 1. Since our model is based on interactions, there could be more than two 
links, in both directions, between any adjacent nodes. We based our directed graph 
generation on modified versions of random graph generation algorithms (available at 
http://www.yworks.com) suggested by Van Horn et al. [36], and we developed the 
simulation environment using Java and Java Universal Network/Graph Framework 
(JUNG) [37]. The random graph provides us with the opportunity to simulate situa-
tions close to the reality of social networks [38]. However, Newman et al. [38] argue 
that not all random graphs provide similar features to social networks as some nodes 
in the social networks have a skewed degree that makes them specific and different 
from random graphs.  

The first algorithm generates a graph with a certain number of nodes. It then as-
signs a random degree to each node. In the next step, the node is connected with other 
nodes until a predefined number of edges are generated. This method creates a ran-
domly distributed graph, but the generated graph differs from actual social network 
graphs. In the random graph, almost all nodes belong to one cluster which is not typi-
cally the case in social networks. The latter algorithm generates random trees, but 
they can easily be converted into graphs if we randomly change the direction of some 
edges, which will result in creation of clusters, and makes it similar to social net-
works. Therefore, we used the second algorithm as the main algorithm, and partially 
used the first one to increase the density of our graph and create nodes with special 
characteristics as can be seen in Figure 1. Plus, this algorithm distributes the degree in 
a way that a few skewed degree nodes will appear in the graph, which makes it simi-
lar to social networks. In our random graph, we embedded three classes of nodes, 
namely regular nodes, spammer nodes and inactive nodes. In Figure 1, we identified 
spammers and inactive users in rectangles and circles respectively. As mentioned 
earlier, the indegree of spammer nodes as well as the outdegree of inactive nodes are 
usually very low. Table 1 presents the specifications of our sample social graph. 
Please note that, we limited the number of specific nodes in our graph in order to 
develop a smaller graph to facilitate the presentation. 

In order to gather the required information for our calculation, we need to traverse 
the graph from a starting point. We observed that since we are dealing with a directed  
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Fig. 1. Visual representation of our social graph 

Table 1. Specifications of our Sample Social Graph 

Indegree Outdegree Number of Nodes Specification 

>0 >0 144 Ordinary 
>0 ~0 3 Inactive 
~0 >0 3 Spammer 

 

 
graph, identifying the best starting point is essential for the efficiency of our tech-
nique. Because spammers and some inactive nodes do not have any incoming edge, 
they are never traversed and they are out of the calculation. As a general rule in our 
model, whenever the graph crawling algorithm encounters a node with zero incoming 
edges as a starting node, it should select a different starting node. Moreover, the larger 
the number of outgoing edges is, the better the node is as a starting point. Not select-
ing a node with zero incoming edges eliminates it from being traversed. 

To traverse the graph, we use the breadth-first-search (BFS) algorithm since, ac-
cording to the snowball method [39], it can traverse an acceptable portion of the graph 
instead of traversing all of the large graphs. Although our sample graph is small com-
pared to an actual social network graph, we provide at least a sample node for each 
possible characteristic. The inaccuracies of the snowball sampling method do not 
affect our results given that the inclusion of clustering coefficient makes up for the 
moderate inaccuracy of the degree values. 

As can be seen in Figure 2-a, we generated a moderately dense social graph of 50 
users in order to elaborate on the role of clusters and specific nodes in our methodol-
ogy. It is apparent in the figure that the most influential member has both outgoing 
and ingoing communication (interactions) with all three clusters in the network (clus-
ters are circled in the figure). In other words, the influential node has strong connec-
tions with most or all clusters, and at the same time generates more content since it 
has many outgoing communications. The result of our analysis (Table 2) shows that if 
the connection-based sociometric solutions had been applied to our simulated graph,  
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Fig. 2. Clusters and Specific Nodes 

the spammer node as well as the inactive nodes would have been considered among 
the influencer nodes as their centrality values are larger than average. However, the 
interaction-based technique eliminates the possibility of those nodes being considered 
influential. As it appears in Figure 2-b, the spammer node does not have incoming 
communication, so its chance to be traversed in the graph is close to zero. On the 
other hand, the inactive node (Figure 2-c), does not generate any outgoing message, 
therefore its connection strength is too low to allow the influence value to grow. Our 
results are close to those obtained by applying the connection-based sociometric tech-
nique, but they are not exactly the same. The differences are the result of the inclusion 
of spammer nodes, inactive nodes, and fake friends in the calculation of the influence. 
In the case of a spammer node, it is considered to have a high influence in connection-
based methods, but it is eliminated in our method. Plus, the most influential person 
(node) in our method comes third in the connection-based method because the 
strength of connections is not a factor, but the only important factor is the number of 
connections. 

5   Conclusion 

Social networks are completely reliant on their users and their correlations given that 
users are the main content generators. Since it differs in terms of frequency, volume, 
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type, and quality, not all user-generated content can derive traffic to the social net-
work in the same way. Detecting users who generate attractive content for the social 
network paves the way for directing advertisement to the right users.  

Accurately detecting social influence provides multiple benefits for online business 
such as the effectiveness of viral advertisement, and a better user involvement in prod-
uct design (also called crowd-sourcing). Many techniques have been developed to 
detect influential social network users in social sciences, marketing, and recently 
mathematics and computer science research. Social science and marketing techniques, 
for instance, are more useful for the offline world and small groups while mathematical 
solutions better fit online social networks. Online social networks are different from 
offline social networks in a sense that the interactions are not always two-way, and 
users may create directed influence rather than the mutual influence which exists in 
offline social networks. Meanwhile, spammers as well as fake friends can only exist in 
online social networks, but sociometric methods for identifying influential people do 
not handle these issues effectively and may actually return inaccurate result. 

In this paper we proposed an interaction based model to overcome the limitations 
of sociometric methods in dealing with special issues pertaining to online social net-
works. We generated a directed graph of users and interactions equivalent to an actual 
social network and calculated the influence of users based on their network’s equiva-
lent graph values. To calculate the influence, we measured each node’s incoming and 
outgoing degrees in addition to our devised friendship strength metric. Based on our 
metrics (indegree, outdegree, clustering coefficient, and relationship strength), users 
who generate more content, are close to clusters, and have an average strong relation-
ship with their friends are more influential. Our method provides a solution to the 
spammer and fake friendship problems and removes them from the list of influential 
people. 

Table 2. Analysis Result on a Random Graph of a Social Network 

Indegree Outdegree Incoming 
Clustering 
Value

Outgoing 
Clustering 
Value

Connection 
Strength

Influencer 
Value

Degree Specification

57.57 57.58 1.57 1.55 0.17 231.73 117.31 Network 
Average

77 71 2.51 2.63 0.51 277.51 131 Highest
117 0 0.47 0.06 ~0 117 Inactive

Average
0 117 0.47 0.03 ~0 117 Spammer

Average  
 

The applicability of our proposed technique is vividly visible in user buying behav-
iour is social commerce environments. Focusing on user decision making processes, 
the social commerce model consists of six stages namely need recognition, product 
brokerage, merchant brokerage, purchase decision, purchase, and evaluation [39]. 
Influence is an important part of almost all stages, even though it is not as important 
in the purchase decision and purchase phases. Identifying influential people can im-
prove brand recognition. Users can also influence each other in purchasing different 
products. The generated positive influence affects the decisions in a way that a user 
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may be tempted or recognizes a need to purchase a product. This illustrates the effect 
of advertising products to influential people, so they influence their communities in 
purchasing those products.     

There are some limitations associated with our model. The cost of detecting influ-
ential users increases exponentially by adding a highly connected node to the graph. 
Nevertheless, the model decreases the effect of high density by naturally excluding 
nodes that have low incoming edges. Moreover, since our model does not deal with 
any behavioural aspect, it is hard to say if the detected influential users create positive 
or negative influence. Moreover, as we mentioned earlier, more content generation 
implies higher influence, but redistribution of content is also important in cascading 
the influence. However, it is one of the limitations of our model that does not measure 
cascade of influence, by actions such as re-tweeting. 

An evaluation of our proposed method is possible by applying the model to a real 
social network and at the same time surveying members of the social network to vali-
date the result of the calculation. In our future work, we plan to do just that, plus we 
would like to perform statistical tests to improve the influence calculation equation. 
We would also like to integrate content analysis features in order to add behavioural 
analysis to our model while keeping the process cost low. 
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Abstract. As the online auctioning sites grew, it became necessary to
restrict or forbid auctions for various items. For this purpose, online auc-
tioning companies assign special personnel, a large team of monitoring
experts, to monitor the items posted on the web to ensure a safe and
healthy online trading atmosphere. This process costs a lot for such com-
panies and also takes a lot of time. In this research we propose a solution
to this problem as an automated intelligent monitoring system which
uses machine learning and data mining algorithms, in particular doc-
ument classification, to monitor new items. Our results show that this
approach is reliable and it reduces the monitoring cost and time.

Keywords: online auctioning and listing, monitoring, Machine Learn-
ing, document classification, Naive Bayes classifier.

1 Introduction

”eBay Inc. is an American Internet company that manages eBay.com, an online
auction and shopping website in which people and businesses buy and sell a
broad variety of goods and services worldwide. In its earliest days, eBay was es-
sentially unregulated. However, as the site grew, it became necessary to restrict
or forbid auctions for various items.”[6] For this purpose, online auctioning and
listing companies assign special personnel, a large team of monitoring experts,
to monitor the online transactions to ensure a safe and healthy online trading
atmosphere. This process costs a lot for such companies and also is time con-
suming. Due to these problems some companies do not monitor all items posted
on the web and just monitor some items randomly.

These problems motivated us to use decision-making and machine learning
algorithms to monitor new listings and auctions using special keywords which
might be used together in most illegal transactions. A wide range of such illegal
keywords and items are available at ’eBay prohibited and restricted items’[4] and
also ’offensive material policies’[3]. Those keywords can be used to maintain and
update a decision-making algorithm. In addition to above mentioned keywords,
we have proposed to aggregate sufficient amount of advertises and auctions as
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training data, classified as legal or illegal, along with text classification learning
methods to classify and diagnose future transactions.

A very strict cost-sensitive classifier[11] is used to find items which are even
a little bit likely to be illegal, in order to avoid from slipping any illegal item.
The number of items classified as illegal is much smaller than the total number
of items, consequently, a small group of monitoring experts could be hired to
revise the classified items as illegal. This solution does not only reduce the cost
of hiring monitoring personnel but also it reduces the monitoring time and it
can increase its accuracy.

2 Motivation

The amount of transactions in online auctioning and listing websites has in-
creased to a large number in recent years. Considering the fact that both legal
and illegal proceedings fall among these transactions, illegal postings though
with low occurrence rate, have great impact on the marketplace. This will ac-
count for all the listed items by pranksters or unlawful traders. Consequently
the marketplace will suffer from a considerable risk. So it is clear that there is a
strong need for a monitoring system for such websites to restrict or forbid illegal
auctions and listings posted online. For such purpose, these companies hire a
large team of monitoring experts. But, since there are a huge number of auc-
tions and listings, the required monitoring staff is more than it is expected and
consequently, this monitoring strategy would cost a lot. Noteworthy, an eBay
spokesman said (at Feb 09 2009)[2]:

”The company invests more than £6 million every year in developing the best
technology possible to prevent anything from slipping through the net. Safety
is our number one priority and we recognize we need to do more to protect
our members. We need sophisticated technology to help us identify high risk or
illegal items.”

In this study, we propose an automated intelligent monitoring system which
uses machine learning and decision making algorithms to facilitate the monitor-
ing process.

2.1 History of Illegal Auctions

If we look at the history of illegal auctions and listings posted on websites we
will find out there are a lot of well-known bothering stories about illegal auctions
which became very famous and even appeared on news headlines. As an example
Reuters[5] said ’Online Bidders Offer Millions For Human Kidney’. In another
story Associated Press[1] mentioned that ’eBay takes down offers of babies for
sale’. In these stories pranksters offered up two human kidneys and three in-
fant children to the highest bidders. The bogus (and illegal) items were quickly
deleted, but not before fetching bids of $5.7 million for a kidney and $109,100
for a yet-to-be-born male child. These were by no means the first incidents of
their kind, but for some reason they attracted worldwide media attention and
sent eBay executives scrambling to do damage control.
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3 Intelligent Monitoring System

The problem which is defined before and also the related works which is done
to solve a similar problem, spam filtering, motivated us to use decision making
and machine learning algorithms to monitor new auctions and postings using
special keywords which will be used together in most illegal transactions. So we
use document classification in order to classify new auctions and postings to
two classes of legal and illegal. We use a strict cost-sensitive classifier which will
classify all risky items to the class of illegal. Then we send those items which are
classified as illegal to a small team of monitoring experts which will revise the
decision made by machine learning algorithms.

Fig. 1. Proposed model for intelligent monitoring system of online listing and
auctioning

3.1 Data Gathering and Generation

The ideal data is the data gathered and classified, as legal or illegal, by the
team of monitoring experts. But we only have access to the legal items posted
on online auctioning and listing websites, since they do not post items classified
as illegal on the web. To simulate the process we use the keywords provided by
eBay as prohibited and restricted item categories and also available history of
illegal auctions in news headlines and then we generate some illegal samples.
Some of these categories are as follows:

Adult only category, human body tissues, alcohol, animals and wildlife prod-
ucts, art, drugs and drug paraphernalia, firearms, weapons, and knives, govern-
ment documents, IDs, and licenses.

So the data gathering and generation of our model in order to simulate the
problem and proposed solution is a four step process as following:
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• Step1: extracting a number of available auctions on eBay as legal items.
• Step2: converting those HTML files to plain text files using HTML to text

converters by removing html tags and also removing unrelated text.
• Step3: generating a number of text documents as illegal items using pro-

hibited and restricted item categories and history of such auctions.
• Step4: extracting bag-of-Words from the text documents.

After this four step process our bag-of-words contains instances belonging to
both classes of legal and illegal and is ready to feed a classification algorithm.

3.2 Bag-of-Words Model

As we see in figure 1 bag-of-words model is used in our proposed model to feed
a classifier. In text classification we have to do some pre-processing on the input
data to make it ready to feed a classifier. In a bag-of-words, a text (such as
a sentence or a document) is represented as an unordered collection of words,
disregarding grammar and even word order. There are three different types of
bag of words which can provide us with different type and amount of information.

• Binary bag of words:
This type of bag of words only includes information about the words which

appeared in each text document.
• Frequency based bag of words:
This type of bag of words indicates the number of appearance of each word

in each text document.
• Tf-idf (term frequency- inverse document frequency) bag of words:
In this type, the importance of a word in a text document increases propor-

tionally to the number of times the word appears in the document but offsets
by the frequency of the word in the corpus (in document classification, we call
all the text documents that we have in a problem, the corpus).

We use tf-idf bag of words in all our experiments.

3.3 Naive Bayes Classifier

A classifier should be used as part of our model. This is a document classification
task and some classification methods are much more efficient in such applications.
The most common and simple classification method which is used for document
classification is Naive Bayes[13]. We consider an assumption in this classification
method. In simple terms, a Naive Bayes classifier assumes that the presence (or
absence) of a particular feature of a class is unrelated to the presence (or absence)
of any other feature. In our problem this means that the appearance of a certain
word in a text document would be considered to be unrelated to the appearance
of any other words in that text document. For example, a fruit may be considered
to be an apple if it is red, round, and about 4” in diameter. Even if these features
depend on each other or upon the existence of the other features, a Naive Bayes
classifier considers all of these properties to independently contribute to the
probability that this fruit is an apple.
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The reason why we are interested in classification tasks, is to compute the
posterior probability for any value of the class given a new unclassified data
sample. Considering F in the following formulas as feature, the posterior prob-
ability is p(Class|F1, F2, F3, ..., Fn). In our problem the class can have two values,
legal and illegal, and the features are the words that we have in the dictionary
of our corpus and based on the type of bag of words model used they could have
different values for any given text document. So if we can compute the proba-
bility of legal and also illegal class for a given sample, as a feature vector, then
we can compare these two probabilities and decide to classify the given sample
into the most probable class. So now the problem is to compute the posterior
probability for the given data sample using the bag-of-words model extracted
from corpus.

We can reformulate the posterior probability as following based on the Bayes
rule:

p(Class|F1, F2, F3, ..., Fn) =
p(Class)p(F1, F2, F3, ..., Fn|Class)

p(F1, F2, F3, ..., Fn)
(1)

which different parts of this formula are as following:

Posterior =
Prior × Likelihood

Evidence
(2)

The denominator of this formula is not dependent on the class value so when
we want to compute the posterior probability for different values of the class we
don’t need to compute the evidence in denominator. So we can simply compute
the numerator of this formula. The numerator is actually the joint probability
of the class and features, p(Class, F1, F2, F3, ..., Fn). We use the following Naive
conditional independence assumption between features so we can extend this
joint probability of the class and attributes.

p(Fi|Class, Fj) = p(Fi|Class) (3)

This assumption considers that the appearance of a value in a feature is not
dependent on the values of other features in a given sample. Considering this
assumption we can reformulate the joint probability as following:

p(Class, F1, F2, F3, ..., Fn)=p(Class)p(F1|Class)p(F2|Class)p(F3|Class)... (4)

Computing different parts of this formula given the bag-of-words is very easy.
Simply, for each class we can count the frequency of a given feature in documents
of that class and normalize it by the number of all documents of that class to
compute the probability of that feature given that certain class. The probability
of the class is also easy to compute by dividing the number of documents of that
class to the number of all documents. Computing these marginal probabilities
and priors, we can use Naive Bayes classifier to compute the posterior probability
and then do the inference and classify the new text documents.
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Naive Bayes classifier is a probabilistic classifier. It means that, for a new
given sample, it provides us with the probability of belonging to any class. So
we can compare these probabilities and decide to classify the given sample to
the most probable class. Since, in this problem, it is very important for us not to
classify an illegal sample as legal, we can use a strict strategy and instead of just
finding the most probable class we can use some threshold or weights[17] to do the
inference. In that case we would classify any risky sample to illegal class and then
we need to revise the decision made by the algorithm, using monitoring experts.
But since the number of samples classified as illegal is small, many samples are
classified as legal, a very small team of monitoring experts can handle this task.
Therefore using this method we assert that we can reduce the cost and time of
monitoring items with a very good performance. The result of our experiments
using this model is shown in experimental results section.

4 Experimental Results

4.1 Data Set

As mentioned before we don’t have access to a complete training data set for
this problem because the items are posted on auctioning and listing websites
are all those which are classified as legal. So in order to simulate the data set
of this problem we saved 131 auctions from eBay as legal samples. The saved
HTML files are converted to text using HTML to text converters and the text
which is related to the items extracted. Then we created 17 samples as illegal
items using restricted and prohibited items and categories provided by eBay.
The number of samples may be considered to be very small but it makes the
problem much more challenging; that is it would be harder for machine learning
algorithms to extract the patterns of the illegal items using a small training
data set. More specifically, in machine learning it is considered, as a fact, that
learning algorithms will work better if we inject more training data in learning
process. So if the proposed solution for a learning problem works in a satisfactory
fashion with a small training data set it will clearly work better with more data.
Therefore, using a small training data set makes the simulation easier, but more
challenging.

We extracted the tf-idf bag-of-words for the corpus using WEKA. The dic-
tionary of the bag of words contains 1225 words. Then we used WEKA to run
different classifiers on the data set. WEKA is introduced in next subsection.

4.2 Introduction to WEKA[12]

WEKA, stands for Waikato Environment for Knowledge Analysis, is a widely
used tool for data mining research. WEKA originates in New Zealand and the
project has been officially initiated in late 1992.The WEKA project provides
a set of machine learning algorithms and data preprocessing tools to process
and compare different machine learning methods on a given data set. In short,
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WEKA offers algorithms for regression, classification, clustering, association rule
mining and selection of attributes.

WEKA has an extensible modular architecture. Not only it provides access
through an API to help integrating new algorithms to the system but also it
allows to more complex data mining processes to be created out of the base
algorithms. This can be achieved easily by using the graphical user interface
built-in the system. WEKA has support for external data sources featuring files,
URLs and databases.

WEKA is very well adopted due to its built-in support for learning schemes
and algorithms such as: Bayesian logistic regression, Best-first decision tree,
Decision table Naive Bayes hybrid, Discriminative multinomial Naive Bayes,
Functional trees, Gaussian processes, and etc.

Moreover WEKA benefits the capability to allow meta algorithms to be
used along with the base learning algorithms to widen applicability or increase
performance.

4.3 Discussion

The data set we are working on is an imbalanced dataset, since the number of
legal samples is much more than the number of illegal samples. In such data sets,
the accuracy could not be considered as a good evaluation measure. Consider
that we have an imbalanced data set which 99% of its samples belong to the
positive class. If the classifier classifies all the samples to the positive class the
accuracy would be 99% which seems to be good but in reality it is not a good
classifier because it is classifying all negative samples to the positive class. In
such problems, we need to use other evaluation methods which can give us
more information about the results, based on one class. Precision, recall and
f-measure are evaluation measures that we can use to obtain information about
the performance of the classifier with regard to only one class.

Precision for a class is the number of true positives (i.e. the number of items
correctly labeled as belonging to the positive class) divided by the total number
of elements labeled as belonging to the positive class (i.e. the sum of true positives
and false positives, which are items incorrectly labeled as belonging to the class).

Precision =
TruePositive

T ruePositive + FalsePositive
(5)

Recall in this context is defined as the number of true positives divided by the
total number of elements that actually belong to the positive class (i.e. the sum
of true positives and false negatives, which are items which were not labeled as
belonging to the positive class but should have been).

Recall =
TruePositive

T ruePositive + FalseNegative
(6)

The weighted harmonic mean of precision and recall, the traditional F-measure
or balanced F-score is:
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F = 2.
P recision.Recall

Precision + Recall
(7)

In a classification task, a Precision score of 1.0 for a class C means that every
item labeled as belonging to class C does indeed belong to class C (but says
nothing about the number of items from class C that were not labeled correctly)
whereas a recall of 1.0 means that every item from class C was labeled as belong-
ing to class C (but says nothing about how many other items were incorrectly
also labeled as belonging to class C). Often, there is an inverse relationship be-
tween precision and recall, where it is possible to increase one at the cost of
reducing the other. In our problem we are interested to achieve a recall of 1.0 for
illegal class because in that case any illegal sample will be classified as illegal. If
we increase the recall, precision will decrease and that means that the number
of legal samples classified as illegal will increase. We can accept these misclas-
sifications because we can simply send the small number of items classified as
illegal to a small team of monitoring experts for revision.

In order to increase the recall we can use cost-sensitive classification. In our
problem the cost of classifying an illegal item to a legal class is very high. In
cost-sensitive classification a cost table would be applied on computed posterior
probabilities obtained for different values of the class before inference.

So we used cost-sensitive classification with Naive Bayes as the classifier[9] to
reduce the cost and we set the cost of classifying an illegal item as a legal one to
a high value. We compare different evaluation measures for simple Naive Bayes
and cost-sensitive Naive Bayes classifier.

4.4 Results

We used WEKA to run simple Naive Bayes and cost-sensitive Naive Bayes with
10-fold cross-validation. We compared the results of these two classifiers to show
what is the effect of each classifier on different evaluation measures.

Table 1. Evaluation measures using Naive Bayes

TP rate FP rate Precision Recall F-Measure ROC Area Class

0.992 0.176 0.978 0.992 0.985 0.989 legal
0.824 0.008 0.933 0.824 0.875 0.989 illegal

* TP- True Positive
FP- False Positive

Table 1 shows the results of Naive Bayes classifier and values of different
evaluation measures.

The confusion matrix is also shown in table 2. The accuracy of the model is
97.3154% which seems not to be bad but as mentioned before our data set is
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Table 2. Confusion matrix using Naive Bayes

a b <– classified as

131 1 a= legal
3 14 b= illegal

imbalanced and also the cost of misclassifying an illegal item is higher than the
cost of misclassifying a legal item.

As we see in confusion matrix, 3 illegal items out of 17, in our small simulation,
are misclassified which is unacceptable in our problem. Recall for the illegal class
is an evaluation measure which shows this lack of performance of the Naive Bayes
method. Its value is 0.824 which is not good for a class with a high cost. The
best value for this measure is 1.0. So we used cost-sensitive classification with
Naive Bayes, using the cost table given in table 3, to optimize this measure.

Table 3. Cost matrix

illegal legal <– classified as

0 1 legal
5000000 0 illegal

The accuracy of the cost-sensitive classifier is 89.9329% which is lower than
normal Naive Bayes. But as we see in table 4, the recall for illegal class is 1.0
and also as we see in table 5 no illegal item is misclassified. The accuracy is
lower because in this classifier more legal items are misclassified but it is more
acceptable and to solve this problem we can assign a small team of monitoring
experts to revise the items which are classified as illegal.

Table 4. Evaluation measures using cost-effective classification with Naive Bayes

TP rate FP rate Precision Recall F-Measure ROC Area Class

0.886 0 1 0.886 0.94 0.943 legal
1 0.114 0.531 1 0.694 0.943 illegal

* TP- True Positive.
FP- False Positive.

Based on these results we assert that this approach could be used to monitor
new online auctions and postings together with a very small team of monitor-
ing experts. This approach reduces the cost of hiring monitoring experts and
decreases the monitoring time.
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Table 5. Confusion matrix for cost-effective classification using Naive Bayes as
classifier

a b <– classified as

117 15 a= legal
0 17 b= illegal

5 Related Works

The proposed problem is very close to the problem of spam filtering. Researchers
have been working to solve this problem for more than a decade. Many signif-
icant solutions have been published for this problem yet including [7,15,14,10].
In spam filtering, mail servers use a text classification algorithm to classify new
e-mails as spam or legitimate. In learning process, text classifiers consider each
e-mail message as an unordered collection of words (bag of words) defined as
spam or legitimate. Each word is an attribute and attribute values are number
of appearance of words in email. spam and legitimate are class values. A classifi-
cation algorithm, i. e. Naive Bayes, learns the relation between attribute values
and class and then uses the extracted pattern for classification and prediction
of new e-mails. This problem is very close to the problem of online auction and
list monitoring. In our problem, similar to the problem of spam filtering, each
sample contains some text as title and description of the item, which we could
consider as a sequence of unordered words and then we can deal with them just
like what they do in spam filtering.

In addition to spam filtering, another well-known application of document
classification can be observed in search engines. As an instance, Google uses
document classification in order to index documents and then using relevancy
scores, also known as Page Rank, Google ranks web pages according to links
pointing from one page with relevant content to another. In other words, Page
Rank mechanism takes into account the content relevancy when assigning a
weight to the link pointed from page A to page B [8,?].

Since the measurement of a page’s popularity can be abused by creating mul-
tiple links to another page, Google has set Page Rank mechanism in place to
avoid improper ranking of the links in between irrelevant web pages. It not only
covers pages marked as important in the database, which were parsed and clas-
sified using a document classification technique [16], but also the system benefits
from a text-matching algorithm to better identify web pages with relevant key-
word content.

6 Conclusion and Future Work

In this study we proposed a solution to the problem of monitoring online auc-
tions and listings which is a very costly process for online companies. We used
machine learning approaches and particularly document classification to classify
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new auctions or postings as legal or illegal. Our experiments show that using this
approach, we can reduce the number of monitoring experts and this will decrease
the monitoring cost and also this approach will reduce the monitoring time.

This approach is tested on a very small training set obtained from real auctions
and manipulated to include illegal items. The small size of the data set makes
it a more challenging problem but using a real large data set may give us much
more reliable results. Testing this approach using a large real data set would be
considered as a future work of this study.

We’ve used text as our auction data to feed our machine learning algorithm. In
order to obtain more accurate classification, as a future work, we would suggest
using regression methods to draw a trend of how auctions ended on items’ sell
price. The regression will be adjusted to present time/price data whereas the data
feed will consist of new auction data, the auction ending price, to be measured
against the item price trend and to have the outliers captured as flagged/illegal
listings to be controlled by human experts.

Using different cost matrixes and comparing the result of changing the cost
and investigating the effect of the cost defined for misclassification of illegal
items, would also be considered as a future work.
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Abstract. In the era of Internet-scale applications, an increasing num-
ber of services are distributed over pools of thousands to millions of net-
worked computers. Along with the obvious advantages in performance
and capacity, such a massive scale comes also with challenges. Continuous
changes in the system become the norm rather than the exception, either
because of inevitable hardware failures or merely due to standard main-
tenance and upgrading procedures. Rather than trying to impose rigid
control on the massive pools of resources, we should equip Internet-scale
applications with enough flexibility to work around inevitable faults. In
that front, gossiping protocols have emerged as a promising component
due to their highly desirable properties: self-healing, self-organizing, sym-
metric, immensely scalable, and simple.

Through visiting a representative set of fundamental gossiping proto-
cols, this paper provides insight on the principles that govern their
behavior. By focusing on the rationale and incentives behind gossiping
protocols, we introduce the reader to the alternative way of managing mas-
sive scale systems through gossiping, and we intrigue her or his interest to
delve deeper into the subject by providing an extensive list of pointers.

1 Introduction

With the advent of worldwide networks and the Internet, computer systems have
been going through an unprecedented shift in scale and complexity. Services that
are distributed on thousands, if not millions, of machines, are gradually becoming
commonplace.

Peer-to-peer systems are a well known example of massively distributed ser-
vices. They employ end-user computers, often in the order of thousands or even
millions. Each node acts both as a client of the provided service and at the
same time as a server, collaborating with other peers to provide this same ser-
vice. Examples of this first class of massive-scale systems include file sharing
networks [1, 2, 3], collaborative search engines [4], multicast systems [5, 6], pub-
lish/subscribe [7, 8], etc.

A second area in which scale has grown from large to massive is that of data
centers, providing services in a more traditional client-server fashion. For the
major companies providing Internet services, this is largely due to the need
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to serve more and more complex applications to an ever-increasing number of
clients. Note that the shift in scale does not concern only large companies. The
advent of data center externalization and virtualization offered by the cloud
computing paradigm allows short- and medium-scale companies to benefit from
potentially very large infrastructures. In the following section we describe the
important characteristics of large-scale distributed systems.

1.1 Challenges in Massive-Scale Distributed Systems

Both peer-to-peer systems and large data centers constitute large-scale dis-
tributed systems. Their massive scale, while allowing for an unprecedented ca-
pacity and performance potential, also comes with certain challenges. These
challenges must be addressed from the very conception of the system design,
supporting software, and applications.

First, centralized management is im-

All states

Correct states

Convergence

Fault Convergence/Recovery

Closure

Fig. 1. Principle of self-stabilization

practical for systems of such scale, due to
the large number of entities involved, be
they computers or data items. Tracking
membership (which nodes join or leave
the network), locating data and services
among millions of nodes, and generally
monitoring the system, are no longer pos-
sible to realize in a centralized manner.
Such an omniscient node would have to
maintain a global and consistent view of
the system, becoming a bottleneck for
system performance. Additionally it
would constitute a single point of failure and a perfect target for attacks. Spread-
ing the load of such operations on multiple nodes is much more appropriate in
large-scale systems. Then, each node is responsible for only a fraction of global
system knowledge, called the node’s local view of the system. Maintaining indi-
vidual local views is less complex than maintaining a single, centralized, global,
and consistent view. It allows for greater scalability due to the elimination of
single points of failure.

Second, systems of such scale are inherently of highly dynamic nature, either
due to nodes leaving, joining, or merely failing. If in small- and medium-scale
distributed systems faults were considered as exceptions and were mitigated by
traditional reparation mechanisms (e.g., checkpointing and restarting individual
nodes or the whole application), in large-scale systems faults must be considered
as the norm. The number of nodes joining and leaving the system during any
period of time is expected to be high. The rate at which nodes join and leave
is often referred to as the node churn (or churn) of the system. High level of
churn imposes that the removal of failed/leaved nodes and the insertion of newly
joined ones must be integrated at the core mechanisms used for building large-
scale applications and systems. The reader may find experimental studies of
churn in real systems in [9, 10].
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Third, the high complexity of large-scale distributed systems make their ex-
plicit management in case of misconfiguration or faults totally impractical. It is
thus vital that algorithms and protocols involved exhibit self-* properties: self-
configuration, self-stabilization and self-optimization are some but few examples
of these properties. The self-organization property, illustrated by Figure 1 en-
sures that divergence from a correct state of the system (e.g., only valid and
non-failed nodes are available as potential communication partners in nodes’
views) is possible but automatic recovery eventually happens as part of the pro-
tocols’ operation and not due to the help of some external mechanism (e.g.,
human operation or restarting of the system).

This paper focuses on the use of the gossip-based communication paradigm
for building large-scale applications1.

1.2 Outline

We seek to survey, motivate, and exemplify a representative set of gossip-based
building blocks for large-scale systems. These mechanisms are meant to be in-
tegrated as components of large and complex systems, and we give examples of
such integration whenever applicable.

The remaining of this document is organized as follows.

– Section 2 introduces gossiping, from its seminal use to modern version.
– Section 3 presents gossiping protocols that emerge random overlay networks.
– Section 4 presents gossiping protocols that emerge structured overlay

networks.
– Section 5 presents gossiping protocols for overlay slicing.
– Section 6 presents gossiping protocols for data aggregation.
– Section 7 presents additional uses of gossiping protocol for large scale dis-

tributed systems.
– And finally, Section 8 concludes our work.

Note that for each section, we do not only provide the description and motivation
of the corresponding protocol but also provide additional links that are meant
to guide the readings of a reader wishing to delve deeper into the subject.

2 Gossiping Protocols: From Traditional to Modern

Gossiping, also known as epidemic, protocols are not a new concept in computer
science. They have been around for nearly three decades. However, the daunting
Internet growth has created new challenges, and has shaped gossiping protocols
in a new way.

This section introduces the seminal gossiping system, Clearinghouse, as well
as the modern ones, explaining the reasons that led to the latter.

1 Another introduction to gossip-based networking can be found in [11].
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2.1 Clearinghouse: Synchronization of Database Replicas

The seminal paper by Demers et al. on the Clearinghouse project [12] introduced
the use of gossiping in medium-scale networks for propagating updates to replicas
of a database. The mechanisms introduced in this work still lie at the core of all
proposals for gossip-based data dissemination.

The Clearinghouse project [12] involved a database replicated across a set of
a few hundred replicas, dispersed across diverse geographic areas, where updates
were allowed at any one replica of the system. Maintaining consistency across
all replicas in the face of updates was a major objective. More accurately, the
objective was to maintain consistency across all alive replicas, given that indi-
vidual replicas would occasionally fail, as is the norm in any large scale system.
Furthermore, the system should be highly failure resilient, that is, the failure of
any node or set of nodes should not hinder the propagation of updates across
the remaining set of alive replicas.

This work introduced two gossiping algorithms for the propagation of updates
to all replicas, namely Anti-Entropy and Rumor Mongering. In Anti-Entropy,
each node “gossips” periodically, that is, it periodically picks a random other
node among all alive ones, and they exchange some data to synchronize their
replicas. Figure 2 illustrates an example of anti-entropy.
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(a) Initial state: node A has a local up-
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no effect!

(b) Propagation of the update through
anti-entropy operations

Fig. 2. Propagation of the update from node A using anti-entropy

In Rumor Mongering, nodes are initially “ignorant”. When a node has a new
update, it becomes a “hot rumor”. While a node holds a hot rumor, it period-
ically selects a random node among the alive ones, and forwards the update to
it. After having forwarded the update to a number of nodes that were already
hot rumors, it stops being a hot rumor and, thus, maintains the update without
forwarding it further. Figure 3 shows an example of rumor mongering.
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Fig. 3. Propagation of the update from node A using rumor mongering

2.2 Today’s Challenges

Gossiping protocols have shown to possess a number of desirable properties for
data dissemination, notably fast convergence, symmetric load sharing, robust-
ness, and resilience to failures. The same applies for data aggregation, node
clustering, network slicing, and other forms of decentralized data manipulation,
as we will see in subsequent sections. We will be referring to these gossiping
protocols as traditional gossiping.

However, traditional gossiping protocols are based on a common assumption:
the complete view of the network by every node. This is in fact dictated by the
need of every node to periodically sample the network for a random other node
to gossip with. Although this assumption is acceptable for fixed sets of up to
a few hundred machines, it becomes a serious obstacle in networks that scale
to tens of thousands or millions of nodes. This is clear given the dynamicity
inherent in systems of such scale, given the probability of nodes to crash or
to voluntarily leave or join. Imagine the join of a single node triggering the
generation of millions of messages, to inform the millions of other nodes of its
existence.

Ironically enough, the solution to the complete network view assumption of
traditional gossiping protocols is given by a new generation of gossiping protocols
that handles overlay management. These protocols are generally known as the
Peer Sampling Service and will be studied in Section 3.

In the Peer Sampling Service, nodes maintain just a partial view of the net-
work, rather than a complete view. Periodically, a node picks a neighbor from its
partial view. They exchange some data, which more specifically is membership
information. That is, they send each other some of the neighbors they have. This
way nodes refresh their partial views, and update them with new information
on participating nodes. Deferring certain details to Section 3, these partial views
can provide nodes with links to other nodes picked uniformly at random out of
the whole network, bypassing the need for complete view of the network.

Figure 4 presents the model of executing traditional gossiping protocols (such
as gossip-based dissemination) on very large scale systems. Each node executes
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Application-specific Gossiping Protocol

Peer Sampling Service

getPeer ()
returns a random peer
from the entire network

Some node Outside world

gossip-based
interactions

gossip-based
interactions

Fig. 4. Gossip-based dissemination using a Gossip-based Peer Sampling Service to
implement its selectPartner() operation

(at least) two gossiping protocols. The first one (top) is the traditional gossiping
protocol needed by a certain application. The second one (bottom) is the Peer
Sampling Service, used to manage membership and serving as a source of uni-
formly randomly selected nodes from the whole network for the first gossiping
protocol.

2.3 The Gossiping Framework

We define a gossiping framework, which is generic enough to apply to all gossip-
ing protocols, both traditional and peer sampling ones. Each node (or peer) in
the system maintains a local, often partial, view of the system. This view can be
of various types: a replica of a database, a set of published events, localization
information, or even sets of other peers participating in the system.

Gossip interactions are pair-wise periodic exchanges of data among peers.
Each peer periodically selects a partner to gossip with, amongst the nodes it
knows in the system (selectPartner() function). Then, it selects the information
from its local view that will be exchanged with this partner (selectToSend()
function). The partner proceeds to the same operation, which results in a bidi-
rectional exchange between the partners. Thereafter, each of the two decides on
its new local view based on the information it had before the exchange (available
in its view) and the one received (in resp or req buffers). Additionally, extra ac-
tions (e.g., notifying the upper layers that the local view has changed) can be
taken depending on the protocol considered.

All the protocols we present in this document follow this very simple algo-
rithmic framework, where no global vision of the system is assumed whatsoever,
and where only local update decisions based on the local view and the received
information are key to local convergence, and as we shall see, to the global con-
vergence in the system as a whole.

Gossip-based networking is often based on probabilistic decisions (e.g., for
the selection of the partner, the selection of the data to send, etc.). The local
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(on P ) do every δ time units
// select exchange partner

Q ← selectPartner()
// select exchange content

buf ← selectToSend()
// proceed to exchange

send buf to Q

// wait for response

receiveFrom(Q,resp)
// decide on a new view

view ← selectToKeep(view,resp)
// (optional) specific actions

processView(view)
end

→

←

(on Q) reception of request from P

// receive request

receiveFrom(P ,req)
// select exchange content

buf ← selectToSend()
// proceed to exchange

send buf to P
// decide on a new view

view ← selectToKeep(view,req)
// (optional) specific actions

processView(view)
end

Algorithm 1. Gossip-based interaction framework

decisions made by each node are often driven by local convergence criteria. The
convergence to a better local view according to these criteria leads to global
convergence: the state of the system as a whole, when carefully engineered, con-
verges to an expected property that in fine allows implementing the desired
service, without any assumptions on one node having a global view of the sys-
tem. Moreover, the many interactions between nodes in the system support a
certain level of redundancy, which is key to robustness: the loss of some of the
interactions (due to failed nodes, message loss, etc.) can impact the convergence
speed but seldom impact the eventual convergence. The local convergence vs.
global state is the key for the self-stabilization, self-repair and self-configuration
offered by gossip-based protocols.

2.4 Further Reading

A number of systems employ gossiping techniques. Many are focused on scalable
group communication and multicast [13,14,15,16,17,18,19]. Others have focused
on data aggregation [20], live streaming of video [21], maintenance of Distributed
Hash Table routing tables [22], social network links to propagate data more effi-
ciently [23], or specific network characteristics for gossiping with lower cost [24].
Finally, a number of researchers have worked on theoretical analysis of gossiping
properties [25, 26].

Dynamo [27] is a distinguished example of a gossip-based system applied in an
industrial environment. More specifically, it is used in Amazon’s infrastructure
to spread indexing information across all servers involved in a Distributed Hash
Table handling crucial data, such as customer records.
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3 Random Overlays

As explained in the previous section, a number of gossiping protocols rely on
the ability to select random samples of alive nodes from the network. Clearly,
providing each node with a complete view of the network is unrealistic for very
large scale networks, particularly in the face of node churn, that is, nodes join-
ing and leaving. Similarly, building a centralized service for maintaining such
information is not a viable solution either.

Along these lines, a class of entirely decentralized protocols has emerged to col-
laboratively maintain membership information. These protocols are collectively
known as the Peer Sampling Service [28], and they are based on a gossiping
framework themselves.

In a nutshell, each node maintains a small (e.g., a few dozen nodes) partial view
of the network, and periodically refreshes its partial view by gossiping with one of
its current neighbors. It turns out that, by following this gossiping paradigm with
certain policies, the partial view of each node constitutes a periodically refreshed
sliding random subset of all nodes in the network. Making a random selection out
of a random subset of all nodes is equivalent to making a random selection out of
all nodes. This is exactly the assumption which traditional gossiping protocols
are based on: sampling peers from the whole network at random. It becomes now
evident that, by employing a Peer Sampling protocol, a node is able to select
peers at random out of the whole network by means of a local operation. This
essentially overcomes the scalability barrier for executing traditional gossiping
protocols in very large scale networks.

Sampling peers uniformly at random is not the sole utility of Peer Sampling
protocols. It turns out that by running a Peer Sampling protocol on a large set
of nodes, the nodes self-organize in an overlay that shares a lot of similarities
with random graphs and inherits most of their properties. Namely, the overlay
becomes very robust and extremely resilient to failures, in the sense that failures,
even large scale ones involving much more than half of the nodes do not put the
connectivity of the overlay at risk.

Peer Sampling refers to a family of protocols, whose design space is extensively
analyzed in [28]. This analysis is out of the scope of this paper. Instead, we will
focus on the two most prominent instance protocols of the Peer Sampling Service,
namely Newscast [29, 30] and Cyclon [31].

3.1 The Newscast Protocol

In Newscast each node maintains a small partial view of the network of length
�, and periodically picks a random node from it to gossip with. The two nodes
share with each other their views, including newly generated links to themselves.

The principal design objective in Newscast is to keep overlay links fresh
by giving newer links priority over older ones. In doing so, Newscast policies
consider the age of a link, that is, the time elapsed since the link was injected
into the network by the node it points at.
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Link ages can be precisely determined if links are timestamped at generation
time, assuming network-wide time synchronization is possible. Otherwise, they
can be sufficiently approximated by associating each link with an age counter.
Here we follow the second—more realistic—approach.

In terms of our gossiping framework shown in Algorithm 1, Newscast im-
plements the following policies:

selectPartner() Select a random node from the view. Also, increase the age of
all nodes in the view by one.

selectToSend() Select all nodes from the view, and append own link with
age 0.

selectToKeep() Merge received links with own view, sort by the age, and keep
the � freshest ones, including no more than one link per node.

Note that after a gossip exchange between nodes P and Q, the two nodes have
the same view, except for a link to each other. This, however, is a temporary
situation, as next time they gossip (either initiating it or being contacted by
others) their views will most likely be mingled with views of different other
nodes.

3.2 The Cyclon Protocol

Cyclon [31] is a Peer Sampling protocol, where view refreshing is based on
exchanging contacts. That is, a node sends a few links to its gossiping partner,
and receives the same number of links in return. Each node accommodates all
received links by discarding the links it just sent away. The main intuition behind
this operation is to mix links, resulting in overlays resembling random graphs.

Like in Newscast, the age of a link is also utilized in Cyclon, alas in a
different way. It is used to select which neighbor to gossip with, rather than to
select which links to keep in the view. This serves two fundamental goals, that
will be discussed later in this section.

Let g denote the number of links traded in a gossip exchange. In terms of
our generic gossiping framework shown in Algorithm 1, Cyclon employs the
following policies:

selectPartner() Select the node whose link has the oldest age. Also increase
the age of all links in the view by one.

selectToSend() Select g random links, and remove them from the view. If this
is the initiating node, the link selected in selectPartner() should be among
these g links, and after removal it should be substituted by a link to itself,
with age 0.

selectToKeep() Add all g received links to the view, by replacing the g links
selected in selectToSend().

Note that after a gossip exchange, the link between the two nodes involved
changes direction, as illustrated in Figure 5. E.g., if node P knows node Q and
selects it as a gossip partner, after the gossip exchange P will have discarded Q
from its view, while Q will deterministically know P . In other words, P ’s indegree
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Fig. 5. An example of swapping between nodes 2 and 9. Note that, among other
changes, the link between 2 and 9 reverses direction.

was increased by one, while Q’s indegree dropped by one. Third nodes’ indegrees
have not been altered, even if some nodes changed from being neighbors of P to
being neighbors of Q or the other way around.

This provides for an interesting self-adaptive mechanism for indegree control.
A node’s indegree increases when it initiates gossiping, which happens at con-
stant intervals (due to Cyclon’s periodic operation). However it decreases when
it is contacted by another node, which happens at a frequency proportional to
the node’s indegree: the more known you are, the more gossip exchanges you
will be invited to in a given period. Statistically, if exactly � other nodes know
you, you will be contacted exactly once per gossiping period, and as you will
also initiate exactly one gossip exchange, your indegree will remain stable and
equal to �. However, the lower a node’s indegree is below �, the faster it will grow
higher, while the higher it is above �, the faster it will drop lower. This leads
to a natural equilibrium of indegrees, a self-adaptive mechanism for balancing
links evenly across all nodes.

Regarding the selection of the oldest link for a gossip exchange, as mentioned
earlier it serves two goals. The first one is to limit the time a link can be passed
around until it is chosen by some node for a gossip exchange. Since by selecting
a link for a gossip exchange also removes the link from the network, selecting
always the oldest one prevents links to dead nodes from lingering around indef-
initely. This results in a more up-to-date overlay at any given moment.

The second—and far less obvious—goal is to impose a predictable lifetime on
each link, in order to control the number of existing links to a given node at
any time. During one gossiping period, a node P initiates one gossip exchange,
therefore pushing its oldest age link out of its view, and increasing all other
links’ ages by one. Also, P is contacted on average by one other node for a
gossip exchange, thus accepting a new link of age 0 in its view. As a result,
a node’s view contains on average one link of each age, from 0 to � − 1. This
means that links selected for gossip exchanges are typically of age around �− 1.
In other words, a pointer has a lifetime of about � cycles. This implies that
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Fig. 6. Some main properties of Newscast and Cyclon

besides the constant birth rate of links, their death rate is also close to constant,
which results in an almost constant population of � links for each node. This is
validated by extensive simulations.

3.3 Properties

Although a detailed discussion on properties of these protocols is out of the scope
of this paper, it is worth noting the effect that certain policies have on some of
the properties.

Figure 6(a) shows the indegree distribution for Newscast and Cyclon, run-
ning on 100K nodes with view length � = 20 for both protocols. The self-adaptive
mechanism for indegree control in Cyclon detailed in Section 3.2, becomes evi-
dent in this graph. Indegrees follow a very narrow distribution, centered around
the nodes’ outdegree (i.e., their view length). Each node has an indegree of
� ± 3. This results in higher robustness of the overlay in the face of errors, as
no node has indegree of lower than 17, which means there are no “weak links”
in the topology. In Newscast, the indegree distribution is very much spread
out, which is an expected outcome of the nature of gossip interactions: a link
to a node can either be duplicated on both gossiping partners or completely
discarded, which results in high fluctuations of node indegrees. Specifically, we
note that there are several nodes with indegree 0, becoming more vulnerable
than others in the face of failures.

Another implication of the indegrees is that Cyclon offers much better load
balancing, as nodes are invited to the same number of gossip exchanges per time
unit. Contrary to that, in Newscast there is a long tail of nodes with inde-
grees up to 60, which receive proportionally more gossip requests (and therefore
load) per time unit. Nevertheless, extensive simulations in [28] showed that in
Newscast nodes fluctuate across the whole spectrum of indegrees withing a
few gossiping periods, therefore in the long run load is fairly balanced among
Newscast nodes as well.
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Figure 6(b) shows the efficiency of each protocol in relieving the overlay of
links to dead nodes. More specifically, in this experiment an overlay of 100K
nodes with views of length � = 20 was let emerge by each protocol. At some
point a very large failure was simulated by killing half of the network, and
letting exactly 50K nodes survive. At that point, statistically �/2 links of each
surviving node was pointing at dead nodes, accounting to 500K links. The graph
in Figure 6(b) shows how the total number of links to dead nodes drops in each
of the protocols, as a function of cycles (a time unit representing one gossiping
period). Newscast’s eagerness on keeping the freshest links is evident in this
graph, as links to dead nodes vanish within six cycles. Contrary to that, Cy-
clon’s self-adaptive control of links’ lifetimes to � gossiping periods is clear in
this figure, as it takes exactly � cycles for eliminating all links to dead nodes.
With respect to this metric, Newscast is more efficient, and shows it is better
at handling overlays of very high node churn.

3.4 Further Reading

Work on overlay management for random overlays assumes the understanding
of fundamental concepts such as random graphs [32], scale free networks [33],
and small worlds [34, 35].

With respect to computer networks, Lpbcast [17] is a peer sampling protocol
targeted at broadcasting messages. Scamp [36] is a reactive protocol that creates
a static overlay that resembles a random graph. HyParView [37] is a gossiping
protocol that creates overlays targeted at disseminating data in the face of high
node churn.

4 Structured Overlays

Besides creating random overlays as a basis for massively decentralized systems,
many distributed applications require structured overlays to operate on. Exam-
ples include, but are not limited to, clustering nodes based on interest (e.g.,
for a file sharing system), sorting nodes based on some metric (e.g., ID, load,
memory, etc.), forming more complex structures (e.g., distributed hash tables,
publish/subscribe systems, etc.) and more.

T-Man [38, 39] and Vicinity [40, 41] are two very similar gossiping proto-
cols that provide a generic topology construction framework, suitable for the
construction of a large variety of topologies. Through such a framework, nodes
flexibly and efficiently self-organize in a completely autonomous fashion to a
largely arbitrary structure. The advantages of these frameworks are their generic
applicability, flexibility, and simplicity.

The target topology is defined by means of a selection function, which selects
for each node the set of � neighbors it should be linked to. This selection function
is executed locally by every node to determine its neighbors. The selection is
made based on some application-specific data associated with each node, which
is called the node’s profile. In topology construction protocols, each link to a
node also carries that node’s profile.
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When fed with the complete list of nodes and their profiles, the selection
function returns a node’s optimal neighbors for the target topology. When fed
with a subset of the nodes, it returns a selection of neighbors that brings the
overlay as close to the target topology as possible.

Typically, the selection function is based on a globally defined peer proxim-
ity metric. Such a metric could include semantic similarity (see Section 4.1),
ID-based sorting, domain name proximity, geographic- or latency-based proxim-
ity, etc.

Like in other gossiping protocols for overlay management, each node maintains
a partial view of the network of length �. As mentioned above, each link to a
node also carries that node’s profile. The protocol framework is similar to that
of Peer Sampling Service protocols, except that nodes decide which links to keep
in their views based on the selection function.

In the context of the hooks defined in our generic gossiping framework of
Algorithm 1, topology construction protocols employ the following policies:

selectPartner() Select a random link from the view.
selectToSend() Select all links from the view, and append own link with own

profile.
selectToKeep() Merge received links with own view and apply the selection

function to determine which � links to keep in the view, including no more
than one link per node.

Figure 7 depicts a sample gossip exchange for topology construction, assuming
a selection function that opts for minimizing the 2D Euclidean distance between
nodes.

A key point in topology construction protocols is the transitivity exhibited by
the selection function. In a selection function with high transitivity, the “better”
a selection node Q is for node P , the more likely it is that Q’s “good” selections
are also “good” for P . This transitivity is essentially a correlation property
between nodes sharing common neighbors, embodying the principle “my friend’s
friend is also my friend”. Surely, this correlation is fuzzy and generally hard to
quantify. It is more of a desired property rather than a hard requirement for
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topology construction. The higher the transitivity, the faster an overlay will
converge to the desired topology.

There are two sides to topology construction. First, assuming some level of
transitivity in the selection function, a peer should explore the nearby peers that
its neighbors have found. In other words, if P2 is in P1’s view, and P3 is in P2’s
view, it makes sense to check whether P3 would also be suitable as a neighbor of
P1. Exploiting the transitivity of the selection function should then quickly lead
to high-quality views. The way a node tries to improve its view resembles hill-
climbing algorithms. However, instead of trying to locate a single optimal node,
here the objective is to optimize the selection of a whole set of nodes, namely
the view. In that respect, topology construction protocols can be thought of as
distributed, collaborative hill-climbing algorithms.

Second, it is important that all nodes are examined. The problem with fol-
lowing transitivity alone is that a node will be eventually searching only in a
single cluster of related peers, possibly missing out on other clusters of also
related—but still unknown—peers, in a way similar to getting locked in a lo-
cal maximum in hill-climbing algorithms. This calls for randomized candidate
nodes to be considered too in building a node’s view. This points directly at the
two-layered approach depicted in Figure 4.

Survey of overlay networks [42].

4.1 Test Case: Interest-Based Overlays

A direct application of Vicinity and T-Man is the self-organization of nodes
participating in a social network in a way that reflects their interests. Social
networks inherently exhibit interest locality, that is, a user encompassing content
on a certain topic is highly likely to address additional content on that same topic
or related ones. Additionally, social networks tend to share many properties with
Small Worlds [43,44], that is, highly clustered networks of short diameter. High
clustering (i.e., the friend of a friend is likely to be a friend) implies a highly
transitive selection function in a topology construction protocol.

In [40], Voulgaris and van Steen apply Vicinity (with Cyclon as the under-
lying Peer Sampling Service instance) on nodes participating in the e-Donkey [45]
file sharing network, to cluster them based on the degree of overlapping in their
shared file collections. The selection function sorts a node’s neighbors based on
the number of shared files in common to the node’s own collection, and selects
the top � ones. The experiments on 12,000 nodes indicate that by setting the
view length to � = 10 neighbors, over 90% of the optimal relationships between
nodes are established within 50 rounds of the protocol, starting from an arbitrar-
ily connected initial topology. Furthermore, these 10 “semantic neighbors” per
node prove to be capable of serving on average one third of each node’s queries
for new files, a ratio that significantly boosts decentralized search performance.

The same setting can be applied for automated recommendations in a decen-
tralized file sharing system. Files that are popular among someone’s “semantic
neighbors” are likely to be interesting for that user as well.
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4.2 Further Reading

GosSkip [46] employs gossip to implements skip lists [47] in a distributed fashion
similar to SkipNets [48]. RayNet [49] uses gossiping to create structured overlays
inspired from Voronoi diagrams. Other work, like [50] create overlays that resem-
ble Small World networks [51,43]. Rappel [52] uses gossip to leverage clustering
of interests to build dissemination trees.

5 Overlay Slicing

Overlay slicing is an alternative form of overlay management to the cluster-
ing mechanisms introduced in Section 4. It relates to the problem of overlay
provisioning. Slicing allows to separate a network in relative-sized groups in a
self-organizing manner.

Here, we are no longer interested in creating a graph of links between nodes
in the network that form a given structure, but rather to split the network in
a set of slices. Each slice has a size that is expressed as a proportion of the
total network size, and that can aggregate the nodes with the highest value for
a given, node-specific metric. It is important to note here that the actual size of
the network does not need to be known to proceed to the slicing operation.

Slicing has many useful applications. It allows to provision parts of the network
to dedicate each such parts to a particular applications, or to different services
pertaining to one application:

– One may want to provision the most powerful nodes to support the critical
services of some application. In this case, each node is attached to a metric
that depicts its relative power. One can think of the available bandwidth, the
available storage capacity, the processing power, among others. The nodes
that have a smallest value for this metric can be dedicated to less critical
operations of the applications, e.g., the powerful nodes can support a naming
mechanism that allows to locate data or services, while the less powerful
nodes can support a less critical part of the application, such as caching or
monitoring mechanisms.

– One may want to split the network into groups regardless of the nodes’
characteristics, in order for each slice to be used for a different application
with the same nodes’ characteristics distribution for each slice. For instance,
if a network needs to support three different applications, and the nodes
supporting each application must be dedicated to only this application, one
can express the size of each slice to be 1

3 of the network regardless of the
nodes’ characteristics.

An example of slicing based on nodes’ characteristics is given by Figure 8(a).
Here, we are interested in creating three slices. The first slice shall contain half
(50%) of the network, and contain the nodes that have the smallest value for
the considered metric (say, the available disk capacity). The second slice must
contain the 30% nodes that have intermediate values for this same metric. Fi-
nally, the third slice must be composed of the 20% nodes with the highest values
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for the metric, say, with the highest available disk capacity. We note that we do
not want the assignment of nodes to slices to be static. If the metric changes
for some node, e.g., the disk capacity is reduced due to the use of this resource
by another application running on the same machine, then the self-organization
objective requires that the assignment of nodes to slices reflects this change, and
so on for the lifetime of the application (unless one needs to fix the assignment
once and for all due to application requirements, which would require freezing
the assignment).

The assignment of one node to some slice is autonomous. After the gossip-
based overlay slicing mechanism has run for enough cycles, each node must be
able to determine which slice it belongs to. We consider that the parameters
and relative size of slices are known by all nodes, that is, each node knows what
metric to consider for itself and its peers, and what are the relative sizes of the
slices (e.g., {50%,30%,20%} in the case of Figure 8(a)).

The overlay slicing protocol based on gossip-based networking that we present
in this document is the one proposed by Jelasity and Kermarrec in [53]. In order
to determine which slice they do belong to, nodes must determine what is the
relative position of their metric value in the set of all metric values, if such
an ordered set was known. Obviously, due to the large-scale of the considered
network, it is impractical to consider that any one node will know this sorted
set. The relative position must be known without globally sorting all the nodes’
metrics in order to decide on any one node’s position. This relative position
determination is illustrated by Figure 8(b). Let us consider node J. Here, in
order for J to determine that it belongs to the second slice, the node must
determine an approximation of:

– the number of nodes that have a higher value than J for the metric;
– the number of nodes that have a smaller value than J.

The position of nodes in the set is approximated by a value in [0:1]. More specif-
ically, this position is the relative position of the node in the set of all metric
values. Note that while the relative positions are contained in a bounded range,
this is not the case for the metric values, which can range over any space.

The case where the network must be split into relative-sized slices but inde-
pendently of any metric is simply a special case. In order to allow a random
sampling of nodes in each slice (according to the slice size relative to the size of
the network of course), each node simply emulates a metric by picking a random
value in [0:1] as its metric value.

Each node starts with a random relative position in [0:1], which obviously is
unrelated to the final expected position. This starting position is illustrated by
the upper representation of Figure 8(c). We can see here that the initial relative
position of J, which is around 0.3, has nothing to do with the expected relative
position, that is, around 0.6.

After deciding randomly on these initial values, nodes engage in a gossip-
based self-organization, that must lead to each node holding a relative position
that reflect its slice, as illustrated on the bottom representation of Figure 8(c).
Here, one can see that the relative position of J, being 0.64, reflects correctly the



Gossip-Based Networking for Internet-Scale Distributed Systems 269

A F HC E IB GD J K L M

50% 30% 20%

N

slicing

A

F

H

C
E

I B

G

D

J

K
L M

N

nodes with smallest metric values

nodes with medium metric values

nodes with highest metric values

top 20% nodes w.r.t. the metric

(a) Problem definition

AFH CE IB GD JK L MN

increasing metric values

8 nodes 5 nodes

how many nodes before/after me?

50% 30% 20%

(b) Using the relative position of a node to autonomously determine its slice

AFH CE IB GD JK L MN

metric value space
(unbounded)

representation 
space [0:1]

FH CE IBD JK LN

metric value space
(unbounded)

representation 
space [0:1]

sorting / exchanges of representation values

J's value is around 0.64
J deducts it is in the second slice from the slice size schema 

AG M

(c) Gossip-based sorting to determine relative positions

Fig. 8. Gossip-based slicing : problem representation and determination of the relative
position using gossip-based sorting



270 E. Rivière and S. Voulgaris

A
12
0.5

F
100
0.7

C
24
0.1

E
60
0.3

B
23
0.2

D
25
0.9

C

D

24 0.1

25 0.9

A

E

12 0.5

60 0.3

B

E

23 0.2

60 0.3

F

A

100 0.7

12 0.5

F

B

100 0.7

23 0.2

A

B

12 0.5

23 0.3

Node identifier
Metric value

Relative position

Peer identifier

Peer's last known relative position
Metric value for this entry

(a) selectPartner() operation: there is no order violation for peer E, but there
is an order violation for peer B (B’s metric value 23 is smaller than C’s metric
value 24 but their metric value have an opposite order: 0.2>0.1). B is selected.
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(c) selectToKeep() on peer B: after removing duplicates entries (not shown), C
sees that there still is an order violation. Henceforth, it takes the current relative
position of C. C does the same upon receiving the view from B.

Fig. 9. A pair-wise interaction for gossip-based sorting that exchange the relative po-
sition of nodes B and C and resolves an order violation w.r.t. their metric values

slice it must belong to. The final positions are obtained by pair-wise gossip-based
sorting of the relative position with respect to the metric of the two nodes. Each
node has a view, of bounded size c, and can pick random nodes from a Peer
Sampling Service.

Figure 9 represents a single gossip-based interaction between two nodes B and
C. This operation, following the framework of Algorithm 1, is as follows:

selectPartner() (Figure 9(a)) The peer selects at random a partner for the
exchange among the peers it knows, including the peers it obtains from the
Peer Sampling Service (see Section 3), and for which an order violation exists
(that is, the metric of the peer is higher than the metric of the initiating node
but their relative values follow a different order, or conversely). This peer
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is selected in order to proceed to an exchange of the relative values and to
resolve the order violation2.

selectToSend() (Figure 9(b)) The node sends its entire view, and includes itself
in the sent view (as links are unidirectional, there is indeed no guarantee that
B would know the metric value and the relative position of C that it needs
for the exchange).

selectToKeep() (Figure 9(c)) If there still is an order violation between the
gossip initiator and the partner, the partner exchanges its own relative posi-
tion with the one of the initiator, and returns its view in the very same way.
The initiator, upon receiving the view, also trades its relative position with
the one of the partner. Henceforth, the order violation is resolved. Note that
it can happen that the order violation that was witnessed by the initiator
did not longer exist. Indeed, the partner node may have already exchanged
its value with another node since the last update of the view entry, resolving
the violation. In this case, the gossip exchange is simply cancelled.

Each such gossip step reduces the global disorder metric, that is, the average
squared distance between a nodes’ relative position and its “correct” position.
This metric is simply the standard deviation over the relative position incor-
rectness. Interestingly, the convergence of the gossip-based sort is empirically
independent from the size of the network. Within 20 cycles (during one cycle,
each node exchanges with one other node if there exist one with an order vi-
olation in its view or in the Peer Sampling Service view), the average error is
no more than 1% of the network size, already allowing a very good estimation
of the slice a node belongs to: in a 10,000 nodes network, nodes are on aver-
age 100 positions away from their ideal position (which means that, if they are
not considered in the correct slice, they still have very similar metric values to
the correct nodes for that slice). If one lets the protocol converge for 40 cycles,
the average error becomes 0.1%, which is a negligible value in a dynamic and
large-scale systems such as the ones considered.

5.1 Further Reading

In [54], the authors improve over the original slicing protocol presented in [53]
in two ways. First, they propose measures to speed up the convergence of the
protocol by using a local disorder measure for the selectPartner() operation:
peers choose the gossip partner with which an exchange is the most likely to re-
duce the global disorder measure. Second, they revisit the use of random values
sorting for the slicing operation. The rationale is that, when the metric value is
based on the nodes’ characteristics, e.g., the uptime or the available bandwidth,
there is a correlation between this metric and the relative position that tends
to bias the distribution of relative values. Instead of using random values sort-
ing, the authors propose to estimate the rank of nodes based on the history of
2 Note that an additional aging mechanism can allow to ensure that nodes are con-

tacted within a bounded amount of time, in order to detect changes/failures in a
timely manner. For the sake of simplicity, we do not consider this optimization in
this paper and encourage the reader to refer to [53] for details.
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recently-seen values for the relative positions, which proves to be more robust to
churn and bias. In [55], the Sliver protocol is presented, that integrates further
optimizations to gossip-based slicing.

6 Distributed Aggregation

Aggregation is the collective estimation of system-wide properties, expressed as
numerical values. It is a key functionality to a number of large-scale distributed
systems, in particular to implement monitoring mechanisms.

The properties that can be aggregated by gossip-based distributed aggregation
can relate to a large variety of metrics. One can mention the average system load,
the identity of the node with the lowest or highest load or disk capacity, the total
available disk capacity in a distributed storage system, among others. As we shall
see in the Subsection 6.1, aggregation can also be used to solve in an elegant
and autonomous way a difficult problem in decentralized large-scale systems:
network size estimation.

Each node starts with its own value for the metric that is to be aggregated.
Thereafter, aggregation should be carried out collectively by all participating
nodes in a purely distributed fashion, and the result(s) of the aggregation should
become known to all nodes.

We present as an example in this section a basic aggregation protocol that
follows the push-pull gossip-based networking paradigm. This protocol appeared
in [56]. Each node has a local estimate of the property being aggregated and a
set of neighbors. At random times, but once every δ time units, a node picks a
random neighbor and they exchange their local estimates. This random neighbor
is typically obtained by calling the getPeer() operation of the Peer Sampling
Service (see Section 3), as we assume that no global view of the system exists at
any node. After the exchange, each node updates its local estimate based on its
previous estimate and the estimate of the partner it has received.

Averaging constitutes a fun-
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Fig. 10. An exchange in average calculation

damental aggregation operation,
in which each node is equipped
with a numeric value, and the
goal is to estimate the average,
or arithmetic mean, of all nodes’
values. We start by describing the
calculation of the average, and later show how it can form the basis for the com-
putation of other aggregates, as detailed in Jelasity et al. [56].

In averaging, a node updates its estimate to the average between its previous
local estimate and the estimate received. That is, when nodes p and q with es-
timates sp and sq proceed to a gossip exchange, their estimates are updated as
follows:

sp = sq =
sp + sq

2



Gossip-Based Networking for Internet-Scale Distributed Systems 273

Note that the sum of the two nodes’ estimates does not change, therefore neither
does the global average. However, the variance:

V =

√
√
√
√
√

1
N

N∑

p=1

(

sp −
N∑

q=1

sq/N

)2

decreases after each exchange, unless sp and sq were already equal, in which
case it remains unaltered. (N denotes the size of the system.) Experiments and
theoretical analysis in [56, 57, 58, 59, 60] show that the variance V converges to
zero. Moreover, it converges at an exponential rate, whose exponent depends on
the communication graph defining the nodes’ neighbors. The rule of thumb is
that the higher the link randomization in an overlay, the faster the aggregation
convergence. We propose to illustrate this fact by some experimental figure based
on simulation.
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Fig. 11. Performance of gossip-based aggregation, for different peer selection mecha-
nisms: realistic with Peer Sampling protocols Cyclon and Newscast, and ideal, with a
purely random selection of gossip partners among all nodes (fully connected graph)

We consider a 100,000 nodes network, with the availability of a Peer Sam-
pling Service [28], namely the two instances Cyclon [31] and Newscast [61]
described in Section 3. In this case, the gossip exchange partner for the aggrega-
tion is obtained from the Peer Sampling Service’s view. For the sake of simplicity,
we consider only a static network in which either Cyclon or Newscast has
converged and where the views are frozen for the duration of the aggregation.
Similar conclusions as the ones we present for a static network can be made with
a dynamic network where nodes’ views keep evolving at each exchange cycle. Fig-
ure 11 presents the evolution of the variance as a function of the aggregation
cycles (δ time units) elapsed. To have a point of reference, we plot the variance
evolution for averaging over a fully connected graph, in which a node exchanges
estimates with a node picked randomly out of the whole network.

First, we observe that in all cases the variance converges to zero at an ex-
ponential rate. Second, we record a clear difference between the aggregation
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efficiency of static Cyclon and Newscast Peer Sampling protocols, the for-
mer converging significantly faster. This is a direct consequence of Cyclon’s
narrow in-degree distribution and very low clustering. Each node has roughly
the same number of incoming links, and therefore participates in roughly the
same number of estimation exchanges as all other nodes. Moreover, the very low
clustering ensures that each node’s initial value is uniformly spread across “all
directions” of the network, not being confined to any highly clustered subset.
This leads to faster convergence of nodes’ estimates to the global average. On
the other hand, Newscast’s skewed in-degree distribution results in an uneven
distribution of estimation exchanges across nodes. Also, due to high clustering,
local estimates spread quickly within highly clustered communities, but take
longer to spread globally.

These observations illustrate that the type of Peer Sampling Service used can
have an important impact on the efficiency of the protocols that use them as a
basis, and, as pointed out in Section 3, one must carefully consider the impact
of the parameters of the Peer Sampling Service on the served protocols.

Other aggregates. The computation of the geometric mean is similar to the com-
putation of the arithmetic mean (average) we just presented. It also exhibits the
same convergence properties. One simply needs to replace the update function
by: sp = sq =

√
sp × sq. The computations of the the average (arithmetic mean)

and the geometric mean serve as a basis for the computation of most aggre-
gates. Let us consider however for now that we know the number of nodes in the
network N . Obviously, knowing this number in a large-scale system is all but
a trivial task; however we explain in the next Subsection how we can actually
obtain it based on a gossip-based aggregation calculation.

Based on N and gossip-based aggregation, the following aggregates can be
composed:

– The sum of all values in the system, which is useful for instance if one
needs to know the total available disk space in a distributed, collaborative
data storage system, is simply obtained by multiplying the locally available
arithmetic average by the number of nodes: S = sp × N .

– Similarly, the product can be composed with the geometric mean and the
size of the network: P = sp

N .
– Finally, the variance can be composed with the computation of the arithmetic

average of initial values (here, denoted as avg(sp)) and the arithmetic average
of the squares of the initial values (here, avg(sp

2)):

V = avg(sp
2) − (avg(sp))2

Finally, the computation of the minimal and maximal values is also possible using
gossip-based aggregation. These computations are simply performed by replac-
ing the update function by: sp = sq = min(sp, sq), or sp = sq = max(sp, sq)
respectively. One can note here that the propagation of the minimal or the maxi-
mal value from the node where it was present initially, to all nodes in the system,
will be strictly similar to what a propagation of a single value using the anti-
entropy mechanism introduced in Section 2 would be, if only one value (that



Gossip-Based Networking for Internet-Scale Distributed Systems 275

is, this minimum or maximum) is considered and each node periodically polls
another, randomly chosen node for the availability of this value.

6.1 Decentralized System Size Estimation Using Aggregation

We have considered in the previous description of the sum and product composed
aggregations that an important parameter, the total size of the system N , was
supposedly available but without explaining how it was obtained. Knowing the
total size of a large-scale system is not a trivial task. As no node has a global view
of the system, and as the population of nodes is dynamic, the knowledge of N
cannot be based on membership information. It is instead necessary to engage
into a specific protocol for determining this number N , or more specifically
to determine a sufficiently precise estimation of it (as we consider inherently
dynamic networks, an exact size estimation would be impractical anyway).

In this Section, we present the use of aggregation for calculating the size of
the network in an autonomous manner [56].

Note however that other techniques exist for large-scale decentralized size esti-
mation, that are not necessarily based on gossip-based networking. For instance,
Kostoulas et al. [62] rely on interval density sampling of the history of hashed
nodes’ identifiers over a bounded range to determine the population of nodes
in the system; Massoulié et al. propose to use random walks methods and the
principle of the inverse anniversary-problem to determine the size of the net-
work based on the occurrences of collisions amongst random walkers [63]. These
techniques are experimentally compared to the one we present in this document
in [64].

The idea behind the peer counting based on aggregation is conceptually sim-
ple: one single peer in the system starts with the value 1, and all other peers
start with the value 0. The average value of all the starting values is thus
(
∑

N−1 0)+1

N = 1
N , and this is the value that all local estimates will be equal

to after the convergence of the gossip-based aggregation. Thereafter, each peer
can autonomously use the inverted value of their local estimate to infer N .

However, there is no direct possibility for a single peer in the system for
deciding which one of them will hold this initial value of 1 while ensuring that
the others will hold the value 0. There is indeed no pre-existing omniscient peer
that can decide that it can act as such a leader for the aggregation start, or
this would require a global view of the network, contradicting the large-scale
characteristics of the network. Several decentralized mechanisms exist to decide
upon the initial peer in an autonomous way and without the need to maintain
any global information. We simply sketch one such mechanism below.

We allow several concurrent instances of the average computation. Each such
instance is associated with a different peer starting with the value 1. This peer
is called the leader of each instance. The messages exchanged during the gossip-
based aggregation are tagged with a unique identifier, e.g., the identifier of the
leader for the corresponding instance. We note already that running several
instances has the inherent advantage of added stability: each node cannot only
base its estimation on one, potentially imperfect aggregate (if the system has
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not converged, or due to high levels of churn), but on the average of several such
aggregates. Nodes decide to act as a leader for a new instance autonomously,
based on a parameter i that denotes the target average number of gossip cycles
one requires between the start of two aggregation instances. Each node knows
the current estimate of the system size (or a reasonable guess for the first round),
denoted by Ne. Each node decides at each of the aggregation cycle, that it will
start a new aggregation of which it will be the leader with a probability of i

Ne
.

In order to not let the number of local aggregates grow indefinitely, and in
order to support variations in the system size, a periodic restarting mechanism is
used. The time is divided in epochs, that are local to each node but that use the
same duration λ for all nodes. At the end of an epoch, a node delivers the average
of the local size estimates obtained during the last epoch to the application, and
starts collecting new estimates for the current epoch. The garbage collection of
previously known estimates can be done when one entire epoch has passed since
their delivery to the application, as no other node will send a gossip exchange
request pertaining to these values anymore. The duration of the epochs allows to
express the tradeoff between the reactiveness of the size estimation to changes,
versus the accuracy of this estimation.

7 The Many Other Uses of Gossip-Based Networking

In this Section, we wish to give the reader a quick overview of the many other uses
of gossip-based networking that we did not introduce in details in this paper.
Our goal is not to be comprehensive in surveying the usages of gossip (that
would require a monograph on its own), but rather to highlight the fact that
gossip-based networking can be applied in a wide range of large-scale distributed
systems-related problems.

7.1 Self-organizing Publish and Subscribe

The publish and subscribe communication paradigm allows to greatly simplify
the design of large-scale applications by providing a decoupled communication
model. The producers of information do not need to know the interested con-
sumers of the information they produce. Similarly, the consumers do not need to
know beforehand which node is likely to issue information that match their inter-
est. Here, producers simply publish to the publish and subscribe middleware, and
consumers can express their interest in new data by the means of subscriptions.
It is then the system’s responsibility to match the publications to the existing
subscriptions, and to route the messages to all interested subscribers. Publish
and subscribe mechanisms are very appealing for the design of large-scale appli-
cations as they allow to delegate the management of the application data flow
to an external service.

Gossip-based networking is a strong contender to build and operate publish
and subscribe services. One typically distinguishes between publish and sub-
scribe mechanisms based on the expressiveness allowed for the subscriptions.
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The simplest model, topic-based, allows nodes to register their interest to a set
of predefined topics, and publications are also attached to one of these topics.
TERA [65] is an example of a topic-based publish and subscribe mechanism that
leverages the principles of gossip-based structure emergence (Section 4) and a
modified Peer Sampling Service. Gossip-based interactions allow to emerge clus-
ters where the nodes interested in the same topic are linked. The publication
then requires to reach the correct group, which is made possible by a biased
peer-sampling mechanism and random walks, and then to disseminate among
the group using gossip-based dissemination. The Rappel system [52] also lever-
ages gossip-based networking to construct dissemination structures that take
into account both the network characteristics (delays) and the presence of clus-
tering in the users’ subscriptions to reduce the number of links. STaN [66] is
another system that leverages gossip for creating a network where nodes with
similar interests are grouped together, with the additional guarantee that the
subscriptions of nodes are not made public.

Content-based publish and subscribe allows expressing subscriptions based on
the content of the events. This is a more powerful model, but since the matching
of publications to subscribers shall be done dynamically for each publication, it is
typically more complex to support. Sub-2-Sub [8] proposes to let a routing layer
emerge from the use of the Vicinity [40] gossip-based networking framework. The
very structure of the overlay that emerges allows publications to reach all inter-
ested subscribers autonomously, while the system inherits the self-organization
allowed by the use of gossip for its construction. DPS [67] leverages gossip-based
protocols to group the nodes with overlapping interests (based on their sub-
scriptions) and form the basis of a self-organizing matching and dissemination
layer.

7.2 Taming Networked Systems Complexity

Gossip-based networking can also be used to abstract the complexity of the
network onto which it operates, in order to ease the development of applications.

A first example is the Nylon [68] NAT-aware Peer Sampling Service. Indeed,
in real networks a majority of nodes lie behind NATs and firewalls and cannot
be contacted directly, which may have a strong impact on the operation of appli-
cations, including the gossip-based protocols we presented in this document. In
a similar way to the Peer Sampling Service protocols [28] presented in Section 3,
Nylon provides a continuous set of random peers from the network in the view
of each node, but each such node is attached with the necessary information for
bypassing NATs, be it by opening connections from the destination node behind
the NAT or by the use of relay nodes. This is done in a purely gossip-based fash-
ion, with nodes periodically exchanging the information about their peers and
the associated contact details. Leitao et al. [69] also propose to leverage gossip-
based self-organization to tackle the natural imbalance that arises in networks
where some nodes are more difficult to reach than others.

Another example is given by the Dr Multicast [70] system. While IP multicast
is an efficient mechanism for dissemination, it is not always available in the whole
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network, and when it is, it is typically limited in the number of groups supported
by the network elements. Vigfusson et al. propose to use gossip-based techniques
for propagating information about the memberships and activities of multicast
groups, and let a mapping that leverages the available IP multicast resources
for as much of the communications as possible, and relying on point-to-point
communication for the others.

7.3 Gossip-Based Networking and Security Aspects

An important aspect of large-scale systems that we did not mention yet in this in-
troduction paper is that of the security. Indeed, large scale systems are composed
of nodes that typically span over multiple administrative domains or end-users,
and there is a risk of witnessing byzantine behaviors from part of the nodes.

First, several proposal have been made to handle the case of nodes wishing to
bias the Peer Sampling Service, e.g., in order to favor a node over the others or
isolate a part of the network. Brahms [71], the Secure Peer Sampling [72], and
PuppetCast [73] are three examples of PSS protocols that take into account the
presence of byzantine nodes wishing to bias the sampling.

The BAR (Byzantine, Altruistic, Rational) model is used by the authors of
BAR gossip [74] to support byzantine and rational (selfish) nodes in a gossip-
based dissemination of messages in a network. An interesting aspect of the proto-
col is that the selection of partners for gossip is no longer made at random (e.g.,
by using a PSS), but by a pseudo-random selection that keeps the properties
of randomness that a PSS would typically provide. StarblabIT [75] is another
proposal of an intrusion-tolerant gossip-based dissemination protocol. It allows
to ensure the complete and authenticated dissemination of messages within a
group; while making sure that external attackers cannot hamper the dissemina-
tion (by guaranteeing reliability, authenticity and consistency).

Finally, gossip-based mechanisms are used in Whisper [76] for implementing
confidential group membership and communications in an autonomous and self-
organizing manner. Nodes leverage gossip-based overlay construction principles
to exchange alternative paths, that are used as anonymizing routes between
members of the group, without the need for a trusted third party for protecting
group members’ identifies and communications. In the context of authentication,
Yan et al. [77] propose to use gossip-based networking to implement group key
distribution.

Gossip-based networking has also been leveraged in [78] to implement decen-
tralized failure detection in a large-scale setting. Guo et al. propose to implement
garbage collection using gossip in [79].

8 Conclusion

In massive-scale distributed systems, rigid control of the system’s operation is
inapt and can lead to severe bottlenecks and operational deficiencies. In the face
of –inevitable for such systems– continuous errors and failures, a self-adaptive
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scheme with self-configuring and self-healing properties is more appropriate for
working around the errors. Such properties are known as self-* properties.

In this paper we advocated the importance of gossiping protocols in providing
self-* properties to distributed systems of very large scale. We classified gossiping
protocols in two categories. Peer sampling protocols, serving as sources of ran-
domly selected nodes from the whole network, and the standard (“traditional”)
gossiping protocols for serving specific application needs (data dissemination,
node clustering, data aggregation, etc.).

We identified a number of properties in gossiping protocols that make them
particularly attractive for large scale distributed systems. They are remarkably
robust and tolerant to faults, even to failures of very large scale. They distribute
the load across many nodes, leading to load balanced networks. Gossip-based
systems are inherently symmetric, in the sense that no node has special respon-
sibility at a particular task, therefore no fault at any single node may harm the
smooth operation for the whole community. They are very scalable, to millions
of nodes, and they disseminate, aggregate, or cluster data at exponential speed.
Last but not least, they are very simple.

By visiting a set of representative gossiping protocols, we gave insight to the
conceptual framework of epidemics, within which elegant, simple, and robust
algorithmic building blocks for large-scale systems can be proposed.
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