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Abstract. Two standard algorithms for approximately solving two-player zero-
sum concurrent reachability games are value iteration and strategy iteration. We

prove upper and lower bounds of 2mΘ(N)
on the worst case number of iterations

needed for both of these algorithms to provide non-trivial approximations to the
value of a game with N non-terminal positions and m actions for each player in
each position.

1 Introduction

1.1 Statement of Problem and Overview of Results

We consider finite state, two-player, zero-sum, deterministic, concurrent reachability
games. For brevity, we shall henceforth refer to these as just reachability games. The
class of reachability games is a subclass of the class of games dubbed recursive games
by Everett [8] and was introduced to the computer science community in a seminal
paper by de Alfaro, Henzinger and Kupferman [6]. A reachability game G is played
between two players, Player I and Player II. The game has a finite set of non-terminal
positions and special terminal positions GOAL and TRAP. In this paper, we let N de-
note the number of non-terminal positions and assume positions are indexed 1, . . . , N
while GOAL is indexed N + 1 and TRAP 0. At any point in time during play, a pebble
rests at some position. The position holding the pebble is called the current position.
The objective for Player I is to eventually make the current position GOAL. If this hap-
pens, play ends and Player I wins. The objective for Player II is to forever prevent this
from happening. This may be accomplished either by the pebble reaching TRAP from
where it cannot escape or by it moving between non-terminal positions indefinitely. To
each non-terminal position i is associated a finite set of actions A1

i , A
2
i for each of the

two players. In this paper, we assume that all these sets have the same size m (if not,
we may “copy” actions to make this so) and that A1

i = A2
i = {1, . . . , m}. At each

point in time, if the current position is i, Player I and Player II simultaneously choose
actions in {1, . . . , m}. For each position i and each action pair (a, a′) ∈ {1, . . . , m}2 is
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associated a position π(i, a, a′). In other words, each position holds an m × m matrix
of pointers to positions. When the current position at time t is i and the players play the
action pair (a, a′), the new position of the pebble at time t + 1 is π(i, a, a′).

A strategy for a reachability game is a (possibly randomized) procedure for selecting
which action to take, given the history of the play so far. A strategy profile is a pair
of strategies, one for each player. A stationary strategy is the special case of a strat-
egy where the choice only depends on the current position. Such a strategy is given
by a family of probability distributions on actions, one distribution for each position,
with the probability of an action according to such a distribution being called a behav-
ior probability. We let μi(x, y) denote the probability that Player I eventually reaches
GOAL if the players play using the strategy profile (x, y) and the pebble starts in posi-
tion i. The lower value of position i is defined as: vi = supx∈S1 infy∈S2 μi(x, y) where
S1 (S2) is the set of strategies for Player I (Player II). Similarly, the upper value of a po-
sition i is vi = infy∈S2 supx∈S1 μi(x, y). Everett [8] showed that for all positions i in a
reachability game, the lower value vi in fact equals the upper value vi, and this number
is therefore simply called the value vi of that position. The vector v is called the value
vector of the game. Furthermore, Everett showed that for any ε > 0, there is a stationary
strategy x∗ of Player I so that for all positions i, we have infy∈S2 μi(x∗, y) ≥ vi − ε,
i.e. the strategy x∗ guarantees the value of any position within ε when play starts in
that position. Such a strategy is called ε-optimal. Note that x∗ does not depend on i.
It may however depend on ε > 0 and this dependence may be necessary, as shown by
examples of Everett. In contrast, it is known that Player II has an exact optimal strategy
that is guaranteed to achieve the value of the game, without any additive error [17,13].

In this paper, we consider algorithms for solving reachability games. There are two
notions of solving a reachability game relevant for this paper:

1. Quantitatively: Given a game, compute ε-approximations of the entries of its value
vector (we consider approximations, rather than exact computations, as the value
of a reachability game may be an irrational number).

2. Strategically: Given a game, compute an ε-optimal strategy for Player I.

Once a game has been solved strategically, it is straightforward to also solve it quantita-
tively (for the same ε) by analyzing, using linear programming, the finite state Markov
decision process for Player II resulting when freezing the computed strategy for Player
I. The converse direction is far from obvious, and it was in fact shown by Hansen,
Koucký and Miltersen [12] that if standard binary representation of behavior probabili-
ties is used, merely exhibiting an (1/4)-optimal strategy requires worst case exponential
space in the size of the game. In contrast, a (1/4)-approximation to the value vector ob-
viously only requires polynomial space to describe and it may be possible to compute
it in polynomial time, though it is currently not known how to do so [5].

There is a large and growing literature on solving reachability games [6,7,3,1,2,12].
In this paper, we focus on the two perhaps best-known and best-studied algorithms,
value iteration and strategy iteration. Both were originally derived from similar algo-
rithms for solving Markov decision processes [15] and discounted stochastic games
[19]. We describe these algorithms next. Value iteration is Algorithm 1. Value iteration
approximately solves reachability games quantitatively.



The Complexity of Solving Reachability Games Using Value and Strategy Iteration 79

Algorithm 1. Value Iteration

1: t := 0
2: ṽ0 := (0, . . . , 0, 1) // the vector ṽ0 is indexed 0, 1, . . . , N, N + 1
3: while true do
4: t := t + 1
5: ṽt

0 := 0
6: ṽt

N+1 := 1
7: for i ∈ {1, 2, . . . , N} do
8: ṽt

i := val(Ai(ṽt−1))

Algorithm 2. Strategy Iteration

1: t := 1
2: x1 := the strategy for Player I playing uniformly at each position
3: while true do
4: yt := an optimal best reply by Player II to xt

5: for i ∈ {0, 1, 2, . . . , N, N + 1} do
6: vt

i := μi(xt, yt)
7: t := t + 1
8: for i ∈ {1, 2, . . . , N} do
9: if val(Ai(vt−1)) > vt−1

i then
10: xt

i := maximin(Ai(vt−1))
11: else
12: xt

i := xt−1
i

In the pseudocode of Algorithm 1, the matrix Ai(ṽt−1) denotes the result of replac-
ing each pointer to a position j in the m × m matrix of pointers at position i with
the real number ṽt−1

j . That is, Ai(ṽt−1) is a matrix of m × m real numbers. Also,
val(Ai(ṽt−1)) denotes the value of the matrix game with matrix Ai(ṽt−1) and the row
player being the maximizer. This value may be found using linear programming. Value
iteration works by iteratively updating a valuation of the positions, i.e., the numbers
ṽt

i . Clearly, when implementing the algorithm, valuations ṽt
i only have to be kept for

one iteration of the while loop after the iteration in which they are computed and the
algorithm thus only needs to store O(N) real numbers.1 As stated, the algorithm is
non-terminating, but has the property that as t approaches infinity, the valuations ṽt

i ap-
proach the correct values vi from below. We present an easy (though not self-contained)
proof of this well-known fact in section 2.1 below, and also explain the intuition behind
the truth of this statement. However, until the present paper, there has been no pub-
lished information on the number of iterations needed for the approximation to be an
ε-approximation to the correct value for the general case of concurrent reachability

1 In this paper, we assume the real number model of computation and ignore the (severe) tech-
nical issues arising when implementing the algorithm using finite-precision arithmetic.
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games, though Condon [4] observed that for the case of turn-based games (or “simple
stochastic games”), the number of iterations has to be at least exponential in N in order
to achieve an ε-approximation. Clearly, the concurrent case is at least as bad. In fact,
this paper will show that the concurrent case is much worse!

Strategy iteration is Algorithm 2. It approximately solves reachability games quan-
titatively as well as strategically. In the pseudocode of Algorithm 2, the line “yt :=
an optimal best reply to xt” should be interpreted as follows: When Player I’s strat-
egy has been “frozen” to xt, the resulting game is a one-player game for Player II,
also known as an absorbing Markov decision process. For such a process, an opti-
mal stationary strategy yt that is pure is known to exist, and can be found in polyno-
mial time using linear programming [15]. The expression maximin(Ai(vt−1)) denotes
a maximin mixed strategy (an “optimal strategy”) for the maximizing row player in the
matrix game Ai(vt−1). This optimal strategy may again be found using linear program-
ming. The strategy iteration algorithm was originally described for one-player games
by Howard [15], with Player I being the single player – in that case, in the pseudocode,
the line “yt := an optimal best reply to xt” is simply omitted. Subsequently, a variant
of the pseudocode of Algorithm 2 was shown by Hoffman and Karp [14] to be a cor-
rect approximation algorithm for the class of recurrent undiscounted stochastic games
and by Rao, Chandrasekaran and Nair [18] to be a correct algorithm for the class of
discounted stochastic games. Finally, Chatterjee, de Alfaro and Henzinger [1] showed
the pseudocode of Algorithm 2 to be a correct approximation algorithm for the class
of reachability games. As is the case for value iteration, the strategy iteration algorithm
is non-terminating, but has the property that as t approaches infinity, the valuations
vt

i approach the correct values vi from below. Chatterjee et al. [1, Lemma 8] prove
this by relating the algorithm to the value iteration algorithm. In particular, they prove:

ṽt
i ≤ vt

i ≤ vi. (1)

That is, strategy iteration needs at most as many iterations of the while loop as value
iteration to achieve a particular degree of approximation to the correct values vi. Also,
the strategies xt guarantee the valuations vt

i for Player I, so whenever these valua-
tions are ε-close to the values, the corresponding xt is an ε-optimal strategy. How-
ever, until the present paper, there has been no published information on the number
of iterations needed for the approximation to be an ε-optimal solution, though a recent
breakthrough result of Friedman [9] proved that for the case of turn-based games, the
number of iterations is at least exponential in N in the worst case. Clearly, the concur-
rent case is at least as bad. In fact, this paper will show that the concurrent case is much
worse!

As our main result, we exhibit a family of reachability games with N positions and
m actions for each player in each position, such that all non-terminal positions have
value one and such that value iteration as well as strategy iteration need at least a dou-
bly exponential 2mΩ(N)

number of iterations to obtain valuations larger than any fixed
constant (say 0.01). By inequality (1), it is enough to consider the strategy iteration al-
gorithm to establish this. However, our proof is much easier and cleaner for the value
iteration algorithm, the exact bounds are somewhat better, and our much more technical
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proof for the strategy iteration case is in fact based upon it. So, we shall present separate
proofs for the two cases, and in these proceedings, due to lack of space, only with details
for the first case.

Our hard instances P (N, m) for both algorithms are generalizations of the “Pur-
gatory” games defined by Hansen, Miltersen and Koucký [12] (these occur as special
cases by setting m = 2). Following the conventions of that paper, we describe these
games as being games between Dante (Player I) and Lucifer (Player II). The game
P (N, m) can be described succinctly as follows: Lucifer repeatedly selects and hides
a number between 1 and m. Each time Lucifer hides such a number, Dante must try to
guess which number it is. After the guess, the hidden number is revealed. If Dante ever
guesses a number which is strictly higher than the one Lucifer is hiding, Dante loses
the game. If Dante ever guesses correctly N times in a row, the game ends with Dante
being the winner. If neither of these two events ever happen and the play thus continues
forever, Dante loses. It is easy to see that P (N, m) can be described as a deterministic
concurrent reachability game with N non-terminal positions and m actions for each
player in each position. Also, by applying a polynomial-time algorithm by de Alfaro et
al. [6] for determining which positions in a reachability game have value 1, we find that
all positions except TRAP have value 1 in P (N, m). That is, Dante can win this game
with arbitrarily high probability.

We note that these hard instances are very natural and easy to describe “as games”
that one might even conceivably have a bit of fun playing (the reader is invited to try
playing P (2, 2) with an uninitiated party)! In this respect, they are quite different from
the recent extremely ingenious turn-based games due to Friedman [9] where strategy
iteration exhibits exponential behavior.

Using recent improved upper bounds on the patience of ε-optimal strategies for Ev-
erett’s recursive games, we provide matching 2mO(N)

upper bounds on the number of
iterations sufficient for getting adequate approximate values, by each of the algorithms.
In particular, both algorithms are also of at most doubly-exponential complexity.

Table 1. Running Strategy Iteration on P (7, 2)

# Iterations 100 101 102 103 104 105 106 107 108

Valuation 0.01347 0.03542 0.06879 0.10207 0.13396 0.16461 0.19415 0.22263 0.24828

That the doubly-exponential complexity is a real phenomenon is illustrated in Table
1 which tabulates the valuations computed by strategy iteration for the initial position
of P (7, 2), i.e., “Dante’s Purgatory” [12], a 7-position game of value 1. The algorithm
was implemented using floating point arithmetic and was allowed to run for one hun-
dred million iterations at which point the precision was inadequate for representing the
computed strategies (note that the main result of Hansen, Miltersen and Koucký [12]
implies that roughly 64 decimal digits of precision is needed to describe a strategy
achieving a valuation above 0.9).

Interestingly, when introduced as an algorithm for solving concurrent reachability
games [1], strategy iteration was proposed as a practical alternative to generic algo-
rithms having an exponential worst case complexity. More precisely, one obtains a
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generic algorithm for solving reachability games quantitatively by reducing the prob-
lem to the decision problem for the existential fragment of the first order theory of the
real numbers [7]. This yields an exponential time (in fact a PSPACE) algorithm. Our
results show that this generic algorithm is in fact astronomically more practical than
strategy iteration on very simple and natural instances. Still, it is not practical in any
real sense of this term, even given state-of-the-art implementations of the best known
decision procedures for the theory of the reals. Finding a practical algorithm remains a
very interesting open problem.

1.2 Overview of Proof Techniques

Our proof of the lower bound for the case of value iteration is very intuitive. It is based
on combining the following facts:

1. The valuations ṽt
i obtained in iteration t of value iteration is in fact the values of a

time bounded version of the reachability game, where Player I loses if he has not
reached GOAL at time t.

2. While the value of the game P (N, m) is 1, the value of its time bounded version is
very close to 0 for all small values of t.

The second fact was established by Hansen et al. [12] for the case m = 2 by relating
the so-called patience of reachability games to the values of their time bounded version,
without the connection to the value iteration algorithm being made explicit, by giving
bounds on the patience of the games P (N, 2). The present paper provides a different
and arguably simpler proof of the lower bound on the value of the time bounded game
that gives bounds also for other values of m than 2. It is based on exhibiting a fixed
strategy for Lucifer that prevents Dante from winning fast.

The lower bound for strategy iteration is much more technical. We remark that the
analysis of value iteration is used twice and in two different ways in the proof. It pro-
ceeds roughly as follows: The analysis of value iteration yields that when value iteration
is applied to P (1, m), exponentially many iterations (in m) are needed to yield a close
approximation of the value. We can also show that when strategy iteration is applied
to P (1, m), exactly the same sequence of valuations is computed as when value itera-
tion is applied to the same game. From these two facts, we can derive an upper bound
on the patience of the strategies computed by strategy iteration on P (1, m). Next, a
quite involved argument shows that when applying strategy iteration to P (N, m), the
sequence of strategies computed for one of the positions (the initial one) is exactly the
same as the one computed when strategy iteration is applied to P (1, m). We also show
that the smallest behavior probability in the computed strategy for P (N, m) occurs
in the initial position. In particular, the patiences of the sequence of strategies com-
puted for P (N, m) is the same as the patiences of the sequence of strategies computed
for P (1, m). Finally, our analysis of value iteration for P (N, m) and the relationship
between patience and value iteration allow us to conclude that a strategy with low pa-
tience for P (N, m) cannot be near-optimal, yielding the desired doubly-exponential
lower bound.
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2 Theorems and Proofs

2.1 The Connection between Patience, the Value of Time Bounded Games, and
the Complexity of Value Iteration

The key to understanding value iteration is the following folklore lemma. Given a con-
current reachability game G, we define GT to be the finite extensive form game with the
same rules as G, except that Player 1 loses if he has not reached GOAL after T moves
of the pebble. The positions of GT are denoted by (i, t), where i is a position of G and
t is an integer denoting the number of time steps left until Dante’s time is out.

Lemma 1. The valuation ṽt
i computed by the value iteration algorithm when applied

to a game G is the exact value of position (i, t) in the game Gt.

The proof is an easy induction in t (“Backward induction”). A very general result by
Mertens and Neyman [16] establishes that for a much more general class of games
(undiscounted stochastic games), the value of the time bounded version converges to
the value of the infinite version as the time bound approaches infinity. Combining this
with Lemma 1 immediately yields the correctness of the value iteration algorithm.

The patience [8] of a stationary strategy for a concurrent reachability game is 1/p,
where p is the smallest non-zero behavior probability employed by the strategy in any
position. The following lemma relates the patience of near-optimal strategies of a reach-
ability game to the difference between the values of the time bounded and the infinite
game and hence to the convergence rate of value iteration.

Lemma 2. Let G be a reachability game with N non-terminal positions and with an
ε-optimal strategy of patience at most l, for some l ≥ 1, ε > 0. Let T = kNlN for some
k ≥ 1, and u be any position of G. Then, the value of position (u, T ) of GT differs from
the value of the position u of G by at most ε + e−k.

Proof. We want to show that the value of (u, T ) in GT is at least vu − ε − e−k, where
vu is the value of position u in G. We can assume that vu > ε, because otherwise we
are done. Fix an ε-optimal stationary strategy x for Dante in G of patience at most l.
Consider this as a strategy of GT and consider play starting in u. We shall show that
x guarantees Dante to win GT with probability at least vu − ε − e−k, thus proving
the statement. Consider a best reply y by Lucifer to x in GT . Note that y does not
necessarily correspond to a stationary strategy in G. The strategy can still be played by
Lucifer in G, by playing by it for the first T time steps and playing arbitrarily afterwards.

Call a position v of G alive if there are paths from v to GOAL in all directed graphs
obtained from G in the following way: The nodes of the graphs are the positions of G.
We then select for each position an arbitrary column for the corresponding matrix, and
let the edges going out from this node correspond to the pointers of the chosen column
and rows where Dante assigns positive probability. That is, intuitively, a position v is
alive, if and only if there is no absolutely sure way for Lucifer for preventing Dante from
reaching GOAL when play starts in v. Positions that are not alive are called dead. Note
that if a position v is dead, the strategy y, being a best reply of Lucifer, will pick actions
so that the probability of play reaching GOAL, conditioned on play having reached v,
is 0. On the other hand, if the current position v is alive, the conditional probability that
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play reaches GOAL within the next N steps is at least (1/l)N . That is, looking at the
entire play, the probability that play has not reached either GOAL or a dead state after
T steps is at most (1 − l−N )T/N = (1 − l−N)klN ≤ e−k. Suppose now that GOAL
is reached in T steps with probability strictly less than vu − ε − e−k when play starts
in u. This means that a dead position is reached with probability strictly greater than
1− (vu − ε− e−k)− e−k, i.e., strictly greater than 1− (vu − ε). But this means that if
Lucifer plays y as a reply to x in the infinite game G he will in fact succeed in getting
the pebble to reach a dead position and hence prevent Dante from ever reaching GOAL,
with probability strictly greater than 1−(vu−ε). This contradicts x being ε-optimal for
Dante in G. Thus, we conclude that GOAL is in fact reached in T steps with probability
at least vu − ε− e−k when play starts in u with x and y being played against each other
in GT , as desired.

The connection between the convergence of value iteration and the time bounded ver-
sion of the game allows us to reformulate the lemma in the following very useful way.

Lemma 3. Let G be a reachability game with an ε-optimal strategy of patience at most
l, for some ε > 0. Then, T = kNlN rounds of value iteration is sufficient to approxi-
mate the values of all positions of the game with additive error at most ε + e−k.

We can use this lemma to prove our upper bound on the number of iterations of value
iteration (and hence also strategy iteration). The following lemma is from Hansen et al.
[11].

Lemma 4 (Hansen, Koucký, Lauritzen, Miltersen and Tsigaridas). Let ε > 0 be ar-
bitrary. Any concurrent reachability game with N positions and at most m ≥ 2 actions
in each position has an ε-optimal stationary strategy of patience at most (1/ε)mO(N)

.

This lemma is an asymptotic improvement of Theorem 4 of Hansen et al. [12], that
gave an upper bound of (1/ε)2

30M

, for a total number of M actions, when M ≥ 10 and
0 < ε < 1

2 . This result does however have the advantage of an explicit constant in the
exponent, which the bound of Lemma 4 lacks.

Combining Lemma 3, Lemma 4, and also applying inequality (1), we get the follow-
ing upper bound:

Theorem 5. Let ε > 0 be arbitrary. When applying value iteration or strategy iteration
to a concurrent reachability game with N non-terminal positions and m ≥ 2 choices for
each player in each position, after at most (1/ε)mO(N)

iterations, an ε-approximation
to the value has been obtained.

Also, Lemma 3 will be very useful for us below when applied in the contrapositive.
Specifically, below, we will directly analyze and compare the value of P (N, m) with
the value of its time bounded version, and use this to conclude that the value iteration
algorithm does not converge quickly when applied to this game. The lemma then im-
plies that the patience of any ε-optimal strategy is large. When we later consider the
strategy iteration algorithm applied to the same game, we will show that the strategy
computed after any sub-astronomical number of iterations has too low patience to be
ε-optimal.
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2.2 The Value of Time Bounded Generalized Purgatory and the Complexity of
Value Iteration

In this section we give an upper bound on the value of a time bounded version of the
Generalized Purgatory game P (N, m). As explained in Section 2.1, this upper bound
immediately implies a lower bound on the number of iterations needed by value itera-
tion to approximate the value of the original game.

We let PT (N, m) be the time bounded version of P (N, m) as defined in Section
2.1, i.e. PT (N, m) is syntactic sugar for (P (N, m))T . Also, we need to fix an indexing
of the positions of P (N, m). We define position i for i = 1, . . . , N to be the position
where Dante already guessed correctly i − 1 times in a row and still needs to guess
correctly N − i + 1 times in a row to win the game.

First we give a rather precise analysis of the one-position case. Besides being inter-
esting in its own right (to establish that value iteration is exponential even for this case),
this will also be useful later when we analyze strategy iteration.

Theorem 6. Let m ≥ 2 and T ≥ 1. The value of position (1, T ) of PT (1, m) is less
than

1 − (1 − 1
m

)(
1

mT
)1/(m−1).

Proof. Let ε = (1/mT )1/(m−1). Consider any strategy (not necessarily stationary) for
Dante for playing PT (1, m). In each round of play, Dante chooses his action with a
probability distribution that may depend on previous play and time left. We define a
reply by Lucifer in a round-to-round fashion.

Fix a history of play leading to some current round and let p1, p2, . . . , pm be the
probabilities by which Dante plays 1, 2, . . . , m in this current round. There are two
cases.

1. There is an i so that pi < (1−ε
ε )

∑
j≥i+1 pj . We call such a round a green round.

In this case, Lucifer plays i.
2. For all i, pi ≥ (1−ε

ε )
∑

j≥i+1 pj . We call such a round a red round. In this case,
Lucifer plays m.

This completes the definition of Lucifer’s reply.
We now analyze the probability that Dante wins PT (1, m) when he plays his strategy

and Lucifer plays this reply. We show this probability to be at most

1 − (1 − 1
m

)(
1

mT
)1/(m−1)

and we shall be done.
Let us consider a green round. We claim that the probability that Dante wins in this

round, conditioned on the previous history of play, and conditioned on play ending in
this round, is at most 1 − ε. Indeed, this conditional probability is given by

pi

pi + (pi+1 + · · · + pm)
<

(1−ε
ε )(

∑
j≥i+1 pj)

(1−ε
ε )(

∑
j≥i+1 pj) + (

∑
j≥i+1 pj)

=
(1 − ε)/ε

(1 − ε)/ε + ε/ε

= 1 − ε.
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Let us next consider a red round. We claim that the probability of play ending in this
round, conditioned on the previous history of play, is at most εm−1. Indeed, note that
this conditional probability is exactly pm, and that

1 =
m∑

j=1

pj = p1 +
m∑

j=2

pj ≥ (1 +
1 − ε

ε
)(

m∑

j=2

pj) = (1 +
1 − ε

ε
)(p2 +

m∑

j=3

pj)

≥ (1 +
1 − ε

ε
)2(

m∑

j=3

pj) ≥ · · · ≥ (1 +
1 − ε

ε
)m−1pm = (

1
ε
)m−1pm

from which pm ≤ εm−1. That is, in every round of play, conditioned on previous play,
either it is the case that the probability that play ends in this round is at most εm−1 (for
the case of a red round) or it is the case that conditioned on play ending, the probability
of win for Dante is at most 1 − ε (for the case of a green round).

Now let us estimate the probability of a win for Dante in the entire game PT (1, m).
Let W denote the event that Dante wins. Let G be the event that play ends in a green
round. Also, let R be the event that play ends in a red round. Then, we have

Pr[W ] = Pr[W |R] Pr[R] + Pr[W |G] Pr[G]
≤ Pr[R] + Pr[W |G] Pr[G]
= Pr[R] + Pr[W |G](1 − Pr[R])
= Pr[R] + Pr[W |G] − Pr[R] Pr[W |G]
< (εm−1)T + (1 − ε) − (εm−1)T (1 − ε)
= 1 − ε + T εm

= 1 − (
1

mT
)1/(m−1) + T (

1
mT

)
m

m−1

= 1 − (1 − 1
m

)(
1

mT
)1/(m−1).

Combining Lemma 1 with Theorem 6 we get the result that value iteration needs expo-
nential time, even for one-position games.

Corollary 7. Let 0 < ε < 1. Applying less than 1
em (1/ε)m−1 iterations of the value

iteration algorithm to P (1, m) yields a valuation at least ε smaller than the exact value.

Next, we analyze the N -position case, where we give a somewhat coarser bound.

Theorem 8. Let N, m, k, T be integers with N ≥ 2, m ≥ 2, 1 ≤ k ≤ N − 2 and
T ≤ 2mN−k

. Then, the value of PT (N, m) is at most 2m−k + 2−mN−k−1
.

Proof. We show an upper bound on the value of PT (N, m) of 2m−k + 2−mN−k−1
by

exhibiting a particular strategy of Lucifer and showing that any response by Dante to
this particular strategy of Lucifer will make Dante win with probability at most 2m−k+
2−mN−k−1

.
To structure the proof, we divide the play into epochs. An epoch begins and another

ends immediately after each time Dante has guessed incorrectly by undershooting, so
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that he now finds himself in exactly the same situation as when the play begins (but in
general with less time left to win). That is, Dante wins if and only if there is an epoch of
length N containing only correct guesses. For convenience, we make the game a little
more attractive for Dante by continuing play for T epochs, rather than T rounds. Call
this prolonged game G′

T . Clearly, the value of GT is at most the value of G′
T , so it is

okay to prove the upper bound for the latter. We index the epochs 1, 2, . . . , T .
To define the strategy of Lucifer, we first define a function f : N × N → N as

follows:

f(i, j) = 1 + (j − 1)
i−1∑

r=0

mr.

Then, it is easy to see that f satisfies the following two equations.

f(i, m) = mi (2)

f(i, j + 1) = f(i, j) +
i−1∑

r=0

f(r, m) (3)

The specific strategy of Lucifer is this: Let d be the number of rounds already played in
the current epoch. If d ≥ N −k, Lucifer chooses a number between 1 and m uniformly
at random. If d < N − k, he hides the numbers j = 1, . . . , m − 1 with probabilities
pj(d) = 2−f(N−k−d,m+1−j) and puts all remaining probability mass on the number m
(since N − k − d ≥ 1 and m ≥ 2, there is indeed some probability mass left for m).

Freeze the strategy of Lucifer to this strategy. From the point of view of Dante, the
game GT is now a finite horizon absorbing Markov decision process. Thus, he has an
optimal policy that is deterministic and history independent. That is, the choices of
Dante according to this policy depend only on the number of rounds already played in
the present epoch and the remaining number of epochs before the limit of T epochs has
been played, or, equivalently, on the index of the current epoch. We can assume without
loss of generality that Dante plays such an optimal policy. That is, his optimal policy for
epoch t can be described by a specific sequence of actions at0, at1, at2, . . . , at(N−1) in
{1, . . . , m} to make in the next N rounds (with the caveat that this sequence of choices
will be aborted if the epoch ends).

Se define the following mutually exclusive events Wt, Lt:

– Wt: Dante wins the game in epoch t (by guessing correctly N times).
– Lt: Dante loses the game in epoch t (by overshooting Lucifer’s number)

We make the following claim:

Claim: For each t, either Pr[Wt] ≤ 2−mN−k−mN−k−1
or Pr[Wt]/ Pr[Lt] ≤ 2m−k.

First, let us see that the claim implies the lemma. Indeed, the probability of Dante
winning can be split into the contributions from those epochs where Dante wins with
probability at most 2−mN−k−mN−k−1

and the remaining epochs. The total winning
probability mass from the first is at most T 2−mN−k−mN−k−1 ≤ 2−mN−k−1

and the
total winning probability mass of the rest is at most 2m−k, giving an upper bound for
Dante’s winning probability of 2m−k + 2−mN−k−1

.
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So let us prove the claim. Fix an epoch t and let at0, at1, at3, . . . , at(N−1) be Dante’s
sequence of actions. Suppose at0 = 1 and at1 = 1. Then, since Lucifer only plays 1 in
the first two rounds with probability p1(0)p1(1) = 2−f(N−k,m) ·2−f(N−k−1,m), Dante
only wins the game in this epoch with at most that probability, which by equation (2) is
equal to 2−mN−k−mN−k−1

, as desired.
Now assume at0 > 1 or at1 > 1. We want to show that Pr[Wt]/ Pr[Lt] ≤ 2m−k.

Let d be the largest index so that d < N − k and so that atd > 1. Since at0 > 1 or
at1 > 1, such a d exists. Let E be the event that epoch t lasts for at least d rounds.
We will show that Pr[Wt|E]/ Pr[Lt|E] ≤ 2m−k. Since Wt ⊆ E, this also implies
that Pr[Wt]/ Pr[Lt] ≤ 2m−k. Since we condition on E we look at Dante’s decision
after d rounds of epoch t. He chooses the action j = atd > 1. If Lucifer at this point
chooses a number small than j, Dante loses. In particular, since Lucifer chooses the
number j − 1 with probability 2−f(N−k−d,m+1−(j−1), Dante loses the entire game
by his action atd with probability at least 2−f(N−k−d,m−j), conditioned on E. On the
other hand the probability that he wins the game in this epoch conditioned on E is at
most (2−f(N−k−d,m+1−j))(

∏N−k−1
i=d+1 2−f(N−k−i,m))(m−k)), the first factor being the

probability that Lucifer chooses j at round d, the second factor being the probability
that Lucifer like Dante repeatedly chooses 1 until the last k rounds of the epoch begin,
and the third factor being the probability that Lucifer matches Dante’s choices in those
k rounds. Now we have

Pr[Wt]/ Pr[Lt] ≤
Pr[Wt|E]/ Pr[Lt|E] ≤

(2−f(N−k−d,m+1−j))(
N−k−1∏

i=d+1

2−f(N−k−i,m))(m−k))2f(N−k−d,m−j) ≤

m−k2f(N−k−d,m−j)−f(N−k−d,m+1−j)−∑N−k−d−1
r=1 f(r,m) =

2m−k2f(N−k−d,m−j)−f(N−k−d,m+1−j)−∑N−k−d−1
r=0 f(r,m) =

2m−k

as desired.

Combining Lemma 1 with Theorem 8 we get the result that value iteration needs doubly
exponential time to obtain any non-trivial approximation:

Corollary 9. Let N be even. Applying less than 2mN/2
iterations of the value iteration

algorithm to P (N, m) yields a valuation of the initial position of at most 3m−N/2, even
though the actual value of the game is 1.

We also get the following bound on the patience of near-optimal strategies of P (N, m)
that will be useful when analyzing strategy iteration.

Theorem 10. Suppose N is sufficiently large and m ≥ 2. Let ε = 1 − 4m−N/2. Then
all ε-optimal strategies of P (N, m) have patience at least 2mN/3

.
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Proof. Putting c = N ln m
2 , Lemma 2 tells us that if P (N, m) has an ε-optimal strategy

of patience less than l = 2mN/3
, then the value of Pt(N, m) is at least 1 − ε − e−c =

3m−N/2, where t = cNlN ≤ 2mN/2
. But putting k = N/2, Theorem 8 tells us that the

value of Pt(N, m) is at most 2m−N/2 + 2−mN/2−1
< 3m−N/2, a contradiction.

2.3 Strategy Iteration

The technical content of this section is a number of lemmas on what happens when the
strategy iteration algorithm is applied to P (N, m), leading up to the following crucial
lemma:

Lemma 11. When applying strategy iteration to P (N, m), the patience of the strategy
xt computed in iteration t is at most e · m · t.
Before we prove Lemma 11, we show that it implies the lower bound we are looking
for.

Theorem 12. Suppose N is sufficiently large. Applying less than 2mN/4
iterations of

strategy iteration to P (N, m) yields a valuation of the initial position of less than
4m−N/2, despite the fact that the value of the position is 1.

Proof. Lemma 11 implies that the patience of the strategy xt computed in iteration t

for t = 2mN/4
is at most em2mN/4

. Theorem 10 states that if ε = 1 − 4m−N/2, then
all ε-optimal strategies of P (N, m) have patience at least 2mN/3

. So xt is not ε-optimal
and the bound follows.

Due to space constraints, the rather long and technical proof of Lemma 11 itself is
omitted, but can be found in the full version of this paper [10].
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12. Hansen, K.A., Koucký, M., Miltersen, P.B.: Winning concurrent reachability games requires
doubly exponential patience. In: 24th Annual IEEE Symposium on Logic in Computer Sci-
ence, pp. 332–341. IEEE Press, New York (2009)

13. Himmelberg, C.J., Parthasarathy, T., Raghavan, T.E.S., Vleck, F.S.V.: Existence of p-
equilibrium and optimal stationary strategies in stochastic games. Proc. Amer. Math. Soc. 60,
245–251 (1976)

14. Hoffman, A., Karp, R.: On nonterminating stochastic games. Management Science 12, 359–
370 (1966)

15. Howard, R.: Dynamic Programming and Markov Processes. MIT Press, Cambridge (1960)
16. Mertens, J.F., Neyman, A.: Stochastic games. International Journal of Game Theory 10, 53–

66 (1981)
17. Parthasarathy, T.: Discounted and positive stochastic games. Bull. Amer. Math. Soc. 77, 134–

136 (1971)
18. Rao, S., Chandrasekaran, R., Nair, K.: Algorithms for discounted games. J. Optimiz. Theory

App. 11, 627–637 (1973)
19. Shapley, L.S.: Stochastic games. Proceedings of the National Academy of Sciences,

U.S.A. 39, 1095–1100 (1953)

http://arxiv.org/abs/1007.1812

	The Complexity of Solving Reachability Games Using Value and Strategy Iteration
	Introduction
	Statement of Problem and Overview of Results
	Overview of Proof Techniques

	Theorems and Proofs
	The Connection between Patience, the Value of Time Bounded Games, and the Complexity of Value Iteration
	The Value of Time Bounded Generalized Purgatory and the Complexity of Value Iteration
	Strategy Iteration

	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




