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Preface

The 6th International Computer Science Symposium in Russia (CSR 2011) was
held during June 14–18, 2011 in St. Petersburg, Russia, hosted by St. Petersburg
Academic University of the Russian Academy of Sciences. It was the sixth event
in the series of regular international meetings following CSR 2006 in St. Peters-
burg, CSR 2007 in Ekaterinburg, CSR 2008 in Moscow, CSR 2009 in Novosibirsk,
and CSR 2010 in Kazan.

The opening lecture was given by Dima Grigoriev and eight other invited ple-
nary lectures were given by Manindra Agrawal, László Babai, Andrei Bulatov,
Jarkko Kari, Alexander Shen, Amir Shpilka, Madhu Sudan, and Sergey Yekhanin.

This volume contains the accepted papers and abstracts of most invited talks.
The scope of the proposed topics for the symposium was quite broad and covered
many areas of theoretical computer science and its applications. We received 76
papers in total, and out of these the Program Committee selected 29 papers for
presentation at the symposium and for publication in the proceedings.

As usual, Yandex provided the Best Paper Awards; the recipients of these
awards were selected by the Program Committee:

– Best Paper Award:
Scott Aaronson, “The Equivalence of Sampling and Searching”

– Best Student Paper Award:
Daniil Musatov, “Improving the Space-Bounded Version of Muchnik’s Con-
ditional Complexity Theorem via “Naive” Derandomization”

The reviewing process was organized using the EasyChair conference system,
created by Andrei Voronkov. We would like to acknowledge that this system
helped greatly to improve the efficiency of the committee work.

The following satellite events were co-located with CSR 2011:

– Workshop on Post-Quantum Cryptography
– Second Workshop on Program Semantics, Specification and Verification:

Theory and Applications (PSSV 2011)
– Workshop on Universal Algebra and Computer Science (WUACS)

We are grateful to our sponsors:

– EMC Corporation
– Microsoft Research
– Russian Foundation for Basic Research
– Yandex (the largest Russian Internet portal providing key Web services)

We also thank the local organizers, in particular, Alexander V. Smal, Tatiana
Vinogradova, and Nadya Zalesskaya.

June 2011 Alexander Kulikov
Nikolay Vereshchagin
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The Equivalence of Sampling and Searching

Scott Aaronson�

MIT, Cambridge, MA, USA
aaronson@csail.mit.edu

Abstract. In a sampling problem, we are given an input x ∈ {0, 1}n,
and asked to sample approximately from a probability distribution Dx

over poly (n)-bit strings. In a search problem, we are given an input
x ∈ {0, 1}n, and asked to find a member of a nonempty set Ax with
high probability. (An example is finding a Nash equilibrium.) In this
paper, we use tools from Kolmogorov complexity to show that sampling
and search problems are “essentially equivalent.” More precisely, for any
sampling problem S, there exists a search problem RS such that, if C is
any “reasonable” complexity class, then RS is in the search version of C
if and only if S is in the sampling version. What makes this nontrivial
is that the same RS works for every C.

As an application, we prove the surprising result that SampP =
SampBQP if and only if FBPP = FBQP. In other words, classical com-
puters can efficiently sample the output distribution of every quantum
circuit, if and only if they can efficiently solve every search problem that
quantum computers can solve.

1 Introduction

The Extended Church-Turing Thesis (ECT) says that all computational prob-
lems that are feasibly solvable in the physical world are feasibly solvable by a
probabilistic Turing machine. By now, there have been almost two decades of
discussion about this thesis, and the challenge that quantum computing poses
to it. This paper is about a related question that has attracted surprisingly
little interest: namely, what exactly should we understand the ECT to state?
When we say “all computational problems,” do we mean decision problems?
promise problems? search problems? sampling problems? possibly other types of
problems? Could the ECT hold for some of these types of problems but fail for
others?

Our main result is an equivalence between sampling and search problems:
the ECT holds for one type of problem if and only if it holds for the other.
As a motivating example, we will prove the surprising fact that, if classical
� I thank Alex Arkhipov for helpful discussions that motivated this work, Dana

Moshkovitz for pointing me to Proposition 2 from [6], and the anonymous reviewers
for their comments. This material is based upon work supported by the National
Science Foundation under Grant No. 0844626. Also supported by a DARPA YFA
grant, a TIBCO Chair, and the Sloan Foundation.

A. Kulikov and N. Vereshchagin (Eds.): CSR 2011, LNCS 6651, pp. 1–14, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



2 S. Aaronson

computers can efficiently solve any search problem that quantum computers can
solve, then they can also approximately sample the output distribution of any
quantum circuit. The proof makes essential use of Kolmogorov complexity. The
technical tools that we will use are standard ones in the algorithmic information
theory literature; our contribution is simply to apply those tools to obtain a
useful equivalence principle in complexity theory that seems not to have been
known before.

While the motivation for our equivalence theorem came from quantum com-
puting, we wish to stress that the theorem itself is much more general, and has
nothing to do with quantum computing in particular.

1.1 Background

Theoretical computer science has traditionally focused on language decision
problems, where given a language L ⊆ {0, 1}∗, the goal is to decide whether
x ∈ L for any input x. From this perspective, asking whether quantum com-
puting contradicts the ECT is tantamount to asking:

Problem 1. Does BPP = BQP?

However, one can also consider promise problems, where the goal is to accept all
inputs in a set LYES ⊆ {0, 1}∗ and reject all inputs in another set LNO ⊆ {0, 1}∗.
Here LYES and LNO are disjoint, but their union is not necessarily all strings, and
an algorithm can do whatever it likes on inputs not in LYES ∪ LNO. Goldreich
[4] has made a strong case that promise problems are at least as fundamental as
language decision problems, if not more so. To give one relevant example, the
task

Given a quantum circuit C, estimate the probability p (C) that C accepts

is easy to formulate as a promise problem, but has no known formulation as a
language decision problem. The reason is the usual “knife-edge” issue: given any
probability p∗ ∈ [0, 1] and error bound ε ≥ 1/ poly (n), we can ask a simulation
algorithm to accept all quantum circuits C such that p (C) ≥ p∗ + ε, and to
reject all circuits C such that p (C) ≤ p∗ − ε. But we cannot reasonably ask an
algorithm to decide whether p (C) = p∗ + 2−n or p (C) = p∗ − 2−n: if p (C) is
too close to p∗, then the algorithm’s behavior is unknown.

Let PromiseBPP and PromiseBQP be the classes of promise problems solvable
by probabilistic and quantum computers respectively, in polynomial time and
with bounded probability of error. Then a second way to ask whether quantum
mechanics contradicts the ECT is to ask:

Problem 2. Does PromiseBPP = PromiseBQP?

Now, if one accepts replacing languages by promise problems, then there seems
little reason not to go further. One can also consider search problems, where
given an input x ∈ {0, 1}n, the goal is to output any element of some nonempty
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“solution set” Ax ⊆ {0, 1}poly(n).1 Perhaps the most famous example of a search
problem is finding a Nash equilibrium, which Daskalakis et al. [2] showed to be
complete for the class PPAD. By Nash’s Theorem, every game has at least one
Nash equilibrium, but the problem of finding one has no known formulation as
either a language decision problem or a promise problem.

Let FBPP and FBQP be the classes of search problems solvable by probabilistic
and quantum computers respectively, with success probability 1 − δ, in time
polynomial in n and 1/δ.2 Then a third version of the “ECT question” is:

Problem 3. Does FBPP = FBQP?

There is yet another important type of problem in theoretical computer science.
These are sampling problems, where given an input x ∈ {0, 1}n, the goal is to
sample (exactly or, more often, approximately) from some probability distribu-
tion Dx over poly (n)-bit strings. Well-known examples of sampling problems
include sampling a random point in a high-dimensional convex body and sam-
pling a random matching in a bipartite graph.

Let SampP and SampBQP be the classes of sampling problems that are solv-
able by probabilistic and quantum computers respectively, to within ε error in
total variation distance, in time polynomial in n and 1/ε.3 Then a fourth version
of our question is:

Problem 4. Does SampP = SampBQP?

Not surprisingly, all of the above questions are open. But we can ask an obvious
meta-question:

What is the relationship among Problems 1-4? If the ECT fails in one
sense, must it fail in the other senses as well?

In one direction, there are some easy implications:

SampP = SampBQP =⇒ FBPP = FBQP

=⇒ PromiseBPP = PromiseBQP

=⇒ BPP = BQP.

1 Search problems are also called “relational problems,” for the historical reason that
one can define such a problem using a binary relation R ⊆ {0, 1}∗ × {0, 1}∗, with
(x, y) ∈ R if and only if y ∈ Ax. Another name often used is “function problems.”
But that is inaccurate, since the desired output is not a function of the input, except
in the special case |Ax| = 1. We find “search problems” to be the clearest name,
and will use it throughout. The one important point to remember is that a search
problem need not be an NP search problem: that is, solutions need not be efficiently
verifiable.

2 The F in FBPP and FBQP stands for “function problem.” Here we are following the
standard naming convention, even though the term “function problem” is misleading
for the reason pointed out earlier.

3 Note that we write SampP instead of “SampBPP” because there is no chance of
confusion here. Unlike with decision, promise, and relation problems, with sampling
problems it does not even make sense to talk about deterministic algorithms.
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For the first implication, if every quantumly samplable distribution were also
classically samplable, then given a quantum algorithm Q solving a search prob-
lem R, we could approximate Q’s output distribution using a classical computer,
and thereby solve R classically as well. For the second and third implications,
every promise problem is also a search problem (with solution set Ax ⊆ {0, 1}),
and every language decision problem is also a promise problem (with the empty
promise).

So the interesting part concerns the possible implications in the “other” di-
rection. For example, could it be the case that BPP = BQP, yet PromiseBPP �=
PromiseBQP? Not only is this a formal possibility, but it does not even seem
absurd, when we consider that

(1) the existing candidates for languages in BQP \ BPP (for example, decision
versions of the factoring and discrete log problems [7]) are all extremely
“special” in nature, but

(2) PromiseBQP contains the “general” problem of estimating the acceptance
probability of an arbitrary quantum circuit.

A second example of a difficult and unsolved meta-question is whether
PromiseBPP=PromiseBQP implies SampP=SampBQP. Translated into “physics
language,” the question is this: suppose we had an efficient classical algorithm to
estimate the expectation value of any observable in quantum mechanics. Would
that imply an efficient classical algorithm to simulate any quantum experiment,
in the sense of sampling from a probability distribution close to the one quantum
mechanics predicts?

1.2 Our Results

This paper shows that two of the four types of problem discussed above—namely,
sampling problems and search problems—are “equivalent” in a very non-obvious
sense. Specifically, given any sampling problem S, we will construct a search
problem R = RS such that, if C is any “reasonable” model of computation, then
S is in SampC (the sampling version of C) if and only if R is in FC (the search
version of C). Here is a more formal statement of the result:

Theorem 1 (Sampling/Searching Equivalence Theorem). Let S be any
sampling problem. Then there exists a search problem RS such that

(i) If O is any oracle for S, then RS ∈ FBPPO.
(ii) If B is any probabilistic Turing machine solving RS, then S ∈ SampPB.

(Importantly, the same search problem RS works for all O and B.)

As one application, we show that the “obvious” implication SampP=SampBQP
=⇒ FBPP = FBQP can be reversed:

Theorem 2. FBPP = FBQP if and only if SampP = SampBQP. In other words,
classical computers can efficiently solve every FBQP search problem, if and only if
they can approximately sample the output distribution of every quantum circuit.
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As a second application (which was actually the original motivation for this
work), we extend a recent result of Aaronson and Arkhipov [1]. These authors
gave a sampling problem that is solvable using a simple linear-optics experiment
(so in particular, in SampBQP), but is not solvable efficiently by a classical
computer under a plausible complexity assumption. More formally, consider
the following problem, called |GPE|2 (the GPE stands for Gaussian Permanent
Estimation):

Problem 5 (|GPE|2). Given a matrix X ∈ Cn×n of independent N (0, 1) Gaus-
sians, output a real number y such that

∣∣∣y − |Per (X)|2
∣∣∣ ≤ ε ·n!, with probability

at least 1− δ over X ∼ N (0, 1)n×n
C , in poly (n, 1/ε, 1/δ) time.

The main result of [1] is the following:

Theorem 3 ([1]). SampP = SampBQP implies |GPE|2 ∈ FBPPNP.

The central conjecture made in [1] is that |GPE|2 is #P-complete. If this is the
case, then SampP = SampBQP would imply P#P = BPPNP, which in turn would
imply PH = BPPNP by Toda’s Theorem. Or to put it differently: we could rule
out a polynomial-time classical algorithm to sample the output distribution of a
quantum computer, under the sole assumption that the polynomial hierarchy is
infinite.

Now, by using Theorem 2 from this paper, we can deduce, in a completely
“automatic” way, that the counterpart of Theorem 3 must hold with search
problems in place of sampling problems:

Corollary 1. FBPP = FBQP implies |GPE|2 ∈ FBPPNP. So in particular, if
|GPE|2 is #P-complete and PH is infinite, then FBPP �= FBQP.

1.3 Proof Overview

Let us explain the basic difficulty we need to overcome to prove Theorem 1.
Given a probability distribution Dx over {0, 1}poly(n), we want to define a set
Ax ⊆ {0, 1}poly(n), such that the ability to find an element of Ax is equivalent to
the ability to sample from Dx. At first glance, such a general reduction seems
impossible. For let R = {Ax}x be the search problem in which the goal is to
find an element of Ax given x. Then consider an oracle O that, on input x,
returns the lexicographically first element of Ax. Such an oracle O certainly
solves R, but it seems useless if our goal is to sample uniformly from the set Ax

(or indeed, from any other interesting distribution related to Ax).
Our solution will require going outside the black-box reduction paradigm.

In other words, given a sampling problem S = {Dx}x, we do not show that
S ∈ SampPO, whereO is any oracle that solves the corresponding search problem
RS . Instead, we use the fact that O is computed by a Turing machine. We then
define RS in such a way that O must return, not just any element in the support
of Dx, but an element with near-maximal Kolmogorov complexity.
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The idea here is simple: if a Turing machine B is probabilistic, then it can
certainly output a string y with high Kolmogorov complexity, by just generating
y at random. But the converse also holds: if B outputs a string y with high Kol-
mogorov complexity, then y must have been generated randomly. For otherwise,
the code of B would constitute a succinct description of y.

Given any set A ⊆ {0, 1}n, it is not hard to use the above “Kolmogorov trick”
to force a probabilistic Turing machine B to sample almost-uniformly from A.
We simply ask B to produce k samples y1, . . . , yk ∈ A, for some k = poly (n),
such that the tuple 〈y1, . . . , yk〉 has Kolmogorov complexity close to k log2 |A|.
Then we output yi for a uniformly random i ∈ [k].

However, one can also generalize the idea, to force B to sample from an arbi-
trary distribution D, not necessarily uniform. One way of doing this would be to
reduce to the uniform case, by dividing the support of D into poly (n) “buckets,”
such that D is nearly-uniform within each bucket, and then asking B to output
Kolmogorov-random elements in each bucket. In this paper, however, we will
follow a more direct approach, which exploits the beautiful known connection
between Kolmogorov complexity and Shannon information. In particular, we
will use the notion of a universal randomness test from algorithmic information
theory [5,3]. Let U be the “universal prior,” in which each string y ∈ {0, 1}∗
occurs with probability proportional to 2−K(y), where K (y) is the prefix-free
Kolmogorov complexity of y. Then given any computable distribution D and
fixed string y, the universal randomness test provides a way to decide whether
y was “plausibly drawn from D,” by considering the ratio PrD [y] / PrU [y]. The
main technical fact we need to prove is simply that such a test can be applied in
our complexity-theoretic context, where we care (for example) that the number
of samples from D scales polynomially with the inverses of the relevant error
parameters.

From one perspective, our result represents a surprising use of Kolmogorov
complexity in the seemingly “distant” realm of polynomial-time reductions. Let
us stress that we are not using Kolmogorov complexity as just a technical conve-
nience, or as shorthand for a counting argument. Rather, Kolmogorov complex-
ity seems essential even to define a search problem RS with the properties we
need. From another perspective, however, our use of Kolmogorov complexity
is close in spirit to the reasons why Kolmogorov complexity was defined and
studied in the first place! The whole point, after all, is to be able to talk about
the “randomness of an individual object,” without reference to any distribution
from which the object was drawn. And that is exactly what we need, if we want
to achieve the “paradoxical” goal of sampling from a distribution, using an oracle
that is guaranteed only to output a fixed string y with specified properties.

2 Preliminaries

2.1 Sampling and Search Problems

We first formally define sampling problems, as well as the complexity classes
SampP and SampBQP.
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Definition 1 (Sampling Problems, SampP, and SampBQP). A sampling
problem S is a collection of probability distributions (Dx)x∈{0,1}∗ , one for each in-

put string x ∈ {0, 1}n, where Dx is a distribution over {0, 1}p(n), for some fixed
polynomial p. Then SampP is the class of sampling problems S = (Dx)x∈{0,1}∗ for
which there exists a probabilistic polynomial-time algorithm B that, given

〈
x, 01/ε

〉
as input, samples from a probability distribution Cx such that ‖Cx −Dx‖ ≤ ε.
SampBQP is defined the same way, except that B is a quantum algorithm rather
than a classical one.

Let us also define search problems, as well as the complexity classes FBPP and
FBQP.

Definition 2 (Search Problems, FBPP, and FBQP). A search problem R
is a collection of nonempty sets (Ax)x∈{0,1}∗ , one for each input string x ∈
{0, 1}n, where Ax ⊆ {0, 1}p(n) for some fixed polynomial p. Then FBPP is the
class of search problems R = (Ax)x∈{0,1}∗ for which there exists a probabilistic
polynomial-time algorithm B that, given an input x ∈ {0, 1}n together with 01/ε,
produces an output y such that

Pr [y ∈ Ax] ≥ 1− ε,

where the probability is over B’s internal randomness. FBQP is defined the same
way, except that B is a quantum algorithm rather than a classical one.

2.2 Algorithmic Information Theory

We now review some basic definitions and results from the theory of Kolmogorov
complexity. Recall that a set of strings P ⊂ {0, 1}∗ is called prefix-free if no
x ∈ P is a prefix of any other y ∈ P .

Definition 3 (Kolmogorov complexity). Fix a universal Turing machine
U , such that the set of valid programs of U is prefix-free. Then K (y), or the
prefix-free Kolmogorov complexity of y, is the minimum length of a program x
such that U (x) = y. We can also define the conditional Kolmogorov complexity
K (y|z), as the minimum length of a program x such that U (〈x, z〉) = y.

We are going to need two basic lemmas that relate Kolmogorov complexity to
standard information theory, and that can be found in the book of Li and Vitányi
[5] for example. The first lemma follows almost immediately from Shannon’s
noiseless channel coding theorem.

Lemma 1. Let D = {px} be any computable distribution over strings, and let x
be any element in the support of D. Then

K (x) ≤ log2

1
px

+ K (D) + O (1) ,

where K (D) represents the length of the shortest program to sample from D. The
same holds if we replace K (x) and K (D) by K (x|y) and K (D|y) respectively,
for any fixed y.
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The next lemma follows from a counting argument.

Lemma 2 ([5]). Let D = {px} be any distribution over strings (not necessarily
computable). Then there exists a universal constant b such that

Pr
x∼D

[
K (x) ≥ log2

1
px
− c

]
≥ 1− b

2c
.

The same holds if we replace K (x) by K (x|y) for any fixed y.

2.3 Information Theory

This section reviews some basic definitions and facts from information theory.
Let A = {px}x and B = {qx}x be two probability distributions over [N ]. Then
recall that the variation distance between A and B is defined as

‖A− B‖ :=
1
2

N∑
x=1

|px − qx| ,

while the KL-divergence is

DKL (A||B) :=
N∑

x=1

px log2

px

qx
.

The variation distance and the KL-divergence are related as follows:

Proposition 1 (Pinsker’s Inequality). ‖A − B‖ ≤√2DKL (A||B).

We will also need a fact about KL-divergence that has been useful in the study of
parallel repetition, and that can be found (for example) in a paper by Rao [6].

Proposition 2 ([6]). Let R be a distribution over [N ]k, with marginal distri-
bution Ri on the ith coordinate. Let D be a distribution over [N ]. Then

k∑
i=1

DKL (Ri||D) ≤ DKL

(R||Dk
)

3 Main Result

Let S = {Dx}x be a sampling problem. Then our goal is to construct a search
problem R = RS = {Ax}x that is “equivalent” to S. Given an input of the form〈
x, 01/δ

〉
, the goal in the search problem will be to produce an output Y such

that Y ∈ Ax,δ, with success probability at least 1− δ. The running time should
be poly (n, 1/δ).

Fix an input x ∈ {0, 1}n, and let D := Dx be the corresponding probability
distribution over {0, 1}m. Let py := PrD [y] be the probability of y. We now
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define the search problem R. Let N := m/δ2.1, and let Y = 〈y1, . . . , yN 〉 be an
N -tuple of m-bit strings. Then we set Y ∈ Ax,δ if and only if

log2

1
py1 · · · pyN

≤ K (Y | x, δ) + β,

where β := 1 + log2 1/δ.
The first thing we need to show is that any algorithm that solves the sampling

problem S also solves the search problem R with high probability.

Lemma 3. Let C = Cx be any distribution over {0, 1}m such that ‖C − D‖ ≤ ε.
Then

Pr
Y ∼CN

[Y /∈ Ax,δ] ≤ εN +
b

2β
.

Proof. We have

Pr
Y ∼CN

[Y /∈ Ax,δ] ≤ Pr
Y ∼DN

[Y /∈ Ax,δ] +
∥∥CN −DN

∥∥ ≤ Pr
Y ∼DN

[Y /∈ Ax,δ] + εN.

So it suffices to consider a Y drawn from DN . By Lemma 2,

Pr
Y ∼DN

[
K (Y | x, δ) ≥ log2

1
py1 · · · pyN

− β

]
≥ 1− b

2β

Therefore
Pr

Y ∼DN
[Y /∈ Ax,δ] ≤ b

2β
,

and we are done.

The second thing we need to show is that any algorithm that solves the search
problem R also samples from a distribution that is close to D in variation
distance.

Lemma 4. Let B be a probabilistic Turing machine, which given input
〈
x, 01/δ

〉
outputs an N -tuple Y = 〈y1, . . . , yN〉 of m-bit strings. Suppose that

Pr
[
B
(
x, 01/δ

)
∈ Ax,δ

]
≥ 1− δ,

where the probability is over B’s internal randomness. Let R = Rx be the
distribution over outputs of B (x), and let C = Cx be the distribution over {0, 1}m
that is obtained by from R by choosing one of the yi’s uniformly at random. Then
there exists a constant QB, depending on B, such that

‖C − D‖ ≤ δ + QB

√
β

N
.

Proof. Let R′ be a distribution that is identical to R, except that we condition
on B

(
x, 01/δ

) ∈ Ax,δ. Then by hypothesis, ‖R −R′‖ ≤ δ. Now let R′
i be the

marginal distribution of R′ on the ith coordinate, and let
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C′ =
1
N

N∑
i=1

R′
i

be the distribution over {0, 1}m that is obtained from R′ by choosing one of the
yi’s uniformly at random. Then clearly ‖C − C′‖ ≤ δ as well. So by the triangle
inequality,

‖C − D‖ ≤ ‖C − C′‖+ ‖C′ −D‖ ≤ δ + ‖C′ −D‖ ,
and it suffices to upper-bound ‖C′ −D‖.

Let qY := PrR′ [Y ]. Then by Lemma 1,

K (Y | x, δ) ≤ log2

1
qY

+ K (R′) + O (1)

for all Y ∈ ({0, 1}m)N . Also, since Y ∈ Ax,δ, by assumption we have

log2

1
py1 · · · pyN

≤ K (Y | x, δ) + β.

Combining,

log2

1
py1 · · · pyN

≤ log2

1
qY

+ K (R′) + O (1) + β.

This implies the following upper bound on the KL-divergence:

DKL

(R′||DN
)

=
∑

Y ∈({0,1}m)N

qY log2

qY

py1 · · · pyN

≤ max
Y

log2

qY

py1 · · · pyN

≤ K (R′) + O (1) + β.

So by Proposition 2,

N∑
i=1

DKL (R′
i||D) ≤ DKL

(R′||DN
) ≤ K (R′) + O (1) + β,

and by Proposition 1,

1
2

N∑
i=1

‖R′
i −D‖2 ≤ K (R′) + O (1) + β.

So by Cauchy-Schwarz,

N∑
i=1

‖R′
i −D‖ ≤

√
N (2β + 2K (R′) + O (1)).
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Hence

‖C′ −D‖ ≤
√

2β + 2K (R′) + O (1)
N

,

and

‖C − D‖ ≤ ‖C − C′‖+ ‖C′ −D‖ ≤ δ +

√
2β + 2K (R′) + O (1)

N
≤ δ + QB

√
β

N
,

for some constant QB depending on B.

By combining Lemmas 3 and 4, we can now prove Theorem 1: that for any
sampling problem S = (Dx)x∈{0,1}∗ (where Dx is a distribution over m = m (n)-
bit strings), there exists a search problem RS = (Ax)x∈{0,1}∗ that is “equivalent”
to S in the following two senses.

(i) Let O be any oracle that, given
〈
x, 01/ε, r

〉
as input, outputs a sample from

a distribution Cx such that ‖Cx −Dx‖ ≤ ε, as we vary the random string r.
Then RS ∈ FBPPO.

(ii) Let B be any probabilistic Turing machine that, given
〈
x, 01/δ

〉
as input,

outputs a Y ∈ ({0, 1}m)N such that Y ∈ Ax,δ with probability at least 1−δ.
Then S ∈ SampPB.

Proof (Proof of Theorem 1 (Sampling/Searching Equivalence Theorem)). For
part (i), given an input

〈
x, 01/δ

〉
, suppose we want to output an N -tuple Y =

〈y1, . . . , yN〉 ∈ ({0, 1}m)N such that Y ∈ Ax,δ, with success probability at least
1− δ. Recall that N = m/δ2.1. Then the algorithm is this:

(1) Set ε := δ
2N = δ3.1

2m .
(2) Call O on inputs

〈
x, 01/ε, r1

〉
, . . . ,

〈
x, 01/ε, rN

〉
, where r1, . . . , rN are inde-

pendent random strings, and output the result as Y = 〈y1, . . . , yN〉.
Clearly this algorithm runs in poly (n, 1/δ) time. Furthermore, by Lemma 3,

its failure probability is at most

εN +
b

2β
≤ δ.

For part (ii), given an input
〈
x, 01/ε

〉
, suppose we want to sample from a

distribution Cx such that ‖Cx −Dx‖ ≤ ε. Then the algorithm is this:

(1) Set δ := ε/2, so that N = m/δ2.1 = Θ
(
m/ε2.1

)
.

(2) Call B on input
〈
x, 01/δ

〉
, and let Y = 〈y1, . . . , yN〉 be B’s output.

(3) Choose i ∈ [N ] uniformly at random, and output yi as the sample from Cx.

Clearly this algorithm runs in poly (n, 1/ε) time. Furthermore, by Lemma 4
we have

‖Cx −Dx‖ ≤ δ + QB

√
β

N
≤ ε

2
+ QB

√
ε2.1 (2 + log 1/ε)

m
,

for some constant QB depending only on B. So in particular, there exists a con-
stant CB such that ‖Cx −Dx‖ ≤ ε for all m ≥ CB. For m < CB , we can simply
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hardwire a description of Dx for every x into the algorithm (note that the al-
gorithm can depend on B; we do not need a single algorithm that works for all
B’s simultaneously).

In particular, Theorem 1 means that S ∈ SampP if and only if RS ∈ FBPP, and
likewise S ∈ SampBQP if and only if RS ∈ FBQP, and so on for any model of
computation that is “below recursive” (i.e., simulable by a Turing machine) and
has the extremely simple closure properties used in the proof.

3.1 Implication for Quantum Computing

We now apply Theorem 1 to prove Theorem 2, that SampP = SampBQP if and
only if FBPP = FBQP.

Proof (Proof of Theorem 2). First, suppose SampP = SampBQP. Then consider
a search problem R = (Ax)x in FBQP. By assumption, there exists a polynomial-
time quantum algorithm Q that, given

〈
x, 01/δ

〉
as input, outputs a y such that

y ∈ Ax with probability at least 1− δ. Let Dx,δ be the probability distribution
over y’s output by Q on input

〈
x, 01/δ

〉
. Then to solve R in FBPP, clearly it

suffices to sample approximately from Dx,δ in classical polynomial time. But we
can do this by the assumption that SampP = SampBQP.4

Second, suppose FBPP = FBQP. Then consider a sampling problem S in
SampBQP. By Theorem 1, we can define a search counterpart RS of S, such
that

S ∈ SampBQP =⇒ RS ∈ FBQP =⇒ RS ∈ FBPP =⇒ S ∈ SampP.

Hence SampP = SampBQP.

Theorem 2 is easily seen to relativize: for all oracles A, we have SampPA =
SampBQPA if and only if FBPPA = FBQPA. (Of course, when proving a rela-
tivized version of Theorem 1, we have to be careful to define the search problem
RS using Kolmogorov complexity for Turing machines with A-oracles.)

4 Extensions and Open Problems

4.1 Equivalence of Sampling and Decision Problems?

Perhaps the most interesting question we leave open is whether any nontriv-
ial equivalence holds between sampling (or search) problems on the one hand,
and decision or promise problems on the other. One way to approach this
question is as follows: does there exist a sampling problem S that is prov-
ably not equivalent to any decision problem, in the sense that for every lan-
guage L ⊆ {0, 1}∗, either S /∈ SampPL, or else there exists an oracle O solving

4 As mentioned in Section 1, the same argument shows that SampP = SampBQP (or
equivalently, FBPP = FBQP) implies BPP = BQP. However, the converse is far
from clear: we have no idea whether BPP = BQP implies SampP = SampBQP.
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S such that L /∈ BPPO? What if we require the oracle O to be computable? As
far as we know, these questions are open.

One might object that, given any sampling problem S, it is easy to define a lan-
guage LS that is “equivalent” to S, using standard Turing-machine enumeration
tricks. Even more vacuously, one could ensure ensure S ∈ SampP ⇐⇒ LS ∈ P
in the following “tautological” way:

“Take LS to be the empty language if S ∈ SampP, or an EXP-complete
language if S /∈ SampP!”

In our view, the problem with both of these approaches is that they fail to reduce
the sampling problem S to the language LS or vice versa. Of course, Theorem 1
did not quite reduce S to the search problem RS either. However, Theorem 1
came “close enough” to giving a reduction that we were able to use it to derive
interesting consequences for complexity theory, such as SampP = SampBQP if
and only if FBPP = FBQP. If we attempted to prove similar consequences
using a language LS like the one above, then we would end up with a different
language LS , depending on whether our starting assumption was S ∈ SampP,
S ∈ SampBQP, or some other assumption. By contrast, Theorem 1 constructed
a single search problem RS that is equivalent to S in the classical model, the
quantum model, and every other “reasonable” computational model.

4.2 Was Kolmogorov Complexity Necessary?

Could we have proved Theorem 1 without using Kolmogorov complexity or any-
thing like it? One way to formalize this question is as follows: does there exist a
sampling problem S such that, for every search problem R, either there exists an
oracle O solving S such that R /∈ FBPPO, or there exists an oracle O solving R
such that S /∈ SampPO? Notice that, if R is the search problem from Theorem 1,
then the latter oracle (if it exists) must be uncomputable. Thus, we are essentially
asking whether the computability assumption in Theorem 1 was necessary.

4.3 From Search Problems to Sampling Problems

Theorem 1 showed how to take any sampling problem S, and define a search
problem R = RS that is equivalent to S. Can one go the other direction? That
is, given a search problem R, can one define a sampling problem S = SR that is
equivalent to R? The following theorem is the best we were able to find in this
direction.

Theorem 4. Let R = (Ax)x be any search problem. Then there exists a sam-
pling problem SR = {Dx}x that is “almost equivalent” to R, in the following
senses.

(i) If O is any oracle solving SR, then R ∈ FBPPO.
(ii) If B is any probabilistic Turing machine solving R, then there exists a con-

stant ηB > 0 such that a SampPB machine can sample from a probability
distribution Cx with ‖Cx −Dx‖ ≤ 1− ηB.
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We see it as an interesting problem whether Theorem 4 still holds with the
condition ‖Cx −Dx‖ ≤ 1− ηB replaced by ‖Cx −Dx‖ ≤ ε (in other words, with
SR ∈ SampPB).

4.4 Making the Search Problem Checkable

One obvious disadvantage of Theorem 1 is that the search problem R = (Ax)x

is defined using Kolmogorov complexity, which is uncomputable. In particular,
there is no algorithm to decide whether y ∈ Ax. However, it is not hard to fix
this problem, by replacing the Kolmogorov complexity with the time-bounded
or space-bounded Kolmogorov complexities in our definition of R. The price is
that we then also have to assume a complexity bound on the Turing machine B
in the statement of Theorem 1. In more detail:

Theorem 5. Let S be any sampling problem, and let f be a time-constructible
function. Then there exists a search problem RS = (Ax)x such that

(i) If O is any oracle solving S, then RS ∈ FBPPO.
(ii) If B is any BPTIME (f (n)) Turing machine solving RS, then S ∈ SampPB.
(iii) There exists a SPACE

(
f (n) + nO(1)

)
algorithm to decide whether y ∈ Ax,

given x and y.

In Theorem 5, how far can we decrease the computational complexity of RS? It
seems unlikely that one could check in NP (or NTIME

(
f (n) + nO(1)

)
) whether

y ∈ Ax, for a search problem RS = {Ax}x equivalent to S, but can we give
formal evidence against this possibility?
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Towards a Complexity Theory of Randomized

Search Heuristics: Ranking-Based Black-Box
Complexity
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Abstract. Randomized search heuristics are a broadly used class of
general-purpose algorithms. Analyzing them via classical methods of the-
oretical computer science is a growing field. A big step forward would
be a useful complexity theory for such algorithms. We enrich the two
existing black-box complexity notions due to Wegener and other authors
by the restrictions that not actual objective values, but only the relative
quality of the previously evaluated solutions may be taken into account
by the algorithm. Many randomized search heuristics belong to this class
of algorithms. We show that the new ranking-based model gives more re-
alistic complexity estimates for some problems, while for others the low
complexities of the previous models still hold.

1 Introduction

Randomized search heuristics are general purpose algorithms to solve optimiza-
tion problems. They include fancy approaches like evolutionary algorithms and
ant colony optimization, but also classical approaches like random search or
randomized hill-climbers.

In practice, randomized search heuristics often are surprisingly successful (and
thus extensively used). They have the additional advantage that not too much
understanding of the optimization problem at hand is needed, and that once
implemented, they can easily be re-used for similar problems.

One of the difficulties in using such heuristics is that it is very hard to pre-
dict which problems are easy for a suitable heuristic and which are generally
intractable for randomized search heuristics. There has been some theoretical
work in the last 20 years, pioneered by the work of Ingo Wegener.

This work mostly lead to results for particular problems and particular heuris-
tics, many of which disproved what was common believe of practitioner in this
area. For example, Horn, Goldberg, and Deb [HGD94] showed that there are
unimodal functions f : {0, 1}n → R (that is, each search point x ∈ {0, 1}n apart
from the optimum has a Hamming neighbor with strictly better f -value) such
that many commonly used search heuristics need time exponential in n to find
the optimum of f .
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Still, for a broader understanding of what are easy and difficult problems, a
complexity theory similar to what exists in classical algorithmics would be highly
desirable, also for randomized search heuristics. The seminal paper by Droste,
Jansen, and Wegener [DJW06], introducing the so-called black-box model, ap-
pears to be the first attempt to start such a complexity theory in the randomized
search heuristics community. Earlier related work exists, e.g., [LTT89], [HK78],
and [Ald83].

The paradigm that randomized search heuristics should ideally be problem-
independent implies that the only way a randomized search heuristics can obtain
problem-specific information is by evaluating a solution candidate. This evalua-
tion is done by an oracle that returns the objective value, but reveals no further
information on the objective function. An algorithms that has no access to the ob-
jective function (and thus the optimization problem to be solved) other than by
querying the objective value from such an oracle, is called a black-box algorithm.

Given a class of functions F , Droste et al. define the black-box complexity of
F to be the the minimum (taken over all black-box algorithms) expected number
of function evaluations needed to optimize any function f ∈ F (minimum worst-
case runtime). This number, naturally, is a lower bound on the run time of any
randomized search heuristics for the class F , including evolutionary algorithms,
ant colony approaches, simulated annealing, et cetera.

Unfortunately, it turned out that allowing all black-box algorithms leads to
sometimes unexpectedly small complexities (obtained by not very sensible algo-
rithms). As a trivial example, note that the black-box complexity of any class
of functions F = {f} consisting just of a single objective function, is one —
as certified by the algorithm that simply queries the optimum of f . This and
further examples suggest that a restriction of the class of algorithms might lead
to more meaningful results.

A major step towards this direction is the work by Lehre and Witt [LW10].
They introduce a so-called unbiased black-box model, which, among other restric-
tions, requires that all search points queried by the algorithms must be obtained
from previous or random search points by so-called unbiased variation operators,
see Section 2 for the full details. This in particular restricts an unwanted use of
knowledge on the function class F . It also leads to a lower bound of Ω(n log n)
for the complexity of all single-element classes F = {f}, f having a unique global
optimum, when only unary operators are allowed. This is, indeed, the typical run
time of simple search heuristics like randomized hill-climbers on simple function
classes like monotone functions.

In this work, we shall argue that the unbiased model of Lehre and Witt is
still not restrictive enough. Let f : {0, 1}n → R, x �→∑n

i=1 2i−1xi be the binary-
value function of the bit-string x. Let F be the the class of functions consisting of
f and all functions obtained from f by permuting the order of the bit positions
and by flipping the meaning of the values of some bit-positions. Then, as we shall
show in this paper, the unbiased black-box complexity of F is only �log2 n�+ 2.
The corresponding algorithm (see Section 5) heavily exploits particular objective
values which it learns from its queries.
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This is what most randomized search heuristics do not do. They typically
only use the objective values to compare search points. We define the black-
box complexity notion referring to this paradigm by allowing the algorithms to
only exploit the relative ranking of the search points queried so far. In other
words, throughout the optimization the algorithms knows for any two already
queried search points x and y no more than whether f(x) < f(y), f(x) = f(y)
or f(x) > f(y). In particular, it does not know the true values of f(x) and f(y).
Still, this model captures many commonly used randomized search heuristics.

We show that our proposed model solves some drawbacks of the previous
models. For example, for the binary-value function class introduced above, this
ranking-based black-box complexity is of order Θ(n) instead of only O(log n)
without the ranking restriction. In the Θ(n) statement, the lower bound proof
is clearly the more interesting one. The upper bound is easily verified by a
simple hill-climber that, in arbitrary order, changes a single bit-value of the
current solution and accepts the new solution if it is better than the previous
one. In summary, we see that for this function class, the ranking-based black-box
complexity seems to give us a more useful complexity measure than the previous
approaches.

We also analyze a second class commonly regarded in this context. Let F be
the class of all (so-called onemax-) functions fz : {0, 1}n → R;x �→ n − ‖x −
z‖1, z ∈ {0, 1}. Hence, fz(x) is just the number of bit positions x and z agree
on. Here, all previous black-box models showed a complexity of Θ(n/ log n),
which again is sightly smaller than what one would expect. The proofs of these
results again heavily exploit that the oracle returns the precise fitness value.
In spite of this, we still find a black-box algorithm in our ranking-based model
that solves the problem with Θ(n/ log n) queries. We are currently not sure
if this should be interpreted in the way that this function class is easier to
optimize, or in the way that the ranking-based model still allows too powerful
algorithms.

Though we claim that in this paper we introduce ranking-based black-box
complexity, the work by Droste et al. [DJW06] implicitly contains a result on
this as well. Droste et al. give a lower bound of Ω(n/ log(n)) for the unre-
stricted black-box complexity of the class of all functions g ◦ f , where g : R→ R
is strictly monotone increasing and f is a binary-value function. As we argue
later, ranking-based complexity is the same as classical complexity after allow-
ing arbitrary strictly monotone perturbations of the objective values. For this
reason, Droste et al. implicitly show that the ranking-based black-box com-
plexity of the binary-value functions is Ω(n/ log n), which we now improve to
the sharp bound of Ω(n). Via the same argumentation, the conference ver-
sion [DJTW03] of [DJW06] also shows that the ranking-based complexity of
the leadingones class (defined in Section 6) is between n/2−o(n) and n+1. Our
lower-bound proof for the binary-value class also applies to this class, improving
the lower bound from n/2−o(n) to n−2, which is sharp apart from the additive
term.
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2 Notation and Previous Black-Box Models

In this section, we give a brief overview of two previous black-box models, the
unrestricted black-box model by Droste, Jansen and Wegener [DJW06] and the
more recent unbiased black-box model by Lehre and Witt [LW10].

Let us first fix the notations used frequently throughout the paper.

2.1 Notation

The positive integers are denoted by N. For k ∈ N, we abbreviate [k] :=
{1, . . . , k}. Similarly, we define [0..k] := [k] ∪ {0}. For k, � ∈ N we write
[k ± �] := [k − �, k + �] ∩ Z.

Let n ∈ N. For a bit string x = x1 . . . xn ∈ {0, 1}n, we denote by x̄ the bitwise
complement of x (i.e., for all j ≤ n we have x̄j = 1− xj).

If x, y ∈ {0, 1}n, we obtain the bit string x ⊕ y by setting, for each j ∈ [n],
(x⊕y)i := 1 if xi �= yi and (x⊕y)i := 0 if xi = yi. That is, ⊕ denotes the bitwise
exclusive-or. We use the shorthand |x|1 for the number of ones in the bit string
x, i.e., |x|1 =

∑n
i=1 xi.

If f is a function and S a set, we write f(S) := {f(s) ; s ∈ S}. We write idS

for the identity function of S, i.e., idS(s) = s for all s ∈ S. For n ∈ N, the set
Sn contains all permutations of [n]. For σ ∈ Sn and x ∈ {0, 1}n we abbreviate
σ(x) := xσ(1) . . . xσ(n).

Lastly, we denote by log the natural logarithm to base e := exp(1). If we refer
to a different base, we indicate this in the subscript, e.g., we write log2 for the
binary logarithm.

All asymptotic notation (Landau symbols, big-Oh notation) will be with re-
spect to n, which typically denotes the dimension of the search space {0, 1}n.

2.2 Unrestricted and Unbiased Black-Box Model

As mentioned in the introduction, we aim at continuing the development of a
complexity theory for randomized search heuristics. Usually, the complexity of a
problem is measured by the performance of the best algorithm out of some class
of algorithms (e.g., all those algorithms which can be implemented on a Turing
machine [GJ90], [Hro03]).

What distinguishes randomized search heuristics from classical algorithms is
that they are problem-independent. As such, the only way they obtain informa-
tion about the problem to be solved is by learning the objective value of possible
solutions (“search points”). To ensure this problem-independence, one usually
assumes that the objective function is given by an oracle or as a black-box. Using
this oracle, the algorithm may query the objective value of all possible solutions,
but any such query does only return this search point’s objective value and no
other information about the objective function.

For simplicity, we shall restrict ourselves to real-valued objective functions
defined on the set {0, 1}n of bit-strings of length n. This is motivated by the fact
that many evolutionary algorithms use such a representation.
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Naturally, we do allow that the algorithms use random decisions. From the
black-box concept, it follows that the only type of action the algorithm may
perform is, based on the objective values learned so far, deciding on a probability
distribution on {0, 1}n, sampling a search point x ∈ {0, 1}n according to this
distribution, and querying its objective value from the oracle. This leads to the
scheme of Algorithm 1, which we call an unrestricted black-box algorithm.

As performance measure of a black-box algorithm we take the number of
queries to the oracle performed by the algorithm until it first queries an opti-
mal solution. We call this the run time, or optimization time, of the black-box
algorithm. This is justified by the observation that in typical applications of
randomized search heuristics, the evaluation of the fitness of the search points is
more costly than the generation of new search points. Since we are mainly talking
about randomized algorithms, we regard the expected number of queries.

We can now follow the usual approach in complexity theory. Let F be a class
of real-values functions defined on {0, 1}n. The complexity of an algorithm A
for F is the maximum expected run time of A on a function f ∈ F (worst-case
run time). The complexity of F with respect to a class A of algorithms is the
minimum (“best”) complexity among all A ∈ A for F . The unrestricted black-box
complexity of F is the complexity of F with respect to the class of all black-box
algorithms. This is the black-box complexity as introduced by Droste, Jansen
and Wegener [DJW06].

Algorithm 1. Scheme of an Unrestricted Black-Box Algorithm

1 Initialization: Sample x(0) according to some probability distribution p(0) on

{0, 1}n. Query f(x(0)).
2 Optimization: for t = 1, 2, 3, . . . until termination condition met do

3 Depending on
(
(x(0), f(x(0))), . . . , (x(t−1), f(x(t−1)))

)
, choose a probability

distribution p(t) on {0, 1}n.
4 Sample x(t) according to p(t), and query f(x(t)).

It is easily seen that the class of all black-box algorithms is very powerful. For
example, for any function class F = {f} consisting of one single function, the
unrestricted black-box complexity of F is 1—the algorithm that simply queries
an optimal solution of f as first action shows this bound.

These drawbacks of the unrestricted black-box model inspired Lehre and
Witt [LW10] to introduce a more restrictive black-box model, where algorithms
may generate new solution candidates only from random or previously generated
search points and only by using unbiased operators. Still the model contains most
of the commonly studied search heuristics, such as many (μ +λ) and (μ, λ) evo-
lutionary algorithms, simulated annealing algorithms, the Metropolis algorithm,
and the Random Local Search algorithm.



20 B. Doerr and C. Winzen

Definition 1 (k-ary unbiased variation operator). Let k ∈ N. A k-ary un-
biased distribution D(. | y(1), . . . , y(k))y(1),...,y(k)∈{0,1}n is a family of probability
distributions over {0, 1}n such that for all inputs y(1), . . . , y(k) ∈ {0, 1}n the
following two conditions hold.

(i)∀x, z ∈ {0, 1}n : D(x | y(1), . . . , y(k)) = D(x⊕ z | y(1) ⊕ z, . . . , y(k) ⊕ z) and

(ii)∀x ∈ {0, 1}n ∀σ ∈ Sn : D(x | y(1), . . . , y(k)) = D(σ(x) | σ(y(1)), . . . , σ(y(k))) .

We refer to the first condition as ⊕-invariance and to the second as permutation
invariance. An operator sampling from a k-ary unbiased distribution is called a
k-ary unbiased variation operator.

Note that the only 0-ary unbiased distribution over {0, 1}n is the uniform one. 1-
ary, also called unary operators are sometimes referred to as mutation operators,
in particular in the field of evolutionary computation. 2-ary, also called binary
operators are often referred to as crossover operators. If we allow arbitrary arity,
we call the corresponding model the ∗-ary unbiased black-box model.

k-ary unbiased black-box algorithms can now be described via the scheme
of Algorithm 2. The k-ary unbiased black-box complexity of some class of func-
tions F is the complexity of F with respect to all k-ary unbiased black-box
algorithms.

Algorithm 2. Scheme of a k-ary Unbiased Black-Box Algorithm

1 Initialization: Sample x(0) ∈ {0, 1}n uniformly at random and query f(x(0)).
2 Optimization: for t = 1, 2, 3, . . . until termination condition met do

3 Depending on
(
f(x(0)), . . . , f(x(t−1))

)
choose up to k indices

i1, . . . , ik ∈ [t − 1] and a and a k-ary unbiased distribution
D(. | x(i1), . . . , x(ik)).

4 Sample x(t) according to D(. | x(i1), . . . , x(ik)) and query f(x(t)).

Note that for all k ≤ � each k-ary unbiased black-box algorithm is contained
in the �-ary unbiased black-box model.

Lehre and Witt [LW10] proved, among other results, that all functions with a
single global optimum have a unary unbiased black-box complexity of Ω(n log n).
For several standard test problems this bound is met by different unary random-
ized search heuristics, such as the (1 + 1) EA or the Random Local Search algo-
rithm. Recall that, as pointed out above, the unrestricted black-box complexity
of any such function is 1. For results on higher arity models refer to the work of
Doerr et al. [DJK+10].

3 The Ranking-Based Black-Box Model

It has been commented by Hansen [Han10] that many standard randomized
search heuristics do not take advantage of knowing the exact objective values.
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Rather, they create new search points based on the relative objective values of
previously queried search points. That is, after having queried t fitness values
f(x(1)), . . . , f(x(t)), they rank the corresponding search points x(1), . . . , x(t) ac-
cording to their relative fitness. The selection of input individuals x(i1), . . . , x(ik)

for the next variation operator is based solely on this ranking. We define ranking
as follows.

Definition 2. Let S be a set, let f : S → R be a function, and let C be a
subset of S. The ranking ρ of C with respect to f assigns to each element c ∈ C
the number of elements in C with a smaller f -value plus 1, formally, ρ(c) :=
1 + |{c′ ∈ C ; f(c′) < f(c)}|.
Note that two elements with the same f -value are assigned the same ranking.

As discussed above, many randomized search heuristics do only use the rank-
ing of the search points seen so far. Therefore, we restrict the two black-box
models which we introduced in the previous section to black-box algorithms
that use no other information than this ranking.

Unrestricted Ranking-Based Black-Box Model. The unrestricted ranking-
based black-box model can be described via the scheme of Algorithm 1 where
we replace the third line by “Depending on the ranking of {x(0) . . . , x(t−1)} with
respect to f , choose a probability distribution p(t) on {0, 1}n.”

Unbiased Ranking-Based Black-Box Model. For the definition of the un-
biased ranking-based model we consider the scheme of Algorithm 2 and replace
the third line by “Depending on the ranking of {x(0) . . . , x(t−1)} with respect to
f , choose up to k indices i1, . . . , ik ∈ [t − 1] and a k-ary unbiased distribution
D(. | x(i1), . . . , x(ik)).”

Both ranking-based black-box models capture many common search heuris-
tics, such evolutionary algorithms using elitist selection, ant colony optimization
algorithms, and the Random Local Search algorithm. They do not include algo-
rithms like simulated annealing algorithms, threshold accepting algorithms, or
evolutionary algorithms using fitness proportional selection.

The ranking restriction in both the unrestricted and unbiased ranking-based
model can equivalently be implemented by applying an unknown strictly mono-
tone perturbation to the fitness values. That is, we assume there is a strictly
monotone function1 g : R → R unknown to the algorithm. Whenever the algo-
rithm queries a search point x, the oracle only returns g(f(x)) (instead of the
objective value f(x)). Again we adopt the worst-case view, that is, the perfor-
mance of an algorithms is the worst among all f ∈ F and all strictly monotone
functions g : R→ R.

We sometimes refer to this model as the (unrestricted or unbiased, respec-
tively) monotone black-box model. In particular for upper bound proofs, this
model is often more convenient to work with.
1 Recall that a function g : R → R is said to be strictly monotone if for all α < β we

have g(α) < g(β).
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4 Ranking-Based Black-Box Complexity of OneMax

A classical easy test function in the theory of randomized search heuristics is
the function OneMax, which simply counts the number of 1-bits, OneMax(x)
=
∑n

i=1 xi. The natural generalization of this particular function to a non-trivial
class of functions is as follows.

Definition 3 (OneMax function class). For z ∈ {0, 1}n let Omz : {0, 1}n →
[0..n], x �→ Omz(x) = |{i ∈ [n] ; xi = zi}|. The string z = argmaxOmz is called
the target string of Omz. Let OneMaxn := {Omz ; z ∈ {0, 1}n} be the set of all
generalized OneMax functions.

In [DJK+10], the authors prove that the k-ary unbiased black-box complexity
of OneMaxn is O(n/ log k). The following theorem shows that we can achieve
the same bound in the (much weaker) unbiased ranking-based model.

Theorem 1. For each k ≤ n, the k-ary unbiased ranking-based black-box com-
plexity of OneMaxn is O(n/ log k).

For k = Θ(n) this statement is asymptotically optimal since already for the
unrestricted black-box complexity a lower bound of Ω(n/ log n) has been shown
by Anil and Wiegand [AW09].

The proof of Theorem 1 is quite technical. Due to space limitations, we only
present a short overview here. Full proofs can be found in [DW11].

The main point of the proof is showing that the statement holds for k = n.
We then generalize this case for arbitrary values of k. To this end, we derive
from the case k = n that one can independently optimize blocks of length k
in O(k/ log k) iterations, using k-ary unbiased variation operators only. Since
there are �n/k� such blocks of length k, the desired O(n/ log k) bound follows
by sequential optimization of these blocks.

The proof of the case k = n again is divided into several steps. In the follow-
ing description, all Greek symbols are constants and all statements hold with
probability at least 1− o(n−λ). We work in the monotone model, the unknown
monotone perturbation is denoted by g, the unknown objective function by Omz .

First, we show by simple Chernoff bound arguments that after drawing
αn/ log n samples from {0, 1}n uniformly at random, we have hit each fit-
ness value � ∈ [n

2 ± κ
√

n] at least once and that we have at least 1
2 (1 −

2e−2κ2
)αn log−1 n samples x with objective value Omz(x) ∈ [n

2 ± κ
√

n].
Recall that we have not actually seen these objective values since they are hidden
by the strictly monotone perturbation g.

Let x be a search point such that g(Omz(x)) is the median of the sampled ob-
jective values. Then Omz(x), though unknown, lies in [n

2 ± logn]. Consequently,
Omz(x̄) also lies in [n

2 ± log n]. In particular, both g(Omz(x)) and g(Omz(x̄)) lie
in the interval g

(
[n
2 ± κ

√
n]
)
, which is completely covered by the samples. Thus,

a point y with g(Omz(y)) right in the middle of g(Omz(x)) and g(Omz(x̄))
satisfies Omz(y) = n

2 . Hence, by querying g(Omz(x̄)) we exhibited one exact
Omz-value, which in turn tells us the exact Omz-values of all samples x with
g(Omz(x)) ∈ g

(
[n
2 ± κ

√
n]
)
.
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Lastly, we compute that there exists no y �= z such that Omz(x) = Omy(z)
for all samples x with Omz(x) ∈ [n

2 ±κ
√

n]. In addition, the unique target string
z can be created via an unbiased operation.

Putting everything together, we have defined an (unbiased) algorithm which
identifies and creates the target string z in αn/ logn + 2 iterations.

5 The Different Black-Box Complexities of BinaryValue

In the previous section, we have seen that the additional ranking restriction did
not increase the black-box complexity of the OneMax functions class. In this
section, we show an example where the two kinds of complexities greatly differ.
Surprisingly, another simple class of classical test functions does the job, namely
the class of generalized binary-value functions.

The binary-value function Bv is defined via Bv(x) =
∑n

i=1 2i−1xi, that is,
it assigns to each bit string its binary value. As before, we generalize this sin-
gle function to a function classes BinaryValuen (and BinaryValue∗

n), which
are the ⊕-invariant (⊕- and permutation-invariant) closure of the standard Bv
function.

In the following we denote by δ the Kronecker symbol, i.e., for any two num-
bers k, � ∈ N0 we have δ(k, �) = 1 if k = � and δ(k, �) = 0 otherwise.

Definition 4 (BinaryValue function class). For z ∈ {0, 1}n and σ ∈
Sn, we define the function Bvz,σ : {0, 1}n → N0, x �→ Bv(σ(x ⊕
z̄)) =

∑n
i=1 2i−1δ(xσ(i), zσ(i)). We set Bvz := Bvz,id[n]. We further define

the classes BinaryValuen := {Bvz ; z ∈ {0, 1}n} and BinaryValue∗
n :=

{Bvz,σ ; z ∈ {0, 1}n, σ ∈ Sn}. If f ∈ BinaryValuen (f ∈ BinaryValue∗
n),

there exist exactly one z ∈ {0, 1}n (and exactly one σ ∈ Sn) such that f = Bvz

(f = Bvz,σ). Since z = arg maxBvz (z = argmaxBvz,σ), we call z the target
string of f . Similarly, we call σ the target permutation of Bvz,σ.

We show that the unbiased black-box complexity of BinaryValue∗
n is

O(log n), cf. Theorem 2, whereas both ranking-based black-box complexities of
BinaryValuen are Θ(n), cf. Theorem 3.

Let us begin with the upper bound for the unbiased black-box complexity.

Theorem 2. The ∗-ary unbiased black-box complexity of BinaryValue∗
n (and

thus, the one of BinaryValuen) is at most �log2 n�+ 2.

The main reason why the black-box complexity of BinaryValue∗
n is much lower

than the one of OneMaxn is that each BinaryValue-function has 2n different
function values. Hence, each query reveals much more information about the
underlying objective function. The complete proof can be found in [DW11].

We devote the remainder of this section to the proof of the following result.

Theorem 3. The unrestricted ranking-based black-box complexity of
BinaryValuen and BinaryValue∗

n is larger than n− 2.
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As discussed in the introduction, Droste, Jansen, and Wegener [DJW06] implic-
itly showed a lower bound of Ω(n/ log n) for the setting of Theorem 3. Our lower
bound of n − 2 is almost tight. For the unrestricted ranking-based complexity,
[DJW06] again implicitly provide an upper bound of n + 2. For the unbiased
case, previous work by Doerr et al. [DJK+10] immediately yields the following.

Corollary 1. For all k ≥ 2, the k-ary unbiased ranking-based black-box com-
plexity of BinaryValuen and BinaryValue∗

n is at most 2n.

To derive the lower bound in Theorem 3, we employ Yao’s minimax princi-
ple [Yao77].

Theorem 4 (Yao’s Minimax Principle, formulation following [MR95]).
Let Π be a problem with a finite set I of input instances (of a fixed size) permit-
ting a finite set A of deterministic algorithms. Let p be a probability distribution
over I and q be a probability distribution over A. Then,

min
A∈A

E[T (Ip, A)] ≤ max
I∈I

E[T (I, Aq)] ,

where Ip denotes a random input chosen from I according to p, Aq a random
algorithm chosen from A according to q and T (I, A) denotes the running time
of algorithm A on input I.

We apply Yao’s minimax principle in our setting as follows. We first show that
in the ranking-based black-box model, any deterministic algorithm needs an
expected number of at least n − 2 iterations to optimize Bvz, if Bvz is taken
from BinaryValuen uniformly at random. Theorem 4 then implies that for any
randomized algorithm A there exist at least one instance Bvz ∈ BinaryValuen

such that it takes, in expectation, at least n − 2 iterations for algorithm A to
optimize Bvz . This implies Theorem 3.

The crucial observation is that when optimizing Bvz with a ranking-based
algorithms, then from t samples we cannot learn more than t − 1 bits of the
hidden bit-string z. This is easy to see for two samples x, y. If Bvz(x) > Bvz(y),
we see that xk = zk �= yk, where k := max{j ∈ [n] ; xj �= yj}, but all other bits
of z can be arbitrary. That t samples do not reveal

(
t
2

)
bits, but only t− 1, is a

consequence of the following combinatorial lemma (for the proof confer [DW11]).

Lemma 1. Let t ∈ [n] and let x(1), . . . , x(t) be t pairwise different bit strings.
For every pair (i, j) ∈ [t]2 we set �i,j := max{k ∈ [n] ; x

(i)
k �= x

(j)
k }, the largest

bit position in which x(i) and x(j) differ. Then |{�i,j ; i, j ∈ [t]}| ≤ t− 1.

We are now ready to prove Theorem 3.

Proof (of Theorem 3). It is easily seen that the set A of all deterministic algo-
rithms on BinaryValuen is finite, if we restrict our attention to those algo-
rithms which stop querying search points after the n-th iteration.

As mentioned above, we equip BinaryValuen with the uniform distribution.
Let Bvz ∈ BinaryValuen be drawn uniformly at random and let A ∈ A be
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a (deterministic) algorithm. In the following, we show that prior to the t-th
iteration, the set of still possible target strings has size at least 2n−t+1 and
that all of these target strings have the same probability to be the desired target
string (A). Consequently, the probability to query the correct bit string in the t-
th iteration, given that the algorithm has not found it in a previous iteration, is at
most 2−n+t−1. This yields that the expected number of iterations E[T (Bvz, A)]
until algorithm A queries the target string z can be bounded from below by

n∑
i=1

i · Pr[A queries z in the i-th iteration] ≥
n∑

i=1

i · 2−n+i−1

=
n∑

i=1

(n− i + 1) 2−i = (n + 1)
n∑

i=1

2−i −
n∑

i=1

i 2−i . (1)

A simple, but nonetheless very helpful observation shows

n∑
i=1

i 2−i =
n∑

i=1

2−i +
n∑

i=1

(i− 1) 2−i

= (1 − 2−n) + 2−1
n∑

i=1

(i− 1) 2−(i−1) = (1− 2−n) + 2−1
n−1∑
i=1

i 2−i ,

yielding
∑n

i=1 i 2−i = 2(1− 2−n)− n2−n = 2− (n + 2)2−n .
Plugging this into (1), we obtain

E[T (Bvz, A)] ≥ (n + 1)(1− 2−n)− (2 − (n + 2)2−n) > n− 2 .

This proves minA∈A E[T (Bvz , A)] > n− 2. Since any randomized ranking-based
black-box algorithm Ã can be modeled by randomly choosing a determinis-
tic one Aq according to a suitable distribution q and then executing the lat-
ter, Yao’s minimax principle (Theorem 4) implies maxz∈{0,1}n E[T (Bvz , Ãq)] ≥
minA∈A E[T (Bvz, A)] > n− 2. That is, the ranking-based black-box complexity
of BinaryValuen is larger than n− 2.

It remains to prove (A). Let t ≤ n and let x(1), . . . , x(t) be the search points
which have been queried by the algorithm in the first t iterations. All the algo-
rithm has learned about x(1), . . . , x(t) is the ranking of these bit strings, i.e.,
it knows for all i, j ∈ [t] whether Bvz

(
x(i)
)

> Bvz

(
x(j)
)
, or Bvz

(
x(i)
)

<

Bvz

(
x(j)
)
, or Bvz

(
x(i)
)

= Bvz

(
x(j)
)
. Note that Bvz

(
x(i)
)

= Bvz

(
x(j)
)

im-
plies x(i) = x(j). Thus, this case can be disregarded as one cannot learn any
additional information by querying the same bit string twice.

As in Lemma 1 we set, for all i, j ∈ [t], �i,j := max{k ∈ [n] ; x
(i)
k �= x

(j)
k } and

L := {�i,j ; i, j ∈ [t]}.
Let � ∈ L and let i, j ∈ [t] such that max{k ∈ [n] ; x

(i)
k �= x

(j)
k } = �. We

can fix z	 = x
(i)
	 if Bvz

(
x(i)
)

> Bvz

(
x(j)
)
, and we fix z	 = x

(j)
	 if Bvz

(
x(i)
)

<

Bvz

(
x(j)
)
. That is, we can fix |L| bits of z.
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Statement (A) follows from observing that for every single bit string z′ with
z′	 = z	 for all � ∈ L the function Bvz′ yields exactly the same ranking as Bvz .
Hence, all such z′ are possible target strings. Since there is no way to differentiate
between them, all of them are equally likely to be the desired target string.

Furthermore, it holds by Lemma 1 that |L| ≤ t− 1. This shows that, at the
end of the t-th iteration, there are at least 2n−(t−1) possible target strings. It
follows from Lemma 1 that either the algorithm has queried at most one of these
possible target strings already, or |L| < t− 1. Consequently, prior to executing
the (t + 1)-st iteration, there are at most 2n−(t−1) − 1 > 2n−t bit strings which
are equally likely to be the desired target string. This proves (A). ��
Note that already a much simpler proof, also applying Yao’s minimax principle,
shows the following general lower bound.

Theorem 5. Let F be a class of functions such that each f ∈ F has a unique
global optimum and such that for all z ∈ {0, 1}n there exists a function fz ∈ F
with z = arg max fz. Then the unrestricted ranking-based black-box complexity
of F is Ω(n/ log n).

6 Ranking-Based Black-Box Complexity of LeadingOnes

The proof ideas of the lower bound in the previous section can also be applied
to another classical class of test functions called LeadingOnes. This closes a
gap left open in [DJTW03].

For every bit string x, LeadingOnes(x) is defined to be the length of the
longest prefix of ones. As before, we define two generalized classes of Leadin-
gOnes functions.

Definition 5 (LeadingOnes function class). Let n ∈ N. For any z ∈ {0, 1}n
let Loz : {0, 1}n → N, x �→ max{i ∈ [0..n] ; xi = zi}, the length of the maximal
joint prefix of x and z. Let LeadingOnesn be the collection of all such functions,
i.e., LeadingOnesn := {Loz ; z ∈ {0, 1}n}.

For z ∈ {0, 1}n and σ ∈ Sn we set Loz,σ : {0, 1}n → N, x �→ max{i ∈
[0..n] ; xσ(i) = zσ(i)}, the maximal joint prefix of x and z with respect to σ.
The set LeadingOnes∗n contains all such functions, i.e., LeadingOnes∗n :=
{Loz,σ ; z ∈ {0, 1}n, σ ∈ Sn}.
As discussed in the last paragraph of the introduction, Droste et al. in the
conference version [DJTW03] of paper [DJW06] implicitly show that the ranking-
based black-box complexity of LeadingOnesn is at least n

2 − o(n) and at most
n + 1. Using the same methods as for BinaryValuen, we improve the lower
bound to n− 2 (noting that we did not try to optimize the additive gap of 3).

Theorem 6. The unrestricted ranking-based black-box complexity of
LeadingOnesn (and thus, the unrestricted ranking-based black-box com-
plexity of LeadingOnes∗n) is strictly larger than n− 2.
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Crucial for the proof is again the combinatorial statement of Lemma 1, from
which we concluded that after t queries we know nothing more than t − 1 bits
of the hidden bit string z. We omit the proof details.

The following remark follows easily from the proof of Theorem 14 in [DJK+10].

Remark 1. For every k ≥ 2, the k-ary unbiased ranking-based black-box com-
plexity of LeadingOnes∗n is O(n log n).

7 Conclusions

Motivated by the fact that (i) previous complexity models for randomized search
heuristics give unrealistic low complexities and (ii) that many randomized search
heuristics only compare objective values, but not regard their absolute values,
we added such a restriction to the two existing block-box models. While this
does not change the black-box complexity of the OneMax function class (this
remains relatively low at Θ(n/ log n)), we do gain an advantage for the Bi-
naryValue function class. Here the complexity is a ridiculous O(log n) with-
out the ranking restriction, but Θ(n) in the ranking-based model. We obtain
some more results improving previous work by different authors, summarized in
Table 1. All results indicate that the ranking-based black-box complexity might
be a promising measure for the hardness of problems for randomized search
heuristics.

Table 1. Black-Box Complexity of OneMax, BinaryValue, and LeadingOnes. The
lower bound for the unbiased ranking-based model also holds for the unrestricted
ranking-based model. Abbreviations: unrestr. = unrestricted, ranking-b. = ranking-
based.

Model Arity OneMax BinaryValue LeadingOnes

unrestr. n/a Ω(n/ log n) [DJW06] 2 − 2−n [DJW06] Θ(n) [DJW06]
O(n/ log n) [AW09]

unbiased 1 Θ(n log n) [LW10] Θ(n log n) [LW10] Θ(n2) [LW10]
2 ≤ k ≤ n O(n/ log k) [DJK+10] O(n) [DJK+10] O(n log n) [DJK+10]
∗ O(log n) (here) > n − 2 (here)

unbiased 2 ≤ k ≤ n O(n/ log k) (here) Θ(n) (here) O(n log n) (here)
ranking-b. ∗ > n − 2 (here)
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Abstract. Boolean functions that have constant degree polynomial rep-
resentation over a fixed finite ring form a natural and strict subclass of
the complexity class ACC0. They are also precisely the functions com-
putable efficiently by programs over fixed and finite nilpotent groups.
This class is not known to be learnable in any reasonable learning model.
In this paper, we provide a deterministic polynomial time algorithm for
learning Boolean functions represented by polynomials of constant degree
over arbitrary finite rings from membership queries, with the additional
constraint that each variable in the target polynomial appears in a con-
stant number of monomials. Our algorithm extends to superconstant but
low degree polynomials and still runs in quasipolynomial time.

1 Introduction

Understanding the computational power of computation over rings of the form
Zm, for an arbitrary composite number m, is a fundamental open problem.
A concrete and natural setting in which to explore this power is the model of
representing Boolean functions by low degree polynomials over such rings, in the
following sense [4]: an assignment to the variables is a 1 of the Boolean function
if and only if the polynomial on it evaluates to an element of a prespecified
accepting subset of the ring.

When the modulus is a prime number and the ring thus turns into a finite
field, our knowledge of representations is far better than the general case. For
instance, it is known that degree Ω(n) is required in order to represent the
Boolean function MODq by polynomials over the field Zp, when p is a prime and
q has a prime factor different from p. The stronger result that MODq remains
hard to even approximate well by such polynomials of low degree, is a key insight
in the celebrated lower bound of Razborov [22] and Smolensky [24] on the size
of bounded-depth circuits.
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In contrast, we do not even know the exact degree of the Parity function
for polynomials over Zm, as soon as m is an odd number having two distinct
prime factors. In a beautiful work, Barrington, Beigel and Rudich [4] showed
that composite moduli give non-trivial advantage to polynomials as compared
to prime moduli. More precisely, they showed that the degree of the OR and
the AND function over Zm is O

(
n1/t

)
if m has t distinct prime factors. On the

other hand, it is well known that if m is a fixed prime, then this degree is Ω(n).
This surprising construction of Barrington et al. has found diverse applications.
Indeed, Efremenko [14] recently built efficient locally decodable codes from it.
Also, Gopalan [16] shows that several previously known constructions of explicit
Ramsey graphs can all be derived from this construction.

The best known lower bounds on the composite degree of any Boolean function
is Ω(log n) (see for example [17,25,9] and the survey [13]). Proving anything
better is a tantalizingly open problem. In this work, we look at low degree
polynomials through the lens of computational learning theory. The motivation
and hope is that this approach will lead to new insights into the structure of these
polynomials, thus benefiting both the fields of learning theory and complexity
theory.

Given that we know degree lower bounds of Ω(log n), it is reasonable to hope
that we can learn functions represented by constant degree polynomials. We take
on this task in this paper in the setting where the learner is allowed to ask mem-
bership queries. The main difficulty that one faces is essentially the same that
confronts one when proving lower bounds on the degree: while computation by
the target polynomial takes place in the entire ring Zm, the information revealed
to the learner is just Boolean. That is, we learn only whether the polynomial
when evaluated on the chosen point yields an element of the unknown accepting
set. Although several equivalent low degree representations may exist for the
target concept, it is a non-trivial fact that polynomially many such queries are
able to isolate a unique function in the concept class that agrees with the an-
swers of the teacher. The computational challenge, of course, is to recognize this
unique function.

Our Result. We consider the concept class of functions that have a represen-
tation by a constant degree polynomial in which every variable appears in a
constant number of monomials. We show that this class is exactly learnable in
polynomial time from the values of the target function at all input assignments
of Hamming weight bounded by another constant. These values can be obtained,
in particular, from membership queries. Additionally, our learning algorithm is
proper in the sense that it outputs a constant degree polynomial equivalent to
the target polynomial with respect to the Boolean function they compute. It is
worth remarking that there are very few instances in which concepts are known
to be properly learnable, especially when there is no guarantee of a unique rep-
resentation.

Overview of Our Techniques. Our learning algorithm uses some novel ideas
exploiting the following structural property of low degree polynomials first
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discovered in the work of Péladeau and Thérien [20] (see the translation [21]): for
every constant degree polynomial P over any fixed finite commutative ring with
identity, there exists a “magic set” of variables of constant cardinality such that
every value in the range of P can be attained by only setting a subset of variables
from the magic set to 1 and setting all other variables to 0. This property is very
convenient and in particular, implies that every Boolean function that can be
represented by a constant degree polynomial gets uniquely determined by the
values it takes on points of constant Hamming weight. It is worthwhile to note
that although the function gets fixed by knowing its behavior on all low weight
points, it is not clear how to efficiently determine the value of this function on
any other input point of the Boolean cube. This is the essential challenge that
the learning algorithm has to overcome.

To be more specific, using this magic set we define an equivalence relation
among monomials of the same degree. We show that there always exists a poly-
nomial representing the same function that the teacher holds, in which all mono-
mials belonging to the same equivalence class have identical coefficients. The
number of equivalence classes is upper bounded by a constant and there is a
very efficient test of equivalence. These properties allow us to enumerate all pos-
sible values of coefficients and then choose any that satisfies the polynomially
many points of constant weight.

Relations to Existing Work. Polynomials have been widely studied in
learning theory. When the learner can use evaluation queries returning the
precise value of the polynomial over the base ring or field, polynomials of arbi-
trary degree over finite fields and even finite rings can be learned from evalua-
tion+equivalence queries [23,8,12]. On the other hand, when the accepting set
of the target polynomial is guaranteed to be a singleton set, it can be learned
in the PAC model, and also approximately from membership queries alone, by a
variation of the subspace-learning algorithm in [18] (see also [15]); this holds for
all finite (and many infinite) rings. For the field Zp, a standard use of Fermat’s
little theorem shows that every polynomial of degree d with an arbitrary accept-
ing set can be turned into an equivalent polynomial of degree d(p − 1) whose
range is {0, 1}; this allows us to learn polynomials of constant degree over Zp

both in the PAC model, as above, and exactly from membership queries.
In this paper we make progress, for the first time to our best knowledge,

in the equivalent learning problem for the non-field case. Note however that the
problem was mentioned in [15], where the degree 1 case was solved by a technique
that does not seem to extend to higher degrees. The emphasis in [15] was the
classification of families of Boolean functions computed by programs over finite
monoids (cf. [3,7,6]), with respect to their learnability in different models. In this
setting, polynomials of constant degree over finite rings are equivalent in power
to programs over nilpotent groups (as shown in [20]) with degree-1 polynomials
corresponding to programs over Abelian groups. The class of functions computed
by such programs is a natural subclass of functions computable by programs over
solvable groups. Starting with the famous and surprising work of Barrington [3]
that showed the class of functions computed by polynomial length programs
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over finite non-solvable groups is exactly the complexity class NC1, programs
over groups, or monoids in general, have been used (see for example [7,6]) to
characterize natural subclasses of NC1.

2 Preliminaries

2.1 Polynomials over Finite Rings

Let R be a commutative finite ring with unit, and let P (x1, . . . , xn) be a poly-
nomial over R. We say P is a read -k polynomial, if every variable in P appears
in at most k monomials of P .

Consider a family of polynomials P = {Pi}∞i=1, where Pi is a polynomial in
i variables. We say the family P is read-constant, if there exist a k such that
every Pi ∈ P is read-k. Similarly, we say that P is constant degree if there exists
d such that every Pi ∈ P is of degree at most d.

In this work, we will restrict our attention to variables ranging over the set
{0, 1} ⊆ R, and as a consequence we can without loss of generality restrict our
attention to multilinear polynomials. Formally we consider the ring of polyno-
mials R[x1, . . . , xn]/N , where N is the ideal generated by the set of polynomials
{x2

i − xi | i = 1, . . . , n}. Any function {0, 1}n → R is uniquely expressed by
such a polynomial. Define the range of P as range(P ) = {r ∈ R | ∃x ∈ {0, 1}n :
P (x) = r}.

Equipping a polynomial P with an accepting set A ⊆ R, we say that the
pair (P,A) computes a Boolean function f : {0, 1}n → {0, 1} if it holds that
P (x) ∈ A if and only if f(x) = 1, for all x ∈ {0, 1}n.

Given a set of indices J ⊆ [n], we let χJ ∈ {0, 1}n denote the characteristic
vector of J . Conversely, for w ∈ {0, 1}n, define Iw = {i ∈ [n]} | wi = 1}. Thus
χIw = w and IχJ = J . For u, v ∈ {0, 1}n, let u ∨ v ∈ {0, 1}n be defined by
Iu∨v = Iu ∪ Iv.

Consider now a degree d polynomial, P (x) =
∑

I⊂[n],|I|≤d cI

∏
i∈I xi. For a

subset S ⊆ [n] we define the polynomial PS of monomials from S by, PS(x) =∑
I⊆S,|I|≤d cI

∏
i∈I xi. For disjoint subsets S, T ⊆ [n] define the polynomial PS×T

consisting of cross terms between S and T :

PS×T (x) =
∑

I,J �=∅;I⊆S,J⊆T ;|I|+|J|≤d

cI∨J

∏
i∈I∪J

xi .

For a polynomial we associate the graph GP defined as follows. The set of vertices
of Gp is {1, . . . , n} and the set of edges is E(GP ) = {(i, j) | xi and xj appear
together in some monomial of P } This will allow us to speak of the distance
between variables of P , namely as distances in the graph GP .

2.2 Structural Properties of Polynomials

Using an inductive Ramsey-theoretic argument, the following important struc-
tural result about constant degree polynomials over finite rings was proved by
Péladeau and Thérien [20].
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Theorem 1 (Péladeau and Thérien). Let R be a finite commutative ring
with unity and let d be any number. Then there exists a constant c = c(R, d)
with the following property: For any multilinear polynomial P over R of degree
at most d and for any r ∈ range(P ) there exists w ∈ {0, 1}n with |Iw| ≤ c such
that P (w) = r.

Remark 2. – The theorem as stated above is actually only implicitly given in
the proof of Lemma 2 of [20].

– In Sect. 4 we shall present with full proof a quantitative strengthening of the
theorem based on a result of Tardos and Barrington [25].

Two easy consequences of this theorem are given below. Our learning algorithm
will be heavily based on these results.

Corollary 3. There exists a constant s = s(R, d), such that for every multilin-
ear polynomial P over R of degree at most d, there exists a set J ⊂ {1, . . . , n}
with the following properties: (1). |J | ≤ s. (2). For every r ∈ range(P ) there
exists w ∈ {0, 1}n with Iw ⊆ J such that P (w) = r.

Proof. Let s = |R|c(R, d), with c(R, d) as given by Theorem 1. We can then
simply take J to be the union of | range(P )| sets Iw provided by Theorem 1 for
each r ∈ range(P ). ��
For a given polynomial P we will refer to the set J as guaranteed above to exist
as the magic set set of variables for P .

Corollary 4. There exists a constant c′ = c′(R, d) with the following property:
Let P and Q be polynomials of degree at most d with accepting sets A and B,
respectively. If the Boolean functions computed by the pairs (P,A) and (Q,B)
agree on all inputs w ∈ {0, 1}n with |Iw| ≤ c′, then the two Boolean functions
are identical.

Proof. We take c′ = c(R × R, d) as given by Theorem 1. Now, write P (x) =∑
cI

∏
i∈I xi and Q(x) =

∑
dI

∏
i∈I xi. Consider the polynomial (P ×Q) over

R × R given by (P ×Q)(x) =
∑

(cI , dI)
∏

i∈I xi If (P,A) and (Q,B) do not
compute the same Boolean function there is (r, s) ∈ range(P × Q) such that
either r ∈ A and s �∈ B or r �∈ A and s ∈ B. Then by Theorem 1 and the
choice of c′ this would be witnessed by a w ∈ {0, 1}n with |Iw| ≤ c′ such that
(P×Q)(w) = (r, s). ��

3 Learning with Membership Queries

In this section we will present our algorithm for learning read-constant, constant
degree polynomials. For convenience we choose to present the algorithm as a
nondeterministic algorithm, that when terminating with success always output
a correct polynomial. Afterwards we will be able to convert this nondeterministic
algorithm into a deterministic algorithm simply by enumerating over all possible
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sequences of guesses of the algorithm, arguing that there are only polynomially
many such sequences.

For ensuring that the nondeterministic algorithm always produces a correct
output we use a consistency check procedure, described as Algorithm 1.

Algorithm 1. Consistent(Q,A, f)
Input: Polynomial Q with accepting set A ⊆ Zm. Membership query

access to Boolean function f .
Output: Decides if the pair (Q,A) computes the function f .

1: Query f on all w ∈ {0, 1}n with |Iw| ≤ c′(R, d)
2: Return true if and only if for each queried w, f(w) = 1 if and only if

Q(w) ∈ A

The correctness of the procedure is immediate from Corollary 4.

3.1 Equivalence Relations between Monomials

For our algorithm we need the following somewhat technical definition of param-
eterized equivalence relations of monomials. Intuitively, they serve the following
purpose: we want to learn an unknown polynomial, singling it out from exponen-
tially many possibilities. One way to reduce this huge search space is to deduce,
from membership queries, that some of the nO(d) coefficients must be the same,
as they can only have a constant (|R|) number of values. Equivalence among two
monomials, as defined below, is intended to suggest that they define isomorphic
subpolynomials of the target polynomial.

For example, if a target polynomial contains terms 2x1, 3x2, x1x2, 2x3, 3x4,
x3x4 we would like to say that monomials x1x2 and x3x4 are equivalent, and
when searching for coefficients for these monomials we can discard all settings
of coefficients where they differ.

The idea of the learning algorithm, to be explained in more detail in the next
section, is to first implement equivalent tests among all monomials and then, on
the basis of this information, actually find the values of all coefficients exploring
a polynomial search space rather than an exponential one.

For any monomial M , let IM = {i | xi appears in M}. Conversely, for any set
of indices I let MI denote the monomial Πi∈Ixi.

Given a polynomial P and a set J of indices in {1, . . . , n}, we define a param-
eterized equivalence relation ∼d,J on tuples (M,�), where M ⊂ [n],M ∩ J =
∅, |M | = d, and � is a total ordering1 on [n], by induction on d. We say
(M,�1) ∼d,J (M ′,�2) if the following is satisfied:

1. For every assignment w, such that Iw ⊆ J , we have P (w ∨ χM ) ∈ A if and
only if P (w ∨ χM ′) ∈ A.

1 Alternatively one could fix the same ordering, say 1, . . . , n for all monomials. However
we find it natural to identify monomials that that are identical up to a permutation
of the variables.
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2. Let M1, . . . ,Md (and M ′
1, . . . ,M

′
d) be the subsets of M (M ′) of size d−1 listed

in the lexicographic order w.r.t �1 (�2). Then (Mi,�1) ∼d−1,J (M ′
i ,�2),

for all i ≤ d.

For every pair of monomials M and M ′, each of degree d, with IM , IM ′ dis-
joint from J , we say that M ≡d,J M ′ if there exist �1 and �2 such that
(IM ,�1) ∼d,J (IM ′ ,�2).

3.2 Idea of the Learning Algorithm

Let P be a polynomial with accepting set A. Let Mrange(P ) be the subgroup of
the additive subgroup of R generated by range(P ) (i.e. the Z-module generated
by range(P )). Consider next the following equivalence relation on monomials of
a polynomial P

For tuples (M,�1) and (M ′,�2), where M,M ′ ⊂ [n] and �1 and �2 are total
orderings, we say (M,�1)∼̂d(M ′,�2) if the following is satisfied:

1. For every r ∈ Mrange(P ), r + P (χM ) ∈ A if and only if r + P (χM ′) ∈ A.
2. Let M1, . . . ,Md (and M ′

1, . . . ,M
′
d) be the subsets of M (M ′) of size d − 1

listed in the lexicographic order w.r.t �1 (�2). Then (Mi,�1)∼̂d−1(M ′
i ,�2),

for all i ≤ d.

For every pair of monomials M and M ′, each of degree d, we say that M≡̂dM
′

if there exist �1 and �2 such that (IM ,�1)∼̂d(IM ′ ,�2).
Assume now (by induction) that in P , that for all monomial M1 and M2 of

degree s < r we have cM1 = cM2 , whenever M1≡̂sM2. Next consider monomials
M and M ′ with M≡̂rM

′, and let P ′ be the polynomial obtained from P by
replacing the coefficient of M ′ with the coefficient of M . By our (inductive)
assumption we have P (χM ) = P ′(χM ′ ). Let x ∈ {0, 1}n be arbitrary. Now,
since P (x), P (χM ′ ) ∈ range(P ) we have r = P (x) − P (χM ′) ∈ Mrange(P ). We
then have r + P (χM ) ∈ A if and only if r + P (χM ′) ∈ A. But r + P (χM ′) =
(P (x)−P (χM ′ ))+P (χM ′ ) = P (x) and r+P (χM ) = (P (x)−P (χM ′ ))+P (χM ) =
P (x)− P (χM ′) + P ′(χM ′ ) = P ′(x). Hence P (x) ∈ A if and only if P ′(x) ∈ A.

Thus, if we would be able to actually implement testing of the above equiv-
alence relation, we would be have a simple learning algorithm as follows: First
compute all equivalence classes. Then enumerate all candidate polynomials ob-
tained by all possible coefficients for these equivalence classes, and test for cor-
rectness using the Consistent procedure. We do not know how to accomplish
this. However using the notion of a magic set, we are in fact able to implement
(possibly a refinement of) this equivalence relation on P restricted to all but a
constant number of variables.

3.3 Properties of Polynomials Equipped with a Magic Set

Before stating our learning algorithm, we establish a number of properties to be
used later for polynomials P equipped with a magic set J .
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Lemma 5. Let P (x) =
∑

I⊆[n],|I|≤d cI

∏
i∈I xi be any polynomial over R, with a

magic set J . Let N be the set of indices that (viewed as vertices in the graph GP )
are at distance at least 2 from J in GP . Then, r+

∑
I⊆N,|I|≤d λIcI ∈ range(P ),

for all r ∈ range(P ) and all λI ∈ {0, . . . , |R| − 1}.
Proof. We prove the statement by induction, first by induction on the degree
d, and then by further induction on the monomials of degree d. We take as our
induction hypothesis that r +

∑
I⊆N,|I|<d λIcI ∈ range(P ) for all r and λI .

The base case d = 0 trivially holds. Consider now for the inductive step the
case d + 1. Enumerate all

(|N |
d

)
subsets of N of cardinality d, and let Ii denote

the ith set in this enumeration. We shall now further induct on k to show that
r +

∑
I⊆N,|I|<d λIcI +

∑k
i=1 λIicIi ∈ range(P ) for every r ∈ range(P ). The

k = 0 base case trivially holds. For the inductive step, we want to show that r +∑
I⊆N,|I|<d λIcI +

∑k
i=1 λIicIi + λcIk+1 ∈ range(P ). By induction hypothesis,

there exists u with Iu ⊂ J such that P (u) = r+
∑

I⊂L,|I|<d λIcI +
∑k

i=1 λIicIi =
r0. Then clearly, P (u∨χIk+1) = r0+

∑
I⊂Ik+1 cI +cIk+1 = r1 ∈ range(P ). Hence,

there is u1 with Iu1 ⊆ J such that P (u1) = r1. Continuing in this way for λ
times we see that rλ = r0 +λ ·(∑I⊂Ik+1 cI)+λcIk+1 ∈ range(P ). Applying once
more our outer induction hypothesis, we conclude rλ + (|R| −λ)(

∑
I⊂Ik+1 cI) =

r0 + λ · cIi ∈ range(P ). This completes the inner and outer induction. ��
For a polynomial P with accepting set A we can always obtain equivalent poly-
nomial in which the constant term is 0 by shifting the accepting set according
to the constant term. Thus in the following assume the constant term of P is 0.
Let J be a magic set of P . Let N be the set of indices that are at distance 2 or
more from J in GP . Let PN be the polynomial obtained from P by fixing to 0
every variable indexed in the set [n] \N .

The crucial insight required for limiting the amount of nondeterministic guesses
in our learning algorithm is expressed in the following lemma.

Lemma 6. Let P be any polynomial of degree d with accepting set A and a
magic set J , and let r ≤ d. Assume that for all monomials M1 and M2 in
PN of degree s < r we have cM1 = cM2 whenever M1 ≡s,J M2. Consider now
monomials M and M ′ of degree r in PN such that M ≡r,J M ′. Let P ′ be the
polynomial obtained from P by replacing the coefficient of M ′ with the coefficient
of M . Then the polynomials P and P ′ compute the same Boolean function.

Proof. Since M ≡r,J M ′, we have (IM ,�M ) ∼r,J (IM ′ ,�M ′) for some �M and
�M ′ . Let us enumerate lexicographically the subsets of IM and IN according to
�M and �M ′ . Let Mi and M ′

i be the monomial corresponding to the ith such
subsets and let di denote their degree. By definition we have Mi ≡di,J M ′

i, and
so by assumption the coefficients of Mi and M ′

i are the same. We thus have
that P (χM ) = P ′(χM ′).

To prove that P and P ′ with accepting set A compute the same Boolean
function, let x ∈ {0, 1}n be arbitrary. Obviously, P (x) ∈ range(P ). By Lemma 5
we then have that also P (x)− P (χM ′) ∈ range(P ). It follows there exist u with
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Iu ⊆ J such that P (u) = P (x)−P (χM ′). Since M ≡r,J M ′ we have P (u∨χM ) =
P (u) + P (χM ) ∈ A if and only if P (u ∨ χM ′) = P (u) + P (χM ′) ∈ A. But
P (u)+P (χM ) = P (x)−P (χM ′ )+P (χM ) = P (x)−P (χM ′)+P ′(χM ′ ) = P ′(x)
and P (u) + P (χM ′) = P (x). Hence we can conclude that P (x) ∈ A if and only
if P ′(x) ∈ A. ��

3.4 The Learning Algorithm

We are now finally in position to state our algorithm.

Algorithm 2. Learn-Poly(f)
Input: Membership query access to Boolean function f .
Output: Returns pair (Q,A) computing the function f , or fail.

1: Nondeterministically guess the following:
A magic set J ⊆ [n], |J | ≤ s(R, d) and polynomial QJ .
The set K ⊆ [n] at distance 1 in GP from J and polynomials QK and
QK×J .
The set L ⊆ [n] at distance 2 in GP from J , and polynomial QK×L.
An accepting set A ⊆ R for Q.

2: Let N = [n] \ (J ∪K).
3: Query f on all inputs (w ∨ x) where Iw ⊆ J , Ix ⊆ [n] \N , and |Ix| ≤ 2d.
4: Compute the equivalence classes of ≡r,J , for all r = 1, . . . , d, over

monomials MI with I ⊆ N and |I| ≤ d.
5: Nondeterministically guess an element of R for each equivalence class.
6: Construct polynomial

Q = QJ + QK + QJ×K + QK×L +
∑

I⊂N,|I|≤d cI ·MI , where cI ∈ R is the
element guessed for the equivalence class of monomial MI .

7: If Consistent(Q,A,f), output (Q,A), otherwise output fail.

Theorem 7. Let R be a fixed commutative finite ring with unit. Let F be the
class of Boolean functions that can be computed by read-constant and constant
degree polynomials. Learn-poly non-deterministically learns exactly any func-
tion f ∈ F in polynomial time.

Proof. Take a computation path of Learn-poly in which it made right guesses
in step 1. Then using Lemma 6, we maintain an equivalent polynomial if the
guesses for coefficients of each equivalence class is correct. If incorrect guesses
result in a wrong candidate polynomial it will be detected by the Consistent
procedure. ��
It is easy to see that a deterministic variant of Learn-poly can be derived and it
runs in poly-time. This can be done by simply going through all possible guesses.
Since cardinality of J is bounded by a constant (using Corollary 3) determined
by the degree of the polynomial, there are only polynomially many sets to guess.
Since P is read-k for some constant k, |K| ≤ k(d − 1)|J |, and the number of
guesses for K is at most

(
n

k(d−1)|J|
)
, which is again polynomial in n. Observe
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that the size of K is also bounded by a constant. Thus, guessing PJ , PK , PJ×K

involves at most |R|s guesses, where s is the number of monomials of degree at
most d involving variables indexed by set K ∪J . A similar argument shows that
polynomially many guesses are needed to get the correct L for each possible K
and then constantly many guesses for a given K and L are involved for PK×L.
Since the equivalence relation ≡d,J is finite indexed for each d, constantly many
guesses have to be enumerated to also make this deterministic and we are done.

4 Extensions to Higher Degrees

For a Boolean function f on n variables, define Δ(f,R) to be the minimal degree
of a polynomial over R computing f . Consider a family of Boolean functions
f = {fn}∞n=1, one for each input length. Define Δ(f,R, n) = Δ(fn,R). Define
Λ(f,R, d) as the maximal n such that Δ(f,R, n) ≤ d.

The notion of the degree of the Boolean AND function allows the following
quantitative version of Theorem 1.

Proposition 8. c(R, d) ≤ Λ(AND,R, d)

Proof. Let P be a multilinear polynomial of degree d over R in n variables.
Let r ∈ range(P ). We will find w ∈ {0, 1}n with |Iw| ≤ Λ(AND,R, d) such
that P (w) = r. If P (0) = r, we are done. Otherwise, pick w ∈ {0, 1}n such
that |Iw| is minimal with P (w) = r. Consider now the restriction P ′ of P to
the variables indexed by Iw. By minimality of |Iw|, we have that P ′ computes
the AND function with accepting set {r} on |Iw| variables. Thus it follows that
|Iw| ≤ Λ(AND,R, d). ��
As a consequence we obtain the following bounds for s(R, d)-the size of the
magic set for polynomials over R of degree d, and c′(R, d)-the Hamming weight
of assignments that uniquely identify a Boolean function represented by such a
polynomial, in terms of Λ(AND,R, d) as well, following the proofs of Corollary 3
and Corollary 4.

Corollary 9. s(R, d) ≤ |R|Λ(AND,R, d) and c′(R, d) ≤ Λ(AND,R×R, d).

Thus lower bounds for the degree of the AND function implies upper bounds on
the above quantities. The degree of the AND function have been intensively stud-
ied over the ring Zm [4,25]. Let in the following m = pk1

1 · · · pkr
r have r distinct

prime factors, and let qmin = min(pk1
1 , . . . , pkr

r ) and qmax = max(pk1
1 , . . . , pkr

r ).
With these definitions, Tardos and Barrington [25] obtained the following lower
bound, which is currently the best known.

Theorem 10 (Tardos and Barrington)
Δ(AND, Zm, n) ≥ ((1/(qmin − 1)− o(1)) log n)1/(r−1).
Equivalently, Λ(AND, Zm, d) ≤ 2(qmin−1+o(1))dr−1

For the purpose of our learning algorithm we are interested in bounds for the
ring R = Zl

m. In fact, without loss of generality we may assume that R is of this
form. We can transfer the above results to this ring using standard methods. Let
m′ = p1 · · · pr. Let pmin = min(p1, . . . , pr).
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Lemma 11. Δ(AND, Zm′ , n) ≤ l(qmax − 1)Δ(AND, Zl
m, n).

Equivalently, Λ(AND, Zl
m, d) ≤ Λ(AND, Zm′ , l(qmax − 1)d).

Proof. Let P be a polynomial over Zl
m of degree d computing the AND func-

tion. Without loss of generality, the accepting set is {0}. Let P1, . . . , Pl be the
l coordinate polynomials. Consider a fixed j, and the polynomials P1, . . . , Pl

modulo p
kj

j . By well known arguments (see e.g [25]) we can find polynomials

Qj
1, . . . , Q

j
l of degree at most (pkj

j − 1)d such that Qj
i (x) ≡ 0 (mod pj) if and

only if Pi(x) ≡ 0 (mod p
kj

j ), and furthermore (Qj
i (x) mod pj) ∈ {0, 1} for all x.

Define Qj(x) = 1 −∏l
i=1(1 − Qj

i (x)). We then have Qj(x) ≡ 0 (mod pj) if
and only if Pi(x) ≡ 0 (mod p

kj

j ) for all x and i. Note the degree of Qj is at most

l(pkj

j − 1)d.
Considering all such polynomials, Q1, . . . , Ql, from the Chinese Remainder

Theorem we may find a polynomial Q, of degree at most l(qmax − 1)d such that
Q(x) ≡ 0 (mod m′) if and only if P (x) = 0 for all x. ��

Combining Proposition 8, Theorem 10, and Lemma 11 we obtain the following
concrete bounds (following the proofs of Corollaries 3 and 4):

Proposition 12

c(Zl
m, d) ≤ Λ(AND, Zl

m, d) ≤ 2(pmin−1+o(1))(l(qmax−1)d)r−1
.

s(Zl
m, d) ≤ |Zl

m|c(Zl
m, d) ≤ ml2(pmin−1+o(1))(l(qmax−1)d)r−1

.

c′(Zl
m, d) ≤ c(Z2l

m, d) ≤ 2(pmin−1+o(1))(2l(qmax−1)d)r−1
.

We now provide a brief analysis of the running time of the deterministic version
of our algorithm Learn-Poly, presented in the last section, in terms of param-
eters s(R, d) and c′(R, d). The algorithm asks membership queries on points
of Hamming weight at most c′(R, d) + 2d. Thus, O(nc′+2d) many membership
queries are asked in total. The algorithm runs over all possible choices of a
magic set J of size s = s(R, d), the set K, of size ks(d − 1), of variables that
are at distance 1 from the set J and set L, of size k2s(d − 1)2, at distance 2
from J . Thus the total number of such choices is at most nk2sd2

. For each such
choice of J,K,L, the algorithm considers all possible degree d polynomials of
variables indexed in J ∪ K ∪ L. Thus, it has to consider at most |R|d(k2sd2)d

many polynomials. Further, for each choice of J,K,L it does equivalence testing
for monomials that are free of variables indexed by J or K. There are at most
dnd such monomials and the test for each involves 2s assignments of variables
in J . Thus, equivalence testing takes O

(
dnd · 2s

)
time. It is not hard to see that

degree d monomials split up into at most |R|2d

equivalence classes. Thus, one
has to consider all possible ways of coloring equivalence classes with elements of
R giving rise to |R|d|R|2d

such choices. Finally having guessed an entire candi-
date polynomial, the algorithm invokes procedure Consistent that verifies the
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consistency of the polynomial with all weight c′ = c′(R, d) assignments. This
requires O

(
nd · cnc′+1

)
time. Summing these up, the total running time is

O(2|R|)×O(nO(k2sd2))×O(|R|d(k2sd2)d

)×O(dnd2s)×O(|R|d|R|2d

)×O
(
nd·cnc′+1

)
Using Proposition 12, we see that for each R = Z	

m with a fixed m and �, there
exists a constant γ such that s(R, d), c′(R, d) ≤ γdr−1

, where r is the number of
distinct prime factors of m. Hence, combining the above observations we get the
following:

Theorem 13. Let m and � be any fixed positive numbers. The class of Boolean
functions representable by read-k polynomials of degree d over Z	

m are exactly
learnable from membership queries by a deterministic algorithm of running time
O
(
nk2γdr

d2×γk2dγdr×γγ2d)
, where γ = γ(m, �) is a constant and r is the number

of distinct prime factors of m.

Theorem 13 gives us a range of super-constant k and d for which we get sub-
exponential running time. For instance, if we choose k = o(log log n), and d =
o(log log log n), the running time is n(log n)o(1)

.

5 Future Work

While the progress we make is limited from a learning theory perspective, the
combinatorics involved is unexpectedly delicate, and suggests some further ques-
tions in understanding the structure of polynomials over rings of the form Zm.

The obvious next question is to remove the read-constant restriction in our
result. Read-constant restrictions have been used, on several occasions, both in
complexity theory and in learning theory. For example in complexity theory,
Barrington and Straubing [5] proved superlinear bounds on the length of read-
constant branching programs of bounded-width. Very recently, several works
have been concerned with constructing pseudorandom generators for read-once
branching programs of small width [10,11,19]. In learning theory, read-constant
conditions have been sometimes shown to be unavoidable for efficient learning.
For example, read-once Boolean formulas can be learned efficiently from mem-
bership and equivalence queries [2]. On the other hand, under cryptographic
assumptions, even read-thrice Boolean formulas are impossible to learn no mat-
ter what polynomially-evaluatable hypothesis class is used (i.e., hard to learn in
a representation-independent way).

In other cases, read-constant conditions for learning a target concept class
can be removed at the expense of moving to a larger hypothesis class, which by-
passes some computational bottleneck. For example, Aizenstein et al. [1] showed
that read-k, satisfy-j DNF formulas2 are learnable (as DNF formulas). Without
the read-k condition, satisfy-j DNF formulas are not known to be learnable as
2 A DNF formula is read-k if every variable appears at most k times; a DNF formula

is satisfy-j if no assignment satisfies more than j terms simultaneously.



Learning Read-Constant Polynomials of Constant Degree 41

DNF, but they can be learned as Multiplicity Automata, as pointed out in [8].
Analogously, it is possible that constant degree polynomials over finite rings can
be learned (in some reasonable learning model) by not insisting that the output
is itself a constant degree polynomial.
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On the Arithmetic Complexity of Euler Function
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Abstract. It is shown that the problem of computing the Euler function is closely
related to the problem of computing the permanent of a matrix as well as to the
derandomization of the Identity Testing problem. Specifically, it is shown that
(1) if computing the Euler function over a finite field is hard then computing
permanent over the integers is also hard, and (2) if computing any factor of the
Euler function over a field is hard then the Identity Testing problem over the field
can be derandomized.

1 Introduction

Leonhard Euler defined the following function, called the Euler function, in the course
of his investigations into partition numbers:

E(x) =
∏
n>0

(1− xn).

This function is the reciprocal of generating function of partition numbers:

1
E(x)

=
∑
m≥0

pmxm,

where pm is the mth partition number (the number of ways of expressing m as a sum
of positive numbers). Function E(x) has many remarkable properties (some shown by
Euler and others later), some of which we list below.

– E(x) can be written as an infinite sum:

E(x) =
∞∑

n=−∞
(−1)nx

1
2 n(3n−1).

This is called the Pentagonal Number Theorem, and can be proved in many
ways [4].

– Roots of E(x) are precisely all the roots of unity and each root of E(x) has un-
bounded multiplicity. Therefore, for any root of unity ω, for any m ≥ 1, the fol-
lowing holds [5]:

∞∑
n=−∞

(−1)n[
1
2
n(3n− 1)]m(ω)

1
2 n(3n−1) = 0.
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– E(x) exhibits strong symmetries, captured by modular group, and is closely related
to modular forms [3].

We are interested in computing the Euler function. Of course, since it is an infinite
series, we will aim to compute approximations of E(x). There are two natural ways of
defining approximations of E(x):

Product approximation. Let EΠ,n(x) =
∏n

m=1(1 − xm). Thus, EΠ,n(x) is a poly-
nomial of degree 1

2 (n2 + n) and limn�→∞ EΠ,n(x) = E(x).
Sum approximation. Let EΣ,n(x) =

∑n
m=−n(−1)mx

1
2 m(3m−1). Thus, EΣ,n(x) is

a polynomial of degree at most 1
2 (3n2 + n) and limn�→∞ EΣ,n(x) = E(x).

The polynomial families {EΣ,n(x)}n>0 and {EΠ,n(x)}n>0 can be computed by fam-
ilies of circuits of finite size. For computing polynomials, the natural model to adopt
is that of arithmetic circuits, in which each gate computes addition or multiplication of
its inputs. As these are univariate polynomials, the input to any such circuit will be the
variable x and some constants (constants make the circuit family non-uniform). The
size of such a circuit is defined as the number of wires in it. As any arithmetic circuit
of size s with input x and constants can compute a polynomial of degree at most 2s,
it follows that one needs circuits of size Ω(log n) to compute EΣ,n(x) or EΠ,n(x).
So the question we address is the following: can the two polynomial families be com-
puted by circuit families of size logO(1) n? We show that a negative answer to any of
these questions will separate VP from VNP (the arithmetic analogs of classes P and
NP, see [8]). Moreover, a stronger lower bound on the complexity of {EΠ,n(x)}n>0

will imply a complete black-box derandomization of Polynomial Identity Testing (PIT)
problem, one of the central problems in complexity theory.

Pascal Koiran [6] has recently shown similar results as above. His results are applica-
ble to a larger class of univariate polynomials, but do not imply as strong lower bounds
as ours.

2 Arithmetic Complexity Classes and Permanent Polynomial

Arithmetic circuits over a ring R contains addition and multiplication gates (sub-
traction is simulated by multiplying with −1 and adding). We allow these gates to
have unbounded fanin. The input gates are labelled by variables or constants from R.
Such a circuit computes a polynomial in R[z1, . . . , zn], where z1, . . . , zn are the input
variables.

Valient [8] defined VP, the class of multivariate polynomials that can be computed
by small sized arithmetic circuits. To define this class, we need the notion of formal
degree:

1. The formal degree of an input gate is equal to 1.
2. The formal degree of an addition gate is the maximum of the formal degrees of its

incoming gates, and the formal degree of a multiplication gate is the sum of the
formal degrees of incoming gates.
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Finally, the formal degree of a circuit is the formal degree of its output gate. Clearly,
this is an upper bound on the degree of the polynomial computed by the circuit. We now
define the class VPF :

Definition 2.1. Polynomial family {Pn}n>0 over field F belongs to the class VPF if
there exists a polynomial p(n) and a sequence {Cn}n>0 of arithmetic circuits over F
such that Cn computes Pn and the size and formal degree of Cn at most p(n).

The constraint on the formal degree ensures that polynomials of high degree such as e.g.
z2n

and large constants such as 22n

cannot be computed. VP contains several important
families of polynomials, e.g., the family of determinant polynomials.

Note that the definition of the class VPF is tailored for multivariate polynomials.
For univariate polynomial families, we do not consider the question if they belong to
VPF or not; instead, we simply consider their size (without bothering about the formal
degree).

Another important complexity class is the class VNP. Polynomials in this family are
sums over exponentially many values of a polynomial in VP. Formally,

Definition 2.2. Polynomial family {Pn(x1, . . . , xu(n))}n>0 is in the class VNPF if
there exists a polynomial family {Qn(x1, . . . , xv(n))}n>0, v(n) = uO(1)(n), in VPF

such that:

Pn(x1, . . . , xu(n)) =
∑

ε∈{0,1}v(n)−u(n)

Qn(x1, . . . , xu(n), ε).

The family of permanent polynomials is in the class VNPF for any field F . Moreover,
Valient [8] showed that the permanent family is complete for the class VNPF for char-
acteristic �= 2:

Theorem 2.3. Let F be any field of characteristic �= 2. For every family {Pn}n>0 in
VNPF there exists a polynomially bounded function p(n) and a matrix M of size p(n)
whose entries are variables and constants such that the family 2p(n)Pn = per(M).

The factor 2p(n) can be removed if F is of finite characteristic. The central question
in the arithmetic complexity theory is whether VPF �= VNPF . This is equivalent, by
the above theorem, to the question whether the permanent family belongs to VPF when
char F �= 2.

We will make use of the following lemma proved by Valiant [8] (the formulation
below is by Koiran [7]).

Lemma 2.4. Let F be a field of characteristic p. Suppose that n �→ p(n) is a polynomi-
ally bounded function, and that f : N×N→ F is such that the map 1n0j �→ f(j, n) is
in the complexity class ModpP/poly (GapP/poly for p = 0). Then the family {Pn}n>0

of multilinear polynomials defined by

Pn(x1, . . . , xp(n)) =
∑

j∈{0,1}p(n)

f(j, n)xj[1]
1 · · ·xj[p(n)]

p(n) (1)

is in VNPF . Here j[k] denotes the (k − 1)th least significant bit in the binary expansion
of j.
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3 The Family {EΣ,n(x)}n>0

For {EΣ,n(x)}n>0, it is easy the show the following theorem:

Theorem 3.1. Let F be any field of characteristic > 2 and s(·) a monotonically non-
decreasing function with s(n) = Ω(n). If the permanent family can be computed by
arithmetic circuits of size s(n) over F then the family {EΣ,n(x)}n>0 can be computed
by arithmetic circuits of size s(O(log n)) over F .

Proof. For the polynomial EΣ,n(x), define its multilinear version as:

EΣ,M,n(z1, . . . , zu) =

1
2 (3n2+n)∑

t=0

ct

u∏
j=1

z
t[u]
j ,

where u = �log(3n2 + n)� − 1 and ct equals 0, 1, or −1 satisfying the condition that
EΣ,n(x) = EΣ,M,n(x, x2, x4, . . . , x2u

). The coefficients ct is computable in P given
t: check if t is of the form 1

2 (3m2 ± m), if yes, the coefficient is ±1 depending on
the sign on m, otherwise the coefficient is 0. Lemma 2.4 and Theorem 2.3 imply that
2p(n)EΣ,M,n(z1, . . . , zu) can be computed as permanent of a size logO(1) n matrix over
F . A careful examination of the proofs of above results yields a matrix of size O(log n).
By our assumption on the complexity of permanent, this polynomial can be computed
by a circuit C of size s(O(log n)) over F . The inputs to circuit C are variables z1, . . .,
zu. Modify C by substituting x2j

for variable zj and inserting a small circuit computing
x2j

from x (this will contain j multiplication gates). This circuit now computes the
polynomial 2p(n)EΣ,n(x) and has size s(O(log n)). Multiply the output of the circuit
with the multiplicative inverse of 2p(n) (since the characteristic of the field is > 2, the
inverse always exists). The resulting circuit computes the polynomial EΣ,n(x).

4 The Family {EΠ,n(x)}n>0

This is a more interesting class of polynomials. The polynomial EΠ,n(x) agrees with
EΣ,n(n) up to degree n, however, computing EΠ,n(x) is far trickier because its coeffi-
cients are not as nice as for EΣ,n(x).

The interest in this family also derives from a conjecture made in [1] implying that
computing EΣ,n(x) requires circuits of size nΩ(1) over any field F . If the conjecture is
true, what can we say about the complexity of permanent? If an analog of Theorem 3.1
holds for the family {EΠ,n(x)}n>0 then we get that permanent requires circuits of size
2Ω(n) over F . A result of [6] gives a weaker conclusion: permanent requires circuits
of size superpolynomial over integers (this follows from the fact shown in [6] that the
coefficients of EΠ,n(x) are computable in the counting hierarchy).

In this section, we prove a stronger version of result in [6]:

Theorem 4.1. Let F be any field of characteristic p > 2 and s(·) a monotonically
nondecreasing function with s(n) = Ω(n). If the permanent family can be computed
by arithmetic circuits of size s(n) over Z then the polynomial family {EΠ,n(x)}n>0

can be computed by arithmetic circuits of size s(s(O(log n))) over F .
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In the remainder of this section, we prove this theorem.
Let P (x) = EΠ,n(x) for some n > 1. The degree of P (x) equals d = 1

2n(n +
1) < n2. Since coefficients of P (x) lie in Fp, computing P (x) over F is equivalent to
computing it over Fp. Let F̂ be the smallest extension of Fp of size ≥ n2, and q = |F̂ |.
So, by the Langrange’s interpolation formula, we have:

P (x) =
∑
α∈F̂

P (α)

∏
β∈F̂ ,β �=α(x− β)∏
β∈F̂ ,β �=α(α− β)

Observe that ∏
β∈F̂ ,β �=α

(α − β) =
∏

β∈F̂∗

β = −1,

and ∏
β∈F̂ ,β �=α

(x − β) =

∏
β∈F̂ (x− β)

x− α

=
xq − x

x− α

=
q−1∑
j=1

αj−1xq−j .

Therefore,

P (x) = −
∑
α∈F̂

P (α)
q−1∑
j=1

αj−1xq−j

= −
q−1∑
j=1

(
∑
α∈F̂

P (α)αj−1)xq−j .

Now the coefficients of P (x) are in the “right” form, and we can compute them effi-
ciently if we can compute P (α) easily. So we turn our attention to

P (α) =
n∏

m=1

(1− αm).

A direct computation of P (α) is not possible as it needs a large number of multiplica-
tions. Instead, we exploit the fact that the computation is over F̂ to show the following:

Lemma 4.2. The coefficient P (α), given α, can be computed in P#P.

Proof. Let γ ∈ F̂ be a generator of the group F̂ ∗. Define an NTM M as follows:

On input α, guess t and m with 0 ≤ t < q and 1 ≤ m ≤ n. Check if
gt = 1−αm. If not, then output 0 on the path. If yes, then output t on the path.
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NTM M works for polynomial time (on input size |α| = O(log n)). We also have
#M(α) =

∑n
m=1 tm where gtm = 1 − αm. Hence, g#M(α) = P (α). Therefore,

P (α) is computable in P#P.

The rest of the proof is now straightforward. By the above lemma, it follows that
the polynomial P (x) can be computed in VNP#P

F . Since, by assumption, the per-
manent family can be computed by arithmetic circuits of size s(n) over Z, we get,
by the completeness of permanent as argued in the previous section, that P (x) can
be computed in VNPF with an advice of size s(O(log n)). Applying the complete-
ness of permanent once again, we get that P (x) can be computed by circuits of size
s(O(s(O(log n)))) = s(s(O(log n))) over F .

5 Black-Box Derandomization of PIT

Result in the previous section suggests that computing {EΠ,n(x)}n>0 may be hard. Is
it easier to compute polynomials that are multiples of polynomials in {EΠ,n(x)}n>0?
A negative answer to this question yields a black-box derandomization of PIT.

Definition 5.1. The Polynomial Identity Testing (PIT) over field F has as input an
arithmetic circuit of size n over n variables and field F . The problem is to determine if
the circuit computes an identically zero polynomial.

We also classify polynomial families that are multiples of {EΠ,n(x)}n>0:

Definition 5.2. Let {Pn(x)}n>0 be a family of polynomials with Pn(x) of degree
nO(1). The family is an m-multiple of {EΣ,n(x)}n>0 if for every n, EΠ,m(x) divides
Pn(x).

It is believable that EΠ,m(x) requires circuits of size mδ for some δ > 0. Does this
also mean that a non-zero Pn(x) requires circuits of size bigger than mδ? If yes, then
we can obtain a black-box derandomization of PIT.

Theorem 5.3. Suppose that any family {Pn(x)}n>0 of non-zero polynomials over field
F that is an m-multiple of {EΣ,n(x)}n>0 requires circuits of size mδ over F to com-
pute for some δ > 0. Then there exists a polynomial-time black-box derandomization
of PIT over F .

Proof. Let C be a circuit of size n computing a polynomial Q(y1, . . . , yn) over field F .
The degree of Q is bounded by 2n. Let D = 2n +1. Replace yi by xDi−1

for 1 ≤ i ≤ n
as input to C. To compute these powers of y, insert additional multiplication gates at
the bottom of the circuit C – one needs O(n2) additional gates. Let the resulting circuit
be Ĉ and let R(x) be the polynomial computed by Ĉ. The size of Ĉ is O(n2) and the
degree of R(x) is bounded by 2n2

. It is easy to observe that Q is identically zero if and
only if R is. Test if R(x) = 0 modulo (x	 − 1)k for 1 ≤ � ≤ m = n

3
δ and k the largest

number such that (x	−1)k divides EΠ,m(x), and output ZERO iff all the tests succeed.
The above algorithm is clearly a deterministic, polynomial-time, black-box algo-

rithm. We now prove that it is also correct. Observe that if R(x) = 0 modulo (x	 − 1)k
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for every �, 1 ≤ � ≤ m implies that EΠ,m(x) divides R(x). If R(x) is non-zero then,
by our assumption, R(x) requires a circuit of size mδ = n3 to compute over F . How-
ever, Ĉ is a circuit of size O(n2) computing R. Therefore, if R(x) = 0 modulo each of
(x	 − 1)k, then R(x) = 0 .

A special case of the above theorem was shown in [2]: the family of polynomials

Pn(x) =
log

7
2 n∏

a=1

((x + a)n − xn − a),

can be computed by circuits of size O(log
9
2 n) and any non-zero Pn(x) over Zn is not

a (log5 n)-multiple of {EΠ,n(x)}n>0.

6 Open Questions

A number of questions remain unanswered:

1. Is the polynomial EΠ,n(x) over Fp computable in ModpP? We conjecture yes.
2. Does EΠ,n(x) require circuits of size nδ for some δ > 0? We conjecture yes.

Coupled with the above conjecture, this will imply a lower bound of 2Ω(n) on the
size of arithmetic circuits computing permanent of size n matrices.

3. Does any m-multiple of {EΠ,n(x)}n>0 require circuits of size mδ for some δ > 0?
We conjecture yes. This will, in addition to the lower bounds, provide a derandom-
ization of PIT.
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Pseudo-random Graphs and Bit Probe Schemes

with One-Sided Error�

Andrei Romashchenko
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Abstract. We study probabilistic bit-probe schemes for the member-
ship problem. Given a set A of at most n elements from the universe of
size m we organize such a structure that queries of type “x ∈ A?” can
be answered very quickly.

H. Buhrman, P.B. Miltersen, J. Radhakrishnan, and S. Venkatesh
proposed a bit-probe scheme based on expanders. Their scheme needs
space of O(n log m) bits, and requires to read only one randomly chosen
bit from the memory to answer a query. The answer is correct with
probability 2/3 with two-sided errors.

In this paper we show that for the same problem there exists a bit-
probe scheme with one-sided error that needs space of O(n log2 m +
poly(log m)) bits. The difference with the model of Buhrman, Miltersen,
Radhakrishnan, and Venkatesh is that we consider a bit-probe scheme
with an auxiliary word. This means that in our scheme the memory is
split into two parts of different size: the main storage of O(n log2 m) bits
and a short word of logO(1) m bits that is pre-computed once for the
stored set A and “cached”. To answer a query “x ∈ A?” we allow to read
the whole cached word and only one bit from the main storage. For some
reasonable values of parameters (e.g., for poly(log m) � n � m) our
space bound is better than what can be achieved by any scheme without

cached data (the lower bound Ω(n2 log m
log n

) was proven in [11]).

We obtain a slightly weaker result (space of size n1+δpoly(log m) bits
and two bit probes for every query) for a scheme that is effectively en-
codable.

Our construction is based on the idea of naive derandomization, which
is of independent interest. First we prove that a random combinatorial
object (a graph) has the required properties, and then show that such
a graph can be obtained as an outcome of a pseudo-random generator.
Thus, a suitable graph can be specified by a short seed of a PRG, and
we can put an appropriate value of the seed into the cache memory of
the scheme.

1 Introduction

We investigate the static version of the membership problem. The aim is to repre-
sent a set A ⊂ {1, . . . ,m} by some data structure so that queries “x ∈ A?” can be

� Supported in part by grants RFBR 09-01-00709-a and ANR-08-EMER-008-01.

A. Kulikov and N. Vereshchagin (Eds.): CSR 2011, LNCS 6651, pp. 50–63, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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easily replied. We are interested in cases when the number of elements in the set
n = |A| is much less than size m of the universe (e.g., n = exp{poly(log log m)}
or n = m0.01).

In practice, many different data structures are used to represent sets: simple
arrays, different variants of height-balanced trees, hash tables, etc. The simplest
solution is an array of m bits; to answer a query “x ∈ A?” we need to read a single
bit from the memory. However, the size of this data structure is excessive . In
a more complicated data structure based on double hashing (Fredman, Komlós,
and Szemerédi, [3]) a set is represented as a table of O(n) words of size log m bits,
and a query “x ∈ A?” requires to read O(1) words from the memory. Another
popular practical solution is Bloom’s filter [1]. This data structure requires only
O(n) bits, whatever is the size of the universe; to answer a query we need to
read O(1) bits from the memory. The drawback of this method is that we can
get false answers to some queries. Only false positives answers are possible (for
some x �∈ A Bloom’s filter answers “yes”), but false negatives are not. For a
“typical” set A the fraction of false answers is small.

An interesting approach was suggested by Harry Buhrman, Peter Bro Mil-
tersen, Jaikumar Radhakrishnan, and Venkatesh Srinivasan [11]. They intro-
duced some randomness into the query processing algorithm. That is, the data
structure remains static (it is deterministically defined for each set A), but when
a query is processed we a toss coins and read randomly chosen bit from the
memory. In this model, we allow to return a wrong answer with some small
probability. Notice the sharp difference with the Bloom’s filter: for each x we
must correctly reply to the query “x ∈ A?” with probability close to 1.

Buhrman, Miltersen, Radhakrishnan, and Venkatesh investigated both two-
sided and one-sided errors. In this paper we will concentrate mostly on one-sided
errors: if x ∈ A, then the answer must be always correct, and if x �∈ A, then
some small probability of error is allowed. A trivial information-theoretic bound
shows that the size of the structure representing a set A cannot be less that
log
(
m
n

)
= Ω(n log m) bits. Surprisingly, this bound can be achieved if we allow

two-sided errors and use only single bit probe for each query. This result was
proven in [11]. We refer to the scheme proposed their as the BMRV-scheme:

Theorem 1 (two-sided BMRV-scheme, [11]). For any ε > 0 there is a
scheme for storing subsets A of size at most n of a universe of size m using
O( n

ε2 log m) bits so that any membership query “Is x ∈ A?” can be answered with
error probability less than ε by a randomized algorithm which probes the memory
at just one location determined by its coin tosses and the query element x.

The bound achieved in this theorem is very close to the known lower bound. In
fact, the trivial lower bound log

(
m
n

)
can be improved: the less is probability of

an error, the greater must be the stored bit vector. For one-sided error schemes
a stronger lower bound is known:

Theorem 2 (lower bound, [11]). (a) For any ε > 0 and n
ε < m1/3, any

ε-error randomized scheme which answers queries using one bitprobe must use
space Ω( n

ε log 1/ε log m).
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(b) Any scheme with one-sided error ε that answers queries using at most one
bitprobe must use Ω( n2

ε2 log(n/ε) log m) bits of storage.

The second part of the theorem above implies that we cannot achieve space of
size O(n log m) with a one probe scheme and one-sided error. However we can
get very close if we allow O(1) probes (instead of a single probe):

Theorem 3 (one-sided BMRV-scheme, [11]). Fix any constant δ > 0.
There exists a constant t such that the following holds: there is a one-sided 1

3 -
error randomized scheme that uses space O(n1+δ log m) and answers membership
queries with at most t probes.

The constructions in [11] is not explicit: given the list of elements A, the corre-
sponding scheme is constructed (with some brute force search) in time 2poly(m).
Moreover, each membership query requires exponential in m computations.

The crucial element of the constructions in Theorem 1 is an unbalanced ex-
pander graph. Existence of a graph with required parameters was proven in [11]
probabilistically. We know that such a graph exists and we can find it by brute
force search, but we do not know how to construct it explicitly. Since Bassalygo
and Pinsker defined expanders [2], many explicit (and poly-time computable)
constructions of expander graphs were discovered, see a survey [15]. However,
most of known constructions are based on spectral technique that is not suitable
to get an expander of degree d with expansion parameter greater than d/2, see
[8]. This is not enough for the construction used in the proof of Theorem 1 in
[11]; we need there a graph with expansion parameter close to d.

There are only very few effective constructions of unbalanced graph with large
expansion parameter. One of the known constructions was suggested by Capalbo
et al in [12]; its parameters are close to optimal values if the size of the right part
of the graph is constant times less than the size of the left part of the graph.
However, in the BMRV-scheme we need a graph where the right part of the graph
is much less than the left part. Some explicit construction suitable for BMRV-
scheme was suggested in [14]. The best known explicit construction of a highly
unbalanced expander graph was presented in [18]. This beautiful construction is
based on the Parvaresh–Vardy code with an efficient list decoding. Thanks to
the special structure if this expander, it enjoys some special property of effective
decoding. Using this technique, the following variant of Theorem 1 can be proven:

Theorem 4 ([18]). For any δ > 0 there exists a scheme for storing subset A
of size at most n of a universe of size m using n1+δ · poly(log m) bits so that
any membership query can be answered with error probability less than ε by a
randomized algorithm which probes the memory at one location determined by
its coin tosses and the query element x.

Given the list of elements A, the corresponding storing scheme can be con-
structed in time poly(log m,n). When the storing scheme is constructed, a query
for an element x can be calculated in time poly(log m).

In Theorems 1, 3, 4, a set A is encoded into a bit string, and when we want to
know if x ∈ A, we just read from this string one randomly chosen bit (or O(1)
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bits in Theorem 3). The obtained information is enough to decide whether x is an
element of the set. Let us notice that in all these computations we implicitly use
more information. To make a query to the scheme and to process the retrieved
bit, we need to know the parameters of the scheme: the size n of the set A,
the size m of the universe, and the allowed error probability ε. This auxiliary
information is very short (it takes only log(m/ε) bits). It does not depend on
the stored set A. We assume that it is somehow hardwired into the bitprobe
scheme (we say that this information is cached in advance by the algorithms
that processes queries).

In this paper we consider a more liberal model, where small cached information
can depend on the set A. Technically, the date stored in our scheme consists of
two parts of different size: a small cached string C of length poly(log m), and a
long bit string B of length n · poly log(m). Both these strings are prepared for a
given set A of n elements (in the universe of size m). When we need to answer
a query “x ∈ A?”, we use C to compute probabilistically a position in B and
read there one bit. This is enough to answer whether x is an element of A, with
a small one-sided error:

Theorem 5. Fix any constant ε > 0. There exists a one-sided ε-error random-
ized scheme that includes a string B of length O(n log2 m) and an auxiliary word
C of length poly(log m). We can answer membership queries “x ∈ A?” with one
bit probe to B. For x ∈ A the answer is always correct; for each x �∈ A probability
of error is less than ε.

The position of the bit probed in A is computed from x and the auxiliary word
C in time poly(log m).

Remark 1: Schemes with ‘cached’ auxiliary information that depends on A
(not only on its size n = |A| and the size m of the universe) makes sense
only if this information is very small. If the size of the cached data is about
log
(
m
n

)
bits, then we can put there the list of all elements of A, so the problem

becomes trivial. Since in our construction we need cached information of size
poly(log m) bits, the result is interesting when poly(log m)  n  m, e.g., for
n = exp{poly(log log n)}. Notice that by Theorem 2 the space size O(n log2 m)
with one-sided error cannot be achieved by any schemes without cached auxiliary
information that depends on A.

Remark 2: The model of data structures with cached memory looks useful for
practical applications. Indeed, most computer systems contain some hierarchy of
memory levels: CPU registers and several levels of processor caches, then random
access memory, flash memory, magnetic disks, remote network-accessible drives,
etc. Each next level of memory is cheaper but slower. So, it is interesting to
investigate the tradeoff between expensive and fast local memory and cheap
and slow external memory. There is rich literature on algorithms with external
memory, see, e.g, surveys [10,16]. Tradeoff between local and external memory is
typically studied for dynamic data structures. The same time, it is not obvious
that fast cache memory of negligible size can help to process queries in a static
data structure. Since a small cache ‘knows’ virtually nothing about most objects
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in the database, so at first sight is seems to be useless. However, Theorem 5
shows that even a very small cache can be surprisingly efficient.

Remark 3: In the proof of Theorem 5 we derandomize a probabilistic proof
of existence of some kind of expander graphs. In many works derandomization
of probabilistic arguments involves highly sophisticated ad-hoc techniques. But
we do derandomization in rather naive and straightforward way: take a value
of a suitable pseudo-random number generator and check that with high prob-
ability (i.e., for most values of the seed) we obtain the required property. In
fact, we observe that several types of generators fit our construction. Since the
required property of a graph can be tested in AC0, we can use the classic Nisan–
Wigderson generator or (thanks to the recent result of Braverman [17]) any
polylog-independent function. Also the required property of a pseudo-random
graph can be tested by a machine with logarithmic space. Hence, we can use
Nisan’s generator [6]. We stress that we do not need any unproven assumptions
to construct all these generators.

Somewhat nonconventional part of our construction is that we consider a
‘local’ variant of the definition of expanders: we require that the usual expansion
property holds not for all sets of vertices but only for one particular set A.
This modification makes the property of the expander graph weaker, and this
relaxation helps to derandomize the construction.

In Theorem 5 we construct a scheme such that decoding is effective: when
the scheme is prepared, we can answer queries “x ∈ A?” in time polynomial in
log m. However the encoding (preparing the bits string and the auxiliary word)
runs in expected time poly(m), which is much longer if m ! n. Next theorem
claims that the encoding time can be reduced if we slightly increase the space
of the scheme:

Theorem 6. The scheme from theorem 5 can be made effectively encodable in
the following sense. Fix any constants ε, δ > 0. There exists randomized scheme
that includes a bit string B of length n1+δpoly(log m) and an auxiliary word C
of length poly(log m). We can answer membership queries “x ∈ A?” with two
bits probe to B. For x ∈ A the answer is always correct; for x �∈ A probability of
error is less than ε.

The position of the bit probed in A is computed by x and the auxiliary word
C in time poly log(m). Given A, the entire scheme (the string B and the word
C) can be computed probabilistically in average time poly(n, log m).

The rest of the paper is organized as follows. In Section 2 we remind the main
ideas in the BMRV-scheme. We prove Theorem 5 in Section 3, and Theorem 6
in Section 4. In Conclusion we discuss some open questions.

2 How BMRV-Scheme Works

Let us explain the main ideas of the proof of Theorem 1 in [11]. The construction
is based on highly unbalanced expanders.
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Definition 1. A bipartite graph G = (L,R,E) (with left part L, right part R
and set of edges E) is called (m, s, d, k, δ)-expander if L consists of m vertices,
R consists of s vertices, degree of each vertex in L is equal to d, and for each
subset of vertices A ⊂ L of size at most k the number of neighbors is at least
(1− δ)d|A|.
We use a standard notation: for a vertex v we denote by Γ (v) the set of its
neighbors; for a set of vertices A we denote by Γ (A) the set of neighbors of A,
i.e., Γ (A) = ∪v∈AΓ (v). So, the definition of expanders claims that for all small
enough sets A of vertices in the left part of the graph, |Γ (A)| ≥ (1 − δ)d|A|
(the maximal size of |Γ (A)| is obviously d|A|, since degree of all vertices on the
left is equal to d). The argument below is based on the following combinatorial
property of an expander:

Lemma 1 (see [12]). Let ε be a positive number, and G be an (m, s, d, k, δ)-
expander with δ ≤ ε/4. Then for every subset A ⊂ L such that |A| ≤ k/2, the
number of vertices x ∈ L \A such that

|Γ (x) ∩ Γ (A)| ≥ εd

is not greater than |A|/2.

Let G be a (m, s, d, k, δ)-expander with δ < ε/4. The storage scheme is defined
as follows. We identify a set A ⊂ {1, . . . ,m} of size n (n ≤ k/2) with a subset of
vertices in the left part of the graph. We will represent it by some labeling (by
ones and zeros) on the vertices of the right part of the graph. We do it in such a
way that the vast majority (at least (1− ε)d) of neighbors of each vertex v from
the left part of the graph correctly indicate whether v ∈ A. More precisely, if
v ∈ A then at least (1 − ε)d of its neighbors in R are labeled by 1; if v ∈ L \A
then at least (1 − ε)d of its neighbors in R are labeled by 0. Thus, querying a
random neighbor of v will return the right answer with probability > 1− ε.

It remains to explain why such a labeling exists. In fact, it can be constructed
by a simple greedy algorithm. First, we label all neighbors of A by 1, and the
other vertices on the left by 0. This labeling classifies correctly all vertices in A.
But it can misclassify some vertices outside A: some vertices in L \ A can have
too many (more than εd) neighbors labeled by 1. Denote by B the set of all these
“erroneous” vertices. We relabel all their neighbors, i.e., all vertices in Γ (B) to 0.
This fixes the problem with vertices outside A, but it can create problems with
some vertices in A. We take the set of all vertices in A that became erroneous
(i.e., vertices in A that have at least εd neighbors in Γ (B)), and denote this
set of vertices by A′. Then we relabel all Γ (A′) to 1. This operation create
new problems in some set of vertices B′ ⊂ B, relabel Γ (B′) to 0, etc. In this
iterative procedure we get a sequence of sets A ⊃ A′ ⊃ A′′ ⊃ . . . whose neighbors
are relabeled to 1 on steps 1, 3, 5, . . . of the algorithm, and B ⊃ B′ ⊃ B′′ ⊃ . . .
whose neighbors are relabeled to 0 on iterations 2, 4, 6, . . . respectively. Lemma 1
guarantees that the number of the erroneous vertices on each iteration reduces
by a factor of 2 (|B| ≤ |A|/2, |A′| ≤ |B|/2, etc.). Hence, in log m steps the
procedure terminates.
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To organize a storing scheme (and to estimate its size) for a set A of size
n in the universe of size m, we should construct an (m, s, d, k = 2n, δ = ε/4)-
expander. Parameters m, k, δ of the graph are determined directly by the param-
eters of the desired scheme (by the size of A and the universe and the allowed
error probability ε). We want to minimize the size of the left part of the graph s,
which is the size of the stored data. Existence of expanders with good parameters
can be proven by probabilistic arguments:

Lemma 2 ([11]). For all integers m,n and real ε > 0 there exists an (m, s =
O(n log m

ε2 ), d = log m
ε , n, ε)-expander. Moreover, the vast majority of bipartite

graphs with n vertices on the left, s = 100n log m
ε2 vertices on the right, and degree

d = log m
ε at all vertices on the left are expanders.

Given the parameters m,n, ε, we can find an (m,O(n log m
ε2 ), log m

ε , n, ε)-expander
by brute force search. This can be done by a deterministic algorithm in time
2poly(m/ε). Hence, to construct the bit-probe structure defined above we need
exponential time. Moreover, when the structure is constructed and we want to
answer a query “x ∈ A?” we need to read only one bit from the stored bit string.
But to select the position of this bit we need again to reconstruct the expander
graph, which requires exponential computations. We can keep the structure of
the computed graph in “cache” (compute the graph once, and then re-use it
every time a new query should be answered). But then the size of this “cached
data” (the size of the graph) becomes much greater than m, which makes the
bit-probe scheme useless (it is cheaper to store A as a trivial m-bits array).

In [18] a nice and very powerful explicit construction of expanders was sug-
gested:

Theorem 7 ([18]). Fix an ε > 0 and δ > 0. For all integers m,n there exists
an explicit (m, s = n1+δ · poly(log m), d = poly(log m), n, ε)-expander such that
for an index of a vertex v from the left part (a binary representation of an integer
between 1 and m) and an index of an outgoing edge (a binary representation of
an integer between 1 and d), the corresponding neighbor on the right part of the
graph (an integer between 1 and s) can be computed in time polynomial in log m.

Also, the following effective decoding algorithm exists. Given a set of vertices
T from the right part of the graph, we can compute the list of vertices in the left
part of the graph that have at least (4εd) neighbors in T , i.e.,

S = {v : |Γ (v) ∩ T | ≥ 4εd},
in time poly(|S|, n, logm).

Theorem 4 is proven by plugging the expander from Theorem 7 in the general
scheme explained above, see details in [18].

3 Proof of Theorem 5

3.1 Refinement of the Property of ε-Reduction

The construction of bit-probe scheme for a set A of size n in the m-elements
universe (with probability of an error bounded by some ε) explained in the
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previous section involves an (m, s, d, k, δ)-expander with s = O( n
ε2 log m) and

d = O(1
ε log m). Such a graph contains dm edges (degree of each vertex on the

left is d). The list of all its edges can be specified by a string of dm log s bits: we
sort all edges by their left ends, and specify for each edge its right end. Denote
the size of the description of this graph by N = dm log s.

In what follows we will assume that number s is a power of 2 (this will increase
the parameters of the graph by only a factor at most 2). So, we may assume that
every string of N(m, s, d) = dm log s bits specifies a bipartite graph with m ver-
tices on the left, s vertices on the right and degree d on the left. Lemma 2 claims
that most of these bits string of length N describe an (m, s, d, k, δ)-expander.
By Lemma 1, if a graph is an expander with these parameters, then for ε = 4δ,
for every set A ⊂ L of size less than k/2 the following reduction property holds:

Combinatorial Property 1 (ε-reduction property). For every subset A ⊂
L such that |A| ≤ k/2, the number of vertices x ∈ L \A such that

|Γ (x) ∩ Γ (A)| ≥ εd

is not greater than |A|/2.

This property was the main ingredient of the BMRV-scheme. In our bit-probe
scheme we will need another variant of Property 1:

Combinatorial Property 2 (strong ε-reduction). Let G = (L,R,E) be a
bipartite graph, and A ⊂ L be a subset of vertices from the left part. We say that
the strong ε-reduction property holds for A in this graph if for all x ∈ L \A

|Γ (x) ∩ Γ (A)| ≤ εd.

Lemma 3. Fix an ε > 0. For all integers m,n, for every A ⊂ {1, . . . ,m} of
size n there exists a bi-partite graph G = (L,R,E) such that

– |L| = m (the size of the left part);
– |R| = 2d2n = O(n log2 m) (the size of the right part);
– degree of each vertex in the left part is d = 2 log m

ε = O(log m);
– the property of strong ε-reduction holds for the set A (we identify it with a

subset of vertices in left part of the graph).

Moreover, the property of strong ε-reduction for A holds for the majority of
graphs with the parameters specified above.

The order of quantifiers is important here: we do not claim that in a random
graph the strong ε-reduction property holds for all A; we say only that for every
A the strong ε-reduction is true in a random graph.

Proof of lemma: Let v be any vertex in L \A. We estimate probability that at
least εd neighbors of x are at the same time neighbors of A (assuming that all
edges are chosen at random independently). There are

(
d
εd

)
choices of εd vertices

among all neighbors of v. Hence,

Prob[|Γ (v)∩Γ (A)| ≥ εd] ≤
(

d

εd

)
·
( |Γ (A)|
|R|

)εd

≤ dεd ·
(

dn

2d2n

)εd

=
(

1
2

)2 log m
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This probability is less than 1/m2 (for each vertex v). So, the expected number
of vertices v ∈ L such that |Γ (v) ∩ Γ (A)| ≥ εd, is less than 1/m < 1/2. Hence,
the strong ε-reduction property holds for A for more than 50% of graphs.

3.2 Testing the Property of Strong ε-Reduction

Lemma 3 implies that a graph with the strong reduction property for A exists.
Given A, we can find such a graph by brute force search. But we cannot use
such a graph in our bit-probe scheme even if we do not care about computation
complexity: the choice of the graph depends on A, and the size of the graph is
too large to include it into the scheme. We need to find a suitable graph with
a short description. We will do it using pseudo-random generators (‘random’
graphs will be parameterized by the seed of a generator).

Property 2 is a property of a graph and a set of vertices A in graph. We
can interpreted it as a property of an N -bits string (that determines a graph)
and some A ⊂ {1, . . . ,m}. Lemma 3 claims that for every A, for a randomly
chosen graph (a randomly chosen N -bits string) with high probability the strong
reduction property is true. We want to show that the same is true for a pseudo-
random graph. At first, we observe that the strong reduction property can be
tested by an AC0 circuit (a Boolean circuit of bounded depth, with polynomial
number of gates and, or with unbounded fan-in, and negations).

Indeed, we need to check for each vertex v ∈ L\A that the number of vertices
in Γ (v) ∩ Γ (A) is not large. For each vertex w in the right part of the graph
we can compute by an AC0-circuit whether w ∈ Γ (A). For each v from the left
part of the graph and each w from the right part of the graph we check by an
AC0-circuit whether there is an edge (v, w) in the graph. Thus, it remains to
count for each v ∈ L \ A the number of w ∈ R such that w ∈ Γ (A) and there
exists an edge between v and w.

In AC0 we cannot compute threshold functions with linear number of inputs
(e.g., the majority function is not in AC0, [4]). However, we can compute thresh-
olds for logarithmic number of arguments. Thresholds Thεd

d for d = O(log N) can
be represented by a CNF of size 2O(d) = poly(N). This is exactly what we need:
we want to check for each v ∈ L \A that the number of vertices in Γ (v) ∩ Γ (A)
is not greater than εd, and d = O(log m). We combine together these circuits for
all v and get an AC0-circuit that tests the property of strong ε-reduction.

3.3 Pseudo-random Graphs

We need to generate a pseudo-random string of N bits that satisfies the strong
ε-reduction property (for some fixed set A). We know that (i) by Lemma 3, for a
uniformly distributed random string this property is true with high probability,
and (ii) this property can be checked in AC0. It remains to choose a pseudo
random generator that fools this particular AC0-circuit. There exist several gen-
erators that fools such distinguishers. Below we mention the known solutions.

The first solution: the generator of Nisan–Wigderson. The classic way to fool an
AC0 circuit is the Nisan–Wigderson generator:
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Theorem 8 (Nisan–Wigderson generator, [7]). For every constant c there
exists an explicit family of functions

Gm : {0, 1}poly(log N) → {0, 1}N

such that for for any family of circuits CN (with N inputs) of polynomial in N
size and depth c, the difference between Prob[CN (y) = 1] and Prob[CN (Gm(x))]
tends to zero (faster than 1/poly(N)).

The generator is effective: generator’s value Gm(x) can be computed from a
given x in time poly(log N).

From this theorem and Lemma 3 it follows that for each A ⊂ {1, . . . ,m} of size
at most n, for most values of the seed of the Nisan–Wigderson generator Gm, a
pseudo-random graph Gm(x) satisfies the strong ε-expansion property for A.

The second solution: polylog-independent strings. M. Braverman proves that all
polylog-independent functions fool AC0-circuits:

Theorem 9 (Braverman, [17]). Let C be a Boolean circuit of depth r and size
M , ε be a positive number, and

D =
(

log
M

ε

)κr2

(for some absolute constant κ). Then C cannot distinguish between the uniform
distribution U and any D-independent distribution μ on its inputs:

|Probμ[C accepts]− ProbU [C accepts]| < ε

It follows that instead of the Nisan–Wigderson generator we can take any (logc n)-
independent function (for large enough constant c). The standard solution is a
polynomial of degree r = logc n over a finite field of size about N (seeds of this
‘pseudo-random generator’ are coefficients of a polynomial). Alternatively, other
constructions of polylog-independent functions can be used. E.g., the construc-
tion from [5,9] provides a family of (logc n)-independent functions with very fast
evaluation algorithm, and each function is specified by poly(logn) bits (so, the
size of the seed is again poly-logarithmic).

The third solution: the generator of Nisan. The property of strong ε-reduction
can be tested by a Turing machine with logarithmic working space. Technically
we need a machine with

– advice tape: read-only, two-way tape, where the list of elements of A is writ-
ten;

– input tape: read-only tape with random (or pseudo-random) bits, with log-
arithmic number of passes (the machine is allowed to pass along the input
on this tape only O(log N) times);

– index tape: read-only, two-way tape with logarithmic additional information;
– work tape that is two-way and read-write; the zone of the working tape is

restricted to O(log N).
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We interpret the content of the input tape as a list of edges of a random (or
pseudo-random) graph G = (L,R). The content of the index tape is understood
as an index of a vertex v ∈ L \ A. The machine reads the bits from the ‘input
tape’ (understood as a list of edges of a random graph) and checks that most
neighbors of v does not belong to the set of neighbors of A. The machine needs
to read the input tape 2d = O(log N) times (where d is degree of v): on the
first pass we find the index of the first neighbor of v; on the second pass we
check whether this neighbor of v is incident to any vertex of A; then we find the
second neighbor of v, check whether it is is incident to any vertex of A, etc. The
machine accepts the input if |Γ (v) ∩ Γ (A)| < εd.

We can use Nisan’s generator [6] to fool this machine. Indeed, this machine
and the tested property fits the general framework of [13], where Nisans gen-
erator was used to derandomize several combinatorial constructions. The only
nonconventional feature in our argument is that the input tape is not one-way:
we are allowed to read the random bits not once but logarithmic number of
times. However, we still can apply Nisan’s technique. David, Papakonstantinou,
and Sidiropoulos recently observed (see [20]) that a log-space machine with loga-
rithmic (and even poly-logarithmic) number of passes on the input tape is fooled
by Nisan’s generator with the seed size poly(logN).

Now we are ready to prove Theorem 5. We fix an ε > 0 and a set A ⊂
{1, . . . ,m} of size m. Let Gm be one of the pseudo-random generators discussed
above. For all these generators, for most values of the seed z the values Gm(z)
encodes a graph such that the strong ε-reduction property holds for A. Let us fix
one of such seeds. We label by 1 all vertices in Γ (A) and by 0 all other vertices
in R in the graph encoded by the string Gm(z).

The seed value z makes the “auxiliary word” C, and the specified above
labeling of the right part of the graph makes the bits string B. To answer a
query “x ∈ A?” we take a random neighbor of x in the graph and check its
label. If the label is 1, we answer “x ∈ A”; otherwise we answer x �∈ A.

If x ∈ A then there are no errors, since all neighbors of A are labeled by 1.
If x �∈ A then probability of an error is bounded by ε because of the strong
ε-reduction property. We can answer a query in polynomial (in logm) time since
the generators under consideration are effectively computable.

3.4 Complexity of Encoding

The disadvantage of this construction is non-effective encoding procedure. We
know that for most seeds z the corresponding graph Gm(z) enjoys the strong
ε-reduction property. However, we need the brute force search over all vertices
v ∈ L \ A (polynomial in m but not in log m) to check this property for any
particular seed. Thus, we have a probabilistic encoding procedure that runs in
expected time poly(m): we choose random seeds until we find one suitable for
the given A.
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In the next section we explain how to make the encoding procedure more
effective (in expected time poly(n, log m)) for the following price: we will need a
slightly greater size of the data storage, and we will take 2 bit probes instead of
one at each query.

4 Proof of Theorem 6: Effective Encoding

To obtain a scheme with effective encoding and decoding we combine two con-
structions: the explicit expander from [18] and a pseudo-random graph from the
previous section.

We fix an n-element set A in the universe {1, . . . ,m}. Now we construct
two bipartite graphs that share the same left part L = {1, . . . ,m}. The first
graph is the explicit (m, s = n1+δ · poly(log m), d = poly(log m), n, ε)-expander
G1 = (L,R1, E1) from [18] with an effective decoding algorithm. We do the
first two steps from the encoding procedure of the BMRV-scheme explained in
Section 2. At first we label all vertices in Γ (A) by 1 and other vertices by 0.
Denote the corresponding labeling (which is a n1+δ · poly(log m)-bits string) by
C1. Then we find the list of vertices outside A that have too many 1-labeled
neighbors:

B := {v ∈ L \A : |Γ (x) ∩ Γ (A)| ≥ εd}.
We do not re-label neighbors of B, but we will use this set later (to find B
effectively, we need the property of effective decoding of the graph).

Let v ∈ L be a vertex in the left part of the graph. There are three different
cases:

– if v belongs to A then all neighbors of v are labeled by 1;
– if v does not belong to A∪B, then a random neighbor of x with probability

> (1− ε)d is labeled by 0;
– if v belongs to B, we cannot say anything about the vast majority of its

neighbors.

Thus, if we take a random neighbor of v and see label 0 in C1 then we can
say that this point does not belong to A. If we see label 1 then more detailed
investigation is needed. This investigation will involve the second part C2 of the
scheme defined below.

Now our goal is to distinguish between A and B. To this end we take a
pseudo-random graph G2 = (L,R2, E2) specified by a value of a pseudo-random
generator Gm(z) (any one from the previous section). We need a restricted on
B version of the strong ε-reduction property:

For every v ∈ B, at most εd vertices in Γ (v) belong to Γ (A).

Set B is of size at most |A|/2 (Lemma 1), and it can be effectively computed
from A (effective decoding property of the graph). Hence, for a given z we can
check the property above in time poly(n, log m). We know that for the majority
of seeds z the graph Gm(z) satisfies the strong ε-reduction property, i.e., all
vertices outside A have at most εd neighbors in Γ (A). We cannot effectively
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check this general property (we cannot check it for all vertices in the universe),
but we can check its restricted version (i.e., only for vertices in B).

Thus, in average time poly(n, log m) we can probabilistically find some seed
x such that the restricted (on B) version of the strong ε-reduction property is
true. In the corresponding graph we denote by 1 all vertices in Γ (A), and by 0 all
vertices of the right part of the graph outside Γ (A). We denote this labeling (a
O(m log2 n)-bits string) by C2 and take it as the second part of the data storage.
The seed value x is taken as ‘cached’ memory.

The decoding procedure works as follows. Given x ∈ {1, . . . ,m}, we take its
random neighbor in both constructed graphs and look at their labels (bits from
C1 and C2 respectively).

– if the first label is 0, we say that x �∈ S;
– if the first label is 1 and the second bit is 0 then we say that x �∈ S.
– if both labels are is 1 then we say that x ∈ S.

If x �∈ A∪B then by definition of B we get that the procedure above with prob-
ability > (1− ε) returns the correct answer. If x ∈ A then by construction both
labels are equal to 1. If x ∈ B, then we have no guarantee about labels in C1;
but from the restricted strong reducibility property it follows that with proba-
bility > (1− ε) the second label is 0. Thus, we have one-sided error probability
bounded by ε.

5 Conclusion

In this paper we constructed an effective probabilistic bit-probe scheme with
one-sided error. The used space is close to the trivial information-theoretic lower
bound Ω(n log m). The scheme answers queries ‘x ∈ A?’ with a small one-sided
error and requires only poly-logarithmic (in the size of the universe) cached
memory and one bit (two bits in the version with effective encoding) from the
main part of the memory.

For reasonable values of parameters (for n ! poly(log m)) the size of our
scheme O(n log2 m) with a cache of size poly(log m) is below the lower bound
Ω(n2 log m) proven in [11] for one-probe schemes with one-sided errors without
cached data dependent on A. The gap between our upper bounds and the trivial
lower bound is a (log m)-factor.

The following questions remain open: How to construct a bit-probe memory
scheme with one-sided error and effective encoding and decoding that requires
to read only one bit from the main part of memory to answer queries? What
is the minimal size of the cached memory required for a bit-probe scheme with
one-sided error, with space of size O(n log m)?

The author thanks Daniil Musatov for useful discussions, and anonymous referees
for deep and very helpful comments.
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Abstract. Many theorems about Kolmogorov complexity rely on exis-
tence of combinatorial objects with specific properties. Usually the prob-
abilistic method gives such objects with better parameters than explicit
constructions do. But the probabilistic method does not give “effective”
variants of such theorems, i.e. variants for resource-bounded Kolmogorov
complexity. We show that a “naive derandomization” approach of re-
placing these objects by the output of Nisan-Wigderson pseudo-random
generator may give polynomial-space variants of such theorems.

Specifically, we improve the preceding polynomial-space analogue of
Muchnik’s conditional complexity theorem. I.e., for all a and b there
exists a program p of least possible length that transforms a to b and
is simple conditional on b. Here all programs work in polynomial space
and all complexities are measured with logarithmic accuracy instead of
polylogarithmic one in the previous work.

1 Introduction

Many statements about Kolmogorov complexity may be proven by applying
some combinatorial constructions like expanders or extractors. Usually these
objects are characterized by some parameters, and one may say which parame-
ters are “better”. Very often the probabilistic method allows us to obtain these
objects with much better parameters than explicit constructions do. But exploit-
ing the probabilistic method causes exponential-space brute-force search of an
object satisfying the necessary property. And if this search is performed while de-
scribing some string to obtain an upper bound on its complexity then this bound
cannot be repeated for polynomial-space complexity. On the other hand, replac-
ing the probabilistic method by an explicit construction weakens the statement
due to worse parameters.

We present a technique that combines advantages of both probabilistic and ex-
plicit construction methods. The key idea is to substitute a random object with
a pseudo-random one obtained by the Nisan-Wigderson pseudo-random gener-
ator and still possessing the necessary property. We employ indistinguishability
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of Nisan-Wigderson generator’s output from a random string by boolean circuits
of constant depth and polynomial size. If the necessary property can be tested
by such circuits then it holds for a pseudo-random object as well as for a truly
random object. Unfortunately, it is not clear how to build such a circuit for the
extractor property and similar ones, so we relax the property in a way that allows
both proving the theorem and building polynomial constant-depth circuits.

This “naive derandomization” idea has been recently applied by Andrei Ro-
mashchenko ([18]) in another situation: he constructs a probabilistic bit-probe
scheme with one-sided error for the membership problem.

By exploiting the new method we improve previous result [12] generalizing
Muchnik’s conditional complexity theorem. The original theorem [9] states that
for all a and b of length n there exists a program p of length C(a|b) + O(log n)
that transforms b to a and has complexity O(log n) conditional on a. In [12] this
result is restated for space-bounded complexity with gap rised from O(log n)
to O(log3 n). The main idea was to employ a property of extractors, proven
in [2]: in an extractor graph in every sufficiently big subset S of left part there
are few vertices with all right-part neighbours having indegree from S twice
greater than average. We refer to it as to “low-congesting property”. An ex-
plicit extractor construction yields a space-bounded version of the theorem with
polylogarithmic precision. In this paper we replace an explicit extractor by a
pseudo-random graph, that does not necessary have the extractor property, but
enjoys the low-congesting property for “relevant” subsets S. This replacement
leads to decreasing the precision back to logarithmic term.

The rest of the paper is organized as follows. In Sect. 2 we give formal def-
initions of all involved objects and formulate necessary results. In Sect. 3 we
formally state our space-bounded variant of Muchnik’s theorem and specify all
details of the proof.

2 Preliminaries

2.1 Kolmogorov Complexity

Let V be a two-argument Turing machine. We refer to the first argument as
to the “program” and to the second argument as to the “argument”. (Plain)
Kolmogorov complexity of a string x conditional on y with respect to V is the
length of a minimal program p that transforms y to x, i.e.

CV(x | y) = min{p : V(p, y) = x}
There exists an optimal machine U that gives the least complexity up to an
additive term. Specifically, ∀V ∃c ∀x, y CU(x|y) < CV(x|y) + c. We employ such
a machine U , drop the subscript and formulate all theorems up to a constant
additive term. The unconditional complexity C(x) is the complexity with empty
condition C(x | ε), or the length of a shortest program producing x.

Now we define the notion of resource-boundedKolmogorovcomplexity. Roughly
speaking, it is the length of a minimal program that transforms y to x effi-
ciently. Formally, Kolmogorov complexity of a string x conditional on y in time
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t and space s with respect to V is the length of a shortest program p such that
V(p, y) = x, and V(p, y) works in t steps and uses s cells of memory. This com-
plexity is denoted by Ct,s

V (x | y). Here the choice of V alters not only complexity,
but also time and space bounds. However, there still exists an optimal machine
in the following sense:

Theorem 1. There exists a machine U such that for any machine V there ex-
ists a constant c such that for all x, y, s and t it is true that Cs,t

U (x | y) ≤
Ccs,ct log t

V (x | y) + c.

In our paper we deal only with space bounds, so we drop the time-bound super-
script in all notations. Also, we drop the machine subscript again and formulate
all theorems with a constant additive term in all complexities and a constant
multiplicative term in all space bounds.

2.2 Extractors

An extractor is a function that extracts randomness from weak random sources.
A k-weak random source of length n is a probabilistic distribution on {0, 1}n
with minentropy greater than k, that is, no particular string occurs with proba-
bility greater than 2−k. An extractor with parameters n, m, d, k, ε is a function
Ext: {0, 1}n×{0, 1}d → {0, 1}m, such that for any independent k-weak random
source x of length n and uniform distribution u on {0, 1}d the induced distribu-
tion Ext(x, u) on {0, 1}m is ε-close to uniform, that is, for any set Y ⊂ {0, 1}m its
probability differs from its fraction by at most ε. This is interpreted as follows:
an extractor receives n weakly random bits and d truly random bits independent
from the first argument and outputs m almost random bits.

Like any two-argument function, an extractor may be viewed as a bipartite
(multi-)graph: the first argument indexes a vertex in the left part, the second
argument indexes an edge going from this vertex, and the value indexes a vertex
in the right part which this edge directs to. That is, the graph has N = 2n

vertices on the left, M = 2m vertices on the right, and all left-part vertices
have degree D = 2d. Throughout the paper, we say that a bipartite graph has
parameters (n, m, d) if the same holds for it. For the sake of clarity we usually
omit these parameters in extractor specifications. The extractor property may
be also formulated in terms of graphs: for any left-part subset S of size greater
than K = 2k and for any right-part subset Y the fraction of edges directing from
S to Y among all edges directing from S differs from the fraction of Y among all
right-part vertices by at most ε. Put formally, ||Y |/M − E(S, Y )/E(S,M)| < ε,
where E(S, T ) is the number of edges diredting from S to T and M slightly
abusively denotes both the right part and the number of vertices in it. A proof
of equivalence may be found in [16].

It is proven by the probabilistic method (see, for example, [16]) that for all n, k
and ε there exists an extractor with parameters d = log(n−k)+2 log(1/ε)+O(1)
and m = k + d− 2 log(1/ε)−O(1). Nevertheless, no explicit (that is, running in
polynomial time) construction of such an extractor is known. Best current results
([17], [20]) for m = k use d = polylog n truly random bits. A number of explicit



Naive Derandomization 67

extractors including those in [7], [4] and [5] use O(log n) truly random bits but
output only (1−α)k almost random bits. Such constructions are insufficient for
our goals.

2.3 Nisan-Wigderson Generators

The Nisan-Wigderson pseudo-random generator is a deterministic polynomal-
time function that generates n pseudorandom bits from polylog(n) truly random
bits. The output of such a generator cannot be distinguished from a truly random
string by small circuits. Specifically, we exploit the following theorem from [15].
(The statement was initially proven by Nisan in paper [14]).

Theorem 2. For any constant d there exists a family of functions Gn : {0, 1}k →
{0, 1}n, where k = O(log2d+6 n), such that two properties hold:

Computability: G is computable in workspace poly(k);
Indistinguishability: For any family of circuits Cn of size poly(n) and depth

d for any positive polynomial p for all large enough n it holds that:

|Probx{Cn(Gn(x)) = 1} − Proby{Cn(y) = 1}| < 1
p(n)

,

where x is distributed uniformly in {0, 1}k and y — in {0, 1}n.

By rescaling the parameters we get the following

Corollary 1. There exists a family of functions Gn : {0, 1}k → {0, 1}N , where
k = poly(n) and N = 2O(n), such that two properties hold:

– G is computable in workspace poly(n);
– For any family of circuits Cn of size 2O(n) and constant depth, for any con-

stant c and for all large enough n it holds that:

|Probx{Cn(Gn(x)) = 1} − Proby{Cn(y) = 1}| < 2−cn.

The last corollary implies the following basic principle:

Lemma 1. Let Cn be some set of combinatorial objects encoded by boolean strings
of length 2O(n). Let P be some property satisfied for fraction at least α of objects
in Cn that can be tested by a family of circuits of size 2O(n) and constant depth.
Then for sufficiently large n the property P is satisfied for a fraction at least α/2
of values of Gn, where Gn is the function from the previous corollary.

2.4 Constant-Depth Circuits for Approximate Counting

It is well-known that constant-depth circuits cannot compute the majority func-
tion. Moreover, they cannot compute a general threshold function that equals 1
if and only if the fraction of 1’s in its input exceeds some threshold α. Neverthe-
less, one can build such circuits that compute threshold functions approximately.
Namely, the following theorem holds:
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Theorem 3 ([1]). Let α ∈ (0, 1). Then for any (constant) ε there exists a
constant-depth and polynomial-size circuit C such that C(x) = 0 if the fraction
of 1’s in x is less than α − ε and C(x) = 1 if the fraction of 1’s in x is greater
than α + ε.

Note that nothing is promised if the fraction of 1’s is between α− ε and α + ε.
So, the fact that C(s) = 0 guarantees only that the fraction of 1’s is at most
α + ε, and C(s) = 1 — that it is at least α− ε.

3 Muchnik’s Theorem

3.1 Subject Overview

An. Muchnik’s theorem [9] on conditional Kolmogorov complexity states that:

Theorem 4. Let a and b be two binary strings such that C(a) < n and C(a|b) <
k. Then there exists a string p such that
• C(a|p, b) = O(log n);
• C(p) ≤ k + O(log n);
• C(p|a) = O(log n).

The constants hidden in O(log n) do not depend on n, k, a, b, p.
Informally, this theorem says that there exists a program p that transforms

b to a, has the minimal possible complexity C(a|b) (up to a logarithmic term)
and, moreover, can be easily obtained from a. (The last requirement is cru-
cial, otherwise the statement trivially reformulates the definition of conditional
Kolmogorov complexity.)

Several proofs of this theorem are known. All of them rely on the existence of
some combinatorial objects. The original proof in [9] leans upon the existence of
bipartite graphs with specific expander-like property. Two proofs by Musatov,
Romashchenko and Shen [12] use extractors and graphs allowing large on-line
matchings. Explicit constructions of extractors provide variants of Muchnik’s
theorem for resource-bounded Kolmogorov complexity. Specifically, the following
theorem is proven in [12]:

Theorem 5. Let a and b be binary strings of length n, and k and s be integers
such that Cs(a|b) < k. Then there exists a binary string p, such that

• CO(s)+poly(n)(a|p, b) = O(log3 n);
• Cs(p) ≤ k + O(log n);
• Cpoly(n)(p|a) = O(log3 n),

where all constants in O- and poly-notations depend only on the choice of the
optimal description method.

One cannot reduce residuals to O(log n) since all explicit extractors with such seed
length output only (1−α)k bits, but p is taken as an output of an extractor and
should have length k. However, an application of our derandomization method
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will decrease conditional complexities from O(log3 n) to O(log n) + O(log log s)
at the price of increasing the space limit in the last complexity from poly(n)
to O(s) + poly(n). If s is polynomial in n then all space limits become also
polynomial and all complexity discrepancies become logarithmic.

3.2 Proof Overview

Before we proceed with the detailed proof, let us present its high-level descrip-
tion. The main idea is the same in all known proofs: p is a fingerprint (or hash
value) for a constructed in some specific way. This fingerprint is chosen via some
underlying bipartite graph. Its left part is treated as the set of all strings of
length n (i.e., all possible a’s) and its right part is treated as the set of all pos-
sible fingerprints. To satisfy the last condition each left-part vertex should have
small outdegree, since in that case the fingerprint is described by its number
among a’s neighbours. To satisfy the first condition each fingerprint should have
small indegree from the strings that have low complexity conditional on b (for
arbitrary b).

If resources are unbounded then the existence of a graph satisfying all con-
ditions may be proven by the probabilistic method and the graph itself may be
found by brute-force search. In the resource-bounded case we suggest to replace
a random graph by a pseudo-random one and prove that it still does the job.
The proof proceeds in several steps. Firstly, in Sect. 3.3 we define the essential
graph property needed to our proof. We call this property low-congestion. It
follows from the extractor property, but not vice versa. Secondly, in Sect. 3.4 we
specify the instrumental notion of space-bounded enumerability and prove some
lemmas about it in connection to low-congesting graphs. Next, in Sect. 3.5 we
employ these lemmas to prove that the low-congesting property is testable by
small circuits. Hence, by applying the main principle (lemma 1) this property
is satisfied for pseudo-random graphs produced by the NW generator as well as
for random ones. Moreover, a seed producing a graph with this property may
be found in polynomial space. Finally, in Sect. 3.6 we formulate our version of
Muchnik’s theorem and prove it using the graph obtained on the previous step.
I.e., we describe the procedure of choosing a fingerprint in this graph and then
calculate all complexities and space requirements and assure that they do not
exceed the respective limitations.

3.3 Low-Congesting Graphs

In fact, the proof in [12] does not use the extractor property, but employs only
its corollary. In this section we accurately define this corollary in a way that
allows derandomization.

Fix some bipartite graph with parameters (n, m, d) and an integer k < n. Let
there be a system S of subsets of its left part with the following condition: each
S ∈ S contains less than 2k vertices, and the whole system S contains 2O(n) sets
(note that there are

∑2k

i=1 Ci
2n > 2O(n) different sets of required size, so the last

limitation is not trivial). We refer to such systems as to “relevant” ones. Having
fixed a system S, let us call the sets in it relevant also.



70 D. Musatov

Lemma 2. Let Sk = {S ⊂ {0, 1}n | ∃b ∃s |b| = n and S = {x | Cs(x|b) < k}}.
Then the system Sk is relevant.

Proof. By a standard counting argument, each set S ∈ Sk contains less than 2k

elements. If b is fixed then the described sets are expanding while s is rising.
Since the largest set is also smaller than 2k, there are less than 2k different sets
for fixed b. Since there are 2n different b, the total size of Sk is bounded by
2n2k = 2O(n).

Considering a modification of the upper system Sk,s̄ = {S ⊂ {0, 1}n | ∃b ∃s <
s̄ S = {x | Cs(x|b) < k}}, one may note that it is relevant as well.

Now fix some relevant system S and take an arbitrary set S in it. Call the α-
clot for S the set of right-part vertices that have more than αDK/M neighbours
in S (that is, at least α times more than on average). Call a vertex x ∈ S
α-congested (for S) if all its neighbours are in the α-clot for S. Say that G
is (α, β)-low-congesting if there are less than βK α-congested vertices in any
relevant S.

Following [2], we prove the next lemma:

Lemma 3. Let G be an extractor graph with parameters n, m, d, k, ε. Then
for any α > 1 the graph G is (α, α

α−1ε)-low-congesting.

Proof. In fact in an extractor graph there are less than α
α−1εK α-congested

vertices in any set S of size K, not only in relevant ones. We may treat S as
an arbitrary set of size exactly K: since a congested vertex in a subset is also a
congested vertex in the set, an upper bound for the number of congested vertices
in the set holds also for a subset.

Let Y be the α-clot for S, and |Y | = δM . Then the fraction |Y |/M of vertices
in Y equals δ and the fraction E(S, Y )/E(S,M) of edges directing from S to
Y is greater than αδ (by the definition of clot). A standard counting argument
implies only δ ≤ 1

α , but by the extractor property E(S, Y )/E(S,M)−|Y |/M < ε,
so (α − 1)δ < ε, i.e. δ < 1

α−1ε. Next, let T ⊂ S be the set of α-congested
vertices in S, and |T | = βK. All edges from T direct to vertices in Y , so at least
D|T | = βDK edges direct from S to Y . In other words, the fraction of edges from
S to Y is at least β. By the extractor property it must differ from the fraction
of vertices in Y (that equals δ) by at most ε. So, β < δ + ε < 1

α−1ε + ε = α
α−1ε.

Putting it all together, the number of α-congested vertices in any relevant S is
less than α

α−1εK, so the graph is (α, α
α−1ε)-low-congesting. ��

3.4 Space-Bounded Enumerability

Say that a system S is enumerable in space q if there exists an algorithm with
two inputs i and j working in space q that either outputs the jth element of the
ith set from S or indicates that at least one of the inputs falls out of range. Note
that for a polynomial space bound enumeration is equivalent to recognition:
if one may enumerate a set then one may recognize whether a given element
belongs to it by sequentially comparing it to all enumerated strings, and if one
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may recognize membership to a set then one may enumerate it by trying all
possible strings and including only those accepted by the recognition algorithm.
Only small auxiliary space is needed to perform these modifications.

Lemma 4. The system Sk,s̄ = {S ⊂ {0, 1}n | ∃b ∃s < s̄ |b| = n and S = {x |
Cs(x|b) < k}} is enumerable in space O(s̄) + poly(n).

Proof. Assume firstly that a set S is given (by specifying b and s < s̄) and show
how to enumerate it. Look through all programs shorter than k and launch them
on b limiting the space to s and counting the number of steps. If this number ex-
ceeds cs (for some constant c depending only on the computational model) then
the current program has looped. In this case or if the program exceeds the space
limit we terminate it and go to the next one. Otherwise, if the program produces
an output, then we check whether it has not been produced by any previous pro-
gram. This check is performed as follows: store the result, repeat the same pro-
cedure for all previous programs and compare their results with the stored one.
If no result coincides then include the stored result in the enumeration, other-
wise skip it and turn to the next program. Emulation of a program requires O(s)
space and no two emulations should run in parallel. All intermediate results are
polynomial in n, so a total space limit O(s̄) + poly(n) holds.

Specifying a set S by b and s is not reasonable because a lot of values
of s may lead to the same set. (And if s̄ = 2ω(n) then the number of pos-
sible indexes (b, s) exceeds the limit 2O(n) on the size of S.) Instead, call a
limit s pivotal if {x | Cs(x|b) < k} �= {x | Cs−1(x|b) < k} and consider only piv-
otal limits in the definition of Sk,s̄. Clearly, the latter modification of definition
does not affect the system itself. The advantage is that there are less than 2k

pivotal limits, and the ith pivotal limit si may be found algorithmically in space
O(si) + poly(n). It is sufficient to construct an algorithm recognizing whether
a given limit is pivotal, and the latter is done by a procedure similar to one
described in the first paragraph: try all possible programs in space s, and in case
they produce an output, check whether it is produced by any program in space
s− 1. If at least one result is new then s is pivotal, otherwise it is not. Putting
all together, a set S in Sk,s̄ is defined by a word b and the ordinal number i of a
pivotal space limit si. Knowing these parameters, one may enumerate it in space
O(s̄) + poly(n), as claimed.

The next lemma indicates that if a system S is enumerable in small space,
then the same holds for the system of congested subsets of its members. We call
a bipartite graph computable in space q if there exists an algorithm working in
space q that receives an index of a left-part vertex and an index of an incident
edge and outputs the right-part vertex this edge directs to.

Lemma 5. Let S be a system of relevant sets enumerable in space s, G be a
bipartite graph computable in space q and α > 1 be a (rational) number. Then the
system Conα S = {T | ∃S ∈ S for which T is the set of α-congested vertices} is
computable in space O(max{s, q}) + poly(n). Moreover, the iteration (Conα)rS
is also computable in space O(max{s, q}) + poly(n) with constants in O- and
poly- notations not depending on r, but possibly depending on α.
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Proof. Since for space complexity enumeration and recognition are equivalent, it
is sufficient to recognize that a vertex x is α-congested. The recognizing algorithm
works as follows: having a set S and a vertex x ∈ S fixed, search through all
neighbours of x (this requires space O(q) + poly(n)) and for each neighbour
check whether it lies in the α-clot for S. If all neighbours do then x is congested,
otherwise it is not. Having a neighbour y fixed, the check is performed in the
following way: enumerate all members of S (using O(s) + poly(n) space), for
each member search through all its neighbours (using O(q)+poly(n) space) and
count the number of these neighbours coinciding with y. Finally, compare this
number with the threshold αDK/M . Note that no two computations requiring
space s or q run in parallel and all intermediate results need only polynomial
space, so the total space requirement is O(max{s, q})+poly(n), as claimed. Note
also that O- notation is used only due to the possibility of computational model
change, not because of the necessity of looping control. If a computational model
is fixed then the required space is just max{s, q}+ poly(n).

The last observation is crucial for the “moreover” part of lemma. Indeed, by
a simple counting argument the fraction of α-congested vertices in S is at most
1/α. That is why after at most logα 2n = O(n) iterations the set of congested
variables becomes empty. Each iteration adds poly(n) to the space requirement,
so the overall demand is still max{s, q}+ poly(n) (with greater polynomial), as
claimed.

3.5 Derandomization

In this section we show that, firstly, the low-congesting property may be (approx-
imately) recognized by 2O(n)-sized constant-depth circuits, secondly, that there
are low-congesting graphs in the output of Nisan-Wigderson pseudo-random gen-
erator and, thirdly, that one can recognize in polynomial space whether the NW-
generator produces a low-congesting graph on a given seed. Put together, the last
two lemmas provide a seed on which the NW-generator produces a low-congested
graph.

Let us encode a bipartite graph with parameters (n, m, d) by a list of edges.
The length of this list is 2n2dm: for each of 2n left-part vertices we specify 2d

neighbours, each being m-bit long.

Lemma 6. Let G be the set of all bipartite graphs with parameters (n, m, d)
encoded as described above. Let k be an integer such that 1 < k < n, and ε > 0.
Then there is a circuit C of size 2O(n) and constant depth, defined on G, such
that:

– If G is a (k, ε)-extractor then C(G)=1;
– If C(G) = 1 then G is a (2.01, 2.01ε)-low-congesting graph for Sk from

lemma 2.

Proof. We build a non-uniform circuit, so we may assume that Sk is given. We
construct a single circuit approximately counting the number of congested ver-
tices in a given set, then replicate it for each relevant set and take conjunction.
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Since there are less than 2n+k relevant sets, this operation keeps the size of
circuit being 2O(n). We proceed by constructing a circuit for a given set S.

The size of the input is |S| · 2dm. We think of it as of being divided into |S|
blocks of 2d segments of length m. We index all blocks with elements x ∈ S
and index all segments of the block x by vertices y incident to x. It is easy
to see that there is a constant-depth circuit that compares two segments (that
is, has 2m inputs and outputs 1 if and only if the first half of inputs coincides
with the second half). On the first stage we apply this circuit to every pair
of segments, obtaining a long 0-1-sequence. On the second stage we employ a
counting circuit with |S|D− 1 arguments that is guaranteed to output 1 if more
than 2.01DK/M of its arguments are 1’s and to output 0 if the number of 1’s is
less than 2DK/M . By theorem 3 there exists such a circuit of polynomial (in the
number of arguments) size and constant depth. For all segments y a copy of this
circuit is applied to the results of the comparison of y to all other segments. If y
lies in the 2.01-clot then the respective copy outputs 1, and if it outputs 1, then y
lies in 2-clot. On the third stage we take a conjuction of all second-stage results
for the segments lying in the same block x. If this conjunction equals 1 then
all images of x lie in 2-clot, that is, x is 2-congested. Conversely, if x is 2.01-
congested then the conjunction equals 1. Finally, we utilize another counting
circuit with |S| inputs that outputs 0 if more than 2.01εK of its inputs are 1’s
and outputs 1 if less than 2εK of its inputs are 1’s. This circuit is applied to all
outputs of the third stage. If the final result is 1 then less than 2.01εK elements
of S are 2.01-congested; and if less than 2εK elements of S are 2-congested then
the final result is 1.

The last claim holds for any relevant S. On the very last stage we take a
conjunction of results for all S. If this conjunction is 1 then less than 2.01εK
elements in each S are 2.01-congested, and if G is a (k, ε)-extractor then by
lemma 3 less than 2εK elements in each S are 2-congested and hence this con-
junction equals 1.

Since there are at most 2O(n) gates on every stage and each stage has constant
depth, the overall circuit has also 2O(n) gates and constant depth, as claimed.

Lemma 7. Let n, m = k, d = O(log n) and ε be such parameters that a random
bipartite graph with parameters (n, d, m) is a (k, ε)-extractor with constant
probability p > 0. Let q be the depth of the circuit from the previous lemma. Let
NW : {0.1}l → {0, 1}N , where l = O(log2q+6) and N = 2n2dm, be the Nisan-
Wigderson generator from corollary 1. Then Probu{C(NW (u)) = 1} > p

2 for
sufficiently large n, where C is the circuit from the previous lemma.

Proof. This is a straightforward application of lemma 1. By the previous lemma
if a graph G is an extractor then C(G) = 1, so ProbG{C(G) = 1} ≥ p. Since C
is a constant-depth circuit, the property C(G) = 1 is tautologically testable by
a constant-depth circuit. By lemma 1 Probu{C(NW (u)) = 1} > p

2 . ��
Consider the following problem R: find a string u ∈ {0, 1}l such that the graph
NW (u) is (2.01, 2.01εK)-low-congesting with respect to Sk, s.

Lemma 8. The problem R is solvable in space O(s) + poly(n).
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Proof. The existence of a solution follows from the previous lemma. Since we
care only about the space limit, the search problem may be replaced by the cor-
responging recognition problem. The space bound for the latter one arises from
corollary 1, lemma 4 and lemma 5. Indeed, by corollary 1 the graph NW (u) is
computable in polynomial space, and by lemma 4 the system Sk, s is enumerable
in space O(s) + poly(n). Hence by lemma 5 the system Con2.01 Sk, s is also enu-
merable in space O(s)+poly(n), therefore one may easily check whether each set
in Con2.01 Sk, s contains less than 2.01εK elements, thus solving the recognition
analogue of R. Only polynomial extra space is added on the last step.

3.6 Proof of the Theorem

Now we proceed by formulating and proving our version of Muchnik’s theorem.

Theorem 6. Let a and b be binary strings of length less than n, and s and k be
numbers such that Cs(a|b) < k. Then there exists a binary string p, such that

• CO(s)+poly(n)(a|p, b) = O(log log s + log n);
• Cs(p) ≤ k + O(log n);
• CO(s)+poly(n)(p|a) = O(log log s + log n),

where all constants in O- and poly-notations depend only on the choice of the
optimal description method.

Proof. Basically the proof proceeds as the respective proof of theorem 5 in [12].
Here we replace an explicitly constructed extractor by a pseudorandom graph
described in Sect. 3.5.

Let ε be a small constant and let d = O(log n) be such that a random bipartite
graph with parameters (n, m = k, d) is a (k, ε)-extractor with probability greater
than some positive constant μ. Let l be a parameter and NW be a function
from lemma 7. By lemmas 7 and 6 the output of NW is a (2.01, 2.01εK)-low-
congesting graph for Sk with probability at least μ/2. Applying the program
from lemma 8, one may find in O(s) + poly(n) space a seed u for which NW (u)
is a (2.01, 2.01εK)-low-congesting graph for Sk, s. This u has low complexity: to
perform this search one needs to know parameters n, k and l = poly(n), that is,
O(log n) bits, and the space bound s, that requires log s bits. The last number
may be reduced to log log s, because the space bound s may be replaced by the
least power of 2 exceeding s keeping the needed space to be O(s) + poly(n). For
what follows, fix this seed u and the graph G = NW (u).

By definition of the low-congesting property the number of 2.01-congested
vertices in the set S = {x | Cs(x|b) < k} does not exceed 2.01εK. Clearly,
a belongs to S. Firstly suppose that it is not 2.01-congested. Then it has a
neighbour outside of the 2.01-clot for S. This neighbour may be taken as p.
Indeed, the length of p equals m = k, hence its complexity is also less than
k + O(1). To specify p knowing a, one needs to construct the graph NW (u), for
which only O(log n) + O(log log s) bits are necessary, and to know the number
of p among a’s neighbours, which is at most d = O(log n). Finding a given b
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and p proceeds as follows: construct G, enumerate S and choose the specified
preimage of p in S. Then a is determined by the information needed to construct
G (O(log n+log log s) bits), information needed to enumerate S (that is, k, log s
and b) and the number of a among preimages of p (since p is not in the 2.01-clot,
there are not more than 2.01DK/M = 2.01D preimages, so O(d) = O(log n) bits
are required). Summarizing, we get O(log n)+O(log log s) bits and O(s)+poly(n)
space needed. Note that the fact that m = k is crucial here: in the case m =
(1−α)k the number of required bits would increase by αk and exceed the bound.

Now we turn to the case where a is 2.01-congested. By lemma 5 the set
Con2.01 S of 2.01-congested vertices is enumerable in O(s)+poly(n) space. Take
parameters n1 = n, m1 = k1 = log K1 = log(2.01εK), d1 = O(log n) and ε1 = ε
such that an extractor with these parameters exists with probability greater
than μ. Lemmas 6, 7 and 8 are applicable to the new situation, so we may find
a new u1 such that the graph G1 = NW (u1) is (2.01, 2.01εK1)-low-congesting
for Con2.01 Sk, s with probability at least μ/2. By assumption, a belongs to the
set Con2.01 S. If it is not 2.01-congested in it then we choose p analogously
to the initial situation. Otherwise we reduce the parameters again and take a
low-congesting graph for Con2

2.01 Sk, s, and so on. By the “moreover” part of
lemma 5, this reduction may be performed iteratively for arbitrary number of
times keeping the space limit to be O(s) + poly(n).

The total number of iterations is less than log1/2.01ε k = O(log n). Finally p
is defined as a neighbour of a not lying in the 2.01-clot in graph Gi. To find p
knowing a one needs to know i and the same information as on the upper level.
To find a knowing p and b also only specifying i is needed besides what has been
specified on the upper level. So, all complexities and space limits are as claimed
and the theorem is proven.
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Abstract. Two standard algorithms for approximately solving two-player zero-
sum concurrent reachability games are value iteration and strategy iteration. We

prove upper and lower bounds of 2mΘ(N)
on the worst case number of iterations

needed for both of these algorithms to provide non-trivial approximations to the
value of a game with N non-terminal positions and m actions for each player in
each position.

1 Introduction

1.1 Statement of Problem and Overview of Results

We consider finite state, two-player, zero-sum, deterministic, concurrent reachability
games. For brevity, we shall henceforth refer to these as just reachability games. The
class of reachability games is a subclass of the class of games dubbed recursive games
by Everett [8] and was introduced to the computer science community in a seminal
paper by de Alfaro, Henzinger and Kupferman [6]. A reachability game G is played
between two players, Player I and Player II. The game has a finite set of non-terminal
positions and special terminal positions GOAL and TRAP. In this paper, we let N de-
note the number of non-terminal positions and assume positions are indexed 1, . . . , N
while GOAL is indexed N + 1 and TRAP 0. At any point in time during play, a pebble
rests at some position. The position holding the pebble is called the current position.
The objective for Player I is to eventually make the current position GOAL. If this hap-
pens, play ends and Player I wins. The objective for Player II is to forever prevent this
from happening. This may be accomplished either by the pebble reaching TRAP from
where it cannot escape or by it moving between non-terminal positions indefinitely. To
each non-terminal position i is associated a finite set of actions A1

i , A
2
i for each of the

two players. In this paper, we assume that all these sets have the same size m (if not,
we may “copy” actions to make this so) and that A1

i = A2
i = {1, . . . ,m}. At each

point in time, if the current position is i, Player I and Player II simultaneously choose
actions in {1, . . . ,m}. For each position i and each action pair (a, a′) ∈ {1, . . . ,m}2 is
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associated a position π(i, a, a′). In other words, each position holds an m ×m matrix
of pointers to positions. When the current position at time t is i and the players play the
action pair (a, a′), the new position of the pebble at time t + 1 is π(i, a, a′).

A strategy for a reachability game is a (possibly randomized) procedure for selecting
which action to take, given the history of the play so far. A strategy profile is a pair
of strategies, one for each player. A stationary strategy is the special case of a strat-
egy where the choice only depends on the current position. Such a strategy is given
by a family of probability distributions on actions, one distribution for each position,
with the probability of an action according to such a distribution being called a behav-
ior probability. We let μi(x, y) denote the probability that Player I eventually reaches
GOAL if the players play using the strategy profile (x, y) and the pebble starts in posi-
tion i. The lower value of position i is defined as: vi = supx∈S1 infy∈S2 μi(x, y) where
S1 (S2) is the set of strategies for Player I (Player II). Similarly, the upper value of a po-
sition i is vi = infy∈S2 supx∈S1 μi(x, y). Everett [8] showed that for all positions i in a
reachability game, the lower value vi in fact equals the upper value vi, and this number
is therefore simply called the value vi of that position. The vector v is called the value
vector of the game. Furthermore, Everett showed that for any ε > 0, there is a stationary
strategy x∗ of Player I so that for all positions i, we have infy∈S2 μi(x∗, y) ≥ vi − ε,
i.e. the strategy x∗ guarantees the value of any position within ε when play starts in
that position. Such a strategy is called ε-optimal. Note that x∗ does not depend on i.
It may however depend on ε > 0 and this dependence may be necessary, as shown by
examples of Everett. In contrast, it is known that Player II has an exact optimal strategy
that is guaranteed to achieve the value of the game, without any additive error [17,13].

In this paper, we consider algorithms for solving reachability games. There are two
notions of solving a reachability game relevant for this paper:

1. Quantitatively: Given a game, compute ε-approximations of the entries of its value
vector (we consider approximations, rather than exact computations, as the value
of a reachability game may be an irrational number).

2. Strategically: Given a game, compute an ε-optimal strategy for Player I.

Once a game has been solved strategically, it is straightforward to also solve it quantita-
tively (for the same ε) by analyzing, using linear programming, the finite state Markov
decision process for Player II resulting when freezing the computed strategy for Player
I. The converse direction is far from obvious, and it was in fact shown by Hansen,
Koucký and Miltersen [12] that if standard binary representation of behavior probabili-
ties is used, merely exhibiting an (1/4)-optimal strategy requires worst case exponential
space in the size of the game. In contrast, a (1/4)-approximation to the value vector ob-
viously only requires polynomial space to describe and it may be possible to compute
it in polynomial time, though it is currently not known how to do so [5].

There is a large and growing literature on solving reachability games [6,7,3,1,2,12].
In this paper, we focus on the two perhaps best-known and best-studied algorithms,
value iteration and strategy iteration. Both were originally derived from similar algo-
rithms for solving Markov decision processes [15] and discounted stochastic games
[19]. We describe these algorithms next. Value iteration is Algorithm 1. Value iteration
approximately solves reachability games quantitatively.
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Algorithm 1. Value Iteration

1: t := 0
2: ṽ0 := (0, . . . , 0, 1) // the vector ṽ0 is indexed 0, 1, . . . , N,N + 1
3: while true do
4: t := t + 1
5: ṽt

0 := 0
6: ṽt

N+1 := 1
7: for i ∈ {1, 2, . . . , N} do
8: ṽt

i := val(Ai(ṽt−1))

Algorithm 2. Strategy Iteration

1: t := 1
2: x1 := the strategy for Player I playing uniformly at each position
3: while true do
4: yt := an optimal best reply by Player II to xt

5: for i ∈ {0, 1, 2, . . . , N,N + 1} do
6: vt

i := μi(xt, yt)
7: t := t + 1
8: for i ∈ {1, 2, . . . , N} do
9: if val(Ai(vt−1)) > vt−1

i then
10: xt

i := maximin(Ai(vt−1))
11: else
12: xt

i := xt−1
i

In the pseudocode of Algorithm 1, the matrix Ai(ṽt−1) denotes the result of replac-
ing each pointer to a position j in the m × m matrix of pointers at position i with
the real number ṽt−1

j . That is, Ai(ṽt−1) is a matrix of m × m real numbers. Also,
val(Ai(ṽt−1)) denotes the value of the matrix game with matrix Ai(ṽt−1) and the row
player being the maximizer. This value may be found using linear programming. Value
iteration works by iteratively updating a valuation of the positions, i.e., the numbers
ṽt

i . Clearly, when implementing the algorithm, valuations ṽt
i only have to be kept for

one iteration of the while loop after the iteration in which they are computed and the
algorithm thus only needs to store O(N) real numbers.1 As stated, the algorithm is
non-terminating, but has the property that as t approaches infinity, the valuations ṽt

i ap-
proach the correct values vi from below. We present an easy (though not self-contained)
proof of this well-known fact in section 2.1 below, and also explain the intuition behind
the truth of this statement. However, until the present paper, there has been no pub-
lished information on the number of iterations needed for the approximation to be an
ε-approximation to the correct value for the general case of concurrent reachability

1 In this paper, we assume the real number model of computation and ignore the (severe) tech-
nical issues arising when implementing the algorithm using finite-precision arithmetic.
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games, though Condon [4] observed that for the case of turn-based games (or “simple
stochastic games”), the number of iterations has to be at least exponential in N in order
to achieve an ε-approximation. Clearly, the concurrent case is at least as bad. In fact,
this paper will show that the concurrent case is much worse!

Strategy iteration is Algorithm 2. It approximately solves reachability games quan-
titatively as well as strategically. In the pseudocode of Algorithm 2, the line “yt :=
an optimal best reply to xt” should be interpreted as follows: When Player I’s strat-
egy has been “frozen” to xt, the resulting game is a one-player game for Player II,
also known as an absorbing Markov decision process. For such a process, an opti-
mal stationary strategy yt that is pure is known to exist, and can be found in polyno-
mial time using linear programming [15]. The expression maximin(Ai(vt−1)) denotes
a maximin mixed strategy (an “optimal strategy”) for the maximizing row player in the
matrix game Ai(vt−1). This optimal strategy may again be found using linear program-
ming. The strategy iteration algorithm was originally described for one-player games
by Howard [15], with Player I being the single player – in that case, in the pseudocode,
the line “yt := an optimal best reply to xt” is simply omitted. Subsequently, a variant
of the pseudocode of Algorithm 2 was shown by Hoffman and Karp [14] to be a cor-
rect approximation algorithm for the class of recurrent undiscounted stochastic games
and by Rao, Chandrasekaran and Nair [18] to be a correct algorithm for the class of
discounted stochastic games. Finally, Chatterjee, de Alfaro and Henzinger [1] showed
the pseudocode of Algorithm 2 to be a correct approximation algorithm for the class
of reachability games. As is the case for value iteration, the strategy iteration algorithm
is non-terminating, but has the property that as t approaches infinity, the valuations
vt

i approach the correct values vi from below. Chatterjee et al. [1, Lemma 8] prove
this by relating the algorithm to the value iteration algorithm. In particular, they prove:

ṽt
i ≤ vt

i ≤ vi. (1)

That is, strategy iteration needs at most as many iterations of the while loop as value
iteration to achieve a particular degree of approximation to the correct values vi. Also,
the strategies xt guarantee the valuations vt

i for Player I, so whenever these valua-
tions are ε-close to the values, the corresponding xt is an ε-optimal strategy. How-
ever, until the present paper, there has been no published information on the number
of iterations needed for the approximation to be an ε-optimal solution, though a recent
breakthrough result of Friedman [9] proved that for the case of turn-based games, the
number of iterations is at least exponential in N in the worst case. Clearly, the concur-
rent case is at least as bad. In fact, this paper will show that the concurrent case is much
worse!

As our main result, we exhibit a family of reachability games with N positions and
m actions for each player in each position, such that all non-terminal positions have
value one and such that value iteration as well as strategy iteration need at least a dou-
bly exponential 2mΩ(N)

number of iterations to obtain valuations larger than any fixed
constant (say 0.01). By inequality (1), it is enough to consider the strategy iteration al-
gorithm to establish this. However, our proof is much easier and cleaner for the value
iteration algorithm, the exact bounds are somewhat better, and our much more technical
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proof for the strategy iteration case is in fact based upon it. So, we shall present separate
proofs for the two cases, and in these proceedings, due to lack of space, only with details
for the first case.

Our hard instances P (N,m) for both algorithms are generalizations of the “Pur-
gatory” games defined by Hansen, Miltersen and Koucký [12] (these occur as special
cases by setting m = 2). Following the conventions of that paper, we describe these
games as being games between Dante (Player I) and Lucifer (Player II). The game
P (N,m) can be described succinctly as follows: Lucifer repeatedly selects and hides
a number between 1 and m. Each time Lucifer hides such a number, Dante must try to
guess which number it is. After the guess, the hidden number is revealed. If Dante ever
guesses a number which is strictly higher than the one Lucifer is hiding, Dante loses
the game. If Dante ever guesses correctly N times in a row, the game ends with Dante
being the winner. If neither of these two events ever happen and the play thus continues
forever, Dante loses. It is easy to see that P (N,m) can be described as a deterministic
concurrent reachability game with N non-terminal positions and m actions for each
player in each position. Also, by applying a polynomial-time algorithm by de Alfaro et
al. [6] for determining which positions in a reachability game have value 1, we find that
all positions except TRAP have value 1 in P (N,m). That is, Dante can win this game
with arbitrarily high probability.

We note that these hard instances are very natural and easy to describe “as games”
that one might even conceivably have a bit of fun playing (the reader is invited to try
playing P (2, 2) with an uninitiated party)! In this respect, they are quite different from
the recent extremely ingenious turn-based games due to Friedman [9] where strategy
iteration exhibits exponential behavior.

Using recent improved upper bounds on the patience of ε-optimal strategies for Ev-
erett’s recursive games, we provide matching 2mO(N)

upper bounds on the number of
iterations sufficient for getting adequate approximate values, by each of the algorithms.
In particular, both algorithms are also of at most doubly-exponential complexity.

Table 1. Running Strategy Iteration on P (7, 2)

# Iterations 100 101 102 103 104 105 106 107 108

Valuation 0.01347 0.03542 0.06879 0.10207 0.13396 0.16461 0.19415 0.22263 0.24828

That the doubly-exponential complexity is a real phenomenon is illustrated in Table
1 which tabulates the valuations computed by strategy iteration for the initial position
of P (7, 2), i.e., “Dante’s Purgatory” [12], a 7-position game of value 1. The algorithm
was implemented using floating point arithmetic and was allowed to run for one hun-
dred million iterations at which point the precision was inadequate for representing the
computed strategies (note that the main result of Hansen, Miltersen and Koucký [12]
implies that roughly 64 decimal digits of precision is needed to describe a strategy
achieving a valuation above 0.9).

Interestingly, when introduced as an algorithm for solving concurrent reachability
games [1], strategy iteration was proposed as a practical alternative to generic algo-
rithms having an exponential worst case complexity. More precisely, one obtains a
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generic algorithm for solving reachability games quantitatively by reducing the prob-
lem to the decision problem for the existential fragment of the first order theory of the
real numbers [7]. This yields an exponential time (in fact a PSPACE) algorithm. Our
results show that this generic algorithm is in fact astronomically more practical than
strategy iteration on very simple and natural instances. Still, it is not practical in any
real sense of this term, even given state-of-the-art implementations of the best known
decision procedures for the theory of the reals. Finding a practical algorithm remains a
very interesting open problem.

1.2 Overview of Proof Techniques

Our proof of the lower bound for the case of value iteration is very intuitive. It is based
on combining the following facts:

1. The valuations ṽt
i obtained in iteration t of value iteration is in fact the values of a

time bounded version of the reachability game, where Player I loses if he has not
reached GOAL at time t.

2. While the value of the game P (N,m) is 1, the value of its time bounded version is
very close to 0 for all small values of t.

The second fact was established by Hansen et al. [12] for the case m = 2 by relating
the so-called patience of reachability games to the values of their time bounded version,
without the connection to the value iteration algorithm being made explicit, by giving
bounds on the patience of the games P (N, 2). The present paper provides a different
and arguably simpler proof of the lower bound on the value of the time bounded game
that gives bounds also for other values of m than 2. It is based on exhibiting a fixed
strategy for Lucifer that prevents Dante from winning fast.

The lower bound for strategy iteration is much more technical. We remark that the
analysis of value iteration is used twice and in two different ways in the proof. It pro-
ceeds roughly as follows: The analysis of value iteration yields that when value iteration
is applied to P (1,m), exponentially many iterations (in m) are needed to yield a close
approximation of the value. We can also show that when strategy iteration is applied
to P (1,m), exactly the same sequence of valuations is computed as when value itera-
tion is applied to the same game. From these two facts, we can derive an upper bound
on the patience of the strategies computed by strategy iteration on P (1,m). Next, a
quite involved argument shows that when applying strategy iteration to P (N,m), the
sequence of strategies computed for one of the positions (the initial one) is exactly the
same as the one computed when strategy iteration is applied to P (1,m). We also show
that the smallest behavior probability in the computed strategy for P (N,m) occurs
in the initial position. In particular, the patiences of the sequence of strategies com-
puted for P (N,m) is the same as the patiences of the sequence of strategies computed
for P (1,m). Finally, our analysis of value iteration for P (N,m) and the relationship
between patience and value iteration allow us to conclude that a strategy with low pa-
tience for P (N,m) cannot be near-optimal, yielding the desired doubly-exponential
lower bound.
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2 Theorems and Proofs

2.1 The Connection between Patience, the Value of Time Bounded Games, and
the Complexity of Value Iteration

The key to understanding value iteration is the following folklore lemma. Given a con-
current reachability game G, we define GT to be the finite extensive form game with the
same rules as G, except that Player 1 loses if he has not reached GOAL after T moves
of the pebble. The positions of GT are denoted by (i, t), where i is a position of G and
t is an integer denoting the number of time steps left until Dante’s time is out.

Lemma 1. The valuation ṽt
i computed by the value iteration algorithm when applied

to a game G is the exact value of position (i, t) in the game Gt.

The proof is an easy induction in t (“Backward induction”). A very general result by
Mertens and Neyman [16] establishes that for a much more general class of games
(undiscounted stochastic games), the value of the time bounded version converges to
the value of the infinite version as the time bound approaches infinity. Combining this
with Lemma 1 immediately yields the correctness of the value iteration algorithm.

The patience [8] of a stationary strategy for a concurrent reachability game is 1/p,
where p is the smallest non-zero behavior probability employed by the strategy in any
position. The following lemma relates the patience of near-optimal strategies of a reach-
ability game to the difference between the values of the time bounded and the infinite
game and hence to the convergence rate of value iteration.

Lemma 2. Let G be a reachability game with N non-terminal positions and with an
ε-optimal strategy of patience at most l, for some l ≥ 1, ε > 0. Let T = kNlN for some
k ≥ 1, and u be any position of G. Then, the value of position (u, T ) of GT differs from
the value of the position u of G by at most ε + e−k.

Proof. We want to show that the value of (u, T ) in GT is at least vu − ε− e−k, where
vu is the value of position u in G. We can assume that vu > ε, because otherwise we
are done. Fix an ε-optimal stationary strategy x for Dante in G of patience at most l.
Consider this as a strategy of GT and consider play starting in u. We shall show that
x guarantees Dante to win GT with probability at least vu − ε − e−k, thus proving
the statement. Consider a best reply y by Lucifer to x in GT . Note that y does not
necessarily correspond to a stationary strategy in G. The strategy can still be played by
Lucifer in G, by playing by it for the first T time steps and playing arbitrarily afterwards.

Call a position v of G alive if there are paths from v to GOAL in all directed graphs
obtained from G in the following way: The nodes of the graphs are the positions of G.
We then select for each position an arbitrary column for the corresponding matrix, and
let the edges going out from this node correspond to the pointers of the chosen column
and rows where Dante assigns positive probability. That is, intuitively, a position v is
alive, if and only if there is no absolutely sure way for Lucifer for preventing Dante from
reaching GOAL when play starts in v. Positions that are not alive are called dead. Note
that if a position v is dead, the strategy y, being a best reply of Lucifer, will pick actions
so that the probability of play reaching GOAL, conditioned on play having reached v,
is 0. On the other hand, if the current position v is alive, the conditional probability that
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play reaches GOAL within the next N steps is at least (1/l)N . That is, looking at the
entire play, the probability that play has not reached either GOAL or a dead state after
T steps is at most (1 − l−N )T/N = (1 − l−N)klN ≤ e−k. Suppose now that GOAL
is reached in T steps with probability strictly less than vu − ε − e−k when play starts
in u. This means that a dead position is reached with probability strictly greater than
1− (vu − ε− e−k)− e−k, i.e., strictly greater than 1− (vu − ε). But this means that if
Lucifer plays y as a reply to x in the infinite game G he will in fact succeed in getting
the pebble to reach a dead position and hence prevent Dante from ever reaching GOAL,
with probability strictly greater than 1−(vu−ε). This contradicts x being ε-optimal for
Dante in G. Thus, we conclude that GOAL is in fact reached in T steps with probability
at least vu− ε− e−k when play starts in u with x and y being played against each other
in GT , as desired.

The connection between the convergence of value iteration and the time bounded ver-
sion of the game allows us to reformulate the lemma in the following very useful way.

Lemma 3. Let G be a reachability game with an ε-optimal strategy of patience at most
l, for some ε > 0. Then, T = kNlN rounds of value iteration is sufficient to approxi-
mate the values of all positions of the game with additive error at most ε + e−k.

We can use this lemma to prove our upper bound on the number of iterations of value
iteration (and hence also strategy iteration). The following lemma is from Hansen et al.
[11].

Lemma 4 (Hansen, Koucký, Lauritzen, Miltersen and Tsigaridas). Let ε > 0 be ar-
bitrary. Any concurrent reachability game with N positions and at most m ≥ 2 actions
in each position has an ε-optimal stationary strategy of patience at most (1/ε)mO(N)

.

This lemma is an asymptotic improvement of Theorem 4 of Hansen et al. [12], that
gave an upper bound of (1/ε)2

30M

, for a total number of M actions, when M ≥ 10 and
0 < ε < 1

2 . This result does however have the advantage of an explicit constant in the
exponent, which the bound of Lemma 4 lacks.

Combining Lemma 3, Lemma 4, and also applying inequality (1), we get the follow-
ing upper bound:

Theorem 5. Let ε > 0 be arbitrary. When applying value iteration or strategy iteration
to a concurrent reachability game with N non-terminal positions and m ≥ 2 choices for
each player in each position, after at most (1/ε)mO(N)

iterations, an ε-approximation
to the value has been obtained.

Also, Lemma 3 will be very useful for us below when applied in the contrapositive.
Specifically, below, we will directly analyze and compare the value of P (N,m) with
the value of its time bounded version, and use this to conclude that the value iteration
algorithm does not converge quickly when applied to this game. The lemma then im-
plies that the patience of any ε-optimal strategy is large. When we later consider the
strategy iteration algorithm applied to the same game, we will show that the strategy
computed after any sub-astronomical number of iterations has too low patience to be
ε-optimal.
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2.2 The Value of Time Bounded Generalized Purgatory and the Complexity of
Value Iteration

In this section we give an upper bound on the value of a time bounded version of the
Generalized Purgatory game P (N,m). As explained in Section 2.1, this upper bound
immediately implies a lower bound on the number of iterations needed by value itera-
tion to approximate the value of the original game.

We let PT (N,m) be the time bounded version of P (N,m) as defined in Section
2.1, i.e. PT (N,m) is syntactic sugar for (P (N,m))T . Also, we need to fix an indexing
of the positions of P (N,m). We define position i for i = 1, . . . , N to be the position
where Dante already guessed correctly i − 1 times in a row and still needs to guess
correctly N − i + 1 times in a row to win the game.

First we give a rather precise analysis of the one-position case. Besides being inter-
esting in its own right (to establish that value iteration is exponential even for this case),
this will also be useful later when we analyze strategy iteration.

Theorem 6. Let m ≥ 2 and T ≥ 1. The value of position (1, T ) of PT (1,m) is less
than

1− (1 − 1
m

)(
1

mT
)1/(m−1).

Proof. Let ε = (1/mT )1/(m−1). Consider any strategy (not necessarily stationary) for
Dante for playing PT (1,m). In each round of play, Dante chooses his action with a
probability distribution that may depend on previous play and time left. We define a
reply by Lucifer in a round-to-round fashion.

Fix a history of play leading to some current round and let p1, p2, . . . , pm be the
probabilities by which Dante plays 1, 2, . . . ,m in this current round. There are two
cases.

1. There is an i so that pi < (1−ε
ε )
∑

j≥i+1 pj . We call such a round a green round.
In this case, Lucifer plays i.

2. For all i, pi ≥ (1−ε
ε )
∑

j≥i+1 pj . We call such a round a red round. In this case,
Lucifer plays m.

This completes the definition of Lucifer’s reply.
We now analyze the probability that Dante wins PT (1,m) when he plays his strategy

and Lucifer plays this reply. We show this probability to be at most

1− (1− 1
m

)(
1

mT
)1/(m−1)

and we shall be done.
Let us consider a green round. We claim that the probability that Dante wins in this

round, conditioned on the previous history of play, and conditioned on play ending in
this round, is at most 1− ε. Indeed, this conditional probability is given by

pi

pi + (pi+1 + · · ·+ pm)
<

(1−ε
ε )(

∑
j≥i+1 pj)

(1−ε
ε )(

∑
j≥i+1 pj) + (

∑
j≥i+1 pj)

=
(1− ε)/ε

(1− ε)/ε + ε/ε

= 1− ε.
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Let us next consider a red round. We claim that the probability of play ending in this
round, conditioned on the previous history of play, is at most εm−1. Indeed, note that
this conditional probability is exactly pm, and that

1 =
m∑

j=1

pj = p1 +
m∑

j=2

pj ≥ (1 +
1− ε

ε
)(

m∑
j=2

pj) = (1 +
1− ε

ε
)(p2 +

m∑
j=3

pj)

≥ (1 +
1− ε

ε
)2(

m∑
j=3

pj) ≥ · · · ≥ (1 +
1− ε

ε
)m−1pm = (

1
ε
)m−1pm

from which pm ≤ εm−1. That is, in every round of play, conditioned on previous play,
either it is the case that the probability that play ends in this round is at most εm−1 (for
the case of a red round) or it is the case that conditioned on play ending, the probability
of win for Dante is at most 1− ε (for the case of a green round).

Now let us estimate the probability of a win for Dante in the entire game PT (1,m).
Let W denote the event that Dante wins. Let G be the event that play ends in a green
round. Also, let R be the event that play ends in a red round. Then, we have

Pr[W ] = Pr[W |R] Pr[R] + Pr[W |G] Pr[G]
≤ Pr[R] + Pr[W |G] Pr[G]
= Pr[R] + Pr[W |G](1 − Pr[R])
= Pr[R] + Pr[W |G]− Pr[R] Pr[W |G]
< (εm−1)T + (1− ε)− (εm−1)T (1− ε)
= 1− ε + T εm

= 1− (
1

mT
)1/(m−1) + T (

1
mT

)
m

m−1

= 1− (1− 1
m

)(
1

mT
)1/(m−1).

Combining Lemma 1 with Theorem 6 we get the result that value iteration needs expo-
nential time, even for one-position games.

Corollary 7. Let 0 < ε < 1. Applying less than 1
em (1/ε)m−1 iterations of the value

iteration algorithm to P (1,m) yields a valuation at least ε smaller than the exact value.

Next, we analyze the N -position case, where we give a somewhat coarser bound.

Theorem 8. Let N,m, k, T be integers with N ≥ 2,m ≥ 2, 1 ≤ k ≤ N − 2 and
T ≤ 2mN−k

. Then, the value of PT (N,m) is at most 2m−k + 2−mN−k−1
.

Proof. We show an upper bound on the value of PT (N,m) of 2m−k + 2−mN−k−1
by

exhibiting a particular strategy of Lucifer and showing that any response by Dante to
this particular strategy of Lucifer will make Dante win with probability at most 2m−k+
2−mN−k−1

.
To structure the proof, we divide the play into epochs. An epoch begins and another

ends immediately after each time Dante has guessed incorrectly by undershooting, so
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that he now finds himself in exactly the same situation as when the play begins (but in
general with less time left to win). That is, Dante wins if and only if there is an epoch of
length N containing only correct guesses. For convenience, we make the game a little
more attractive for Dante by continuing play for T epochs, rather than T rounds. Call
this prolonged game G′

T . Clearly, the value of GT is at most the value of G′
T , so it is

okay to prove the upper bound for the latter. We index the epochs 1, 2, . . . , T .
To define the strategy of Lucifer, we first define a function f : N × N → N as

follows:

f(i, j) = 1 + (j − 1)
i−1∑
r=0

mr.

Then, it is easy to see that f satisfies the following two equations.

f(i,m) = mi (2)

f(i, j + 1) = f(i, j) +
i−1∑
r=0

f(r,m) (3)

The specific strategy of Lucifer is this: Let d be the number of rounds already played in
the current epoch. If d ≥ N −k, Lucifer chooses a number between 1 and m uniformly
at random. If d < N − k, he hides the numbers j = 1, . . . ,m − 1 with probabilities
pj(d) = 2−f(N−k−d,m+1−j) and puts all remaining probability mass on the number m
(since N − k − d ≥ 1 and m ≥ 2, there is indeed some probability mass left for m).

Freeze the strategy of Lucifer to this strategy. From the point of view of Dante, the
game GT is now a finite horizon absorbing Markov decision process. Thus, he has an
optimal policy that is deterministic and history independent. That is, the choices of
Dante according to this policy depend only on the number of rounds already played in
the present epoch and the remaining number of epochs before the limit of T epochs has
been played, or, equivalently, on the index of the current epoch. We can assume without
loss of generality that Dante plays such an optimal policy. That is, his optimal policy for
epoch t can be described by a specific sequence of actions at0, at1, at2, . . . , at(N−1) in
{1, . . . ,m} to make in the next N rounds (with the caveat that this sequence of choices
will be aborted if the epoch ends).

Se define the following mutually exclusive events Wt, Lt:

– Wt: Dante wins the game in epoch t (by guessing correctly N times).
– Lt: Dante loses the game in epoch t (by overshooting Lucifer’s number)

We make the following claim:

Claim: For each t, either Pr[Wt] ≤ 2−mN−k−mN−k−1
or Pr[Wt]/ Pr[Lt] ≤ 2m−k.

First, let us see that the claim implies the lemma. Indeed, the probability of Dante
winning can be split into the contributions from those epochs where Dante wins with
probability at most 2−mN−k−mN−k−1

and the remaining epochs. The total winning
probability mass from the first is at most T 2−mN−k−mN−k−1 ≤ 2−mN−k−1

and the
total winning probability mass of the rest is at most 2m−k, giving an upper bound for
Dante’s winning probability of 2m−k + 2−mN−k−1

.
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So let us prove the claim. Fix an epoch t and let at0, at1, at3, . . . , at(N−1) be Dante’s
sequence of actions. Suppose at0 = 1 and at1 = 1. Then, since Lucifer only plays 1 in
the first two rounds with probability p1(0)p1(1) = 2−f(N−k,m) ·2−f(N−k−1,m), Dante
only wins the game in this epoch with at most that probability, which by equation (2) is
equal to 2−mN−k−mN−k−1

, as desired.
Now assume at0 > 1 or at1 > 1. We want to show that Pr[Wt]/ Pr[Lt] ≤ 2m−k.

Let d be the largest index so that d < N − k and so that atd > 1. Since at0 > 1 or
at1 > 1, such a d exists. Let E be the event that epoch t lasts for at least d rounds.
We will show that Pr[Wt|E]/ Pr[Lt|E] ≤ 2m−k. Since Wt ⊆ E, this also implies
that Pr[Wt]/ Pr[Lt] ≤ 2m−k. Since we condition on E we look at Dante’s decision
after d rounds of epoch t. He chooses the action j = atd > 1. If Lucifer at this point
chooses a number small than j, Dante loses. In particular, since Lucifer chooses the
number j − 1 with probability 2−f(N−k−d,m+1−(j−1), Dante loses the entire game
by his action atd with probability at least 2−f(N−k−d,m−j), conditioned on E. On the
other hand the probability that he wins the game in this epoch conditioned on E is at
most (2−f(N−k−d,m+1−j))(

∏N−k−1
i=d+1 2−f(N−k−i,m))(m−k)), the first factor being the

probability that Lucifer chooses j at round d, the second factor being the probability
that Lucifer like Dante repeatedly chooses 1 until the last k rounds of the epoch begin,
and the third factor being the probability that Lucifer matches Dante’s choices in those
k rounds. Now we have

Pr[Wt]/ Pr[Lt] ≤
Pr[Wt|E]/ Pr[Lt|E] ≤

(2−f(N−k−d,m+1−j))(
N−k−1∏
i=d+1

2−f(N−k−i,m))(m−k))2f(N−k−d,m−j) ≤

m−k2f(N−k−d,m−j)−f(N−k−d,m+1−j)−∑N−k−d−1
r=1 f(r,m) =

2m−k2f(N−k−d,m−j)−f(N−k−d,m+1−j)−∑N−k−d−1
r=0 f(r,m) =

2m−k

as desired.

Combining Lemma 1 with Theorem 8 we get the result that value iteration needs doubly
exponential time to obtain any non-trivial approximation:

Corollary 9. Let N be even. Applying less than 2mN/2
iterations of the value iteration

algorithm to P (N,m) yields a valuation of the initial position of at most 3m−N/2, even
though the actual value of the game is 1.

We also get the following bound on the patience of near-optimal strategies of P (N,m)
that will be useful when analyzing strategy iteration.

Theorem 10. Suppose N is sufficiently large and m ≥ 2. Let ε = 1 − 4m−N/2. Then
all ε-optimal strategies of P (N,m) have patience at least 2mN/3

.
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Proof. Putting c = N ln m
2 , Lemma 2 tells us that if P (N,m) has an ε-optimal strategy

of patience less than l = 2mN/3
, then the value of Pt(N,m) is at least 1 − ε − e−c =

3m−N/2, where t = cNlN ≤ 2mN/2
. But putting k = N/2, Theorem 8 tells us that the

value of Pt(N,m) is at most 2m−N/2 + 2−mN/2−1
< 3m−N/2, a contradiction.

2.3 Strategy Iteration

The technical content of this section is a number of lemmas on what happens when the
strategy iteration algorithm is applied to P (N,m), leading up to the following crucial
lemma:

Lemma 11. When applying strategy iteration to P (N,m), the patience of the strategy
xt computed in iteration t is at most e ·m · t.
Before we prove Lemma 11, we show that it implies the lower bound we are looking
for.

Theorem 12. Suppose N is sufficiently large. Applying less than 2mN/4
iterations of

strategy iteration to P (N,m) yields a valuation of the initial position of less than
4m−N/2, despite the fact that the value of the position is 1.

Proof. Lemma 11 implies that the patience of the strategy xt computed in iteration t

for t = 2mN/4
is at most em2mN/4

. Theorem 10 states that if ε = 1 − 4m−N/2, then
all ε-optimal strategies of P (N,m) have patience at least 2mN/3

. So xt is not ε-optimal
and the bound follows.

Due to space constraints, the rather long and technical proof of Lemma 11 itself is
omitted, but can be found in the full version of this paper [10].
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3. Chatterjee, K., Majumdar, R., Jurdziński, M.: On nash equilibria in stochastic games. In:
Marcinkowski, J., Tarlecki, A. (eds.) CSL 2004. LNCS, vol. 3210, pp. 26–40. Springer,
Heidelberg (2004)



90 K.A. Hansen, R. Ibsen-Jensen, and P.B. Miltersen

4. Condon, A.: On algorithms for simple stochastic games. In: Advances in Computational
Complexity Theory, DIMACS Series in Discrete Mathematics and Theoretical Computer
Science, vol. 13, pp. 51–73 (1993)

5. Dai, D., Ge, R.: New results on simple stochastic games. In: Dong, Y., Du, D.-Z., Ibarra, O.
(eds.) ISAAC 2009. LNCS, vol. 5878, pp. 1014–1023. Springer, Heidelberg (2009)

6. de Alfaro, L., Henzinger, T.A., Kupferman, O.: Concurrent reachability games. Theor. Com-
put. Sci. 386, 188–217 (2007)

7. Etessami, K., Yannakakis, M.: Recursive concurrent stochastic games. In: Bugliesi, M.,
Preneel, B., Sassone, V., Wegener, I. (eds.) ICALP 2006. LNCS, vol. 4052, pp. 324–335.
Springer, Heidelberg (2006)

8. Everett, H.: Recursive games. In: Kuhn, H.W., Tucker, A.W. (eds.) Contributions to the The-
ory of Games Vol. III. Annals of Mathematical Studies, vol. 39, pp. 47–78. Princeton Uni-
versity Press, Princeton (1957)

9. Friedmann, O.: An exponential lower bound for the parity game strategy improvement algo-
rithm as we know it. In: 24th Annual IEEE Symposium on Logic in Computer Science, pp.
145–156. IEEE Press, New York (2009)

10. Hansen, K.A., Ibsen-Jensen, R., Miltersen, P.B.: The complexity of solving reachability
games using value and strategy iteration, http://arxiv.org/abs/1007.1812
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Abstract. We study the complexity of polynomial multiplication over
arbitrary fields. We present a unified approach that generalizes all known
asymptotically fastest algorithms for this problem and obtain faster
algorithms for polynomial multiplication over certain fields which do
not support DFTs of large smooth orders. We prove that the famous
Schönhage-Strassen’s upper bound cannot be improved over the field of
rational numbers if we consider only algorithms based on consecutive
applications of DFT, as all known fastest algorithms are.

This work is inspired by the recent improvement for the closely re-
lated problem of complexity of integer multiplication by Fürer and its
consequent modular arithmetic treatment due to De, Kurur et al. We
explore the barriers in transferring the techniques for solutions of one
problem to a solution of the other.

Keywords: Polynomial multiplication, discrete Fourier transform, al-
gebraic complexity, lower bounds.

1 Introduction

Complexity of polynomial multiplication is one of the central problems in com-
puter algebra and algebraic complexity theory. Given two univariate polynomials
by vectors of their coefficients,

a(x) =
n−1∑
i=0

aix
i , b(x) =

n−1∑
j=0

bjx
j , (1)

over some field k, the goal is to compute the coefficients of their product

c(x) = a(x) · b(x) =
2n−2∑
	=0

c	x
	 =

2n−2∑
	=0

∑
0≤i, j<n,

i+j=	

aibjx
	 . (2)

The direct way by the formulas above requires n2 multiplications and (n − 1)2

additions of elements of k, making the total complexity of the naive algorithm
O(n2). In what follows we call k the ground field.
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1.1 Model of Computation

We study the problem of the total algebraic complexity of the multiplication of
polynomials over fields. That is, elements of k are thought of as algebraic entities,
and each binary arithmetic operation on these entities has unit cost. This model
is rather abstract in the sense that it counts, for example, an infinite precision
multiplication of two reals as a unit cost operation. On the other hand, it has
an advantage of being independent of any concrete implementation that may
depend on many factors, including human-related, thus it is more universal, see
the discussion on this topic in [3, Introduction].

We are concerned with the total number of arithmetic operations, i.e., multi-
plications and additions/subtractions that are sufficient to multiply two degree
n− 1 polynomials. Since the resulting functions can be computed without divi-
sions, it seems natural to consider only division-free algebraic algorithms. The
inputs of such algorithms are the values a0, . . . , an−1, b0, . . . , bn−1 ∈ k, the
outputs are the values c0, c1, . . . , c2n−2 ∈ k as defined in (1), (2). Any step of
an algorithm is a multiplication, an addition or a subtraction of two values, each
being an input, a value previously computed by the algorithm, or a constant
from the ground field. An algorithm computes the product of two degree n− 1
polynomials if all outputs c0, . . . , c2n−2 are computed in some of its steps. The
number of steps of an algorithm A is called algebraic or arithmetic complexity of
A. Note that a division-free algebraic algorithm is a special instance of the well-
known straight-line program model. In what follows, if not mentioned explicitly
we will always consider division-free algebraic algorithms.

A multiplication performed in a step of an algorithm is called scalar if at least
one multiplicand is a field constant, and nonscalar in the other case. For an algo-
rithm A which computes the product of two degree n−1 polynomials, we define
Lm
A(n) to be the number of nonscalar multiplications used in A, and La

A(n) to
be the total number of additions, subtractions and scalar multiplications in A.
We also set LA(n) := Lm

A(n) + La
A(n), the total algebraic complexity of A com-

puting the product of two degree n− 1 polynomials. In what follows, An
k always

stands for the set of division-free algorithms computing the product of two degree
n− 1 polynomials over k, Lm

k (n) := minA∈An
k

Lm
A(n), La

k(n) := minA∈An
k

La
A(n),

Lk(n) := minA∈An
k

LA(n). When the field k will be clear from the context or
insignificant, we will use the simplified notation: Lm(n), La(n) and L(n), respec-
tively. Note that L(n) need not be equal to Lm(n) + La(n), since the minimal
number of nonscalar multiplications and the minimal number of additive oper-
ations and scalar multiplications can be achieved by different algorithms.

It is known [18], [3, Section 14.1] that an algebraic algorithmAd with divisions
for a set of l quadratic forms of n variables over an infinite field k can be trans-
formed into a division-free algorithm A such that Lm

A(n) will not exceed the total
number of nonscalar multiplications and divisions used by Ad for computing the
original l quadratic forms of n variables. It is unknown, if the same result holds
also over finite fields. It is also an open problem how the total complexity of a
set of quadratic forms is affected by allowing divisions. Strassen proved in [18]
that the exponent of matrix multiplication is the same in the division-free model



Faster Polynomial Multiplication via Discrete Fourier Transforms 93

and in the model with divisions. We mention here however, that the notion of
the exponent is very rough and does not even define the order of the complexity:
two algorithms A and A′ with LA(n) = Θ(n) and LA′(n) = Θ(n log2 n) both
have the complexity exponent 1, while the complexity of A′ is obviously higher.

1.2 Fast Polynomial Multiplication and Lower Bounds

Designing efficient algorithms and proving lower bounds is a classical problem
in algebraic complexity theory that received wide attention in the past. For an
exhaustive treatment of the current state of the art we advise the reader to
refer to [3, Sections 2.1, 2.2, 2,7, 2.8], [11, Chapter 8]. There exists an algorithm
A ∈ An

k , such that

Lm
A(n) = O(n) , La

A(n) = O(n log n) , LA(n) = O(n log n) , 1 (3)

if k supports Discrete Fourier Transformation (DFT) of order 2l, [3, Chapter 1,
Section 2.1] or 3l, [3, Exercise 2.5] for each l > 0. Schönhage-Strassen’s algorithm
B ∈ An

k computes the product of two degree n−1 polynomials over an arbitrary
field k of characteristic different from 2 with

Lm
B (n) = O(n log n) , La

B(n) = O(n log n log log n) ,

LB(n) = O(n log n log log n) .
(4)

cf. [16], [3, Section 2.2], [11, Sections 8.2, 8.3]. In fact, the original algorithm
of [16] computes the product of two n-bit integers, but it readily transforms into
an algorithm for degree n− 1 polynomial multiplication. For fields of character-
istic 2, Schönhage’s algorithm [15], [3, Exercise 2.6] has the same upper bounds
as in (4). An algorithm C′ for multiplication of polynomials over arbitrary rings
with the same upper bound for Lm

C′(n) was first proposed by Kaminski in [12].
However, there was no matching upper bound for La

C′(n). Cantor and Kaltofen
generalized Schönhage-Strassen’s algorithm into an algorithm C for the problem
of multiplication of polynomials over arbitrary algebras (not necessarily commu-
tative, not necessarily associative) achieving the upper bounds (4), see [5].

For the rest of the paper, we will use the introduced notation: A will al-
ways stand for the multiplication algorithm via DFT with complexity upper
bounds (3), B will stand for Schönhage-Strassen’s algorithm if chark �= 2 and for
Schönhage’s algorithm if char k = 2, both with complexity upper bounds (4), and
C will stand for Cantor-Kaltofen’s algorithm for multiplication of polynomials
over arbitrary algebras with the same complexity upper bounds as Schönhage-
Strassen’s algorithm.

Upper and lower bounds for Lm
k (n), which is also called the multiplicative

complexity, received special attention in the literature, see, e.g., [3, Section 14.5].
It is interesting, that for each k, there exists always an algorithm E ∈ An

k with
Lm
E (n) = O(n), if we do not worry that La

E(n) will be worse than in (4), see [6,17].

1 In this paper we always use log := log2.
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There are few lower bounds for the algebraic complexity of polynomial mul-
tiplication. Most of them are actually bounding Lm(n) which can be used as a
conservative lower bound for L(n). Since the coefficients c0, . . . , c2n−2 are lin-
early independent, in case of division-free algorithms one immediately obtains
the lower bound

L(n) ≥ Lm(n) ≥ 2n− 1

over arbitrary fields. Currently, this is the only general lower bound for L(n)
which does not depend on the ground field. Bürgisser and Lotz in [4] proved the
only currently known nonlinear lower bound of Ω(n log n) for LC(n) (actually,
on La

C(n)) which holds in case when all scalar multiplications in an algorithm
are with bounded constants.

The gap between the upper and the lower bounds on Lk(n) motivates to look
for better multiplication algorithms and for higher lower bounds for the com-
plexity of polynomial multiplication, in particular over small fields. For example,
it is still an open problem if the total algebraic complexity of polynomial mul-
tiplication is nonlinear, see [3, Problem 2.1]. Another well known challenge is
to decrease the upper bound for Lk(n) of (4) to the level of (3) in case of ar-
bitrary fields, see [13] for the more general question on multivariate polynomial
multiplication. In this paper we address both these problems.

1.3 Our Results

As our first contribution, for every field k, we present an algorithm Dk ∈ An
k ,

which is a generalization of Schönhage-Strassen’s construction that works over
arbitrary fields and achieves the best known complexity upper bounds. In fact,
we argue that the algorithm Dk stands for a generic polynomial multiplication
algorithm that relies on consecutive application of DFT. In particular, the algo-
rithms A, B, and C come as special cases of the algorithm Dk. We are currently
not aware of any algorithms with an upper bound of (4) that are not based on
consecutive DFT applications and thus do not follow from the algorithm Dk.

As the second contribution, we show that LDk
(n) = o(n log n log log n) in case

when algorithm A cannot be applied but the field k has some simple algebraic
properties that are ignored by algorithms B and C. This improves the upper
bound of (4) over such fields. We also present a parameterization of fields k
with respect to the performance of the algorithm Dk, and give explicit upper
bounds which depend on this parameterization. More precisely, over each field
k, we have Ω(n log n) = LDk

(n) = O(n log n log log n), and over certain fields
that do not admit low-overhead application of the algorithm A, the algorithm
Dk achieves intermediate complexities between the indicated bounds.

Finally, we show, that the algorithm Dk has natural limitations depending on
the ground field k. For example, we prove that LDQ

(n) = Ω(n log n log log n).
Furthermore, we characterize all such fields where the application of DFT-based
methods does not lead to any improvement of the upper bound (4). Therefore,
we consider this as an exhaustive exploration of the performance of generic
algorithms for polynomial multiplication based on DFT.
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1.4 Organization of the Paper

Section 2 contains the necessary algebraic preliminaries. In Section 3 we recall the
best known upper bounds for the computation of DFT over different fields and
show an efficient application of their combination. We also indicate limitations
of the known techniques.

Section 4 contains our main contributions. We end with one particular num-
ber-theoretic conjecture due to Bläser on the existence of special finite field
extensions. In fact, if it holds then the algorithm Dk presented in Section 4 has
lower algebraic complexity than that of the previously known algorithms B and
C over any field of characteristic different from 0.

2 Basic Definitions

In what follows we will denote the ground field by k. Algebra will always stand
for a finite dimensional associative algebra over some field with unity 1. For a
function f : N→ R, a positive integer n is called f -smooth, if each prime divisor
of n does not exceed f(n). Note that this definition is not trivial only if f(n) < n

2 .
If f(n) = O(1) then an f -smooth positive integer is called just smooth.

All currently known fastest algorithms for polynomial multiplication over ar-
bitrary fields rely on the possibility to apply the Discrete Fourier Transform by
means of the Fast Fourier Transform algorithm (FFT) and on the estimation of
the overhead needed to extend the field to make DFTs available. This possibility
depends on existence of so-called principal roots of unity of large smooth orders,
e.g., of orders 2ν for all ν > 0.

Let A be an algebra over k. ω ∈ A is called a principal n-th root of unity
if ωn = 1A (where 1A is the unity of A) and for 1 ≤ ν < n, 1 − ων is not a
zero divisor in A. It follows that if ω ∈ A is a principal n-th root of unity then
chark � n and

n−1∑
ν=0

ωi·ν =

{
n, if i ≡ 0 (mod n) ,

0, otherwise .
(5)

If A is a field, then ω ∈ A is a principal n-th root of unity iff ω is a prim-
itive n-th root of unity. For a principal n-th root of unity ω ∈ A, the map
DFTω

n : A[x]/(xn − 1)→ An defined as DFTω
n

(∑n−1
ν=0 aνx

ν
)

= (ã0, . . . , ãn−1),

where ãi =
∑n−1

ν=0 ωi·νaν , for i = 0, . . . , n − 1, is called the Discrete Fourier
Transform of order n over A with respect to the principal n-th root of unity ω.

It follows from the Chinese Remainder Theorem that if ω ∈ A is a princi-
pal n-th root of unity, then DFTω

n is an isomorphism between A[x]/(xn − 1)
and An. (5) implies that the inverse transform of DFTω

n can be computed
by 1

n DFTω−1

n since ω−1 is also a principal n-th root of unity in A [3, The-
orem (2.6)]: ai = 1

n

∑n−1
ν=0 ω−i·ν · ãν , for i = 0, . . . , n− 1. Note that if ω ∈ A

is a principal n-th root of unity and a(x) =
∑n−1

ν=0 aνxν ∈ k[x]/(xn − 1) then
DFTω

n (a(x)) =
(
a(ω0), . . . , a(ωn−1)

)
.
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An important property of the DFT is that it can be computed efficiently under
certain conditions, see Section 3. We only mention here that if for some constant
s there exists a principal sn-th root of unity ω in an algebra A, then DFTω

sn

can be computed in O(sn log sn) additions of elements in A and O(sn log sn)
multiplications by powers of ω in A.

3 An Upper Bound on the Complexity of DFT

In this section we summarize the best known upper bounds for the computation
of DFTs over an algebra A with unity 1. Let ω ∈ A be a principal n-th root
of unity. For a(x) ∈ A[x] of degree n − 1, let ã = DFTω

n(a(x)) ∈ An. We will
denote the total number of operations over A that are sufficient for an algebraic
algorithm to compute the DFT of order n over A by DA(n).

There is always an obvious way to compute ã from the coefficients of a(x).

Lemma 1. For every A such that the DFT of order n ≥ 1 is defined over A,

DA(n) ≤
{

2n2 − 3n + 1, if 2 � n ,

2n2 − 5n + 4, if 2 | n .
(6)

The next method of effective reduction of a DFT of large order to DFTs of
smaller orders is known as Cooley-Tukey’s algorithm [8], [7, Section 4.1] and is
based on the following lemma which directly follows from well-known facts and
is given here for completeness.

Lemma 2. Let the DFT of order

n = pd1
1 . . . pds

s ≥ 2 (7)

be defined over A. Then

DA(n) ≤ n

s∑
σ=1

(
dσ

pσ
(DA(pσ)− 1) + dσ

)
− n + 1 . (8)

Corollary 1. Let n be as in (7), and let all 2 = p1 < p2 < · · · < ps be primes
(since p1 = 2, we allow here the case d1 = 0). Then

DA(n) ≤
(

3
2
d1 + 2

s∑
σ=2

dσ(pσ − 1)− 1
)

n + 1 , (9)

DA(n) ≤ 2 max
1≤σ≤s

pσ · n log n . (10)

Proof. (9) follows from (8) via the upper bound of Lemma 1 for DA(pσ). Us-
ing the fact that the n =

∏s
σ=1 pdσ

σ and pσ ≥ 2 for 1 ≤ σ ≤ s implies∑s
σ=1 di ≤ log n, we obtain DA(n) ≤ (

3
2 + 2

(
max1≤σ≤s pσ

)− 3
)
n log n + 1,

which proves (10). ��
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Lemma 2 provides an efficient method of reduction of a DFT of composite
order n to several DFTs of smaller orders which divide n. For example, if all
pσ in (7) are bounded by some constant, then (10) shows that Cooley-Tukey’s
algorithm computes the DFT of order n in O(n log n) steps. Furthermore, if
max1≤σ≤s pσ ≤ g(n) for a slowly growing function g(n), say g(n) = o(log log n),
then (10) gives an upper bound of O(n log n · g(n)) for the computation of the
DFT of order n. However, this method fails to be effective if n has large prime
factors (or is just prime). We could use the algorithm from Lemma 1, but some-
times we can apply Rader’s or Bluestein’s algorithm to compute a DFT of prime
order [14], [7, Section 4.2].

Lemma 3. Assume that the DFT of a prime order p is defined over A.

1. If the DFT of order p−1 is defined over A, then DA(p) ≤ 2DA(p−1)+O(p).
2. If the DFT of order n> 2p−4 is defined over A, then DA(p)≤ 2DA(n)+O(n).

Remark 1. Note that the first bound can be efficient if p−1 is a smooth number.
Otherwise we may choose some larger smooth n for the second case, making sure
that the DFT of order n exists over A and n is not too large, in order to achieve
a O(p log p) upper bound for D(p).

Corollary 2. Let p be a fixed odd prime, k be a field where the DFT of order
pN−1 is defined for N = 2n, n ≥ �log(2p− 5)�. Then Dk(pN−1) = O(pN ·N2).

Proof. We have pN − 1 = (p − 1)(p + 1)(p2 + 1) · · · (p2n−1
+ 1). Since p is odd,

each factor is even and pN−1 = 2n · p−1
2

∏n−1
i=1

p2i
+1
2 . Let pN − 1 = pd1

1 pd2
2 · · · pds

s

be the prime decomposition of pN − 1, so that 2 = p1 < p2 < · · · < ps. Let
i1 ≤ i2 ≤ · · · be such that p2, . . . , pi1 ≤ p−1

2 , pi1+1, . . . , pi2 ≤ p+1
2 , etc.,

and pij+1, . . . , pij+1 ≤ p2j−1
+1

2 . Note that in′ = s for some n′ ≤ n. We also set
i−1 = 0, i0 = 1. From (8) we have

D(pN − 1) ≤ (pN − 1)
s∑

σ=1

(
dσ

pσ
(D(pσ)− 1) + dσ

)
− pN + 2 .

Obviously, for p1 = 2, we have D(p1) = 2 ≤ p1 · log p1. Using Lemma 3 we can
compute the DFT of orders pσ for pσ = 2, . . . , i2 in 8pσ log pσ + O(pσ) time
since we can reduce each DFT of order pσ to 2 DFTs of order 2n1 > 2pσ−4, and
2n1 < 4pσ. This is possible since the DFT of order 2n > 2 · p−1

2 −4 is defined over
k. In the same way, the DFT of order pσ for σ = i1 +1, . . . , i2 can be computed
in 16pσ log pσ + O(pσ) steps since 2n · p−1

2 > 2 · p+1
2 − 4. Continuing this process

we obtain the following upper bound:

D(pN − 1) ≤ (pN − 1)
n−1∑

j=−1

ij+1∑
σ=ij+1

O
(
dσ · 2j log pσ + dσ

)
= O(pN ·N ·log

s∏
σ=1

pdσ
σ ) = O(pN ·N2) . ��
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Remark 2. For a fixed odd prime p, the DFT of order p2n − 1 is defined in the
field Fp2n since the multiplicative group F∗

p2n of order p2n−1 is cyclic. Corollary 2
implies that the DFT of order p2n−1 can be computed in O(p2n ·22n) steps over
Fp. A similar argument shows that the same holds for any field of characteristic
p which contains Fp2n as a subfield.

4 Unified Approach for Fast Polynomial Multiplication

In this section we present our main contribution. We proceed as follows: first we
introduce the notions of the degree function and of the order sequence of a field.
Then we describe the DFT-based algorithm Dk which computes the product of
two polynomials over a field k. We show that Dk generalizes any algorithm for
polynomial multiplication that relies on consecutive applications of DFT, and in
particular, Schönhage-Strassen’s [16], Schönhage’s [15], and Cantor-Kaltofen’s [5]
algorithms for polynomial multiplication are special cases of the algorithm Dk.
We prove that both the upper and the lower bounds for the total complexity
of the algorithm Dk depend on the degree function of k and the existence of
special order sequences for k. In particular, we show that LDk

(n) = Ω(n log n)
when k is a finite field, and LDQ

(n) = Ω(n log n log log n). Furthermore, we show
sufficient conditions on the field k for the algorithm Dk to compute the prod-
uct of two degree n polynomials in o(n log n log log n) operations over k, that
is, to outperform Schönhage-Strassen’s, Schönhage’s and Cantor-Kaltofen’s al-
gorithms. Finally, we pose a number-theoretic conjecture whose validity would
imply faster polynomial multiplication over arbitrary fields of positive charac-
teristic.

In what follows k always stands for a field.

4.1 Extension Degree and Order Sequence

Definition 1. The degree function of k is fk such that fk(n) = [k(ωn) : k] for
chark � n, where ωn is a primitive n-th root of unity in the algebraic closure of k.
If char k | n, then fk(n) is not defined.

For example, fk(n) = 1 if k is algebraically closed, fR(n) = 1 if n ≤ 2 and
fR(n) = 2 for n ≥ 3, fQ(n) = φ(n) where φ(N) is the Euler’s totient function.

Note that the degree function is well-defined since [k(ωn) : k] does not depend
on the choice of the primitive n-th root of unity ωn in the algebraic closure of k.

An important idea behind Fürer’s algorithm [10,9] is a field extension of small
degree containing a principal root of unity of high smooth order. In the case
of integer multiplication, the characteristic of the ground ring is a parameter
we can choose [9], and it allows us to pick Zpc such that pc − 1 has a large
smooth factor. However, in the case of multiplication of polynomials over fields,
we cannot change the characteristic of the ground field. In what follows we
explore this limitation.
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Definition 2. An integer n > 0 is called c-suitable over the field k if the DFT
of order n is defined over k and if Dk(n) ≤ cn log n. n is called simply suitable
if it is O(1)-suitable.

It follows from Corollary 1 that any c-smooth n is 2c-suitable over k as long as
the DFT of order n is defined over k, and Lemma 3 also implies that if for each
prime divisor p of n, p or p − 1 or some n′ ≥ 2p − 3, n′ = O(p), is c-suitable
over k, then n is O(c)-suitable. If char k ≥ 3, then the integers (chark)2

n − 1 are
O(2n)-suitable over k for arbitrary n (see Remark 2).

Definition 3. Let s(n) : N→ R be a function such that s(n) > 1 for all n ∈ N.
A sequence N = {n1, n2, . . . } is called an order sequence of sparseness s(n) for
the field k, if ni < ni+1 ≤ s(ni)ni and ni | ni+1 for i ≥ 1, and ni = n′

in
′′
i such

that there exists a ring extension of k of degree n′
i containing an n′′

i -th principal
root of unity ωn′′

i
, so that n′′

i is O(1)-suitable over this extension. If s(n) ≤ C
for some constant C, then N is called an order sequence of constant sparseness.

It follows from Remark 2 that ni = 2i · (p2i − 1) is almost an order sequence of
sparseness s(n) = n for any field of characteristic p. Decreasing the upper bound
for the computation of DFT from O(n log2 n) to O(n log n) would turn it into
an order sequence of sparseness n.

Remark 3. If char k �= 2 then, for the order sequence N = {2i}i≥1, fk(n′′) ≤ n′′
2

for each n = n′n′′ ∈ N , since if for n ∈ N , n′ := 2� i−1
2 � ≤ n′′ := 2# i−1

2 $+1 ≤ 2n′,
ωn′′ is a primitive n′′-th root of unity in the algebraic closure of k, then for some
p(x) | xn′′

2 +1, k(ωn′′) ∼= k[x]/p(x). The same argument shows that if char k �= 3
and N = {2 · 3i}i≥1, then fk(n̂′′) ≤ 2n̂′′

3 for each n̂ = n̂′n̂′′ ∈ N , n̂′ := 2 · 3� i−1
2 �,

n̂′′ := 3# i−1
2 $+1 ≤ 3

2 n̂′, since for some p(x) | x 2n̂′′
3 +x

n̂′′
3 +1, k(ωn̂′′) ∼= k[x]/p(x).

Both these order sequences have constant sparsenesses.

Definition 4. A field k is called

– t(n)-Fast, if there exists an order sequence N of constant sparseness such
that fk(n′′

i ) ≤ t(n′′
i ) for all ni = n′

in
′′
i ∈ N .

– t(n)-Slow, if for any order sequence N of constant sparseness, fk(n′′
i )≥ t(n′′

i )
for all ni = n′

in
′′
i ∈ N .

An O(1)-fast field is called just fast.

For example, any algebraically closed field is fast, R is a fast field, and Q is a
φ(n)-slow field. It follows, that Q is an Ω( n

log log n )-slow field [1, Theorem 8.8.7].
Remark 3 implies that any field of characteristic different from 2 is n

2 -fast, and
any field of characteristic different from 3 is 2n

3 -fast.
If we want to extend a b(n)-slow field k with an n-th root of unity, the degree

of the extension will be Ω(b(n)). In a DFT-based algorithm we need to take
an extension K ⊇ k of degree n1 over k such that K contains a principal n2-
th root of unity. We will see that to increase performance of computing the
product of two degree n − 1 polynomials over k we will want n2 to be a large
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suitable number and to belong to a “not too sparse” order sequence, preferably
of constant sparseness, and n1 be small, so that 2n− 1 ≤ n1n2 = O(n).

We close this subsection with introducing some technical notation. For a func-
tion f : N → N such that lim supn→∞ f(n) = ∞, we will denote by f∨(n)
the minimal value f(i) over all integer solutions i of the inequality i · f(i) ≥ n.
For example, n∨ = �√n�, ( n

log n

)∨ ∼ √
2n

log n for n ≥ 2,2 and for q ≥ 2,

(logq n)∨ ∼ logq n if n ≥ q.
We will need to restrict the possible values for i in the inequality to be taken

from some order sequence.
For a monotonically growing function f : N→ N such that limn→∞

f(n)
n < 1,

we will define f (0)(n) = n, and for i ≥ 1, f (i)(n) = f (i−1)(f(n)). For each n ≥ 1,
there exists the value i = i(n) such that f (i−1)(n) �= f (i)(n) = f (i+1)(n) = · · · .
This value will be denoted by f∗(n). For example,

(⌈
n
2

⌉)∗ = �log n�, (�√n�)∗ =
�log log n�, (�log n�)∗ = �log∗ n�.

4.2 Generalized Algorithm for Polynomial Multiplication

The DFT-based algorithm A, the Schönhage-Strassen’s and Schönhage’s algo-
rithms B, and the Cantor-Kaltofen’s algorithm C are all based on the idea of
a field extension with roots of unity of large smooth orders to reduce the poly-
nomial multiplication to many polynomial multiplications of smaller degrees by
means of DFT. The natural metaflow of all these algorithms can be generalized
as follows in what we call the algorithm D: let N be an order sequence of con-
stant sparseness over a field k. For two polynomials a(x) and b(x) of degree n−1
over k:

Algorithm D
Embed. Choose a polynomial PN (x) ∈ k[x] of degree N = N ′N ′′ ∈ N with

2n− 1 ≤ N = O(n), and switch to multiplication in AN := k[x]/PN (x).
From this moment consider a(x) and b(x) as elements of AN . There should
be an injective homomorphism ψ : AN → (AN ′)2N ′′

efficiently computable
by means of DFTs, where AN ′ ∼= k[y]/PN ′(y) for some PN ′(y) ∈ k[y], and
AN ′ contains a principal N ′′-th (or 2N ′′-th) root of unity.

Transform. Compute the DFTs over AN ′ : ã := ψ(a(x)) and b̃ := ψ(b(x)).
Multiply. Compute 2N ′′ products c̃ := ã · b̃ in AN ′ .
Back-Transform. By means of DFT compute c(x) = ψ−1(c̃), which is the

ordinary product of the input polynomials.
Unembed. Reduce the product modulo PN (x) to return the product in AN .

Theorem 1. The algorithm A, the Schönhage-Strassen and Schönhage algo-
rithms B and Cantor-Kaltofen algorithm C are instances of the algorithm D.

2 By f(n) ∼ g(n) we denote f(n) = (1 ± o(1))g(n).
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Proof. To multiply two degree n polynomials over the ground field k with an
N -th primitive root of unity for N = 2�log(2n−1)�, N = O(n), set PN (x) = xN−1,
N ′ = 1, N ′′ = N and AN ′ = k. Then ψ is the DFT of order 2N (which is trivially
reduced to N in this case) over k and the algorithmD turns into the algorithmA.

For a field k of characteristic different from 2, for ν = �log(2n− 1)� and
N = 2ν , set PN (x) = xN + 1, N ′ = 2� ν

2 �, and N ′′ = 2# ν
2 $. Then ψ is the DFT

of order 2N ′′ over AN ′ and the algorithm D turns into the Schönhage-Strassen’s
algorithm B [16].

For char k = 2, set ν =
⌈
log3(n− 1

2 )
⌉
, N = 3ν , and P2N (x) = x2N + xN + 1,

N ′ = 3� ν
2 �, and N ′′ = 3# ν

2 $. Then ψ is the DFT of order 3N ′′ over AN ′ .
However, to fetch the entries of the product in AN ′ by means ψ−1, 2N ′′ products
of polynomials in AN ′ are sufficient [15]. Therefore, the algorithm D turns into
the Schönhage’s algorithm B.

For an arbitrary field k fix a positive integer s �= charp and find the least ν
such that N = φ(sν) = sν−1φ(s) ≥ 2n− 1, and let N̂ = sν . Set PN̂ (x) = ΦN̂ (x),

N ′ = φ(s# ν
2 $+1), and N ′′ = s� ν

2 �−1. Then ψ = α ◦ β where α stands for 2 DFTs
of order N ′′ over A′, and β is a linear map AN ′ [x]→ AN ′ [x]×AN ′ [x] such that
β(a(x)) = (a(x), a(γx)), where γ is an sN ′′-th principal root of unity in AN ′ ,
i.e., for AN ′ ∼= k[y]/ΦN̂ ′(y), either γ = y or γ = y2. One can easily show that β
and β−1 are computable in linear time [5, Section 2]. Therefore, the algorithm
D turns into the Cantor-Kaltofen’s algorithm C. ��

4.3 Complexity Analysis

From the description ofD we have LD(n) = L′
D(N) = 2N ′′L′

D(N ′)+2T (ψ(N))+
T (ψ−1(N)), where L′

D(N) stands for the complexity of D computing the prod-
uct in AN , T (ψ(N)) and T (ψ−1(N)) stand for the total complexities of the
transformations ψ and ψ−1 on inputs of length N respectively.

Theorem 2. Let the algorithm D compute the product of two polynomials in
AN in � recursive steps and let N ′ = N ′

λ and N ′′ = N ′′
λ be chosen on the step

λ = 1, . . . , � (N ′
0 = N , N ′

	 = O(1)), and for M(N ′
λ) = max{1, M∗(N ′

λ)
N ′

λ
}, where

M∗(N ′
λ) stands for the complexity of multiplication of an element in AN ′

λ
by

powers of an N ′′
λ -th root of unity (which exists in AN ′

λ
by assumption). Then

L′
D(N) = Θ

(
N · 2	 + N

	∑
λ=1

2λ−1 ·M(N ′
λ) log N ′′

λ

)
, (11)

L′
D(N) = Ω

(
N · 2(f∨

k )∗(N) + N

(f∨
k )∗(N)−1∑

λ=1

2λ−1 log(f∨
k )(λ)(N)

)
. (12)

Proof. Consider the total cost of the algorithm with respect to the computational
cost of the first step:

L′
D(N) = 2N ′′ · L′

D(N ′) + Θ (N ′′ log N ′′ · (N ′ + M∗(N ′))) . (13)
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This follows from the fact that we need to perform a constant number of DFTs
of order N ′′ over AN ′ . Since N ′′ is suitable, each DFT requires Θ(N ′′ log N ′′)
additions of elements in AN ′ and the same number of multiplications by powers
of an N ′′-th principal root of unity. Since dimk AN ′ = N ′, one addition in AN ′

takes N ′ additions in k, and by definition, M∗(N ′) is the number of operations
in k, needed to compute the necessary products by powers of a principal root of
unity. Unrolling (13) (by using (13) recursively � times), (11) follows.

To obtain (12) from (11) we use the trivial lower bound M(N ′) ≥ 1. We then
notice that N ′ ≥ f∨

k (N ′′), therefore, we come to the equality N ′′
	 = O(1) not

earlier than for � = (f∨
k )∗(N), by definition of these operations and the lower

bound (12) follows. ��

Corollary 3. 1. For any fast field k, we have LDk
(n) = O(n log n).

2. For an o(log log n)-fast field k, we have LDk
(n) = o(n log n log log n).

3. For an Ω(n1−o(1))-slow field k, we have LDk
(n) = Ω(n log n log log n). In

particular, LDQ
(n) = Ω(n log n log log n).

Proof. 1. By definition of a fast field, it suffices to take a constant number of
steps (in fact, even one step) to extend k with a principal root of unity of a
suitable order. This means, that in (11), � = 1 and N ′ = O(1). Therefore,
M(N ′) = O(1) and trivially log N ′′ ≤ log N .

2. In the first step we have N ′ = o(log log N). We always can bound M(N ′
λ)

with N ′
λ in (11), and we have � = o(log∗(log∗ n)). Bounding the first sum-

mand in the sum in (11) by N · N ′ · log N = o(n log n log log n), and each
next summand by o(n · 2log∗(log∗ n) · log log n · log(log log n)), we obtain the
statement.

3. For fk(n) = Ω(n1−o(1)) we have f∨
k (n) = Ω(n

1
2−o(1)), which by-turn implies

(f∨
k )∗(n) = Ω(log log n). Each summand in (12) is therefore Ω(log n) and

the lower bound for LDk
(n) follows.

We have fQ(n) = Ω( n
log log n ) = Ω(n1−o(1)) [1, Theorem 8.8.7], therefore Q

is an Ω(n1−o(1))-slow field which implies the lower bound for LDQ
(n). ��

Example. Let p1 = 2, p2 = 3, p3 = 5, . . . be the sequence of all prime numbers.
We define the field k := Q(ω1, ω2, . . . ), where ωi ∈ C is a primitive p

n′′
i

i -th root
of unity for n′′

i = �2p3
i /(pi log pi)�. We define the order sequence {ni = n′

in
′′
i }i≥1

where n′
i = pi. This order sequence is O( 3

√
log log n)-suitable and the complexity

of DFT of order n′′
i is O(pin

′′
i log n′′

i ). To multiply two degree n polynomials over
k we pick in the first step of the algorithm D the least ni ≥ n, which implies
n′

i ∼ 3
√

log log n = o(log log n). Therefore, D multiplies two degree n polynomials
over k in O(n log n(log log n)2/3) = o(n log n log log n) operations.

Note that Theorem 2 does not give any pessimistic lower bound in case of finite
fields. Actually, it can give a good upper bound if one can prove existence of
order sequences of constant sparseness over finite fields.

Corollary 4. 1. For the prime finite field Fp, LDFp
(n) = Ω(n log n).
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2. Assume that there exists an order sequence N = {ni(pni − 1)}i≥1 of con-
stant sparseness over Fp and assume that the multiplication by powers of a
principal (pni − 1)-th root of unity in Fpni can be performed in O(ni) time.
Then LDFp

(n) = O(n log n log∗ n).

Proof. 1. We have fFp(n) ∼ logp n since the multiplicative group F∗
p is cyclic

and in the extension field Fpn of degree n there exists a primitive root of
unity of order pn−1. This means that f∨

Fp
(n) ∼ logp n and (f∨

Fp
)∗(n) ∼ log∗p n,

and the statement follows from taking the first summand in (12) which is
Θ(n log n).

2. From (13) we get

L′
DFp

(N) ≤ 2N
logp N

L′
DFp

(
⌈
logp N

⌉
) + O(N log N) ,

and the statement follows from the solution of this inequality. ��
There are two challenges to find a faster polynomial multiplication algorithm
over finite fields. The first challenge is the already mentioned existence of or-
der sequences {ni = n′

in
′′
i }i≥1 of constant sparseness over these fields, where

n′′
i = ω(poly(n′

i)) for i ≥ 1. This conjecture due to Bläser [2] is supported by
performance results of the benchmarks of the algorithm from Corollary 2 (to be
published separately).

In Remark 2 we showed that, indeed, there exist suitable order sequences,
however, they are too sparse for our purposes. The second challenge is the com-
plexity of multiplication by powers of a primitive root of unity in extension
fields. However, there are ways to overcome this with slight complexity increase.
We recently obtained some progress in this area, and we think that a general
improvement for fields of characteristic different from 2 and 0 is possible.

5 Conclusion

We generalized the notion of a DFT-based algorithm for polynomial multiplica-
tion, which describes uniformly all currently known fastest algorithms for polyno-
mial multiplication over arbitrary fields. We parameterized fields by introducing
the notion of the degree function and order sequences and showed upper and
lower bounds for DFT-based algorithm in terms of these paremeters.

There is still an important open question whether one can improve the general
Schönhage-Strassen’s upper bound. As an outcome of this paper we support the
general experience that this question is not very easy. In particular, using only
known DFT-based techniques will unlikely help much in case of arbitrary fields,
in particular for the case of the rational field, as they did for the complexity of
integer multiplication.
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Kolmogorov Complexity as a Language�
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Abstract. The notion of Kolmogorov complexity (=the minimal length
of a program that generates some object) is often useful as a kind of
language that allows us to reformulate some notions and therefore pro-
vide new intuition. In this survey we provide (with minimal comments)
many different examples where notions and statements that involve Kol-
mogorov complexity are compared with their counterparts not involving
complexity.

1 Introduction

The notion of Kolmogorov complexity is often used as a tool; one may ask,
however, whether it is indeed a powerful technique or just a way to present the
argument in a more intuitive way (for people accustomed to this notion).

The goal of this paper is to provide a series of examples that support both
viewpoints. Each example shows some statements or notions that use complexity,
and their counterparts that do not mention complexity. In some cases these two
parts are direct translations of each other (and sometimes the equivalence can be
proved), in other cases they just have the same underlying intuition but reflect
it in different ways.

Hoping that most readers already know what is Kolmogorov (algorithmic,
description) complexity, we still provide a short reminder to fix notation and
terminology. The complexity of a bit string x is the minimal length of a program
that produces x. (The programs are also bit strings; they have no input and may
produce binary string as output.) If D(p) is the output of program p, the com-
plexity of string x with respect to D is defined as KD(x) = inf{|p|:D(p) = x}.
This definition depends on the choice of programming language (i.e., its inter-
preter D), but we can choose an optimal D that makes KD minimal (up to O(1)
constant). Fixing some optimal D, we call KD(x) the Kolmogorov complexity of
x and denote it by K(x).

A technical clarification: there are several different versions of Kolmogorov
complexity; if we require the programming language to be self-delimiting or
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prefix-free (no program is a prefix of another one), we got prefix complexity
usually denoted by K(x); without this requirement we get plain complexity
usually denoted by C(x); they are quite close to each other (the difference is
O(log n) for n-bit strings and usually can be ignored).

Conditional complexity of a string x given condition y is the minimal length
of a program that gets y as input and transforms it into x. Again we need to
chose an optimal programming language (for programs with input) among all
languages. In this way we get plain conditional complexity C(x|y); there exists
also a prefix version K(x|y).

The value of C(x) can be interpreted as the “amount of information” in x,
measured in bits. The value of C(x|y) measures the amount of information that
exists in x but not in y, and the difference I(y : x) = C(x)−C(x|y) measures the
amount of information in y about x. The latter quantity is almost commutative
(classical Kolmogorov – Levin theorem, one of the first results about Kolmogorov
complexity) and can be interpreted as “mutual information” in x and y.

2 Foundations of Probability Theory

2.1 Random Sequences

One of the motivations for the notion of description complexity was to define
randomness: n-bit string is random if it does not have regularities that allow
us to describe it much shorter, i.e., if its complexity is close to n. For finite
strings we do not get a sharp dividing line between random and non-random
objects; to get such a line we have to consider infinite sequences. The most
popular definition of random infinite sequences was suggested by Per Martin-
Löf. In terms of complexity one can rephrase it as follows: bit sequence ω1ω2 . . .
is random if K(ω1 . . . ωn) ≥ n − c for some c and for all n. (This reformulation
was suggested by Chaitin; the equivalence was proved by Schnorr and Levin. See
more in [14,20].)

Note that in classical probability theory there is no such thing as an indi-
vidual random object. We say, for example, that randomly generated bit se-
quence ω1ω2 . . . satisfies the strong law of large numbers (has limit frequency
lim(ω1 + . . . + ωn)/n equal to 1/2) almost surely, but this is just a measure-
theoretic statement saying that the set of all ω with limit frequency 1/2 has
measure 1. This statement (SLLN) can be proved by using Stirling formula for
factorials or Chernoff bound.

Using the notion of Martin-Löf randomness, we can split this statement into
two: (1) every Martin-Löf random sequence satisfies SLLN; and (2) the set of
Martin-Löf random sequences has measure 1. The second part is a general state-
ment about Martin-Löf randomness (and is easy to prove). The statement (1)
can be proved as follows: if the frequency of ones in a long prefix of ω deviates
significantly from 1/2, this fact can be used to compress this prefix, e.g., using
arithmetic coding or some other technique (Lempel–Ziv compression can be also
used), and this is impossible for a random sequence according to the definition.
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(In fact this argument is a reformulation of a martingale proof for SLLN.)
Other classical results (e.g., the law of iterated logarithm, ergodic theorem)

can be also presented in this way.

2.2 Sampling Random Strings

In the proceeding of this conference S. Aaronson proves a result that can be
considered as a connection between two meanings of the word “random” for fi-
nite strings. Assume that we bought some device which is marketed as a random
number generator. It has some physical source of randomness inside. The ad-
vertisement says that, being switched on, this device produces an n-bit random
string. What could be the exact meaning of this sentence?

There are two ways to understand it. First: the output distribution of this
machine is close to the uniform distribution on n-bit strings. Second: with high
probability the output string is random (=incompressible). The paper of Aaron-
son establishes some connections between these two interpretations (using some
additional machinery).

3 Counting Arguments and Existence Proofs

3.1 A Simple Example

Kolmogorov complexity is often used to rephrase counting arguments. We give
a simple example (more can be found in [14]).

Let us prove by counting that there exists an n×n bit matrix without 3 log n×
3 logn uniform minors. (We obtain minors by selecting some rows and columns;
the minor is uniform if all its elements are the same.)

Counting: Let us give an upper bound for the number of matrices with uniform
minors. There are at most n3 log n×n3 log n positions for a minor (we select 3 logn
rows and 3 logn columns). For each position we have 2 possibilities for the minor
(zeros or ones) and 2n2−(3 log n)2 possibilities for the rest, so the total number of
matrices with uniform minors does not exceed

n3 log n · n3 log n · 2 · 2n2−9 log2 n = 2n2−3 log2 n+1 < 2n2
,

so there are matrices without uniform minors.

Kolmogorov complexity: Let us prove that incompressible matrix does not
have uniform minors. In other words, let us show that matrix with a uniform
minor is compressible. Indeed, while listing the elements of such a matrix we do
not need to specify all 9 log2 n bits in the uniform minor individually. Instead,
it is enough to specify the numbers of the rows of the minor (3 logn numbers;
each contains log n bits) as well as the numbers of columns (this gives together
6 log2 n bits), and to specify the type of the minor (1 bit), so we need only
6 log2 n + 1 9 log2 n bits (plus the bits outside the minors, of course).
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3.2 One-Tape Turing Machines

One of the first results of computational complexity theory was the proof that
some simple operations (checking symmetry or copying) require quadratic time
when performed by one-tape Turing machine. This proof becomes very natural
if presented in terms of Kolmogorov complexity.

Assume that initially some string x of length n is written on the tape (followed
by the end-marker and empty cells). The task is to copy x just after the marker
(Fig. 1).

x # → x x#

Fig. 1. Copying a bit string x

It is convenient to consider a special case of this task when the first half of x is
empty (Fig. 2) and the second half y is an incompressible string of length n/2.

y # → y y#
n/2

Fig. 2. Special case: the first half of x is empty

To copy y, our machine has to move n/2 bits of information across the gap
of length n/2. Since the amount of information carried by the head of TM is
fixed (log m bits for TM with m states), this requires Ω(n2) steps (the hidden
constant depends on the number of states).

The last statement can be formalized as follows. Fix some borderline inside
the gap and install a “customs office” that writes down the states of TM when
it crosses this border from left to right. This record (together with the office
position) is enough to reconstruct y (since the behavior of TM on the right of
the border is determined by this record). So the record should be of Ω(n) size.
This is true for each of Ω(n) possible positions of the border, and the sum of the
record lengths is a lower bound for the number of steps.

3.3 Forbidden Patterns and Everywhere Complex Sequences

By definition the prefixes of a random sequence have complexity at least n−O(1)
where n is the length. Can it be true for all substrings, not only prefixes? No:
if it is the case, the sequence at least should be random, and random sequence
contains every combination of bits as a substring.

However, Levin noted that the weaker condition C(x) > α|x| − O(1) can be
satisfied for all substrings (for any fixed α < 1). Such a sequence can be called
α-everywhere complex sequence. Levin suggested a proof of their existence using
some properties of Kolmogorov complexity [6].

The combinatorial counterpart of Levin’s lemma is the following statement:
let α < 1 be a real number and let F be a set of strings that contains at most
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2αn strings of length n. Then there exists a constant c and a sequence ω that
does not have substrings of length greater than c that belong to F .

It can be shown that this combinatorial statement is equivalent to the original
formulation (so it can be formally proved used Kolmogorov complexity); how-
ever, there are other proofs, and the most natural one uses Lovasz local lemma.
(See [19].)

3.4 Gilbert–Varshamov Bound and Its Generalization

The main problem of coding theory is to find a code with maximal cardinality
and given distance. This means that for a given n and given d we want to
find some set of n-bit strings whose pairwise Hamming distances are at least
d. The strings are called code words, and we want to have as many of them as
possible. There is a lower bound that guarantees the existence of large code,
called Gilbert–Varshamov bound.

The condition for Hamming distances guarantees that few (less than d/2) bit
errors during the transmission do not prevent us from reconstructing the original
code word. This is true only for errors that change some bits; if, say, some bit
is deleted and some other bit is inserted in a different place, this kind of error
may be irreparable.

It turns out that we can replace Hamming distance by information distance
and get almost the same bound for the number of codewords. Consider some
family of n-bit strings {x1, x2, . . .}. We say that this family is d-separated, if
C(xi|xj) ≥ d for i �= j. This means that simple operations of any kind (not only
bit changes) cannot transform xj to xi. Let us show that for every d there exists
a d-separated family of size Ω(2n−d). Indeed, let us choose randomly strings
x1, . . . , xN of length n. (The value of N will be chosen later.) For given i and
j the probability of the event C(xi|xj) < d is less than 2d/2n. For given i the
probability that xi is not separated from some xj (in any direction) does not
exceed 2N · 2d/2n, so the expected number of xi that are “bad” in this sense is
less than 2N2 · 2d/2n. Taking N = Ω(2n−d), we can make this expectation less
than N/2. Then we can take the values of x1, . . . , xN that give less that N/2 bad
xi and delete all the bad xi, thus decreasing N at most twice. The decreased N
is still Ω(2n−d).

It is easy to see that the Gilbert–Varshamov bound (up to some constant)
is a corollary of this simple argument. (See [22] for more applications of this
argument.)

4 Complexity and Combinatorial Statements

4.1 Inequalities for Kolmogorov Complexity and Their
Combinatorial Meaning

We have already mentioned Kolmogorov–Levin theorem about the symmetry of
algorithmic information. In fact, they proved this symmetry as a corollary of the
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following result: C(x, y) = C(x) + C(y|x) + O(log n). Here x and y are strings
of length at most n and C(x, y) is the complexity of some computable encoding
of the pair (x, y).

The simple direction of this inequality, C(x, y) ≤ C(x) + C(y|x) + O(log n),
has equally simple combinatorial meaning. Let A be a finite set of pairs (x, y).
Consider the first projection of A, i.e., the set AX = {x: ∃y (x, y) ∈ A}. For each
x in AX we also consider the xth section of A, i.e., the set Ax = {y: (x, y) ∈
A}. Now the combinatorial counterpart for the inequality can be formulated as
follows: if #AX ≤ 2k and #Ax ≤ 2l for every x, then #A ≤ 2k+l. (To make
the correspondence more clear, we can reformulate the inequality as follows: if
C(x) ≤ k and C(y|x) ≤ l, then C(x, y) ≤ k + l + O(log n).)

The more difficult direction, C(x, y) ≥ C(x) + C(y|x) − O(log n), also has
a combinatorial counterpart, though more complicated. Let us rewrite this in-
equality as follows: for every integers k and l, if C(x, y) ≤ k + l, then either
C(x) ≤ k + O(log n) or C(y|x) ≤ l + O(log n). It is easy to see that this state-
ment is equivalent to the original one. Now we can easily guess the combinatorial
counterpart: if A is a set of pairs that has at most 2k+l elements, then one can
cover it by two sets A′ and A′′ such that #A′

X ≤ 2k and #A′′
x ≤ 2l for every x.

Kolmogorov–Levin theorem implies also the inequality 2C(x, y, z) ≤ C(x, y)+
C(y, z) + C(x, z). (Here are below we omit O(log n) terms, where n is an up-
per bound of the length for all strings involved.) Indeed, C(x, y, z) = C(x, y) +
C(z|x, y) = C(y, z)+C(x|y, z). So the inequality can be rewritten as C(z|x, y)+
C(x|y, z) ≤ C(x, z). It remains to note that C(x, z) = C(x) + C(z|x), that
C(z|x, y) ≤ C(z|x) (more information in the condition implies smaller complex-
ity), and that C(x|y, z) ≤ C(x) (condition can only help).

The combinatorial counterpart (and the consequence of the inequality about
complexities) says that for A ⊂ X × Y × Z we have (#A)2 ≤ #AX,Y ·#AX,Z ·
#AY,Z , where AX,Y is the projection of A onto X × Y , i.e., the set of all pairs
(x, y) such that (x, y, z) ∈ A for some z ∈ Z, etc. In geometric terms: if A is a
3-dimensional body, then the square of its volume does not exceed the product
of areas of three its projections (onto three orthogonal planes).

4.2 Common Information and Graph Minors

We have defined the mutual information in two strings a, b as I(a : b) =
C(b)− C(b|a); it is equal (with logarithmic precision) to C(a) + C(b)−C(a, b).
The easiest way to construct some strings a and b that have significant amount
of mutual information is to take overlapping substrings of a random (incom-
pressible) string; it is easy to see that the mutual information is close to the
length (and complexity) of their overlap.

We see that in this case the mutual information is not an abstract quantity,
but is materialized as a string (the common part of a and b). The natural question
arises: is it always the case? i.e., is it possible to find for every pair a, b some
string x such that C(x|a) ≈ 0, C(x|b) ≈ 0 and C(x) ≈ I(a : b)?
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It turns out that it is not always the case (as found by Andrej Muchnik [5] in
Kolmogorov complexity setting and earlier by Gács and Körner [7] in Shannon
information setting which we do not describe here — it is not that simple).

The combinatorial counterpart of this question: consider a bipartite graph
with (approximately) 2α vertices on the left and 2β vertices on the right; assume
also that this graph is almost uniform (all vertices in each part have approxi-
mately the same degree). Let 2γ be the total number of edges. A typical edge
connects some vertex a on the left and some vertex b on the right, and cor-
responds to a pair of complexity γ whose first component a has complexity
α and second component b has complexity β, so the “mutual information” in
this edge is δ = α + β − γ. The question whether this information can be ex-
tracted corresponds to the following combinatorial question: can all (or most)
edges of the graph be covered by (approximately) 2δ minors of size 2α−δ×2β−δ?
(Such a minor connects some 2α−δ vertices on the left with 2β−δ vertices on the
right.)

For example, consider some finite field F of size 2n and a plane over this
field (i.e., two-dimensional vector space). Consider a bipartite graph whose left
vertices are points on this plane, right vertices are lines, and edges correspond
to incident pairs. We have about 22n vertices is each part, and about 23n edges.
This graph does not have 2× 2 minors (two different points on a line determine
it uniquely). Using this property, one can show that M ×M minor could cover
only O(M

√
M) edges. (Assume that M vertices on the left side of such a minor

have degrees d1, . . . , dM in the minor. Then for ith vertex on the left there are
Ω(d2

i ) pairs of neighbor vertices on the right, and all these pairs are different,
so
∑

d2
i ≤ O(M2); Cauchy inequality then implies that

∑
di ≤ O(M

√
M), and

this sum is the number of edges in the minor).
Translating this argument in the complexity language, we get the following

statement: for a random pair (a, b) of incident point and line, the complexity of a
and b is about 2n, the complexity of the pair is about 3n, the mutual information
is about n, but it is not extractable: there is no string x of complexity n such
that C(x|a) and C(x|b) are close to zero. In fact, one can prove that for such a
pair (a, b) we have C(x) ≤ 2C(x|a) + 2C(x|b) + O(log n) for all x.

4.3 Almost Uniform Sets

Here is an example of Kolmogorov complexity argument that is difficult to
translate to combinatorial language (though one may find a combinatorial proof
based on different ideas). Consider the set A of pairs. Let us compare the max-
imal size of its sections Ax and the average size (that is equal to #A/#AX ;
we use the same notation as in section 4.1); the maximal/average ratio will
be called X-nonuniformity of A. We can define Y -nonuniformity in the same
way.

Claim: every set A of pairs having cardinality N can be represented as a union
of polylog(N) sets whose X- and Y -nonuniformity is bounded by polylog(N).
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Idea of the proof: consider for each pair (x, y) ∈ A a quintuple of integers

p(x, y) = 〈C(x), C(y), C(x|y), C(y|x), C(x, y)〉

where all complexities are taken with additional condition A. Each element
(x0, y0) in A is covered by the set U(x0, y0) that consists of all pairs (x, y) for
which p(x, y) ≤ p(x0, y0) (coordinate-wise). The number of elements in U(x0, y0)
is equal to 2C(x0,y0) up to polynomial in N factors. Indeed, it cannot be greater
because C(x, y) ≤ C(x0, y0) for all pairs (x, y) ∈ U(x0, y0). On the other hand,
the pair (x0, y0) can be described by its ordinal number in the enumeration of
all elements of U(x0, y0). To construct such an enumeration we need to know
only the set A and p(x0, y0). The set A is given as a condition, and p(x0, y0) has
complexity O(log N). So if the size of U(x0, y0) were much less than 2C(x0,y0),
we would get a contradiction.

Similar argument shows that projection U(x0, y0)X has about 2C(x0) elements.
Therefore, the average section size is about 2C(x0,y0)−C(x0); and the maximal
section size does not exceed C(y0|x0) since C(y|x) ≤ C(y0|x0) for all (x, y) ∈
U(x0, y0). It remains to note that C(y0|x0) ≈ C(x0, y0) − C(x0) according to
Kolmogorov–Levin theorem, and that there are only polynomially many different
sets U(x, y).

Similar argument can be applied to sets of triples, quadruples etc. For a com-
binatorial proof of this result (in a stronger version) see [1].

5 Shannon Information Theory

5.1 Shannon Coding Theorem

A random variable ξ that has k values with probabilities p1, . . . , pk, has Shan-
non entropy H(ξ) =

∑
i pi(− log pi). Shannon coding theorem (in its simplest

version) says that if we want to transmit a sequence of N independent values of
ξ with small error probability, messages of NH(ξ)+ o(N) bits are enough, while
messages of NH(ξ)− o(N) bits will lead to error probability close to 1.

Kolmogorov complexity reformulation: with probability close to 1 the sequence
of N independent values of ξ has complexity NH(ξ) + o(N).

5.2 Complexity, Entropy and Group Size

Complexity and entropy are two ways of measuring the amount of information
(cf. the title of the Kolmogorov’s paper [11] where he introduced the notion of
complexity). So it is not surprising that there are many parallel results. There
are even some “meta-theorems” that relate both notions. A. Romashchenko [8]
has shown that the linear inequalities that relate complexities of 2n − 1 tuples
made of n strings a1, . . . , an, are the same as for Shannon entropies of tuples
made of n random variables.
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In fact, this meta-theorem can be extended to provide combinatorial equiva-
lents for complexity inequalities [18]. Moreover, in [4] it is shown that the same
class of inequalities appears when we consider cardinalities of subgroups of some
finite group and their intersections!

5.3 Muchnik’s Theorem

Let a and b be two strings. Imagine that somebody knows b and wants to know
a. Then one needs to send at least C(a|b) bits of information, i.e., the shortest
program that transforms b to a. However, if we want the message to be not only
short, but also simple relative to a, the shortest program may not work. Andrej
Muchnik [15] has shown that it is still possible: for every two strings a and b
of length at most n there exists a string x such that C(x) ≤ C(a|b) + O(log n),
C(a|x, b) = O(log n), and C(x|a) = O(log n). This result probably is one of
the most fundamental discoveries in Kolmogorov complexity theory of the last
decade. It corresponds to Wolf–Slepyan theorem in Shannon information theory;
the latter says that for two dependent random variables α and β and N indepen-
dent trials of this pair one can (with high probability) reconstruct α1, . . . , αN

from β1, . . . , βN and some message that is a function of α1, . . . , αN and has bit
length close to NH(α|β). However, Muchnik and Wolf–Slepyan theorem do not
seem to be corollaries of each other (in any direction).

5.4 Romashchenko’s Theorem

Let α, β, γ be three random variables. The mutual information in α and β when
γ is known is defined as I(α : β|γ) = H(α, γ) + H(β, γ) + H(α, β, γ)−H(γ). It
is equal to zero if and only if α and β are conditionally independent for every
fixed value of γ.

One can show the following: If I(α : β|γ) = I(α : γ|β) = I(β : γ|α) = 0, then
one can extract all the common information from α, β, γ in the following sense:
there is a random variable χ such that H(χ|α) = H(χ|β) = H(χ|γ) = 0 and
α, β, γ are independent random variables when χ is known. (The latter statement
can be written as I(α : βγ|χ) = I(β : αγ|χ) = I(γ : αβ|χ) = 0.)

In algebraic terms: if in a 3-dimensional matrix with non-negative elements
all its 2-dimensional sections have rank 1, then (after a suitable permutation
for each coordinate) it is made of blocks that have tensor rank 1. (Each block
corresponds to some value of χ.)

Romashchenko proved [17] a similarly looking result for Kolmogorov complex-
ity: if a, b, c are three strings such that I(a : b|c), I(b : c|a) and I(a : c|b) are close
to zero, then there exists x such that C(x|a), C(x|b), C(x|c) are close to zero
and strings a, b, c are independent when x is known, i.e., I(a : bc|x), I(b : ac|x)
and I(c : ab|x) are close to zero.

This theorem looks like a direct translation of the information theory result
above. However, none of these results looks a corollary of the other one, and
Romashchenko’s proof is a very ingenious and nice argument that has nothing
to do with the rather simple proof of the information-theoretic version.
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6 Computability (Recursion) Theory

6.1 Simple Sets

Long ago Post defined simple set as (recursively) enumerable set whose comple-
ment is infinite but does not contain an infinite enumerable set (see, e.g., [16],
Sect. 8.1). His example of such a set is constructed as follows: let Wi be the ith
enumerable set; wait until a number j > 2i appears in Wi and include first such
number j into the enumeration. In this way we enumerate some set S with infi-
nite complement (S may contain at most n integers less than 2n); on the other
hand, S intersects any infinite enumerable set Wi, because Wi (being infinite)
contains some numbers greater than 2i.

It is interesting to note that one can construct a natural example of a sim-
ple set using Kolmogorov complexity. Let us say that a string x is simple if
C(x) < |x|/2. The set S of simple strings is enumerable (a short program can
be discovered if it exists). The complement of S (the set of “complex” strings)
is infinite since most n-bit strings are incompressible and therefore non-simple.
Finally, if there were an infinite enumerable set x1, x2, . . . of non-simple strings,
the algorithm “find the first xi such that |xi| > 2n” will describe some string
of complexity at least n using only log n + O(1) bits (needed for the binary
representation of n).

Similar argument, imitating Berry’s paradox, was used by Chaitin to provide
a proof for Gödel incompleteness theorem (see Sect. 7.2). Note also a (somewhat
mystical) coincidence: the word “simple” appears in two completely different
meanings, and the set of all simple strings turns out to be simple.

6.2 Lower Semicomputable Random Reals

A real number α is computable if there is an algorithm that computes rational
approximations to α with any given precision. An old example of E. Specker
shows that a computable series of non-negative rationals can have a finite sum
that is not computable. (Let {n1, n2, . . .} be a computable enumeration without
repetitions of an enumerable undecidable set K; then

∑
i 2−ni is such a series.)

Sums of computable series with non-negative rational terms are called lower
semicomputable reals.

The reason why the limit of a computable series is not computable is that
the convergence is not effective. One can ask whether one can somehow classify
how ineffective the convergence is. There are several approaches. R. Solovay
introduced some reduction on lower semicomputable reals: α � β if α + γ = cβ
for some lower semicomputable γ and some rational c > 0. Informally, this means
that α converges “better” than β (up to a constant c). This partial quasi-ordering
has maximal elements called Solovay complete reals. It turned out (see [3,13])
that Solovay complete reals can be characterized as lower semicomputable reals
whose binary expansion is a random sequence.

Another characterization: we may consider the modulus of convergence, i.e., a
function that for given n gives the first place where the tail of the series becomes
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less than 2−n. It turns out that computable series has a random sum if and only
if the modulus of convergence grows faster than BP (n−O(1)) where BP (k) is
the maximal computation time for all terminating k-bit self-delimited programs.

7 Other Examples

7.1 Constructive Proof of Lovasz Local Lemma

Lovasz local lemma considers a big (unbounded) number of events that have
small probability and are mostly independent. It guarantees that sometimes
(with positive probability, may be very small) none of this events happens. We
do not give the exact statement but show a typical application: any CNF made
of k-literal clauses where each clause has t = o(2k) neighbors, is satisfiable.
(Neighbors are clauses that have a common variable.)

The original proof by Lovasz (a simple induction proving some lower bound
for probabilities) is not constructive in the sense that it does not provide any
algorithm to find the satisfying assignment (better than exhaustive search). How-
ever, recently Moser discovered that naive algorithm: “resample clauses that are
false until you are done” converges in polynomial time with high probability,
and this can be explained using Kolmogorov complexity. Consider the following
procedure (Fig. 3; by resampling a clause we mean that all variables in this
clause get fresh random values). It is easy to see that this procedure satisfies the
specification if terminates (induction).

{Clause C is false}

procedure Fix (C: clause)=

resample (C);

for all neighbor clauses C’ of C: if C’ is false then Fix(C’)

{Clause C is true; all the clauses that were true

before the call Fix(C), remain true}

Fig. 3. Moses’ resampling algorithm

The pre- and post-conditions guarantee that we can find a satisfying assign-
ment applying this procedure to all the clauses (assuming the termination). It
remains to show that with high probability this procedure terminates in a poly-
nomial time. Imagine that Fix(X) was called for some clause X and this call
does not terminate for a long time. We want to get a contradiction. Crucial
observation: at any moment of the computation the sequence of recursive calls
made during the execution (i.e., the ordered list of clauses C for which Fix(C)
was called) together with the current values of all variables determine completely
the random bits used for resampling. (This will allow us to compress the sequence
of random bits used for resampling and get a contradiction.) Indeed, we can roll
back the computation; note that for every clause in the CNF there is exactly
one combination of its variables that makes it false, and our procedure is called
only if the clause is false, so we know the values before each resampling.
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Now we estimate the number of bits needed to describe the sequence of recur-
sive calls. These calls form a tree. Consider a path that visits all the vertices of
this tree (=calls) in the usual way, following the execution process (going from a
calling instance to a called one and returning back). Note that called procedure
corresponds to one of t neighbors of the calling one, so each step down in the
tree can be described by 1+ log t bits (we need to say that it is a step down and
specify the neighbor). Each step up needs only 1 bit (since we return to known
instance). The number of steps up does not exceed the number of steps down,
so we need in total 2 + log t bits per call. Since t = o(2k) by assumption, we can
describe the sequence of calls using k −O(1) bits per call which is less than the
number of random bits (k per call), so the sequence of calls cannot be long.

7.2 Berry, Gödel, Chaitin, Raz

Chaitin found (and popularized) a proof of Gödel incompleteness theorem based
on the Berry paradox (“the smallest integer not definable by eight words”). He
showed that statements of the form “C(x) > k” where x is a string and k is a
number, can be proved (in some formal theory, e.g., Peano arithmetic) only for
bounded values of k. Indeed, if it were not the case, we could try all proofs and for
every number n effectively find some string xn which has guaranteed complexity
above n. Informally, xn is some string provably not definable by n bits. But it
can be defined by logn+O(1) bits (log n bits are needed to describe n and O(1)
bits describe the algorithm transforming n to xn), so we get a contradiction for
large enough n. (The difference with the Berry paradox is that xn is not the
minimal string, just the first one in the proofs enumeration ordering.)

Recently Kritchman and Raz found that another paradox, “Surprise Exami-
nation” (you are told that there will be a surprise examination next week: you
realize that it cannot be at Saturday, since then you would know this by Friday
evening; so the last possible day is Friday, and if it were at Friday, you would
know this by Thursday evening, etc.), can be transformed into a proof of second
Gödel incompleteness theorem; the role of the day of the examination is played
by the number of incompressible strings of length n. (The argument starts as
follows: We can prove that such a string exists; if it were only one string, it can
be found by waiting until all other strings turn out to be compressible, so we
know there are at least two, etc. In fact you need more delicate argument that
uses some properties of Peano arithmetic — the same properties as in Gödel’s
proof.)

7.3 13th Hilbert Problem

Thirteenth Hilbert problem asked whether some specific function (that gives a
root of a degree 7 polynomial as a function of its coefficients) can be expressed as
a composition of continuous functions of one and two real variables. More than
fifty years later Kolmogorov and Arnold showed that the answer to this question
is positive: any continuous function of several real arguments can be represented
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as a composition of continuous functions of one variable and addition. (For other
classes instead of continuous function this is not the case.) Recently this question
was discussed in the framework of circuit complexity [10].

It has also some natural counterpart in Kolmogorov complexity theory. Imag-
ine that three string a, b, c are written on the blackboard. We are allowed to
write any string that is simple (has small conditional complexity) relative to
any two strings on the board, and can do this several times (but not too many:
otherwise we can get any string by changing one bit at a time). Which strings
could appear if we follow this rule? The necessary condition: strings that appear
are simple relative to (a, b, c). It turns out, however, that it is not enough: some
strings are simple relative to (a, b, c) but cannot be obtained in this way. This
is not difficult to prove (see [21] for the proof and references); what would be
really interesting is to find some specific example, i.e., to give an explicit function
with three string arguments such that f(a, b, c) cannot be obtained in the way
described starting from random a, b, and c.

7.4 Secret Sharing

Imagine some secret (i.e., password) that should be shared among several peo-
ple in such a way that some (large enough) groups are able to reconstruct the
secret while other groups have no information about it. For example, for a se-
cret s that is an element of the finite field F , we can choose a random element
a of the same field and make three shares a, a + s and a + 2s giving them to
three participants X,Y, Z respectively. Then each of three participants has no
information about the secret s, since each share is a uniformly distributed ran-
dom variable. On the other hand, any two people together can reconstruct the
secret. One can say that this secret sharing scheme implements the access struc-
ture {{X,Y }, {X,Z}, {Y, Z}} (access structure lists minimal sets of participants
that are authorized to know the secret).

Formally, a secret sharing scheme can be defined as a tuple of random variables
(one for the secret and one for each participant); the scheme implements some
access structure if all groups of participants listed in this structure can uniquely
reconstruct the value of the secret, and for all other groups (that do not contain
any of the groups listed) their information is independent of the secret. It is easy
to see that any access structure can be implemented; the interesting (and open)
question is to find how big should be the shares (for a given secret size and a
given access structure).

We gave the definition of secret sharing in probability theory framework;
however, one can also consider it in Kolmogorov complexity framework. For
example, take binary string s as a secret. We may look for three strings x, y, z
such that C(s|x, y), C(s|y, z), and C(s|x, z) are very small (compared to the
complexity of the secret itself), as well as the values of I(x : s), I(y : s), and
I(z : s). The first requirement means that any two participants know (almost)
everything about the secret; the second requirement means each participant
alone has (almost) no information about it.
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The interesting (and not well studied yet) question is whether these two
frameworks are equivalent in some sense (the same access structure can be im-
plemented with the same efficiency); one may also ask whether in Kolmogorov
setting the possibility of sharing secret s with given access structure and share
sizes depends only on the complexity of s. Some partial results were obtained
recently by T. Kaced and A. Romashchenko (private communication). The use
of Kolmogorov complexity in cryptography is discussed in [2].

7.5 Quasi-cryptography

The notion of Kolmogorov complexity can be used to pose some questions that
resemble cryptography (though probably are hardly practical). Imagine that
some intelligence agency wants to send a message b to its agent. They know
that agent has some information a. So their message f should be enough to
reconstruct a from b, i.e., C(b|a, f) should be small. On the other hand, the
message f without a should have minimal information about b, so the complexity
C(b|f) should be maximal.

It is easy to see that C(b|f) cannot exceed min(C(a), C(b)) because both a
and b are sufficient to reconstruct b from f . Andrej Muchnik proved that indeed
this bound is tight, i.e., there is some message f that reaches it (with logarithmic
precision).

Moreover, let us assume that eavesdropper knows some c. Then we want to
make C(b|c, f) maximal. Muchnik showed that in this case the maximal possible
value (for f such that C(b|a, f) ≈ 0) is min(C(a|c), C(b|c)). He also proved
a more difficult result that bounds the size of f , at least in the case when
a is complex enough. The formal statement of the latter result: There exists
some constant d such that for every strings a, b, c of length at most N such that
C(a|c) ≥ C(b|c) + C(b|a) + d log N , there exists a string f of length at most
C(b|a) + d log N such that C(b|a, f) ≤ d log N and C(b|c, f) ≥ C(b|c)− d log N .
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Abstract. Recently, an interest in constructing pseudorandom or hit-
ting set generators for restricted branching programs has increased, which
is motivated by the fundamental problem of derandomizing space bound-
ed computations. Such constructions have been known only in the case
of width 2 and in very restricted cases of bounded width. In our previous
work, we have introduced a so-called richness condition which is, in a cer-
tain sense, sufficient for a set to be a hitting set for read-once branching
programs of width 3. In this paper, we prove that, for a suitable con-
stant C, any almost C log n-wise independent set satisfies this richness
condition. Hence, we achieve an explicit polynomial time construction
of a hitting set for read-once branching programs of width 3 with the
acceptance probability greater than

√
12/13 by using the result due to

Alon et al. (1992).

1 Introduction

The relationship between deterministic and probabilistic computations is one
of the central issues in complexity theory. This problem can be tackled by con-
structing polynomial time pseudorandom [10] or hitting set generators [6] which,
however, belongs to the hardest problems in computer science even for severely
restricted computational models. In particular, derandomizing space bounded
computations has attracted much interest over a decade. We consider read-once
branching (1-branching) programs [14] of polynomial size for which pseudoran-
dom generators with seed length O(log2 n) have been known for a long time
through a result of Nisan [9]. Recently, considerable attention has been paid to
improving this to O(log n) in the constant-width case, which is a fundamental
problem with many applications in circuit lower bounds and derandomization [8].
The problem has been resolved for width 2 but the known techniques provably
fail for width 3 [2,8], which applies even to hitting set generators [4].

In the case of width 3, we do not know of any significant improvement over
Nisan’s result except for severely restricted so-called regular (oblivious) read-
once branching programs of constant width having the in-degree of every vertex
equal to 2, for which pseudorandom generators have recently been constructed
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with seed length O(log n log log n) [3,4]. There has also been some recent progress
in the case of permutation (oblivious) read-once branching programs of bounded
width whose edges labeled with 0 (respectively 1) define a one to one mapping for
each level-to-level transition [8], for which a pseudorandom generator has been
constructed with seed length O(log n) [7]. In our paper [11], we made the first
step for finding a polynomial time constructible hitting set for width 3. Using
the result due to Alon et al. [1], we achieved such a construction if an additional,
rather technical restriction is imposed on the program structure. For example,
this restriction is met if one special pattern of level-to-level transitions in a
normalized form of so-called simple width-3 1-branching programs is excluded,
which covers the regular and permutation cases (see [11] for further details).

In our previous work [12,13], we have introduced a so-called richness condi-
tion which is independent of the notion of branching programs. In fact, a rich
set is a hitting set for special read-once CNFs (or even for the read-once con-
junctions of DNFs and CNFs with properly bounded monomial and clause sizes,
respectively [12]). Thus, a related line of study concerns pseudorandom genera-
tors for read-once formulas, such as read-once DNFs [5]. This richness condition
proves to be sufficient in a sense that any rich set extended with all strings
within Hamming distance of at most 3 is a hitting set for width-3 1-branching
programs with the acceptance probability greater than

√
12/13. In this paper,

we prove that, for a suitable constant C, any almost C log n-wise independent
set satisfies the richness condition. In the proof, the probability that there is a
certain input which ensures the richness of an almost k-wise independent set,
is lower bounded by a positive number (e.g. by using the inclusion-exclusion
principle). It follows that our result combined with an efficient construction of
almost k-wise independent sets, e.g. due to Alon et al. [1], provides a polynomial
time construction of a hitting set for width-3 1-branching programs.

The paper is organized as follows. After a brief review of basic definitions
regarding branching programs, the richness condition and its sufficiency is pre-
sented in Section 2. The main result that any almost O(log n)-wise independent
set is rich is formulated in Section 3 where the main steps of the technical proof
occupying the subsequent four Sections 4–7 are outlined. Our result is summa-
rized in Section 8.

2 Branching Programs and the Richness Condition

We start with a brief review of basic formal definitions regarding branching
programs (see [14] for more information). A branching program P on the set
of input Boolean variables Xn = {x1, . . . , xn} is a directed acyclic multi-graph
G = (V,E) that has one source s ∈ V of zero in-degree and, except for sinks of
zero out-degree, all the inner (non-sink) nodes have out-degree 2. In addition,
the inner nodes get labels from Xn and the sinks get labels from {0, 1}. For each
inner node, one of the outgoing edges gets the label 0 and the other one gets the
label 1. The branching program P computes Boolean function P : {0, 1}n −→
{0, 1} as follows. The computational path of P for an input a = (a1, . . . , an) ∈
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{0, 1}n starts at source s. At any inner node labeled by xi ∈ Xn, input variable
xi is tested and this path continues with the outgoing edge labeled by ai to
the next node, which is repeated until the path reaches the sink whose label
gives the output value P (a). Denote by P−1(a) = {a ∈ {0, 1}n |P (a) = a}
the set of inputs for which P outputs a ∈ {0, 1}. For inputs of arbitrary lengths,
infinite families {Pn} of branching programs, each Pn for one input length n ≥ 1,
are used. A branching program P is called read-once (or shortly 1-branching
program) if every input variable from Xn is tested at most once along each
computational path. Here we consider leveled branching programs in which each
node belongs to a level, and edges lead from level k ≥ 0 only to the next level
k + 1. We assume that the source of P creates level 0, whereas the last level is
composed of all sinks. The maximum number of nodes on one level is called the
width of P .

Let P be a class of branching programs and ε > 0 be a real constant. A set of
input strings H ⊆ {0, 1}∗ is called an ε-hitting set for class P if for sufficiently
large n, for every branching program P ∈ P with n input variables,∣∣P−1(1)

∣∣
2n

≥ ε implies (∃a ∈ H ∩ {0, 1}n)P (a) = 1 . (1)

Furthermore, we say that a set A ⊆ {0, 1}∗ is ε-rich if for sufficiently large n,
for any index set I ⊆ {1, . . . , n}, for any partition {R1, . . . , Rr} of I (r ≥ 0)
satisfying

r∏
j=1

(
1− 1

2|Rj |

)
≥ ε , (2)

and for any Q ⊆ {1, . . . , n} \ I such that |Q| ≤ log n, for any c ∈ {0, 1}n there
exists a ∈ A ∩ {0, 1}n that meets

(∀ i ∈ Q) ai = ci and (∀ j ∈ {1, . . . , r}) (∃ i ∈ Rj) ai �= ci . (3)

Note that formula (3) can be interpreted as a read-once CNF (each variable
occurs at most once) which contains at most logarithmic number of single literals
together with clauses whose sizes satisfy (2). Hence, any rich set is a hitting set
for such read-once CNFs. In the following theorem, we formulate our previous
result [12,13] that the richness condition is, in a certain sense, sufficient for a set
to be a hitting set for read-once branching programs of width 3.

Theorem 1 ([12,13]). If A is (δ ε)11-rich for ε > δ =
√

12/13, then H =
Ω3(A) = {a′ ∈ {0, 1}n |n ≥ 1 & (∃a ∈ A ∩ {0, 1}n)h(a, a′) ≤ 3}, where h(a, a′)
is the Hamming distance between a and a′ (i.e. the number bits in which a and a′

differ), is an ε-hitting set for the class of width-3 read-once branching programs.

3 Almost k-Wise Independent Sets Are Rich

The following theorem shows that the richness condition introduced in previ-
ous Section 2 is satisfied by almost k-wise independent sets. Hence, in order to
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achieve an explicit polynomial time construction of a hitting set for read-once
branching programs of width 3, we can combine Theorem 1 with the result due
to Alon et al. [1] who provided simple efficient constructions of almost k-wise
independent sets. In particular, for β > 0 and k = O(log n) it is possible to con-
struct a (k, β)-wise independent set A ⊆ {0, 1}∗ in time polynomial in n

β such
that for sufficiently large n and any index set S ⊆ {1, . . . , n} of size |S| ≤ k, the
probability that a given c ∈ {0, 1}n coincides with a string a ∈ An = A∩{0, 1}n
on the bit locations from S is almost uniform, that is∣∣∣∣∣

∣∣AS
n(c)

∣∣
|An| −

1
2|S|

∣∣∣∣∣ ≤ β , (4)

where AS
n(c) = {a ∈ An | (∀i ∈ S) ai = ci}. We will prove that, for suitable k,

any almost k-wise independent set is ε-rich.

Theorem 2. Let ε > 0, C be the least odd integer greater than (2
ε ln 1

ε )2, and
0 < β < 1

nC+3 . Then any (�(C + 2) log n�, β)-wise independent set is ε-rich.

Proof. Let A ⊆ {0, 1}∗ be a (�(C + 2) log n�, β)-wise independent set. We will
show that A is ε-rich. Assume {R1, . . . , Rr} is a partition of index set I ⊆
{1, . . . , n} satisfying condition (2), and Q ⊆ {1, . . . , n} \ I such that |Q| ≤ log n.
In order to show for a given c ∈ {0, 1}n that there is a ∈ An that meets (3) for
Q and partition {R1, . . . , Rr}, we will prove that the probability

p =

∣∣∣AQ
n (c) \⋃r

j=1ARj
n (c)

∣∣∣
|An| (5)

of the event that a ∈ An chosen uniformly at random satisfies a ∈ AQ
n (c) and

a �∈ ARj
n (c) for every j = 1, . . . , r, is strictly positive.

The main idea of the proof lies in lower bounding the probability (5). We
briefly comment on the main steps of the proof which are schematically depicted
in Figure 1 including references to corresponding sections, lemmas, and equa-
tions. In Section 4, we will first modify the partition classes Rj so that their
cardinalities are at most logarithmic whereas the classes of small constant car-
dinalities are merged with Q and also c is adjusted correspondingly. Lemma 1
then ensures that the probability p from (5) is lower bounded when using these
modified classes. Furthermore, Bonferroni inequality (the inclusion-exclusion
principle) and the assumption concerning the almost k-wise independence are
employed in Section 5 where also the classes of the same cardinality are grouped.
In Section 6, we will further reduce the underlying lower bound on p only to a
sum over frequent cardinalities of partition classes to which Taylor’s theorem is
applied in Section 7, whereas a corresponding Lagrange remainder is bounded
using the assumption on constant C.

4 Modifications of Partition Classes

We properly modify the underlying partition classes in order to further upper
bound their cardinalities by the logarithmic function so that the assumption



124 J. Š́ıma and S. Žák

Fig. 1. The main steps of the proof
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concerning almost �(C + 2) logn�-wise independence of A can be applied in
the following Section 5. Thus, we confine ourselves to at most logarithmic-size
arbitrary subsets R′

j of partition classes Rj , that is

R′
j

{
= Rj if |Rj | ≤ log n
⊂ Rj so that |R′

j | = #log n$ otherwise ,
(6)

which ensures R′
j ⊆ Rj and |R′

j | ≤ log n for every j = 1, . . . , r. For these new
classes, assumption (2) can be rewritten as

r∏
j=1

(
1− 1

2|R
′
j |

)
>

(
1− 1

2log n

) n
log n ∏

|Rj |≤log n

(
1− 1

2|Rj|

)

>

(
1− 1

n
· n

log n

)
ε =

(
1− 1

log n

)
ε = ε′ , (7)

where ε′ > 0 is arbitrarily close to ε for sufficiently large n.
Denote by {s1, s2, . . . , sm} = {|R′

1|, . . . , |R′
r|} the set of all cardinalities

1 ≤ si ≤ log n of classes R′
1, . . . , R

′
r, and for every i = 1, . . . ,m, let ri =

|{j | |R′
j | = si}| be the number of classes R′

j having cardinality si, that is,
r =

∑m
i=1 ri. Furthermore, we define

ti =
ri

2si
> 0 for i = 1, . . . ,m . (8)

It follows from (7) and (8) that

0 < ε′ <

r∏
j=1

(
1− 1

2|R
′
j |

)
=

m∏
i=1

((
1− 1

2si

)2si
)ti

< e−
∑m

i=1 ti (9)

implying
m∑

i=1

ti < ln
1
ε′

. (10)

Moreover, we define constants

� =
C

1−
(
1− ε′2

4(1+ε′2)

) 1
C

> C ≥ 1 , σ = log
(

4� (1 + ε′2)
ε′2

)
(11)

which are used for sorting the cardinalities s1, . . . , sm so that

ri > � and si > σ for i = 1, . . . ,m′′ (12)
ri ≤ � and si > σ for i = m′′ + 1, . . . ,m′ (13)

si ≤ σ for i = m′ + 1, . . . ,m . (14)

We will further confine ourselves to the first m′ ≥ 0 cardinalities satisfying si > σ
for i = 1, . . . ,m′. Without loss of generality, we can also sort the corresponding
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partition classes so that |R′
j | > σ for j = 1, . . . , r′, whereas |R′

j | ≤ σ for j =
r′ + 1, . . . , r, which implies

r′ =
m′∑
i=1

ri =
m′∑
i=1

ti2si >
4� (1 + ε′2)

ε′2

m′∑
i=1

ti (15)

according to (8), (12)–(13), and (11). We include the remaining constant-size
classes R′

j for j = r′ + 1, . . . , r into Q, that is,

Q′ = Q ∪
r⋃

j=r′+1

R′
j (16)

whose size can be upper bounded as

|Q′| ≤ log n +
m∑

i=m′+1

ri log
(

4� (1 + ε′2)
ε′2

)
< 2 log n (17)

for sufficiently large n, since

m∑
i=m′+1

ri =
m∑

i=m′+1

ti2si <
4� (1 + ε′2)

ε′2
ln

1
ε′

(18)

according to (8), (10), (14), and (11). This completes the definition of new classes
Q′, R′

1, . . . , R′
r′ . In addition, we define c′ ∈ {0, 1}n that differs from c exactly

on the constant number of bit locations from R′
r′+1, . . . , R

′
r, e.g.

c′i =
{

1− ci if i ∈ ⋃r
j=r′+1 R′

j

ci otherwise.
(19)

The modified Q′, R′
1, . . . , R

′
r′ and c′ are used in the following lemma for lower

bounding the probability (5).

Lemma 1

p ≥

∣∣∣AQ′
n (c′) \⋃r′

j=1A
R′

j
n (c′)

∣∣∣
|An| =

∣∣∣AQ′
n (c′)

∣∣∣
|An| −

∣∣∣⋃r′

j=1A
R′

j∪Q′
n (c′)

∣∣∣
|An| . (20)

Proof. For verifying the lower bound in (20) it suffices to show that AQ′
n (c′) \⋃r′

j=1A
R′

j
n (c′) ⊆ AQ

n (c) \ ⋃r
j=1ARj

n (c) according to (5). Assume a ∈ AQ′
n (c′) \⋃r′

j=1A
R′

j
n (c′), which means a ∈ AQ′

n (c′) ⊆ AQ
n (c′) = AQ

n (c) and a �∈ AR′
j

n (c′) =

AR′
j

n (c) ⊇ ARj
n (c) for every j = 1, . . . , r′ by definitions (6), (16), (19), and the

fact that S1 ⊆ S2 implies AS2
n (c) ⊆ AS1

n (c). In addition, a ∈ AQ′
n (c′) implies

a �∈ ARj
n (c) for every j = r′ +1, . . . , r according to (19), and hence, a ∈ AQ

n (c) \⋃r
j=1ARj

n (c). This completes the proof of the lower bound, while the equality in

(20) follows from AR′
j∪Q′

n (c′) ⊆ AQ′
n (c′) for every j = 1, . . . , r′. ��
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5 Almost k-Wise Independence

Furthermore, we will upper bound the probability of the finite union of events
appearing in formula (20) by using Bonferroni inequality for constant number
C′ = min(C, r′) of terms, which gives

p ≥

∣∣∣AQ′
n (c′)

∣∣∣
|An| −

C′∑
k=1

(−1)k+1
∑

1≤j1<j2<···<jk≤r′

∣∣∣∣⋂k
i=1A

R′
ji
∪Q′

n (c′)
∣∣∣∣

|An| (21)

=
C′∑

k=0

(−1)k
∑

1≤j1<j2<···<jk≤r′

∣∣∣∣A⋃k
i=1 R′

ji
∪Q′

n (c′)
∣∣∣∣

|An| (22)

according to Lemma 1. For notational simplicity, the inner sum in (22) over
1 ≤ j1 < j2 < · · · < jk ≤ r′ for k = 0 reads formally as it includes one
summand |AQ′

n (c′)|/|An|. Note that C′ is odd for C < r′, while equality holds
in (21) for C′ = r′, which is the probabilistic inclusion-exclusion principle. For
any 0 ≤ k ≤ C′ ≤ C, we know

∣∣∣⋃k
i=1 R′

ji
∪Q′

∣∣∣ ≤ �(C + 2) log n� according to
(6) and (17), and hence,∣∣∣∣A⋃k

i=1 R′
ji
∪Q′

n (c′)
∣∣∣∣

|An| ≥ 1

2|Q
′|+∑k

i=1

∣∣∣R′
ji

∣∣∣ − β =
1

2|Q′|

k∏
i=1

1

2
∣∣∣R′

ji

∣∣∣ − β (23)

(where the product in (23) equals formally 1 for k = 0) and similarly,

−

∣∣∣∣A⋃k
i=1 R′

ji
∪Q′

n (c′)
∣∣∣∣

|An| ≥ − 1
2|Q′|

k∏
i=1

1

2
∣∣∣R′

ji

∣∣∣ − β (24)

according to (4) since A is (�(C + 2) logn�, β)-wise independent. We plug these
inequalities into (22), which leads to

p ≥
C′∑

k=0

(−1)k
∑

1≤j1<j2<···<jk≤r′

1
2|Q′|

k∏
i=1

1

2
∣∣∣R′

ji

∣∣∣ − β

C′∑
k=0

(
r′

k

)

≥ 1
2|Q′|

⎛⎝ C′∑
k=0

(−1)k
∑

1≤j1<j2<···<jk≤r′

k∏
i=1

1

2
∣∣∣R′

ji

∣∣∣ − β 2|Q
′| (r′ + 1)C′

⎞⎠ , (25)

where

β 2|Q
′| (r′ + 1)C′

<
1

nC+3
n2 nC =

1
n

<
ε′

8
(26)

for sufficiently large n > 8/ε′ by using the assumption on β, inequality (17),
r′ < n (e.g., r′ = n would break (11)–(13)), and C′ ≤ C. The following lemma
rewrites the inner sum in formula (25).
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Lemma 2. For 0 ≤ k ≤ C′,

∑
1≤j1<j2<···<jk≤r′

k∏
i=1

1

2|R
′
ji
| =

∑
k1+···+km′=k

0≤k1≤r1,...,0≤km′≤rm′

m′∏
i=1

tki

i

ki!

ki−1∏
j=1

(
1− j

ri

)
. (27)

Proof. By grouping the classes of the same cardinality together, the left-hand
side of inequality (27) can be rewritten as

∑
1≤j1<j2<···<jk≤r′

k∏
i=1

1

2|R
′
ji
| =

∑
k1+k2+···+km′=k

0≤k1≤r1,...,0≤km′≤rm′

m′∏
i=1

(
ri

ki

)(
1

2si

)ki

, (28)

where k1, . . . , km′ denote the numbers of classes of corresponding cardinalities
s1, . . . , sm′ considered in a current summand, and(

ri

ki

)(
1

2si

)ki

=
ri (ri − 1) · · · (ri − ki + 1)

ki!

(
ti
ri

)ki

=
tki

i

ki!

ki−1∏
j=1

(
1− j

ri

)
(29)

according to (8). ��
Thus, we plug equations (26) and (27) into (25) and obtain

p >
1
n2

⎛⎜⎜⎝ C′∑
k=0

(−1)k
∑

k1+···+km′=k
0≤k1≤r1,...,0≤km′≤rm′

m′∏
i=1

tki

i

ki!

ki−1∏
j=1

(
1− j

ri

)
− ε′

8

⎞⎟⎟⎠ . (30)

Note that for m′ = 0 (implying r′ = C′ = 0), the inner sum in (30) equals 1.

6 Frequent Cardinalities

We sort out the terms with frequent cardinalities (12) from the sum in for-
mula (30), that is,

p >
1
n2

⎛⎜⎜⎝ C′∑
k=0

(−1)k
∑

k1+···+km′′=k
0≤k1≤r1,...,0≤km′′≤rm′′

m′′∏
i=1

tki

i

ki!

ki−1∏
j=1

(
1− j

ri

)
− T1 − ε′

8

⎞⎟⎟⎠ , (31)

where the inner sum in (31) equals zero for k > r′′ =
∑m′′

i=1 ri , and

T1 =
C′∑

k=0

(−1)k+1
∑

k1+···+km′=k
0≤k1≤r1,...,0≤km′≤rm′
(∃m′′+1≤	≤m′) k�>0

m′∏
i=1

tki

i

ki!

ki−1∏
j=1

(
1− j

ri

)
(32)
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sums up the terms including rare cardinalities (13). In addition, we know

1 ≥
m′′∏
i=1

ki−1∏
j=1

(
1− j

ri

)
>

(
1− C

�

)C

= 1− ε′2

4(1 + ε′2)
(33)

according to (12), (11), and ki ≤ k =
∑m′′

i=1 ki ≤ C′ ≤ C < � . The upper and
lower bound (33) on the underlying product are used to lower bound the negative
terms of (31) for odd k and the positive terms for even k, respectively, that is,

p >
1
n2

⎛⎜⎜⎝ C′∑
k=0

(−1)k
∑

k1+···+km′′=k
0≤k1≤r1,...,0≤km′′≤rm′′

m′′∏
i=1

tki

i

ki!
− ε′2

4(1 + ε′2)
T2 − T1 − ε′

8

⎞⎟⎟⎠ (34)

where

T2 =
C′∑

k=0,2,4,...

∑
k1+···+km′′=k

0≤k1≤r1,...,0≤km′′≤rm′′

m′′∏
i=1

tki

i

ki!
. (35)

The following lemma upper bounds the above-introduced terms T1 and T2.

Lemma 3
(i) T1 < ε′

8 .

(ii) T2 < 1+ε′2
2 ε′ .

Proof.
(i) We can only take the terms of (32) for odd k = 1, 3, 5, . . . into account since
those for even k are nonpositive (e.g. the term for k = 0 equals zero because
there is no m′′ + 1 ≤ � ≤ m′ such that k	 > 0 in this case). Thus,

T1 ≤
C′∑

k=1,3,5,...

∑
k1+···+km′=k

0≤k1≤r1,...,0≤km′≤rm′
(∃m′′+1≤	≤m′) k�>0

r	

2s�

1
k	

tk�−1
	

(k	 − 1)!

m′∏
i=1
i�=	

tki

i

ki!

≤ �

2σ

C′∑
k=1,3,5,...

∑
k1+···+km′=k

0≤k1≤r1,...,0≤km′≤rm′
(∃m′′+1≤	≤m′) k�>0

tk�−1
	

(k	 − 1)!

m′∏
i=1
i�=	

tki

i

ki!
(36)

according to (8) and (13). Formula (36) is rewritten by replacing indices
k	 − 1 and k− 1 with k	 and k, respectively, which is further upper bounded by
removing the upper bounds that are set on indices k1, . . . , km′ and by omitting
the condition concerning the existence of special index �, as follows:

T1 ≤ �

2σ

C′−1∑
k=0,2,4,...

∑
k1+···+km′=k
k1≥0,...,km′≥0

m′∏
i=1

tki

i

ki!
=

�

2σ

C′−1∑
k=0,2,4,...

(∑m′

i=1 ti

)k

k!
, (37)
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where the multinomial theorem is employed. Notice that the sum on the right-
hand side of equation (37) represents the first few terms of Taylor series of the
hyperbolic cosine at point

∑m′

i=1 ti ≥ 0, which implies

T1 <
�

2σ
cosh

⎛⎝ m′∑
i=1

ti

⎞⎠ <
ε′2

4(1 + ε′2)
·

1
ε′ + ε′

2
=

ε′

8
(38)

according to (10) and (11) since the hyperbolic cosine is an increasing function
for nonnegative arguments.
(ii) Similarly as in the proof of (i), we apply the multinomial theorem (cf. (37))
and the Taylor series of the hyperbolic cosine (cf. (38)) to (35), which gives

T2 ≤
C′∑

k=0,2,4,...

∑
k1+···+km′′=k
k1≥0,...,km′′≥0

m′′∏
i=1

tki

i

ki!
≤ cosh

⎛⎝m′′∑
i=1

ti

⎞⎠ <
1 + ε′2

2 ε′
. (39)

��
We plug the bounds from Lemma 3 into (34) and obtain

p >
1
n2

⎛⎜⎜⎝ C′∑
k=0

(−1)k
∑

k1+···+km′′=k
0≤k1≤r1,...,0≤km′′≤rm′′

m′′∏
i=1

tki

i

ki!
− 3 ε′

8

⎞⎟⎟⎠ . (40)

7 Taylor’s Theorem

In order to apply the multinomial theorem again, we remove the upper bounds
that are set on indices in the inner sum of formula (40), that is,

p >
1
n2

⎛⎜⎜⎝ C′∑
k=0

(−1)k
∑

k1+···+km′′=k
k1≥0,...,km′′≥0

m′′∏
i=1

tki

i

ki!
− T − 3 ε′

8

⎞⎟⎟⎠ , (41)

which is corrected by introducing additional term

T =
C′∑

k=0

(−1)k
∑

k1+···+km′′=k
k1≥0,...,km′′≥0

(∃1≤	≤m′′) k�>r�

m′′∏
i=1

tki

i

ki!
. (42)
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Thus, inequality (41) can be further rewritten as

p >
1
n2

⎛⎜⎝ C′∑
k=0

(
−∑m′′

i=1 ti

)k

k!
− T − 3 ε′

8

⎞⎟⎠ (43)

=
1
n2

⎛⎝e−
∑m′′

i=1 ti −RC′+1

⎛⎝− m′′∑
i=1

ti

⎞⎠− T − 3 ε′

8

⎞⎠ , (44)

where Taylor’s theorem is employed for the exponential function at point
−∑m′′

i=1 ti producing the Lagrange remainder

RC′+1

⎛⎝− m′′∑
i=1

ti

⎞⎠ =

(
−∑m′′

i=1 ti

)C′+1

(C′ + 1)!
e−ϑ

∑m′′
i=1 ti <

(∑m′′

i=1 ti√
C′

)C′+1

(45)

with parameter 0 < ϑ < 1. Note that the upper bound in (45) assumes C′ > 0,
whereas for C′ = r′ = 0 implying m′′ = m′ = 0, we know R1(0) = 0. This
remainder together with term T are upper bounded in the following lemma.

Lemma 4
(i) T < ε′

8 .

(ii) RC′+1

(
−∑m′′

i=1 ti

)
< ε′

4 .

Proof
(i) We take only the summands of (42) for even k ≥ 2 into account since the
summands for odd k are not positive, while for k = 0 there is no 1 ≤ � ≤ m′′

such that 0 = k ≥ k	 > r	 ≥ 1, which gives

T ≤
C′∑

k=2,4,6,...

∑
k1+···+km′′=k
k1≥0,...,km′′≥0

(∃1≤	≤m′′) k�>r�

1
2s�

r	

k	

tk�−1
	

(k	 − 1)!

m′′∏
i=1
i�=	

tki

i

ki!

≤ 1
2σ

C′∑
k=2,4,6,...

∑
k1+···+km′′=k
k1≥0,...,km′′≥0

(∃1≤	≤m′′) k�>r�

tk�−1
	

(k	 − 1)!

m′′∏
i=1
i�=	

tki

i

ki!
(46)

using (8) and (12). Formula (46) is rewritten by replacing indices k	 − 1 and
k − 1 with k	 and k, respectively, which is further upper bounded by omitting
the condition concerning the existence of special index �, as follows:

T ≤ 1
2σ

C′−1∑
k=1,3,5,...

∑
k1+···+km′′=k
k1≥0,...,km′′≥0

m′′∏
i=1

tki

i

ki!
=

1
2σ

C′−1∑
k=1,3,5,...

(∑m′′

i=1 ti

)k

k!
, (47)
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where the multinomial theorem is employed. Notice that the sum on the right-
hand side of equation (47) represents the first few terms of Taylor series of the
hyperbolic sine at point

∑m′′

i=1 ti, which implies

T ≤ 1
2σ

sinh

⎛⎝m′′∑
i=1

ti

⎞⎠ <
ε′2

4� (1 + ε′2)
·

1
ε′ − ε′

2
<

ε′

8
(48)

according to (10) and (11) since the hyperbolic sine is an increasing function.
(ii) For C′ = C ≥ 1, Lagrange remainder (45) can further be upper bounded as

RC′+1

⎛⎝− m′′∑
i=1

ti

⎞⎠ <

(
ln 1

ε′√
C

)C+1

<

(
ε′

2

)C+1

<
ε′

4
(49)

for sufficiently large n by using (10) and the definition of C, while for C′ = r′ <
C, the underlying upper bound

RC′+1

⎛⎝− m′′∑
i=1

ti

⎞⎠ ≤ ( ∑m′

i=1 ti
4� (1+ε′2)

ε′2

) r′+1
2

<
ln 1

ε′
4� (1+ε′2)

ε′2
<

ε′

4
(50)

can be obtained from (15) and (10). ��
Finally, inequality (9) together with the upper bounds from Lemma 4 are plugged
into (44), which leads to

p >
ε′

4n2
=

ε

4n2

(
1− 1

log n

)
> 0 (51)

according to (7). Thus, we have proven that for any c ∈ {0, 1}n the proba-
bility that there is a ∈ An satisfying the conjunction (3) for Q and partition
{R1, . . . , Rr} is strictly positive, which means such a does exist. This completes
the proof that A is ε-rich. ��

8 Conclusion

In the present paper, we have made an important step in the effort to construct
hitting set generators for the model of read-once branching programs of bounded
width. Such constructions have so far been known only in the case of width
2 and in very restricted cases of bounded width (e.g. permutation or regular
oblivious read-once branching programs). We have now provided an explicit
polynomial-time construction of a hitting set for read-once branching programs
of width 3 with the acceptance probability greater than

√
12/13. From the point

of view of derandomization of unrestricted models, our result still appears to
be unsatisfactory. The issue of whether our technique based on the richness
condition can be extended to the case of width 4 or to bounded width represents
an open problem for further research. Another challenge for improving our result
is to optimize parameter ε, e.g. to achieve the result for ε ≤ 1

n , which would be
important for practical derandomizations.
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1 Introduction

This work continues [1], [2], [3], [4] and is devoted to lower bounds of DPLL (for
Davis, Putnam, Logemann, and Loveland) algorithms on satisfiable formulas.
DPLL algorithm is a recursive algorithm. On each recursive call it simplifies an
input formula F (without affecting its satisfiability), chooses a variable v and
makes two recursive calls on the formulas F [v := 1] and F [v := 0] in some
order. It returns the result “Satisfiable” if at least one of recursive calls returns
“Satisfiable” (note that it is not necessary to make the second call if the first one
was successful). Recursion stops if the input formula becomes trivial. That is,
the algorithm is only allowed to backtrack when unsatisfiability in the current
branch is proved. A DPLL algorithm is defined by simplification rules and two
heuristics: the heuristic A chooses a variable for splitting and the heuristic B
chooses a value that will be investigated first.

The behaivior of DPLL algorithms on unsatisfiable formulas is equivalent
to tree-like resolution proofs. Therefore lower bounds on DPLL algorithms on
unsatisfiable formulas follow from lower bound for resolutions [5]. However the
most interesting inputs are satisfiable formulas. Consider for example formulas
that code the problem of inversion of one-way function. The most important
case for practice is the case there one-way function indeed has preimage. There
is no hope of proving a superpolynomial lower bound for all DPLL algorithms on
satisfiable formulas since if P = NP, then the heuristic that chooses the value of
a variable that would be investigated first may always choose the correct value.

Exponential lower bounds on running time of myopic and drunken DPLL
algorithms on satisfiable formulas were proved in the paper [1]; these two classes
of DPLL algorithms cover a lot of known DPLL algorithms. In myopic algorithms
heuristics that choose a variable for splitting and that choose a value that will be
investigated first have the following restrictions: they can see the formula with
erased signs of negations and they also know the number of positive and negative
occurrences of every variable and they also can request K = n1−ε clauses of the
formula to read them precisely. In drunken algorithms the heuristic that chooses
variable for splitting may be arbitrary, while the first substituted value is chosen
at random with equal probabilities. Lower bounds for myopic algorithms were
proved on the formulas that code the system of linear equations over F2 based on
expander matrices; lower bounds for drunken algorithms were proved on artificial
formulas that are based on hard examples for resolution.

The paper [2] gives a cryptographic view on [1]. Namely it was noted in [2]
that the lower bound for myopic algorithms [1] was proved on the formulas that
code the problem of inversion of Goldreich’s function based on linear predicate.
Goldreich’s function [6] has n binary inputs and n binary outputs. Every output
depends on d inputs and is computed from them by a fixed predicate of arity
d. Goldreich conjectured that if the dependency graph is an expander and the
predicate is random, then the resulting function is one-way. However, linear
functions are not interesting from the cryptographic point of view since they can
be easily inverted by Gaussian elimination. The main goal of [2] was the proof
of lower bound for a function that is potentially hard to invert. J. Cook et al.
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consider Goldreich’s function based on the predicate x1+x2+· · ·+xd−2+xd−1xd

and a random graph (a random graph is an expander with high probability).
They have proved the exponential lower bound for the weakened1 variant of
myopic algorithms. Recently Itsykson [3] and Miller [4] independently proved
the lower bound on the complexity of inversion of Goldreich’s function based on
random graph and predicate of type x1 + x2 + · · · + xd−k + Q(xd−k+1, . . . xd),
where Q is an arbitrary predicate of arity k and k < d/4 by drunken algorithms.
We should note that the proof from [2] works for this type of predicates as well.

The construction of Goldreich’s function in all papers listed above was ran-
domized. In this paper we suggest an explicit construction of Goldreich’s function
based on expanders (for example the explicit expander from [7] fits our purposes).
It is possible to use those formulas in the proof of exponential lower bound for
drunken algorithms from [3]. In this paper we demonstrate the lower bound for
myopic algorithms. Our proof is technically much simpler than proofs from [1]
and [2]. We prove lower bound for the general notion of myopic algorithms (ac-
cording to the definition from [1]) instead of the weakened variant that was used
in [2].

Our Goldreich’s function has the following structure: it is the sum of two Gol-
dreich’s functions: linear and nonlinear. The linear part is necessary for proving
the lower bound for DPLL algorithms while the nonlinear part makes our func-
tion hard to invert in practice. The linear part is based on an expander, while
nonlinear part may be almost arbitrary but it should depend only on nε/2 vari-
ables. Of course an adversary may guess the value of variables from nonlinear
part and solve the resulting linear system by Gaussian elimination but the run-
ning time of such algorithm is 2nε/2

(still exponential), therefore we believe that
there are hard invertible functions among our functions. We actually do not use
in the proof the fact that the nonlinear part of predicate is the same for every
bit of the output.

The plan of the proof is the following: first of all we slightly modify the
expander from the linear part so that its adjacency matrix would have high
rank. Since the nonlinear part of our function depends on very few variables we
conclude that our Goldreich’s function is almost a bijection. In order to prove
the lower bound we first of all prove the lower bound for unsatisfiable formulas
using lower bound techniques for resolutions from [8]. Using almost linearity
and almost bijectivity we prove that with high probability the myopic algorithm
makes the formula unsatisfiable during first several steps and we apply the lower
bound for unsatisfiable formulas.

Our proof has one disadvantage compared to the proof from [1]; namely our
proof works for expanders with degrees, that are large enough, while the tech-
nique from [1] works for degrees, that are at least 3. However the proof from
[1] of the fact that a myopic algorithm with high probability makes the formula
unsatisfiable during first several steps is complicated, while our proof is intuitive

1 In contrast to [1], [2] did not allow the DPLL algorithm to use pure literal simplifi-
cation rules and also myopic algorithms from [2] may read only constant (opposite
to n1−ε) number of clauses per step.
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and based on the simple fact from elementary linear algebra: a dimension of a
solution space of a satisfiable linear system does not depend on the right hand
side.

2 Preliminaries

Let X = {x1, x2, . . . , xn} be the set of propositional variables.
A partial substitution is a function ρ : X → {0, 1, ∗}, that maps a variable to

its value or leaves it free. The set V ars(ρ) = ρ−1({0, 1}) is the support of the
substitution; we denote |ρ| = |V ars(ρ)|.

If ρ1 and ρ2 are two partial substitutions with disjoint support then the sub-
stitution ρ1 ∪ ρ2 can be defined by the natural way.

We say that a string y ∈ {0, 1}n is consistent with the partial substitution ρ
(we denote it y ∼ ρ) if for all xj from the support of ρ the following is satisfied
yj = ρ(xj).

2.1 DPLL Algorithms

We consider a wide class of SAT algorithms: DPLL (or backtracking) algorithms.
A DPLL algorithm is defined by two heuristics (procedures): 1) Procedure A
maps a CNF formula to one of its variables. (This is the variable for splitting).
2) Procedure B maps a CNF formula and its variable to {0, 1}. (This value will
be investigated at first).

An algorithm may also use some syntactic simplification rules. Simplification
rules may modify the formula without affecting its satisfiability and may also
make substitutions to its variables if their values can be inferred from the satis-
fiability of the initial formula.

A DPLL algorithm is a recursive algorithm. Its input is a formula ϕ and a
partial substitution ρ.

Algorithm 1. Input: formula ϕ and substitution ρ

– Simplify ϕ by means of simplification rules (assume that simplification rules
change ϕ and ρ; all variables that are substituted by ρ should be deleted from
ϕ).

– If current formula is empty (that is, all its clauses are satisfied by ρ), then
return ρ. If formula contains an empty clause (unsatisfiable), then return
“formula is unsatisfiable”.

– xj := A(ϕ); c := B(ϕ, xj)
– Make a recursive call with the input (ϕ[xj := c], ρ∪{xj := c}), if the result is

“formula is unsatisfiable”, then make a recursive call with the input (ϕ[xj :=
1− c], ρ ∪ {xj := 1− c}) and return its result, otherwise return the result of
the first recursive call.

Definition 1. Myopic algorithms [1] are DPLL algorithms, where heuristics A
and B have the following restrictions:
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– They can see the whole formula with erased signs of negations.
– For every variable they know the number of its positive and the number of

its negative occurrences.
– They may request to read K = o(n) clauses to read precisely (with negation

signs).

Simplification rules: 1) Unit clause elimination: if formula contains a clause
with only one literal, then make a substitution that satisfies that clause. 2) Pure
literals rule: if formula contains a variable that has only positive or only negative
occurrences, then substitute it with the corresponding value.

The running time of a DPLL algorithm for a given sequence of random bits is
the number of recursive calls.

2.2 Expanders

We consider bipartite graphs with each part containing n vertices. The first
part we denote by X = {x1, x2, . . . , xn} and the second we denote by Y =
{y1, y2, . . . , yn}. Every vertex from the set Y has an ordered list of its neighbours
from the set X (repetitions are allowed). All considered graphs are d-regular: the
degree of every vertex from Y is equal to d, where d is a constant.

Every graph has its adjacency matrix over F2. Rows of this matrix correspond
to the set Y and columns correspond to the set X , the element with coordinates
(y, x) contains the parity of the number of edges between y and x.

For set A ⊆ Y we denote Γ (A) (the set of neighbours of A) the set of vertices
from X that are connected with at least one vertex from A; we denote δ(A) (the
boundary of A) the set of vertices from X that have exactly one incoming edge
from the set A.

Definition 2. The graph G is a (r, d, c)-expander, if 1) the degree of any vertex
in Y is equal to d; 2) for any set A ⊆ Y, |A| ≤ r we have Γ (A) ≥ c|A|. The
graph G is called a (r, d, c)-boundary expander if the second condition is replaced
by: 2) for any set A ⊆ Y, |A| ≤ r we have δ(A) ≥ c|A|.
Lemma 1 (cf. [1], Lemma 1). Every (r, d, c)-expander is also a (r, d, 2c− d)-
boundary expander.

Proof. Let A ⊆ Y , |A| ≤ r, then |Γ (A)| ≥ c|A|. The number of edges between A
and Γ (A) may be estimated: d|A| ≥ |δ(A)|+2|Γ (A)\δ(A)| = 2|Γ (A)|−|δ(A)| ≥
2c|A| − δ(A). Finally we get δ(A) ≥ (2c− d)|A|. ��
We need boundary expanders; for this it is enough to have an expander with
constant c > d/2. For example, a random graph is an appropriate expander.

Lemma 2 ([9], Lemma 1.9). For d ≥ 32, for all big enough n a random
bipartite d-regular graph, where parts X and Y contain n vertices is a ( n

10d , d, 5
8d)-

expander with probability 0.9, if for every vertex in Y d edges are chosen inde-
pendently at random (with repetitions).
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Corollary 1. In terms of Lemma 2 this graph is a ( n
10d , d, 1

4d)-boundary ex-
pander.

Proof. Follows from Lemma 1. ��
There are also explicit constructions of such expanders:

Lemma 3 ([7]). For every constant ε > 0 there is a constant d such that it
is possible to construct a (r, d, c)-expander in polynomial of n time, where c =
(1− ε)d, r = Ω(n/d).

Corollary 2. This graph is a (Ω(n/d), d, (1− 2ε)d)-boundary expander.

2.3 Goldreich’s Function

O. Goldreich in the paper [6] introduces a function f : {0, 1}n → {0, 1}n defined
by a graph G and a predicate P : {0, 1}d → {0, 1}. Every string from {0, 1}n
assignes some value to the variables from the set X = {x1, x2, . . . , xn}. The value
of (f(x))j (j-th symbol of the string f(x)) is computed in the following way: if
yj has neighbours xj1 , xj2 , . . . , xjd

,then (f(x))j = P (xj1 , xj2 , . . . , xjd
).

2.4 Formulas from Goldreich’s Function

Now we describe the way we code the problem of inversion of Goldreich’s function
as instance of CNF satisfiability problem.

Let g : {0, 1}	 → {0, 1}, the canonical CNF representation of g is the following:
for every c ∈ {0, 1}	 that satisfies g(c) = 0 we write the clause xc1

1 ∨xc2
2 ∨· · ·∨xc�

	 ,
where x0

i = xi and x1
i = ¬xi. The whole formula is the conjunction of all written

clauses.
Let f be the Goldreich’s function based on the graph G and the predicate P .

We represent the equation f(x) = b in the following way: for every vertex yj ∈ Y
that has neighbours xj1, xj2, . . . , xjd we put down the canonical CNF represen-
tation of the equality bj = P (xj1, xj2, . . . , xjd) using variables xj1, xj2, . . . , xjd.
The conjunctions of all those formulas we denote Φf(x)=b. The part of this for-
mula that corresponds to the vertices from the set A ⊆ Y we denote ΦA

f(x)=b.

Lemma 4. If a function g : {0, 1}	 → {0, 1} is linear on at least two variables,
then the canonical CNF representation of g has exactly 2	−1 clauses and every
variable has an equal number of positive and negative occurrences.

Proof. Let g have the following F2 representation g(x1, x2, . . . , xn) = x1 + x2 +
h(x3, . . . , x	). Let us denote T0 = h−1(0), T1 = h−1(1). Then g−1(0) = {00y |
y ∈ T0}∪ {11y | y ∈ T0}∪ {01x | y ∈ T1}∪ {10y | y ∈ T1}. The latter shows that
|g−1(0)| = 2l−1 and every variable has an equal number of positive and negative
occurrences. ��
Lemma 4 implies that if a myopic algorithm does not see negation signs, then it
can’t differ g(x) = 0 from g(x) = 1 when g is linear on at least 2 variables. Also
we note that a canonical CNF formula is still canonical after substitution of the
value of a variable.
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3 Almost Bijective Goldreich’s Function

3.1 Linear Function

Let G1 be a d1-regular graph and G2 be a d2-regular graph. G1 +G2 is (d1 +d2)-
regular graph such that for every vertex from Y the list of neighbours is a
concatenation of lists of neighbours in graph G1 and graph G2. The adjacency
matrix of G1 + G2 is the sum of adjacency matrices of G1 and G2.

Proposition 1. If graph G is a (r, d, c)-expander and G′ is a d′-regular graph,
then G + G′ is a (r, d + d′, c)-expander.

Theorem 1. Given a graph G it is possible to construct in polynomial of n time
a 1-regular graph T such that the rank of adjacency matrix of G + T is at least
n− 1.

Proof. First of all we prove the auxiliary lemma:

Lemma 5. Let a = (α1, . . . , αn) ∈ Fn
2 . Then there are at least n − 1 linear

independent vectors among bi = (α1, . . . , αi−1, αi + 1, αi+1, . . . , αn), where 1 ≤
i ≤ n.

Proof. Let us consider the matrix A of size n× n; all columns of A are equal to
vector a. Vectors bi are columns of the matrix A + E, where E is the identity
matrix. Since the rank of the sum of matrices is less then or equal to the the
sum of ranks we may conclude that n = rkE ≤ rk(A + E) + rkA. All columns
of A are the same, hence rkA ≤ 1 and rk(A + E) ≥ n− 1. ��
Now we describe the construction of graph T . We start from an empty set of
edges and we will add one edge per step. On the i-th step for 1 ≤ i ≤ n− 1 we
add a neighbour to the vertex yi ∈ Y in such a way that the first i rows of G+T
are linearly independent. It can be done by the Lemma 5 (we apply the Lemma
to the i-th row of the matrix of graph G). We add an arbitrary neighbour to
vertex yn. ��
Corollary 3. If G is a (r, d, c)-expander, then the graph G+T from the theorem
is a (r, d + 1, c)-expander and the Goldreich’s function f based on G + T and a
linear predicate of arity d + 1 has the following property: for every b ∈ {0, 1}n
the size of the set f−1(b) is at most 2.

3.2 Slightly Nonlinear Goldreich’s Function

Let R ⊆ X be some subset of X . R-graph is a regular graph such that all vertices
from X \R have degree 0.

Lemma 6. Let G be a (d − k)-regular graph with an adjacency matrix of rank
at least n− 1 and H be a k-regular R-graph. Let f be Goldreich’s function based
on G + H and predicate x1 + x2 + · · · + xd−k + Q(xd−k+1, . . . , xd), where Q is
an arbitrary predicate of arity k. Then for every b ∈ {0, 1}n the size of the set
f−1(b) is at most 2|R|+1.
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Proof. We consider the system of equalities f(x) = b and fix values of all vari-
ables from the set R. We get the linear system whose matrix equals to the matrix
of graph G after removing the columns from the set R. The matrix of G has rank
n−1, therefore the resulting system has at most two solutions. Hence the initial
system f(x) = b has at most 2|R|+1 solutions. ��

4 Lower Bound on Unsatisfiable Formulas

We say that a variable is sensitive if by changing its value we change the value
of the formula (for every assignment of values of other variables). (The boolean
function that corresponds to the formula is linear on all its sensitive variables).

Theorem 2 ([3]). Let f be a Goldreich’s function based on G and P , where
graph G is a (r, d, c)-boundary expander and predicate P contains at most k
insensitive variables; ρ is a partial assignment to variables of X such that the
formula Φf(x)=b|ρ is unsatisfiable and for any set of vertices A ⊆ Y , |A| <
r
2 , the formula ΦA

f(x)=b|ρ is satisfiable. Then the running time of any DPLL
algorithm (that does not use simplification rules) on the formula Φf(x)=b|ρ is at

least 2
(c−k)r

4 −|ρ|−d.

5 Lower Bound on Satisfiable Formulas

5.1 Closure

Let graph G be a (r, d, c)-boundary expander. Let 0<k<c−2 and P (x1, . . . , xd)=
x1 + · · · + xd−k + Q(xd−k+1, . . . , xd); Goldreich’s function f is based on G
and P .

The next technical definition formalize the following simple idea: suppose that
the set J is removed from the part X of G and we want to remove a set I from Y
(and also Γ (I) from X) such that the resulting graph becomes a (r/2, d, k + 1)-
boundary expander. We construct such I step by step removing sets with small
boundary from Y .

Definition 3. Let J ⊆ X. The set of vertices I ⊆ Y is called k-closure of the
set J if there is a finite sequence of sets I1, I2, . . . , Im (we denote C	 =

⋃
1≤i≤	 Ii,

C0 = ∅), such that the following properties are satisfied:

– I	 ⊆ Y and 0 < |I	| ≤ r
2 for all 1 ≤ � ≤ m;

– Ii ∩ Ij = ∅ for all 1 ≤ i, j ≤ m;
– |δ(I	) \ (Γ (C	−1) ∪ J)| ≤ (1 + k)|Il|; for all 1 ≤ � ≤ m;
– for all I ′ ⊆ Y \Cm if 0 < |I ′| ≤ r

2 , then |δ(I ′) \ (Γ (Cm) ∪ J)| > (1 + k)|I ′|;
– I = Cm.

The set of all k-closures of the set J we denote as Clk(J).

Lemma 7. 1. For every set J ⊆ X there exists a k-closure. 2. Let J1 ⊆ J2,
then for every I1 ∈ Clk(J1) there exists I2 ∈ Clk(J2) such that I1 ⊆ I2
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Lemma 8 ([1]). Let |J | < (c−k−1)r
2 , then for every set I ∈ Clk(J) the inequality

|I| ≤ (c− k − 1)−1|J | is satisfied

Definition 4. Let f : {0, 1}n → {0, 1}n be the Goldreich’s function based on
graph G and predicate P , b ∈ {0, 1}. Partial substitution ρ is called locally con-
sistent for the equation f(x) = b if there exists a string z ∈ {0, 1}n that is
consistent to ρ and a set I ∈ Clk(V ars(ρ)) such that the equality f(z)|I = b|I
holds.

Lemma 9 (cf. [1]). If the partial substitution ρ is locally consistent for f(x) =
b, then for all Z ⊆ X, |Z| ≤ r

2 there exists a string z ∈ {0, 1}n such that z is
consistent with ρ and the equality f(z)|Z = b|Z holds.

Proof. Proof by contradiction. Consider the minimal Z ⊆ Y such that |Z| ≤ r
2

and for all z that are consistent to ρ the nonequality f(z)|Z �= b|Z holds. Let
I ∈ Clk(V ars(ρ)) be from Definition 4. Partial substitution ρ is locally consistent
therefore Z \ I �= ∅.

By the definition of closure |δ(Z \ I) \ (Γ (I) ∪ V ars(ρ))| > (k + 1)|Z \ I|,
therefore there exists y ∈ Z \ I such that at least k + 1 boundary vertices of set
Z (not from the support of ρ and not connected with I) are connected with y.
The minimality of Z implies that there exists z ∈ {0, 1}n, such that z ∼ ρ and
f(z)|Z\{y} = b|Z\{y}. It is possible also to satisfy the equation corresponding to
vertex y by flipping the z-value of one of the boundary neighbours of vertex y.
Therefore there exists z′ ∈ {0, 1}n that is consistent with ρ and f(z′)|Z = b|Z .
Contradiction. ��

5.2 Clever Myopic Algorithm

We assume that the myopic algorithm runs on the formula Φf(x)=b, where
f−1(b) �= ∅. We describe the clever myopic algorithm. A clever myopic algo-
rithm is allowed to read more clauses precisely (equivalently it may open more
bits of b). Besides, the clever algorithm doesn’t make substitutions that obviously
lead to unsatisfiable formulas. It is not hard to see that it is enough to prove
the lower bound for clever myopic algorithms; the lower bound for all myopic
algorithms will follow.

Now we describe the behavior of clever myopic algorithms more formally. A
clever algorithm has a current partial substitution ρ and a set I ∈ Clk(V ars(ρ)).
At the beginning ρ = ∅, I = ∅. On each step the clever algorithm simpli-
fies the formula (probably increases ρ and extends the set I to the element of
Clk(V ars(ρ)).

If the clever algorithm requests a clause that corresponds to the vertex yj ∈ Y
we say that the algorithm opens j-th bit of output. We assume that all clauses
corresponding to yj ∈ Y may be read by a clever algorithm for free.

Consider the heuristic A that choose variable x for splitting. Let Z be the
set of all open bits of output (in particular Z includes K bits that were open
before x was choosen). The clever algorithm extends the set I to the element of
Clk(V ars(ρ) ∪ {x}). The set of open bits is increased: Z := Z ∪ I. The clever
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algorithm chooses the value of variable x in order to make the part of formula
that corresponds to Z satisfiable.

Lemma 10. For every clever myopic algorithm A there exists another clever
myopic algorithm B such that B does not use pure literal and unit clause elim-
ination rules and the running time of algorithm B on the formula Φf(x)=b is
bounded by polynomial on the running time of algorithm A.

Proof. If the current predicate in the vertex y ∈ Y (taking into account ρ) is
linear on at least two variables then Lemma 4 implies that there are no pure
literals in the formula that corresponds to y. So predicates in vertices that contain
pure literals have at most one linear variable. All such vertices are contained in
I ∈ Clk(V ars(ρ)), hence all corresponding bits of output are open and the
algorithm may make a substitution to this pure literal by itself. Similarly, if
formula contains a unit clause, then the corresponding vertex is in I and a
clever algorithm may choose the correct substitution by itself. ��
In the following we assume that clever myopic algorithms do not use simplifica-
tion rules.

Let us denote N = # (c−k−1)r
4dK $.

Lemma 11 (cf. [1]). After N steps of any clever myopic algorithm the number
of open bits is at most r

2 .

Proof. The number of open bits is at most K (c−k−1)r
4dK + |Clk(V ars(ρ))|, where

ρ is the current substitution. By Lemma 8 |Clk(V ars(ρ)| ≤ |V ars(ρ)|
c−k−1 . Since

|V ars(ρ))| ≤ (c−k−1)r
4 we may conclude K (c−k−1)r

4dK + |Clk(Z)| ≤ (c−k−1)r
4d + r

4 ≤
r
2 ��
Corollary 4. During the first N steps a clever myopic algorithm does not back-
track (backtracking corresponds to a leaf of the splitting tree) and ρ is locally
consistent.

Proof. During N steps the number of open bits is at most r
2 . We prove by

induction that the current substitution is locally consistent. It is trivial for the
beginning. Induction step follows from the fact that the value of the variable is
chosen in such a way that Φf(x)=b|I is satisfiable. This is possible by Lemma 9
and by induction hypothesis. ��
Our goal is to show that after N steps of a clever myopic algorithm the current
formula will be unsatisfiable with high probability.

From this point we assume that graph G has the type GL + H , where GL is
a (d− k)-regular and H is a k-regular R-graph; the rank of adjacency matrix of
GL is at least n− 1. The Goldreich’s function f based on G and P is linear on
variables X \R.

Lemma 12. Let b ∈ {0, 1}n and J ⊆ X. Let y ∈ {0, 1}n and Z ⊆ Y , we define
set Xy = {x ∈ {0, 1}n | ∀j ∈ (X \ J) xj = yj} and set Sy = {x ∈ Xy | f(x)|Z =
b|Z}. Then either |Sy| ≥ 2|J|−|Z|−|J∩R| or |Sy| = 0.
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Proof. We have to estimate the number of x ∈ Xy that satisfies the system of
equalities f(x)|Z = b|Z . If we fix the values for variables xj for j ∈ J ∩ R then
the system becomes linear over variables xj for j ∈ (J \ R). The rank of the
system does not exceed |Z| and the number of variables is at least |J | − |J ∩R|
(it is not necessary for all those variables to have explicit occurrences in the
system). Thus if a solution exists then the dimension of the solution space is at
least |J |− |J ∩R|− |Z|. Since our system is over field F2 the number of solutions
is at least 2|J|−|Z|−|J∩R| even for fixed values of xj , j ∈ J ∩R. ��
Let Z be the set of open bits b in the equation f(x) = b, ρ be some partial
substitution; we denote Cρ,Z,b the set of x ∈ {0, 1}n that are consistent with ρ
and satisfy f(x)|Z = b|Z . Formally Cρ,Z,b = {x | f(x)|Z = b|Z , x ∼ ρ}.
Lemma 13. Let Z ⊆ Y , |Z| < r

2 , J ⊆ X. Then for every two locally consistent
substitutions ρ1, ρ2 with V ars(ρ1) = V ars(ρ2) = J and for every b ∈ {0, 1}n the
following is satisfied: |Cρ1,Z,b|

|Cρ2,Z,b| ≤ 2|R|.

Proof.

|Cρ1,Z,b|
|Cρ2,Z,b| =

∑
σ
|Cρ1∪σ,Z,b|∑

σ
|Cρ2∪σ,Z,b| ,

where the sum in both cases is over partial substitutions σ with support
V ars(σ) = R \ J .

We show that the size of the set Cρi∪σ,Z,b is either 0 or some fixed value and
not dependant on σ and i ∈ {1, 2}.

The size of the set Cρi∪σ,Z,b equals the number of solutions of the system
of equations f(x)|Z = b|Z if some bits of x are fixed by substitution ρi ∪ σ.
This fixation makes the system linear. Note that the rank of this system does
not depend on substitutions ρi and σ (since ρi and σ influence only the column
of constants in the system). Therefore, if such system has a solution then the
number of solutions does not depend on i and σ.

Since the substitution ρi is locally consistent and |Z| < r
2 , Lemma 9 im-

plies that there exists such substitution σi with support V ars(σi) = R \ J that
Cρi∪σi,Z,b �= ∅.

|Cρ1,Z,b|
|Cρ2,Z,b| ≤

2|R||Cρ1∪σ1,Z,b|
|Cρ2∪σ2,Z,b| = 2|R|. ��

Theorem 3. Assume |R| = o( n
K ) and ρ is the current substitution after N

steps of a clever myopic algorithm running on the fomula Φf(x)=b for some
b ∈ f({0, 1}n) and Z is the set of open bits. Then Pry←U({0,1}n)[∃x : x ∼
ρ, f(x) = f(y) | f(y)|Z = b|Z ] ≤ 2−Ω( n

K ).

Before giving a formal prove we informally describe the main idea. For simplicity
we assume that R = ∅ therefore the predicate P is linear . We consider a clever
myopic algorithm after N steps (i.e. |ρ| = N). In this moment the size of the set
I ∈ Clk(V ars(ρ)) does not exceed (1−ε)N for some positive ε by Lemma 8. We
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apply Lemma 12 for J = V ars(ρ) and Z = I, Lemma 12 states that the number
of locally consistent substitutions is at least 2|V ars(ρ)|−|I| = 2Ω(N).

Lemma 9 and Lemma 11 imply that every local consistent partial substitution
may be extended to the full substitution that is consistent with open bits of the
right hand side. Lemma 13 states that the number of such extensions is the same
for every locally consistent substitution if R = ∅. A myopic algorithm has no
chance to find one substitution among all locally consistent substitutions since
they all have equal chances to be correct. Since our linear system has at most
two solutions (if R = ∅), there are at most two locally consistent substitutions
that can be extended to the solution of the system. Therefore the probability of
correct substitution is at most 2−Ω(N) = 2−Ω( n

K ).

Proof (Theorem 3). Corollary 4 implies that during N steps the algorithm does
not backtrack and |ρ| = N .

We apply Lemma 12 for J = V ars(ρ) and Z = I, where I ∈ Clk(V ars(ρ)) is
from definition of a clever myopic algorithm after step N . Since b ∈ f({0, 1}n)
there exists y ∈ {0, 1}n such that Sy �= ∅ (Sy is defined in the Lemma 12) and
the inequality |Sy| ≥ 2|V ars(ρ)|−|I|−|R| holds. Therefore at least 2|V ars(ρ)|−|I|−|R|

substitutions with support V ars(ρ) are locally consistent.

Pr
y←U({0,1}n)

[∃x : x ∼ ρ, f(x) = f(y) | f(y)|Z = b|Z ]

= Pr
y←U({0,1}n)

[f−1(f(y)) ∩Cρ,Z,b �= ∅ | f(y)|Z = b|Z ]

≤ max
y
|f−1(f(y))| · Pr

y←U({0,1}n)
[y ∈ Cρ,Z,b | f(y)|Z = b|Z ]

By Lemma 6 the first term may be estimated as maxy |f−1(f(y))| ≤ 2|R|+1.
Let us estimate the second term: Pry←U({0,1}n)[y ∈ Cρ,Z,b | f(y)|Z = b|Z ] ≤
maxσ |Cσ,Z,b|∑

σ |Cσ,Z,b| , where σ goes through all locally correct substitutions with the sup-

port V ars(ρ). By Lemma 13 maxσ |Cσ,Z,b|∑
σ |Cσ,Z,b| ≤ 2|R| minσ |Cσ,Z,b|

2|V ars(ρ)|−|I|−|R| minσ |Cσ,Z,b| =

22|R|+|I|−|V ars(ρ)|.
Altogether:

Pr
y←U({0,1}n)

[∃x : x ∼ ρ, f(x) = f(y) | f(y)|Z = b|Z ] ≤ 23|R|+|I|−|V ars(ρ)|+1.

Since I ∈ Clk(V ars(ρ)) the Lemma 8 implies |I| ≤ (c− k − 1)−1|V ars(ρ)|. The
statement of the theorem follows from V ars(ρ) = Ω( n

K ) and c > k + 2. ��
Theorem 4. Let |R| = o( n

K ), then for every myopic algorithm A the following
inequality holds: Pry,s[tA(Φf(x)=f(y)) ≥ 2Ω(n)] ≥ 1−2−Ω( n

K ), where tA(x) denotes
the running time of A on input x and s is a string of random bits used by A.

Proof. Lemma 10 implies that it is enough to prove the Theorem for clever
myopic algorithms that do not use simplification rules.
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We fix the string of random bits s and prove that for algorithms that use
s instead of random bits the following holds: Pry[tA(Φf(x)=f(y)) ≥ 2Ω(n)] ≥
1− 2−Ω( n

K ), and the theorem follows.
We consider a clever myopic algorithm after N steps on the formula Φf(x)=f(y).

Let Zy be the set of open bits of output by this moment. Note that for a fixed
string s the behavior of algorithm during the first N steps is the same for all
y′ ∈ {0, 1}n such that f(y′)|Zy = f(y)|Zy (in this case Zy′ = Zy). Thus the set
of all y ∈ {0, 1}n may be split on the finite number of classes of equivalence
S1, S2, . . . , Sm such that for all y and for all y′ ∈ Sy the values of Z ′

y are the
same and the values of f(y)|Zy are the same, and this is not true for different
classes.

Pr
y

[tA(Φf(x)=f(y)) ≥ 2Ω(n)] =
m∑

i=1

Pr
y

[tA(Φf(x)=f(y)) ≥ 2Ω(n) | y ∈ Si] Pr
y

[y ∈ Si].

By Theorem 3 after N steps of a clever myopic algorithm

Pr
y

[Φf(x)=f(y)|ρ is unsatisfiable | y ∈ Si] ≥ 1− 2−Ω( n
K ),

where ρ is the current substitution that is locally consistent. Finally Theorem 2
implies that Pry[tA(Φf(x)=f(y)) ≥ 2Ω(n) | y ∈ Si] ≥ 1 − 2−Ω( n

K ). The theorem
follows from the last inequality. ��
In conclusion we describe the construction of Goldreich’s function that suits the
previous theorem.

We choose ε = 1
4k+1 and for given ε we construct an (r, d, (1 − ε)c)-expander

H by Lemma 3. The constant d satisfies the inequality d ≥ 4k+1. By Theorem 1
we add to the constructed graph such 1-regular graph T that the resulting graph
H + T has the adjacency matrix with rank at least n− 1. The resulting graph is
a (r, d + 1, (1 − 1

4k+1 )d)-expander. We choose the subset R ⊆ X of size o(n/K)
and k-regular R-graph F . We define G = H + T + F ; graph G is a (r, d + 1 +
k, (1− 1

4k+1 )d)-expander and hence a (r, d+1+k, d(1− 1
4k+1 )−k−1)-boundary

expander. For k > 1 the inequality d(1− 1
4k+1 )− k − 1 > k + 2 holds. For such

graph any predicate of the type x1 + · · · + xd−k + Q(xdk+1 , . . . , xd) is suitable,
where Q is arbitrary predicate of arity k. It may be easily verified that we do
not use the fact that the predicate Q is the same for all vertices of the set Y .
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Abstract. We consider gate elimination for linear functions and show
two general forms of gate elimination that yield novel corollaries. Us-
ing these corollaries, we construct a new linear feebly secure trapdoor
function that has order of security 5

4
which exceeds the previous record

for linear constructions. We also give detailed proofs for nonconstructive
circuit complexity bounds on linear functions.

Keywords: circuit complexity, gate elimination, feebly secure cryptog-
raphy, feebly one-way functions.

1 Introduction

Modern cryptography has virtually no provably secure constructions. Starting
from the first Diffie–Hellman key agreement protocol [5] and the first public key
cryptosystem RSA [21], not a single public key cryptographic protocol has been
proven secure (however, there exist secure secret key protocols, e.g., the one-
time pad scheme [25, 23]). Naturally, an unconditional proof of security would
be indeed hard to find, since it would necessarily imply that P �= NP. But the
situation is worse: there are also no conditional proofs that might establish a
connection between natural structural assumptions (like P �=NP or BPP �=NP)
and cryptographic security. Recent developments in lattice-based cryptosystems
relate cryptographic security with worst-case complexity, but they deal with
problems unlikely to be NP-complete [1, 6, 19, 20].

There are known complete cryptographic constructions, both one-way func-
tions [14,15] and public key cryptosystems [9,8]. However, they also do not let us
relate cryptographic security to key assumptions of classical complexity theory.
Moreover, the asymptotic nature of these completeness results does not let us
say anything about how hard it is to break a given cryptographic protocol for
keys of a certain fixed length, which is, in fact, what we all want as privacy-aware
customers. Problems that have been studied extensively in relation to cryptog-
raphy (factoring and discrete logarithm) do seem to scale well, but there are no
lower bounds and little hope for such anytime soon, so the point is moot. We
can only say that complexity of the algorithms that we have devised ourselves
scales well, so ultimately we fall back on the “many smart people have thought
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about it” argument. There are other dangers on the way of asymptotic complex-
ity, too [13]. Ultimately, we do not care whether a protocol can or cannot be
broken in the limit; we would be very happy if breaking this specific version of
the protocol required constant time, but the constant was larger than the size
of the known Universe.

However, modern cryptography is still very far away from provably secure
constructions. At present, we can prove security neither in this “hard” sense
nor in the sense of classical cryptographic definitions [7]. Nevertheless, while we
are unable to prove a superpolynomial gap between the complexities of honest
parties and adversaries, we are able to prove some gap. In 1992, Alain Hiltgen [10]
presented a series of linear functions that are about twice (1 − ε times for an
arbitrarily small ε) harder to invert than to compute. His example consists of
linear functions over F2 with matrices that have few non-zero entries (ones)
while inverse matrices have many ones. The complexity gap follows by a simple
argument of Lamagna and Savage [16,22]: every bit of the output depends non-
idly on many variables and all these bits correspond to different functions, hence
a lower bound on the complexity of computing them all together. The model
of computation here is the most general one, namely the number of gates in a
Boolean circuit that uses arbitrary binary Boolean gates. Little more could be
expected for this model at present. For example, the best known lower bound
for general circuit complexity of a specific Boolean function is 3n− o(n) [3, 26].
In his thesis, Hiltgen also presented a feebly secure function that is exactly twice
harder to invert than to compute, this time a nonlinear one [11].

Lately, in the works of Hirsch, Nikolenko, and Melanich new cryptographic
constructions with the same properties were constructed [12,17]. In [12], a linear
feebly secure trapdoor function with order of security 25

22 was constructed, and
in [17], a nonlinear feebly secure trapdoor function with order of security 7

5 . In
this paper, we continue that line of work. In Section 2, we give basic definitions.

Virtually all bounds in general circuit complexity have been proven with
gate elimination. This paper deals with gate elimination for linear functions;
in Section 3, we distill gate elimination to two basic ideas, formulate it in a gen-
eral form, note important corollaries, and discuss its limitations. Our discussion
in Section 3 generalizes the methods of [12], and this understanding lets us find
a better construction of a linear feebly secure trapdoor function that has order
of security 5

4 − ε for any ε > 0, as shown in Section 4. In Section 5, we compare
what we have found with nonconstructive upper and lower bounds on general
circuit complexity of linear functions. Section 6 concludes the paper.

2 Preliminaries

We denote by Bn,m the set of all 2m2n

total functions f : Bn → Bm, where
B = {0, 1} is the field with two elements. A circuit is a directed acyclic labeled
graph with vertices of two kinds: vertices of indegree 0 (vertices that no edges
enter) labeled by one of the variables x1, . . . , xn, and vertices labeled by a binary
Boolean function f ∈ B2,1; this model of computation is known as general circuit
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complexity. Vertices of the first kind are called inputs or input variables; vertices
of the second kind, gates. The size of a circuit C, size(C), is the number of
gates in it. We assume that each gate in this circuit depends of both inputs, i.e.,
there are no gates marked by constants and unary functions Id and ¬. To safely
remove such gates without loss of generality, we assume that the output of each
gate can be both the value of corresponding function and its negation. For every
injective function of n variables fn ∈ Bn,m we define its measure of one-wayness

MF (fn) = C(f−1
n )

C(fn) . Hiltgen’s work was to find sequences of functions f = {fn}∞n=1

with a large asymptotic constant lim infn→∞ MF (fn), which is called the order
of one-wayness of f .

There is a well-known definition in cryptography for a family of trapdoor
functions [7]. However, we have a more detailed definition: since we are interested
in constants here, we must pay attention to all the details.

Definition 1. Fix functions pi, ti,m, c : N→ N. A feebly trapdoor candidate is
a sequence of triples of circuits C = {(Keyn,Evaln, Invn)}∞n=1 where:

– {Keyn}∞n=1 is a family of sampling circuits Keyn : Bn → Bpi(n) × Bti(n),
– {Evaln}∞n=1 is a family of evaluation circuits Evaln : Bpi(n)×Bm(n) → Bc(n),

and
– {Invn}∞n=1 is a family of inversion circuits Invn : Bti(n) × Bc(n) → Bm(n)

such that for every security parameter n, every seed s ∈ Bn, and every input
m ∈ Bm(n)

Invn(Keyn,2(s),Evaln(Keyn,1(s),m)) = m,

where Keyn,1(s) and Keyn,2(s) are the first pi(n) bits (“public information”) and
the last ti(n) bits (“trapdoor information”) of Keyn(s), respectively.

Informally speaking, n is the security parameter (the length of the random seed),
m(n) is the length of the input to the function, c(n) is the length of the function’s
output, and pi(n) and ti(n) are lengths of the public and trapdoor information,
respectively. We call these functions “candidates” because Definition 1 does not
imply any security, it merely sets up the dimensions and provides correct inver-
sion. In our constructions, m(n) = c(n) and pi(n) = ti(n).

To find how secure a function is, we introduce the notion of a break. Infor-
mally, an adversary should invert the function without knowing the trapdoor
information. We introduce break as inversion with probability greater than a
certain constant r (we will usually set r to equal 1

2 , 3
4 , or 7

8 ). We denote by
Cα(f) the minimal size of a circuit that correctly computes a function f ∈ Bn,m

on more than fraction α of its inputs (of length n). Obviously, Cα(f) ≤ Cβ(f)
for all α ≤ β, and C(f) = C1(f).

Definition 2. A circuit N breaks a feebly trapdoor candidate C = {Keyn,Evaln,
Invn} on seed length n with probability r if, for uniformly chosen seeds s ∈ Bn

and inputs m ∈ Bm(n),

Pr
(s,m)∈U

[
N(Keyn,1(s),Evaln(Keyn,1(s),m)) = m

]
> r.
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Definition 3. A feebly trapdoor candidate C = {Keyn,Evaln, Invn} has order
of security k with level α if for every sequence of circuits {Nn}∞n=1 that break f
on every input length n with probability α,

lim inf
n→∞ min

{
C(Nn)

C(Keyn)
,

C(Nn)
C(Evaln)

,
C(Nn)
C(Invn)

}
≥ k.

In other words,

lim inf
n→∞ min

{
C3/4(fpi(n)+c(n))

C(Keyn)
,
C3/4(fpi(n)+c(n))

C(Evaln)
,
C3/4(fpi(n)+c(n))

C(Invn)

}
≥ k,

where the function fpi(n)+c(n) maps
(
Keyn,1(s),Evaln(Keyn,1(s),m)

) �→ m.

We list a few simple examples. If there is no secret key at all (ti(n) = 0),
each feebly trapdoor candidate {(Keyn,Evaln, Invn)}∞n=1 has order of security
1, since the sequence of circuits {Invn}∞n=1 successfully inverts it. If a sequence
{(Keyn,Evaln, Invn)}∞n=1 implements a trapdoor function in the usual crypto-
graphic sense, then k = ∞. Moreover, k = ∞ even if the bounds on adversary
size are just a bit more than linear, e.g., if the adversary requires O(n log n)
gates. Our definitions are not designed to distinguish between these (very differ-
ent) cases, because, unfortunately, any nonlinear lower bound on general circuit
complexity appears very far away from our current state of knowledge.

Let us also note explicitly that we are talking about one-time security. An
adversary can amortize his circuit complexity on inverting a feebly trapdoor
candidate for the second time for the same seed, for example, by computing the
trapdoor information and successfully reusing it. Thus, in this setting one has
to pick a new seed for every input.

3 Gate Elimination for Linear Functions

Gate elimination is virtually the only method we have to prove lower bounds
in general circuit complexity; so far, it has been used for every single lower
bound [26,3,18,24]. The basic idea of this method is to use the following inductive
argument. Consider a function f and a circuit of minimal size C that computes
it. Now substitute some value c for some variable x thus obtaining a circuit for
the function f |x=c. The original circuit C can now be simplified, because the
gates that had this variable as inputs become either unary (recollect that the
negation can be embedded into subsequent gates) or constant (in this case we
can even proceed to eliminating subsequent gates). After figuring out how many
gates one can eliminate on every step, one proceeds by induction as long as it is
possible to find a suitable variable that eliminates enough gates. Evidently, the
number of eliminated gates is a lower bound on the complexity of f .

Usually, the important case here is when a gate is nonlinear, such as an AND
or an OR gate. In that case, it is always possible to choose a value for an input
of such a gate so that this gate becomes a constant and, therefore, its immediate
descendants can also be eliminated. However, in this paper we deal with gate
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elimination for linear functions. We do not know how to prove that one cannot,
in general, produce a smaller circuit for a linear function with nonlinear gates,
but it is evident that we cannot assume any gates to be nonlinear in this setting.
Thus, gate elimination distills to two very simple ideas. Idea 1 is trivial and has
been noted many times before, while Idea 2 will allow us to devise better feebly
secure constructions in Section 4.

Since we are dealing with linear functions, we will, for convenience, state our
results in terms of matrices over F2; the circuit complexity of a matrix Cα(A) is
the circuit complexity of the corresponding linear function. By A−i we denote
the matrix A without its ith column; note that if A corresponds to f then A−i

corresponds to f |xi=0. If a matrix A has a zero column Ai, it means that the
corresponding function does not depend on the input xi; in what follows, we will
always assume that functions depend nontrivially on all their inputs and thus
the matrices do not have zero columns; we call such matrices nontrivial. Note
that if A is a submatrix of B then Cα(A) ≤ Cα(B) for all α ∈ [0, 1].

Idea 1. Suppose that for n steps, there is at least one gate to eliminate. Then
C(f) ≥ n.

Theorem 1. Fix a real number α ∈ [0, 1]. Suppose that P = {Pn}∞n=1 is a series
of predicates defined on matrices over F2 with the following properties:

– if P1(A) holds then Cα(A) ≥ 1;
– if Pn(A) holds then Pm(A) holds for every 1 ≤ m ≤ n;
– if Pn(A) holds then, for every index i, Pn−1(A−i) holds.

Then, for every matrix A with ≥ n+1 columns, if Pn(A) holds then Cα(A) ≥ n.

Proof. The proof is a straightforward induction on the index of Pi; the first
property of P provides the base, and other properties takes care of the induction
step. For the induction step, consider the first gate of an optimal circuit C
implementing A. By the monotonicity property of P and the induction base,
the circuit is nontrivial, so there is a first gate. Consider a variable xi entering
that gate. Note that if C computes f on fraction α of its inputs then for some c,
C |xi=c computes f |xi=c on fraction α of its inputs. If we substitute this value
into this variable, we get a circuit C |xi=c that has at most size(C)−1 gates and
implements A−i on at least α fraction of inputs. ��
The theorem is absolutely trivial; however, it has so far been the only instrument
available for gate elimination in linear functions. In fact, the only instrument has
been an even simpler proposition that dates back to mid-1970s.

Proposition 1 ( [16,22]; [10, Theorems 3 and 4]; [12, Proposition 1] ).

1. Suppose that f : Bn → B depends non-idly on each of its n variables,
that is, for every i there exist values a1, . . . , ai−1, ai+1, . . . , an ∈ B such
that f(a1, . . . , ai−1, 0, ai+1, . . . , an) �= f(a1, . . . , ai−1, 1, ai+1, . . . , an). Then
C(f) ≥ n− 1.
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2. Let f = (f (1), . . . , f (m)) : Bn → Bm, where f (k) is the kth component of f .
If the m component functions f (i) are pairwise different and each of them
satisfies C(f (i)) ≥ c ≥ 1 then C(f) ≥ c + m− 1.

The proof is given in [12]. Note that for linear functions, statement 1 of Proposi-
tion 1 follows from Theorem 1 for Pn(A) = “A has a row with n + 1 ones”. We
also derive another corollary.

Corollary 1. If A is a matrix of rank n, and each column of A has at least two
ones, then C(A) ≥ n− 2.

Proof. Take Pn(A) =“rank(A) ≥ n + 2 and each column of A has at least 2
ones”. ��
Idea 2. Suppose that for n steps, there exists an input in the circuit with two
outgoing edges, and, moreover, in m of these cases both of these edges go to a
gate (rather than a gate and an output). Then C(f) ≥ n + m.

Theorem 2. We call a nonzero entry unique if it is the only nonzero entry in
its row. Fix a real number α ∈ [0, 1]. Suppose that P = {Pn}∞n=1 is a series of
predicates defined on matrices over F2 with the following properties:

– if P1(A) holds then C(A) ≥ 1;
– if Pn(A) holds then Pm(A) holds for every 1 ≤ m ≤ n;
– if Pn(A) holds then, for every index i, if the ith column has no unique entries

then Pn−2(A−i) holds, otherwise Pn−1(A−i) holds.

Then, for every matrix A with ≥ n + 1 different columns, if Pn(A) holds for
some n then C(A) ≥ n and, moreover, C 3

4
(A) ≥ n.

Proof. We argue by induction on n; for n = 1 the statement is obvious.
Consider the first gate g in the optimal circuit implementing A. Since g is

first, its incoming edges come from the inputs of the circuit, denote them by xi

and xj . There are three cases.

1. One of the input variables of g, say xi, goes directly to an output yk. Then
by setting xi to a constant we can eliminate one gate. however, in this case yk

corresponds to a row with only one nonzero element, so ith colum has a unique
element, so Pn−1(A−i) hold. Therefore, we invoke the induction hypothesis as
C(A−i) ≥ n− 1 and get the necessary bound.

2. One of the input gate of g, say xi, goes to another gate. Then by setting xi

to a constant we can eliminate two gates, by properties of Pn Pn−2(A−i) holds,
so we invoke the induction hypothesis as C(A−i) ≥ n− 2.

3. Neither xi nor xj enters any other gate or output. In this case, A is a
function of neither xi nor xj but only g(xi, xj); we show that this cannot be the
case for a function computing A on more than 3

4 of the inputs. A itself depends
on xi and xj separately because all of its columns are different; in particular,
for one of these variables, say xi, there exists an output yk that depends only
on xi: yk = xi ⊕

⊕
x∈X x, where xj /∈ X . On the other hand, since every gate
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in an optimal circuit nontrivially depends on both inputs, there exist values a
and b such that g(0, a) = g(1, b). Thus, for every assignment of the remaining
variables, either on input strings with (xi = 0, xj = a) or on input strings with
(xi = 1, xj = b) the circuit makes a mistake, which makes it wrong on at least
1
4 of all inputs. ��
Note that Theorem 2 directly generalizes and strengthens Theorem 1.

Corollary 2. Fix a real number α ∈ [0, 1]. Suppose that R = {Rn}∞n=1 and
Q = {Qm}∞m=1 are two series of predicates defined on matrices over F2 with the
following properties:

– if R1(A) holds then C(A) ≥ 1;
– if Rn(A) holds then Rk(A) holds for every 1 ≤ k ≤ n;
– if Rn(A) holds then, for every i, Rn−1(A−i) holds;
– if Q1(A) holds then C(A) ≥ 1;
– if Qm(A) holds then Qk(A) holds for every 1 ≤ k ≤ n;
– if Qm(A) holds then, for every i, Qm−1(A−i) holds;
– if Qm(A) holds and A−i has more zero rows than A (i.e., removing the ith

column has removed the last nonzero element from at least one row) then
Qm(A−i) holds.

Then, for every matrix A with ≥ n + 1 columns, all of whose columns are dif-
ferent, if Rn(A) and Qm(A) hold for some n ≥ m then C(A) ≥ n + m and,
moreover, C 3

4
(A) ≥ n + m.

Proof. Immediately follows from Theorem 2 for Pn(A) = ∃kRk(A) ∧Qn−k(A).

Corollary 3 ( [12, Lemma 5] ). Let t, u ≥ 1. Assume that χ is a linear
function with matrix A over F2. Assume also that all columns of A are different,
every row of A has at least u nonzero entries, and after removing any t columns
of A, the matrix still has at least one row containing at least two nonzero entries.
Then C(χ) ≥ u + t and, moreover, C3/4(χ) ≥ u + t.

Proof. Take Pn(A) =“After removing any n columns of A, it still has at least
one nonzero row”, Q0(A) =“true”, and Qm(A) =“Every row of A has at least
m + 1 ones” for m > 0. Then Pt+1(A) and Qu−1(A) hold, and P and Q satisfy
the conditions of Corollary 2, which gives the desired bound. Note that in this
case, Qm for m > 0 cannot hold for a matrix where a row has only a single
one, so in the gate elimination proof, for the first u − 1 steps two gates will be
eliminated, and then for t− u + 2 steps, one gate will be eliminated. ��
We also derive another, even stronger corollary that will be important for new
feebly secure constructions.

Corollary 4. Let t ≥ u ≥ 2. Assume that A is a u × t matrix with different
columns, and each column of A has at least two nonzero elements (ones). Then
C(A) ≥ 2t− u and, moreover, C 3

4
(A) ≥ 2t− u.
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x yf g

⊕

x ⊕ f

⊕

x ⊕ g

⊕

x ⊕ y

x yf g

⊕ ⊕ ⊕

⊕

x ⊕ f

x ⊕ g x ⊕ y

Fig. 1. Rewiring linear circuits

Proof. Take Pn(A) =“twice the number of nonzero columns in A less the number
of nonzero rows in A is at least n”. Then P2t−u(A) holds, and P satisfy the
conditions of Theorem 2. ��

Naturally, we could prove Corollaries 1 and 4 directly. We have chosen the
path of generalization for two reasons: one, to make Theorem 3 more precise
and more general, and two, to show the limits of gate elimination for linear
functions. As we have already mentioned, for linear functions we cannot count
on nonlinear gates that could eliminate their descendants. In Theorems 1 and 2,
we have considered two basic cases: when there is only one edge outgoing from
a variable and when there are two edges (going either to two gates or to a gate
and an output).

Figure 1 shows why we cannot expect anything more, e.g., a variable with
three outgoing edges. On the left, Figure 1 shows a part of a circuit where a
variable x has three outgoing edges. On the right, a rewiring of the same circuit
that has all the same outputs but x only enters two gates. Naturally, this does
not prove anything: we have introduced a new gate (so the circuit is no longer
optimal) and have only relocated the extra input from x to an extra input from
f . However, this simple example does show that to get better bounds, simple
local gate elimination does not suffice, and one has to consider global properties
of the function and the corresponding optimal circuit.

We finish this section with an extension of these results to block diagonal
matrices. In general, we cannot prove that the direct sum of several functions
has circuit complexity equal to the sum of the circuit complexities of these
functions; counterexamples are known as “mass production” [26]. However, for
linear functions and gate elimination in the flavours of Theorems 1 and 2, we
can. The following theorem generalizes Lemma 6 of [12].

Theorem 3. Suppose that a linear function χ is given by a block diagonal matrix⎛⎝A1 0 ··· 0
0 A2 ··· 0

...
...

...
0 0 ··· Ak

⎞⎠ ,

and every Aj satisfies the conditions of Theorem 2 with predicates Pj = {P j
n}∞n=1,

and P j
nj

(Aj) hold for every j. Then C(χ) ≥
k∑

j=1

nj.
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Proof. We invoke Theorem 2 with the predicate composed of original predicates:

Pn =
∨

i1+...+ik=n

P 1
i1 ∧ P 2

i2 ∧ . . . ∧ P k
ik

.

It is now straightforward to check that P = {Pn}∞n=1 satisfies the conditions of
Theorem 2 (since every deleted column affects only one block), and the block
diagonal matrix satisfies Pn1+...+nk

. ��

4 A New Linear Feebly Secure Trapdoor Function

In our constructions, we follow the general idea of [12]: first, we find a feebly
trapdoor candidate that has the adversary work harder than function inversion
but function evaluation is even harder. Then, we add a feebly secure one-way
function as a separate block and thus reduce the work needed for function eval-
uation; this construction has been discussed in detail in [12].

We begin with some preliminaries. By Un, we denote the upper triangular
square n× n matrix with a bidiagonal inverse:

Un =

( 1 1 ··· 1
0 1 ··· 1
...

...
...

0 0 ··· 1

)
, U−1

n =

( 1 1 0 ··· 0
0 1 1 ··· 0
...

...
...

...
0 0 0 ··· 1

)
;

note that U2
n is an upper triangular matrix with zeros and ones chequered. In

what follows, we often write matrices that consist of other matrices as blocks;
e.g., ( Un Un ) is an n× 2n matrix consisting of two upper triangular blocks.

Lemma 1. 1. C 3
4
(Un) = n− 1.

2. C 3
4
(U2

n) = n− 2.
3. C 3

4
(U−1

n ) = n− 1.
4. C 3

4
(( Un Un )) = 2n− 1.

5. 3n− 6 ≤ C 3
4
(( U2

n Un )) ≤ C(( U2
n Un )) ≤ 3n− 3.

6. 3n− 4 ≤ C 3
4
(( Un U−1

n )) ≤ C(( Un U−1
n )) ≤ 3n− 2.

Proof. Lower bounds in items 1–3 are trivial: every row is different and no inputs
except one (two for 2) are connected to outputs directly. Thus, we need at least
one gate per row. The lower bound for item 4 follows from simple counting:
the first row of this matrix has 2n nonzero entries, so at least 2n − 1 gates
are needed to compute it. The lower bound for item 5 (respectively, 6) follows
by Corollary 4: the matrix ( U2

n Un ) (resp., ( Un U−1
n )) satisfies its assumptions

except for three (resp., two) columns, so the corollary is invoked for t = 2n− 3
(resp., t = 2n− 2) and u = n.

We prove upper bounds by providing explicit circuit constructions. To com-
pute 1, note that every row differs from the previous one only in a single position,
so we can compute each output outi as outi+1 ⊕ ini. Moreover, outn = inn so
we need no gates for it. The same idea applies in 2, but in this case outn and
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outn−1 are computed directly, and outi = outi−2⊕ ini. To compute 3, we simply
compute each row independently. To compute 4, we apply an idea from [12].
Note that ( Un Un ) ·( a

b ) = Un ·a⊕Un ·b = Un ·(a⊕b). We use n gates to compute
a⊕ b and then compute the result using n− 1 gates. To compute 5 and 6, note
that ( A B ) · ( a

b ) = A · a⊕B · b. Thus, we can divide each of these computations
in two parts which can be computed independently using previous algorithms,
and then use n gates to compute the final XOR. ��
For the first construction, we assume that lengths of public information pi, trap-
door information ti, message m, and the cipher c are the same and equal n.
We let ti = Un · pi, c = ( U−1

n Un ) · ( m
pi ). In this case, an adversary would have

to compute the matrix ( Un Un ) · ( c
ti ) = ( Un U2

n ) · ( c
pi ). Now, inversion without

the trapdoor is harder than inversion with trapdoor, but encryption is about
the same complexity as inversion without trapdoor, so we cannot call it a feebly
trapdoor function yet.

To solve this problem, we consider a feebly one-way linear function A and
construct the protocol in the following way (In is the identity matrix here):

Keyn =
(

Un 0
0 In

) · ( s s ) =
(

ti
pi

)
,

Evaln =
(

U−1
n Un 0
0 0 A

)
·
(m1

pi
m2

)
= ( c1

c2 ) ,

Invn =
(

Un Un 0

0 0 A−1

)
·
( c1

ti
c2

)
= ( m1

m2 ) .

The adversary’s problem now becomes to compute

Advn =
(

Un U2
n 0

0 0 A−1

)
·
( c1

pi
c2

)
= ( m1

m2 ) .

For the feebly one-way function A, we fix a small ε > 0 and take the Hiltgen’s
linear function with order of security 2− ε [10]; we take its size to be λn with λ
chosen below. In Hiltgen’s constructions, it means that C 3

4
(A) = λn + o(n), and

C 3
4
(A−1) = (2− ε)λn + o(n). Now Lemma 1 and Theorem 3 imply the following

complexity bounds:

C 3
4
(Keyn) = n− 1,

C 3
4
(Evaln) = 3n + λn + o(n) = (3 + λ)n + o(n),

C 3
4
(Invn) = 2n + (2− ε)λn + o(n) = (2 + (2− ε)λ)n + o(n),

C 3
4
(Advn) = 3n + (2− ε)λn + o(n) = (3 + (2− ε)λ)n + o(n).

The order of security of this construction is now

lim
n→∞

(
min

(
C3/4(Advn)
C(Evaln)

,
C3/4(Advn)

C(Invn)
,
C3/4(Advn)
C(Keyn)

))
=

= min
(

3 + (2− ε)λ
3 + λ

,
3 + (2− ε)λ
2 + (2− ε)λ

)
.

This expression reaches maximum for λ = 1
1−ε , and this maximum is 5−4ε

4−ε , which
tends to 5

4 as ε→ 0. Thus, we have proven the following theorem.
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Theorem 4. For every ε > 0, there exists a linear feebly trapdoor function with
seed length pi(n) = ti(n) = n, length of inputs and outputs c(n) = m(n) = 2n,
and order of security 5

4 − ε.

In Theorem 3, we have generalized a hardness amplification procedure similar
to [12, Theorem 2]; with it, we can obtain superpolynomial security guarantees
against weaker adversaries.

Theorem 5. For every ε > 0, there exists a linear feebly trapdoor function with
seed length pi(n) = ti(n) = n, length of inputs and outputs c(n) = m(n) = 2n,
complexities C 3

4
(Keyn) = n−1, C 3

4
(Evaln) = 4n+o(n), and C 3

4
(Invn) = 4−ε

1−εn+
o(n), and order of security 5−4ε

4−ε . Moreover, no adversary with less than 5−4ε
1−ε n−

5
2δ
√

n gates can invert this feebly trapdoor function on more than 2−δ
√

n+o(
√

n)

of its inputs for any constant δ > 0.

Proof. We consider the block diagonal matrix

H =

⎛⎝X 0 ... 0
0 X ... 0
...

...
...

0 0 ... X

⎞⎠ ,

with m diagonal blocks, where X is the matrix of the trapdoor function con-
structed in Theorem 4, and apply Theorem 3. Stacking the matrices up in a
large block diagonal matrix does not change the parameters of a feebly trapdoor
function. ��

5 Nonconstructive Bounds for Linear Functions

In Section 3, we have seen that we cannot currently hope to prove more than
linear lower bounds on general circuit complexity; the same is true, of course, for
linear functions. A classical result shows by counting that among general Boolean
functions of n variables, almost all of them have circuit complexity ≥ 1

n2n. But
maybe for the linear case, nonlinear bounds are impossible from the beginning?

It turns out that linear functions with nonlinear bounds do exist. References
to this result can be found [2, 4], but we have not been able to find a detailed
proof in literature, so we include it here and refine it to get exact constants.

Theorem 6. 1. For every n there exists a constant δn such that the circuit
complexity of all linear functions φ : {0, 1}n → {0, 1}n does not exceed
δn

n2

log n , and limn→∞ δn = 1.
2. For every n ≥ 3, there exists a linear Boolean function φ : {0, 1}n → {0, 1}n

with circuit complexity greater than n2

2 log n .

Proof. 1. Upper bound. Let A be the matrix of φ. For clarity, we assume n is
a power of 2 (the same proof goes through with very minor modifications if n
is not). We implement A as follows. First, we generate ci as all possible rows
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of zeros and ones of length l = q log n, where q is a constant to be selected
later. Denoting the inputs of φ by x = ( x1 ··· xn ), we preprocess the values of all
possible combinations of ci ·

( xj+1
...

xj+l

)
, where j is a multiple of l. The total number

of gates needed for this operation is bounded from above by

2q·log n · n

q · log n
· (q log n− 1) ≤ nq · n = nq+1.

Let A1, A2, · · · , An be the columns of A. To find A · x, we compute

A·x = ( A1 ... Al )

(
x1

...
xl

)
⊕( Al+1 ··· A2l )

( xl+1

...
x2l

)
⊕. . .⊕( An−l+1 ··· An )

( xn−l+1

...
xn

)
.

After preprocessing, every product in this formula will already be computed,
and all we need to do is to choose a correct wire, so no gates are needed here.
After that, n · (n

l − 1) gates are needed to XOR for the total result. Thus, the
total number of gates needed is

nq+1 + n · ( n

q · log n
− 1) = nq+1 +

n2

q · log n
− n.

Setting q = 1
1+ε , we get the upper bound (1 + ε) n2

log n for an arbitrarily small ε.

2. Lower bound. The lower bound is proven by counting. Let q = (1− ε) n2

2 log n .
We estimate T , the number of circuits of size≤ q. There are 16 types of gates, and
every circuit’s description consists of type and inputs for every gate. Therefore,

T ≤ q · (16 · (n + q)2))q

q!
≤ q · (16e)q · (n + q)2q

qq
≤ q · (64e)q · q

2q

qq
= (64 ·e ·q)q ≤

≤ (64 · e · q)q+1 ≤ (n2)(1−ε)· n2
2 log n +1 = (22 log n)(1−ε)· n2

2 log n +1 = 2(1−ε)n2+2 log n.

But the total number of linear Boolean functions of n arguments is 2n2
, which is

greater than 2(1−ε)n2+2 log n. Therefore, there are Boolean functions with circuit
complexity exceeding n2

2 log n . ��

6 Conclusion

In this paper, we have discussed in detail the circuit complexity of linear Boolean
functions. We have proven two general statements on gate elimination in linear
functions, derived several corollaries, and applied them to find a new linear feebly
secure trapdoor function, with better order of security than the known one [12].
While feebly secure cryptographic primitives can hardly be put to any practical
use, they are still important from the theoretical point of view. As sad as it
sounds, this is actually the frontier of provable, mathematically sound results on
security; we do not know how to prove anything stronger. However, in Section 5
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we have seen that with these bounds, we are only scratching the surface even
for linear Boolean functions, let alone nonlinear ones.

Further work in this direction is twofold. One can further develop the notions
of feebly secure primitives. Orders of security can certainly be improved; perhaps,
new primitives (key agreement protocols, zero knowledge proofs etc.) can find
their feebly secure counterparts. This work can widen the scope of feebly secure
methods, but the real breakthrough can only come from one place.

It becomes clear that cryptographic needs call for further advances in general
circuit complexity. General circuit complexity has not had a breakthrough since
the 1980s; nonconstructive lower bounds are easy to prove by counting, but con-
structive lower bounds remain elusive. The best bound we know is 3n − o(n),
proven in 1984 [3]. At present, we do not know how to rise to this challenge;
none of the known methods seem to work, so a general breakthrough is required
for nonlinear lower bounds on circuit complexity. The importance of such a
breakthrough can hardly be overstated; feebly secure cryptographic construc-
tions provide yet another application for new circuit lower bounds.
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Abstract. Finite groups have affected complexity theory and complex-
ity theory has had an impact on computational group theory. This paper
is a personal account of the author’s journey through the evolution of
some of these interconnections, culminating in recent definitive results
on the matrix group membership problem.

1 Introduction

Many examples illustrate the influence of group theory on complexity theory.
It is not easy to pinpoint what it is about groups that makes them relevant,
but perhaps two factors could be mentioned, one trivial, and one profound: a
subgroup is at most half the size of the group, and groups tend to expand. The
first, trivial fact, to which I will refer as “Lagrange’s Theorem,” is often the key
to randomized algorithms involving groups, such as the Solovay-Strassen and
Miller-Rabin primality tests. Expansion comes in two varieties: some groups
show explosive expansion; and all groups expand at a non-negligible rate. Fore-
most among the former are the projective linear groups PSL(2, p), responsible
for explicit graphs of large girth [66], the Ramanujan graphs [67,61], Gowers-
quasirandomness in groups [50] (cf. [25]), Helfgott growth [51] (cf. [72,37]), al-
most certain expanders [34]. Zig-zag products, related to semidirect products
of groups [4], have been introduced in an attempt to replace deep group the-
ory with elementary combinatorics and linear algebra in the construction of
expanders [74] and have led to SL =L, Omer Reingold’s celebrated result in
complexity theory [73].

The more modest but ubiquitous “local expansion” (see Section 4.4) found
in connection with interactive proofs [12] (cf. [11,28]) plays a key role in the
analysis of algorithms for groups [18,11].

Expanders have served as important derandomization tools. At the same time,
groups appear to attract randomization.

The first attempt at a group theoretic approach to graph isomorphism yielded
a Las Vegas algorithm [8] (and the term). The attempt to classify the complexity
of matrix group membership was one of the roots of the concept of interactive
proofs [9]. Randomization seems indispensable for matrix group algorithms [16].
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Not all applications of groups to complexity theory fit in this framework.
David Barrington famously noticed the universality of groups as computational
devices: Boolean circuits can be simulated by the product and commutator op-
erations in nonsolvable groups, resulting in a surprising simulation of NC1 by
width-5 branching programs of polynomial size [30].

The seminal paper by Kahn, Saks, and Sturtevant linked the evasiveness con-
jecture in decision tree complexity to group actions on simplicial complexes [56].
(Cf. [14] for recent use of a greater variety of permutation groups in this context.)

Most recently, Aaronson and his coauthors connected the group membership
problem to separation of quantum complexity classes [1] and quantum vs. clas-
sical communication complexity [2].

This is but a small sample of the cases where groups played a role in com-
plexity theory.

Conversely, a complexity theoretic approach to problems of computational
group theory has profoundly affected the latter area. Largely due to the work of
Ákos Seress, an increasing portion of the computational group theory package
GAP [47] is now based on algorithms with rigorous performance guarantees, a
hallmark of the complexity theoretic approach.

In this paper we review some of these connections through the author’s per-
sonal lense. The main themes are the Graph Isomorphism problem, the mem-
bership problem in matrix groups, and randomization in complexity theory.

We assume that the reader is familiar with the basics of group theory as
described, for instance, in [75].

2 Recognition vs. Construction vs. Sampling

The two most common explicit representations of finite groups are permutation
groups and linear groups over finite fields. In both cases, our group G is a sub-
group of a natural ambient group U ; in the case that G is a permutation group
acting on a domain Ω, U = Sym(Ω) is the symmetric group (group of all permu-
tations of Ω); in the case when G is a linear group acting on the (finite) vector
space V , we have U = GL(V ). (If V = Fd

q where Fq is the finite field of order
q then GL(V ) can be identified with the group GL(d, q) of nonsingular d × d
matrices over Fq.)

More generally, we shall consider subgroups of an arbitrary finite ambient
group U ; we assume that group operations can be performed efficiently in U .
(This concept will be defined more precisely in Section 4.1.)

We say that a subgroup G ≤ U is known or given if we have a list of gen-
erators for G; constructing or finding G means efficiently constructing a list of
generators.

We say that G ≤ U is samplable if we can efficiently sample elements of G from
the uniform distribution; and G is approximately samplable if elements of G from
a nearly uniform distribution can be sampled efficiently, with an arbitrarily small
parameter of proximity to uniform (in any reasonable metric on distributions).

We say that a subgroup G ≤ U is recognizable if we have an efficient procedure
to test membership in G, i. e., to decide, for each π ∈ U , whether or not π ∈ G.
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If H ≤ G is a subgroup, we say that H is recognizable in G if given G, for every
element π ∈ G we can decide whether or not π ∈ H .

What we mean by efficient computation will depend on the context and will
need to be clarified in each case. It will usually mean (deterministic or random-
ized) polynomial time, possibly with access to certain oracles.

When using terms like “we can decide” or “we can compute,” we shall always
mean to perform these tasks efficiently. We are dealing with explicit finite objects,
so decidability or computability in the classical sense will not be at issue.

It is natural to ask how the three concepts of constructibility, samplability,
and recognizability relate to each other.

It is easy to show that if we can (approximately) sample a group G of order N
then we can also construct G: with high probability, a set of O(log N) random
elements will generate G.

Conversely, a known group G can always be approximately sampled; this fact
is a central ingredient of polynomial-time algorithms in matrix groups.

Theorem 1 ([11]). A known group G can be approximately sampled in time
polylog(|G|).
(This result holds in the generality of black-box groups, see Section 4.1.)

Given the equivalence of finding and approximately sampling a group, the
following natural questions remain:

(a) if H is a known subgroup of G, is H recognizable?
(b) if H is a recognizable subgroup of G, can we construct H?

Question (a) is the problem of testing membership in a known subgroup. One
of the continuing success stories of the complexity theory of finite groups, and
one of the main themes of this writing, has been a positive answer to (a) in a
growing number of contexts (see Sections 3.4, 3.6, and Theorem 7). While the
answer to (b) is negative under a natural interpretation in most contexts, there
are many interesting classes of recognizable subgroups where constructibility has
either been affirmed or has been a central object of study.

The foremost example of a class of recognizable subgroups whose constructibil-
ity has unknown complexity status is the automorphism groups of graphs. The
automorphism group Aut(X) ≤ Sym(V ) of the graph X = (V,E) is obviously a
recognizable subgroup of Sym(V ) (V is the set of vertices). The problem of con-
structing Aut(X) is equivalent, under Cook-reductions (polynomial-time Turing
reductions), to the Graph Isomorphism problem [7,68].

Important examples of recognizable subgroups of a known group G include
Z(G), the center of G (the set of elements that commute with all elements of G)
and Rad(G), the solvable radical of G (the largest solvable normal subgroup).
Progress on constructing the radical [71,16] has been the key to the recent defini-
tive result on the membership problem in linear groups in odd characteristic [16]
(Theorem 7); and our inability to construct the radical remains the key obstacle
to solving the same problem in characteristic 2.

The fundamental problem of the interaction between the concepts of recogniz-
ability and constructibility of subgroups appears first to have been highlighted



Finite Groups and Complexity Theory 165

in the author’s 1979 Montreal tech report [8], where also the term “recognizable
subgroup” seems to have made its first appearance, as a tool to solving a case
of the Graph Isomorphism problem.

Certain abelian groups of number theoretic origin played a role in the design of
efficient algorithms from the early days of polynomial-time theory. Indeed, the
analysis of the Solovay-Strassen and Miller-Rabin randomized primality tests
rests on “Lagrange’s Theorem.”

As far as I know, the first occurrence of general (not necessarily abelian)
finite groups in the design of polynomial-time algorithms was in [8]. This paper
introduced group theoretic methods to the study of Graph Isomorphism and also
initiated the complexity theory of computation in finite groups. As an aside, it
also introduced the term “Las Vegas algorithm” and gave an example of such
an algorithm in computational group theory.

In view of the role that this tech report played in subsequent developments,
we briefly review its main algorithm.

3 The Graph Isomorphism Problem in 1979: A Las Vegas
Algorithm

The special case of the Graph Isomorphism problem considered in [8] concerned
vertex-colored graphs where each color has bounded multiplicity; isomorphisms
preserve color by definition. (The coloring need not be legal in the sense of
chromatic graph theory, i. e., there is no restirction on the colors of neighbors.)
Deciding isomorphism of such graphs is easily reduced to the question of finding
generators for the automorphism group of a vertex-colored graph with bounded
multiplicity of colors. (The multiplicity doubles under this reduction.)

3.1 Recognition vs. Sampling

Let X = (V,E) be the given graph and V = C1∪̇ . . . ∪̇Ck the partition of the
vertices into color classes. The automorphim group Aut(X) is a recognizable
subgroup of the ambient group U = Sym(C1) × · · · × Sym(Ck). This group is
well understood; what mattered for [8] was that U could be (uniformly) sampled.
The question was, can we find Aut(X). For this purpose, samplability of Aut(X)
would suffice.

3.2 Tower of Groups

A key insight was that Aut(X) is a member of an entire chain U = G0 ≥ G1 ≥
· · · ≥ Gm = {1} of recognizable subgroups of U , where each index |Gi : Gi−1| is
small. Under these conditions, all members of the chain can be sampled efficiently
(polynomial in m and linear in maxi |Gi : Gi−1|), as described below. I called
this procedure the “tower of groups method.”

The algorithm proceeds by filling up tables Ti of (left) coset representatives
of Gi−1 in Gi (i = 1, . . . ,m). Initially each Ti consists of the identity alone; once



166 L. Babai

all the Ti are complete, G = T1T2 . . . Tm and the representation of each ρ ∈ G
as ρ = τ1τ2 . . . τm (τi ∈ Ti) is unique.

The basic subroutine of the algorithm was an operation called “sifting.” (The
term was coined in [45].) Sifting an element ρ ∈ G means to try to represent it as
a product ρ = τ1τ2 . . . τm (τi ∈ Ti). There is a unique way of doing this when the
tables are complete; when we discover incompleteness, we augment the table.
procedure sift(ρ;T1, . . . , Tm)

for i = 1 to m if (∃τi ∈ Ti)(τ−1
i ρ ∈ Gi) then ρ := τ−1

i ρ
else add ρ to Ti, exit.

The question then is, what elements to sift. The answer given in [8] was:
sample U . In this section, “random” will always refer to the uniform distribution.
As a random ρ ∈ U reaches Gi−1 in the for loop, clearly it will belong to a
uniform random left coset of Gi in Gi−1. So, with high probability, the tables
will rapidly fill up and once they did, each additional random ρ ∈ U produces
random members of each Gi.

This would give a Monte Carlo algorithm. But more can be done; we can
deterministically verify whether or not we are done: we only need to check the
condition |U | =

∏
i=1m |Ti|. (In our context, the order of U is known: |U | =∏

(|Ci|!). This way the algorithm can never return a wrong answer, but with an
arbitrarily small probability it will honestly report failure. I coined the term Las
Vegas algorithm for this situation and pointed out that the Berlekamp - Rabin
algorithm for factoring polynomials over finite fields also belonged to the Las
Vegas variety.

To apply this algorithm to finding the automorphism group of a vertex-colored
graph, we need to define the relevant chain of subgroups.

Let X = (V,E) be the given graph and V = C1∪̇ . . . ∪̇Ck the partition into
color classes; assume |Ci| ≤ b for each i. Let Eij denote the set of edges induced
by Ci ∪ Cj . Let us arrange the pairs {i, j} (1 ≤ i < j ≤ k) in some linear
order; set Ft = Eij if the pair {i, j} is the t-th pair in this linear order (t =
1, . . . , k(k − 1)/2). Let Ki =

⋃
j≤i Fi (0 ≤ i ≤ k(k − 1)/2), and let Gi =

Aut(V,Ki). We have U = G0 ≥ G1 ≥ · · · ≥ Gk(k−1)/2 = Aut(X). It is easy
to verify that (∀i)(|Gi−1 : Gi| ≤ (b!)2. Let us then define Gk(k−1)/2+	 as the
pointwise stabilizer of the first � vertices of X in Aut(X) (� = 1, . . . , |V |). Setting
m = k(k − 1)/2 + |V |, our subgroup chain is complete. In the tail of the series
(below Gk(k−1)/2) each index is ≤ b.

3.3 Applications

The “tower of groups” method, combined with linear algebra techniques, yielded
a polynomial-time algorithm to test isomorphism of graphs with bounded mul-
tiplicity of eigenvalues [21]. Although this result was only published three years
later, it was in fact the original motivation for the “tower of groups” method
and was announced in [8], see Section 5.

Combined with combinatorial partitioning/refinement techniques, the “tower
of groups” method also produced the first moderately exponential algorithms for
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isomorphism of bounded degree graphs (exp(Õ(
√

n))) [8], soon to be superseded
by Luks’s polynomial-time algorithm [62] that uses group theory to far greater
depth.

Admittedly, the “tower of groups” method uses group theory only on the
most elementary level. Yet it is capable of beating very powerful “purely combi-
natorial” methods. Graph isomorphism heuristics often operate with partition-
ing/refinement methods; we can partition not only vertices (“naive refinement”)
or pairs of vertices (the “Weisfeiler-Leman method”) but also d-tuples for any
d; I called this the “d-dimensional Weisfeiler-Leman method.” The cost of the
method is nΘ(d) where n is the number of vertices. In a remarkable 1990 de-
velopment, Cai, Fürer, and Immerman [40] constructed pairs of nonisomorphic
graphs that cannot be distinguished by the d-dimensional W-L method unless
d = Ω(n). On the other hand, the CFI graphs can be viewed as vertex-colored
graphs with color-multiplicity 4, efficiently handled by the “tower of groups”
method.

3.4 “Tower of Groups” Derandomized

Soon after I publicized the “tower of groups” algorithm at STOC’79 (cf. [53]),
Furst, Hopcroft, and Luks [45], borrowing the framework of [8], added a deter-
ministic termination rule to the sifting process: once a set of generators of G plus
the quotient of every pair of coset representatives in

⋃m
i=1 Ti have been sifted,

the coset tables are complete. This observation turned all the Las Vegas algo-
rithms given or announced in [8] into deterministic. Moreover, [45] also applied
the derandomized “tower of groups” method to the stabilizer chain of a given
permutation group G (Gi consists of those elements of G ≤ Sym(Ω) that fix
the first i elements of Ω) with the far reaching consequence that every (known)
permutation group is recognizable [45]. It also follows immediately that every
(known) permutation group is samplable.

It was also “discovered” that in the context of the stabilizer chain, sifting had
already long been known in computational group theory by Charles Sims [78,79],
with a more efficient termination rule involving “strong generators.” Sims, how-
ever, did not provide a proof of polynomiality of his termination rule; the proof
came in a short 1981 note by Knuth which a decade later turned into a (long)
paper [59].

3.5 Ignorance Is Bliss

My failure to recognize a deterministic termination rule for the “tower of groups”
method had some benefits to complexity theory.

The first and smallest was the term “Las Vegas algorithm.”
A more important by-product was a connection between sampling and count-

ing. An earlier result showed that Graph Isomorphism was equivalent to counting
automorphisms/isomorphisms of graphs [7,68].
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Now the “tower of groups” method yielded sampling of all members of the
subgroup chain, including the automorphism group. Once the coset tables filled
up, we know the order of each group in the chain:

|Gj | =
m∏

i=j+1

|Gi−1 : Gi| =
m∏

i=j+1

|Ti|. (1)

So here was a case where the solution of the isomorphism counting problem was
achieved through solving random generation first.

This made me wonder if something like this could hold in a broader context.
While the exactness of counting could harly be expected for #P -complete prob-
lems, I was led to the question whether approximate counting could be achieved
given approximate sampling for #P -hard counting problems. These two indeed
turned out to be equivalent in a number of important contexts; my favorite ex-
amples were perfect matchings and k-colorings. The key was a certain reduction
of these problems to their smaller instances (“self-reducibility,” as it later came
to be called), foreshadowed by Eq. (1), cf. [60, p. 33]. I outlined the method,
which later became known as “JVV-reduction” ([55], cf. [60]), in two talks at
the University of Waterloo in November 1979, but never published the result1.

Meanwhile, most importantly, randomization became bread and butter for
me, a recurring feature of my work. The cases most relevant to complexity the-
ory were the introduction of random self-reducibility [10] (exploiting the homo-
geneity of a group, albeit an abelian one), the invention of Arthur-Merlin games
(public-coin interactive proofs, Section 4.3), and the MIP = NEXP theorem [19].
Rapid improvements of the technical details of the latter led to the PCP theo-
rem [6]. One of these technical details was the “low-degree test” for multivariate
polynomials, which, along with [33], started the field of property testing. Locally
testable/correctable codes also have part of their roots in the technical details
of [19].

Groups are particularly amenable to randomization, as demonstrated in the
subsequent development of the matrix group membership problem.

3.6 Permutation Groups in NC

While the polynomial-time algorithms of Sims, Furst-Hopcroft-Luks, Knuth to
test membership in a given permutation group are entirely elementary, subse-
quent developments were characterized by heavy reliance on group theory. The
proof of the following result illustrates this trend.

Theorem 2 ([23]). Testing membership in a given permutation group is in NC.

1 The word apparently got around, though. In autumn 1984 Leslie Valiant, who, with
his coauthors, rediscovered this phenomenon, called me by phone and asked if I had
“formalized” it. After brief miscommunication, the call ended abruptly, and the fact
that groups had been a source of motivation for this connection did not become
widely known - although Lovász appears to have made the connection [60, p. 33].
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The NC algorithm given in [23] maps out the normal structure of the group in
great detail, finding all composition factors and much more, before it can answer
the basic membership query.

4 Matrix Group Membership

By the mid-80s, the polynomial-time theory of permutation groups was well
understood (cf. [65]). Two highlights should be mentioned: composition chains
were found by Luks [63] and Sylow subgroups by Kantor [57] in polynomial
time. The next task was to replicate this theory for matrix groups. This project
started with the 1984 paper [29].

4.1 Black-Box Groups

First, [29] put the problem in the genaral framework of “black-box groups.” A
black-box group G is a finite group to which we have access through an oracle as
follows.

The group oracle holds (a) a set W ⊆ {0, 1}n of “valid strings:” (b) a surjection
γ : W → G (the string x ∈ {0, 1}n encodes the group element γ(x)) (c) a
“multiplication function” μ : W × W → W and an “inversion function” ι :
W → W such that (∀x, y ∈ W )(γ(x)γ(y) = γ(μ(x, y)) and γ(ι(x)) = γ(x)−1.
We are permitted the following queries to the oracle: given x, y ∈ W , tell μ(x, y)
and ι(x) (multiplication and inversion); and given x ∈ W , tell whether or not
γ(x) = 1 (identity query). G is “given” by a list of “generators,” i. e., by a list
of codewords x1, . . . , xs such that {γ(x1), . . . , γ(xs)} is a set of generators of G.

We call n the encoding length of G; we have |G| ≤ 2n.
Note that queries about strings x /∈ W are illegal; in particular, no member-

ship test in W is provided.
We say G is a uniquely encoded black-box group if the function γ is bijective.

Quantum complexity theory adopted the black-box group concept in the mean-
ing of uniquely encoded black-box groups. While this is necessary because of the
reversibility of quantum computation, it loses much of the theory which critically
depends on the nonuniqueness of encoding through the following observation.

Observation 3 ([29]). Let G be a black-box group and N a recognizable normal
subgroup of G. Then G/N can be treated as a black-box group.

Indeed, the oracle will be the same, except that identity queries will be replaced
by membership queries to N .

We illustrate the significance of this observation in Section 4.6. We note that
the theory would remain essentially intact if we required uniform encoding (each
set γ−1(g) has the same size, where g ∈ G), but even this uniform ambiguity
is not acceptable in quantum computation, while in the general theory, we have
yet to find any use of the uniformity assumption.
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4.2 Nondeterministic Complexity of Membership

The first question, raised in [29], was the nondeterministic complexity of mem-
bership in matrix groups over finite fields. It is not evident that this problem
is in NP, and to this day we cannot prove that it is in coNP (although we are
close).

The NP question was resolved in [29] in a very general form. A straight-line
program (SLP) in a group G given by a set S of generators is a list (a1, . . . , am) of
elements of G such that each ai is either (a) itself a generator, or (b) is obtained
as ai = ajak for some j, k < i, or (c) ai = a−1

j for some j < i. We say that this
SLP reaches am from S in m steps.

Theorem 4 ([29]). Every element of a finite group G can be reached from any
set of generators in ≤ (1 + log |G|)2 steps.

It is an immediate consequence that membership in a black-box group is in NP
(relative to the oracle): the straight-line program is the witness; its length is
O(n2) where n is the encoding length.

The construction is a nonabelian generalization of the method of repeated
squares; we call it the “cube doubling” method.

The sampling algorithm of Theorem 1 works in the generality of black-box
groups. The idea is an algorithmic realization of “cube doubling” via random
walks.

4.3 Nondeterministic Complexity of Nonmembership.
Arthur-Merlin Games, Almost-NP

While Theorem 4 puts matrix group membership in NP, the statement that
“matrix group membership is in coNP” has the status of “almost theorem:”
it follows from the Short Presentation Conjecture stated in [29]. The con-
jecture says that every finite simple group G has a presentation (in terms of
generators and relations) of bitlength polylog |G| which is efficiently computable
from the standard name of G. This conjecture has been verified for all classes
of finite simple groups except for the “rank-1 Ree groups” 2G2(q) (defined over
the field Fq where q is an odd power of 3) [80,20,54].

The “almost theorem” that matrix group nonmembership is in NP was soon
complemented by the theorem that matrix group nonmembership is in “almost
NP.”

Theorem 5 ([9]). Matrix group nonmembership belongs to AM.

Here AM is the class of languages recognizable by a public-coin interactive proof
where the verifier (Arthur) flips coins and the prover (Merlin) responds. This
class was introduced in [9] as a randomized extension of NP. While the motivation
came from the application to the complexity of matrix group nonmembership, [9]
also began the complexity theoretic study of this class and the related Arthur-
Merlin hierarchy. It was noted, in particular, that AM⊆ Π2. Another notable
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member of this hierarchy is MA (Merlin moves first, Arthur responds); this is
the class of languages with “publishable proof” of membership. (Merlin’s written
proof remains verifiable by the Arthurs of posterity.) It was shown that MA⊆AM
and therefore MA⊆ Π2 ∩ Σ2. Recently, analogues of MA have been studied in
various models such as multiparty communication complexity [48] and quantum
complexity [1].

It should be mentioned that the first private-coin interactive proof [49] was
also about groups, although abelian ones (the multiplicative group of the ring
Z/nZ).

The notion of “almost-NP” was formalized in [9]. For a relativizable com-
plexity class C, let almost-C consist of those languages L for which L ∈ CA for
almost all oracles A. Almost-P= BPP by a result of Bennett and Gill [32]. In
[9] I claimed that almost-NP=AM and that this fact follows along the lines of
the Bennett-Gill argument. Soon after the publication of [9] I realized a fault in
my argument; for it to work, one would need a “super-Arthur” [24] capable of
flipping exponentially many coins. For a polynomially bounded Arthur to simu-
late super-Arthur, one would need to produce a pseudorandom string of length
N from a seed of length polylog(N) that fools DNF formulas. I thought that
polylog-wise independent variables (cf. [3]) should do the trick and would in
fact beat all bounded-depth Boolean circuits. This problem later became known
as the “Nisan-Linial conjecture” [69] and was recently confirmed, in the form I
needed it (but not in the more specific form asked by [69], which turned out to
be false), in a tour de force by Mark Braverman [36].

The almost-NP= AM statement, however, was confirmed already in January
1988 when, on my visit to Jerusalem, Avi Wigderson greeted me with the news
of Noam Nisan’s brilliant pseudorandom generator [70]. This pseudorandom gen-
erator was sufficient to supply the super-Arthur bits. Given this elegant solution,
I stopped pursuing the “Nisan-Linial conjecture.”

4.4 Randomization Tools

I’d like to mention three randomization tools for black-box groups.
A random subproduct of a list g1, . . . , gk of group elements is a product of the

form gε1
1 . . . gεk

k where the εi ∈ {0, 1} are chosen by coin flips. It is easy to show
that if H < G is a proper subgroup and the gi generate G then the probability
that a random subproduct belongs to H is ≤ 1/2. It follows that O(log |G|)
random subproducts generate G with high probability, allowing us to avoid an
explosion in the number of generators in the course of an algorithm. The method
also allows the construction of normal closures, with the consequence that for
any black-box group, we can construct the commutator chain and the descending
central series and hence decide solvability and nilpotence in randomized polyno-
mial time. Thus the rudiments of the algorithmic treatment of black-box groups
have been obtained [17].

The second tool is an isoperimetric inequality that establishes a non-negligible
rate of expansion for all finite groups. For T ⊆ G we write T k for the set of k-term
products of members of T .
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Theorem 6. (Local expansion of groups) Let S be a set of generators of the
group G; let T = S ∪S−1 ∪ {1}. Let D ⊆ T d and let 0 < α < 1/(2d+ 1) be such
that |D| ≤ (1 − 2αd)|G|. Then for some g ∈ S we have |Dg \D| ≥ α|D|.
In other words, subsets D of a group expand proportionally to 1/d where d is
the diameter of D in the word metric. This result first appeared as [12, Lemma
10.2] where it was used to put a number of questions about groups in AM. The
result immediately found algorithmic applications; in particular, it became a
key tool in the analysis of nearly-linear time algorithms for “small-base groups”
(permutation groups such that the pointwise stabilizer of a polylogarithmic size
subset of the permutation domain consists of the identity only) [18].

Theorem 6 implies that a random walk on the group will rapidly escape from
small-diameter subsets. This consequence was the central ingredient of the most
important randomization tool for group algorithms, Theorem 1, which estab-
lishes approximate sampling in black-box groups in polynomial time.

An improved sampling algorithm was proposed by Cooperman [43] and ver-
ified by Dixon [44]. “Product replacement,” an empirically fast but unproven
heuristic, was introduced by Leedham-Green and Soicher (cf. [39]) and is the
method of choice in practical implementations. One should note that the use of
such a heuristic is perfectly safe in a Las Vegas algorithm; but in randomized
algorithms that are not Las Vegas, some concern, even practical, remains. At-
tempts at the analysis of this problem lead to difficult open questions about the
automorphism group of the free groups [46].

An elegant version of Theorem 6 was given in [28]; a generalization of that
result plays a role in differential geometry [81].

4.5 Cryptographic Barriers

The matrix group membership problem quickly runs into cryptographic obsta-
cles.

The constructive membership problem requires not only to decide whether or
not g ∈ G (where g ∈ U , our ambient group that contains G) but also in the
case of a positive answer, to exhibit a short straight-line program that reaches
g from the given set of generators of G.

It is easy to see that for 1× 1 matrices over Fq, the constructive membership
problem includes the Discrete Log problem over Fq.

We do not know how to determine the order of a 1×1 matrix without knowing
either the prime factorization of q − 1 or solving Discrete Log.

The membership (decision) problem for groups of 2× 2 diagonal matrices in-
cludes the decisional Diffie-Hellman problem, a standard hard problem in cryp-
tography.

So the reasonable question is: What can we do in (randomized) polynomial
time, permitting access to “number-theory oracles” (factoring and Discrete Log)?

The surprising recent answer is that, at least in odd characteristic, there are
no other obstacles to polynomial-time randomized membership testing; in this
sense, we can say that all obstacles are abelian.
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Theorem 7. Let G ≤ GL(n, q) be a given matrix group in odd characteristic
(q is an odd prime power). Then membership in G can be decided and the order
of G determined in randomized polynomial time with access to number-theory
oracles.

(Determining the order of groups suffices for membership testing since g ∈ G
exactly if the order of G does not change if we add g to the generators.)

Theorem 7 appears in [16] and is the culmination of the program outlined
in [15]. A number of recent results in statistical group theory are required for
the analysis [26,58,22,5,71], including a recent powerful analysis by Parker and
Wilson [71] of an algorithm of Bray [35] to find the centralizer of an involution.

For solvable matrix groups, Luks solved the membership problem in determin-
istic polynomial time, necessarily relying on the number-theory oracles which are
needed already in the abelian case [64]. Luks’s algorithm puts no restriction on
the characteristic. The proof of Theorem 7 reduces the problem to the solvable
case and then calls Luks’s algorithm.

4.6 The BB Filtration

The structural frame that led to Theorem 7 is given by the following chain of
characteristic subgroups, introduced in [15] and known as the BB-filtration.

1 ≤ Rad(G) ≤ Soc∗(G) ≤ Pker(G) ≤ G (2)

We define the terms in this chain. Rad(G) is the solvable radical. Let H =
G/ Rad(G) and let ϕ : G → H be the natural surjection. Then Soc∗(G) =
ϕ−1(Soc(H)) where Soc(H), the socle of H , is defined as the product of the
minimal normal subgroups of H . This group is the direct product of nonabelian
simple groups: Soc(H) = T1 × · · · × Tm, where the Ti are nonabelian simple.
Conjugation by G permutes the set {T1, . . . , Tm}; thus we obtain a permutation
representation G→ Sm. We define Pker(G) as the kernel of this representation.

To find the order of G, we only need to find the order of each of the four
“layers” in this chain. We note that the top layer, G/ Pker(G), is a permu-
tation group (≤ Sm); the second layer, Pker(G)/ Soc∗(G) is a subgroup of
Out(T1) × · · · × Out(Tm) (Out(G) denotes the outer automorphism group of
G) and is therefore solvable; the third layer, Soc∗(G)/ Rad(G) is a product
of simple groups; and the most elusive fourth layer, Rad(G), is solvable.

We are able to determine the order of each of the top three layers in random
polynomial time; only the handling of the radical requires number-theory oracles.
Moreover, only finding the radical requires that we exclude characteristic 2.

Theorem 8 ([16]). For any matrix group G over a finite field, we can deter-
mine the order of G/ Rad(G) in random polynomial time.

The decision version of the problem, “Does G have a quotient of order greater
than a given value M without abelian normal subgroups” is in BPP, and is not
known to be in R or coR. This seems to be one of the very few natural problems
with this complexity status.
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The following result illustrates the significance of Observation 3. The results
says that a rather deep exploration of the top three layers can actually be accom-
plished in the generality of black-box groups, without number-theory oracles.

Theorem 9. Let G be a given black-box group and assume a superset of the
prime factors of |G| is given. Then the standard names of all nonabelian com-
position factors of G can be listed in randomized polynomial time.

This was the first confirmation of the philosophy that “all obstacles are abelian.”
For the “standard names” of finite simple groups (such as PSL(n, q)) we refer to
[42].

This result appears in [16] and relies on several papers in statistical group
theory that were motivated by it and were published later [26,5,58,22].

The first step in the process to prove Theorem 9 is that we move from G to
G/ Rad(G) via Observation 3, noting that the radical is recognizable: g ∈ Rad(G)
exactly if the normal closure of G is solvable. (As indicated in Section 4.4, normal
closures can be constructed and solvability decided in black-box groups.)

4.7 Constructive Membership Test. Center

Under the conditions of Theorem 7, not only are we able to decide membership in
G but we can do so constuctively. The proof of this requires considerable extra
work and relies, in addition to the works cited above, on a recent algorithm
from [52]. We note an important corollary.

Corollary 10. Under the conditions of Theorem 7, the center of G can be found.

This corollary rests on the following general principle.

Proposition 11. Let ϕ : G → H be a homomorphism given by the images of
a set of generators of G, where G and H are a black-box group and every known
subgroup of H admits constructive membership testing. Then the kernel of ϕ can
be constructed.

This result holds with respect to randomized polynomial-time computation, with
or without number-theory oracles.

Now to prove the Corollary, we only need to note that if G ≤ GL(d, q) then
G acts by conjugation on the linear span of G in the space of d×d matrices over
Fq. The kernel of this action is the center of G.

4.8 Statistical Group Theory

We mention two of the recent results in statistical group theory motivated by [15]
and required for the proof of the results stated in the Section 4.6. The proof of
each result is based on a detailed analysis of the list of finite simple groups [42].

Theorem 12 ([26]). If G is a finite simple group and r is a prime then at least
an Ω(1/

√
log |G|) fraction of the elements of G have order relatively prime to r.
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The applications of this result include splitting a direct product of simple
groups into its factors; finding the center Z(G) of a group G where G/Z(G)
is simple; recognizing the third level of the BB filtration (Soc∗(G)) within the
second level (Pker(G)).

The next theorem says that we can compute the order of a finite simple group
from a statistic of the orders of its elements.

Let E = (e1, . . . , em) be a list of positive integers and g ∈ G a group element.
The “result of the E-test on g” is the (0, 1)-sequence (ε1, . . . , εm) where εi = 1
exactly if gei = 1. The “result of the E-test on the sequence g1, . . . , gt ∈ G” is
the concatenation of the results of the E-tests on each gi.

Theorem 13 ([58,22]). Given a prime p and a positive integer N ≥ p, we can
compute in time polylog(N) a sequence E = (e1, . . . , em) of positive integers with
the following property. Let G be a finite simple group of Lie type in characteristic
p and suppose |G| ≤ N . Then the result of the E-test on a sequence of polylog(N)
nearly uniform random elements of G determines, with high probability, the order
of G; and the order of G can be calculated in polylog(N) time from the data,
with high probability.

We note that there is only one infinite family of pairs of nonisomorphic sim-
ple groups of equal order: the symplectic groups PSp(2d, q) and the orthogonal
groups PΩ(2d + 1, q) for odd q. A black-box algorithm to separate these pairs,
based on an analysis of Bray’s algorithm for centralizers [35], was found by Alt-
seimer and Borovik [5].

5 Prequel: Leningrad, November 4, 1978

5.1 Ten Rubles Extra

A few minutes before midnight on Friday, November 3, 1978, I boarded an
overnight train at Moscow’s “Leningrad Railway Station.” The next day I would
spend the afternoon in intense discussion with Dima Grigoriev at LOMI, the
Leningrad Branch of the Mathematical Institute of the Soviet Academy of Sci-
ences, a discussion that would profoundly affect my research.

The trip was not without risks. I did not have a permit to travel to Leningrad;
the need to do so was not foreseen. Pretending to be a Soviet citizen, with limited
knowledge of Russian, I traveled in a railcar foreigners were not supposed to
enter. After waiting at the station for hours in vain at the end of a long line
before the ticket window, I obtained my 13-ruble ticket ($13 on official exchange
rate) from a courteous individual who was looking for some private business in
this wholly state-owned economy, after the little ticket-window closed without
having sold a single ticket. My volunteer ticket agent charged me “chervonyets
sverhoo” - 10 rubles extra, still a bargain for an 8-hour trip in a sleeping car.
Once in the car, I had to pretend I could hardly keep my eyelids open, to avoid
having to chat, maybe share a drink of vodka, with the friendly Russian crowds
on the train. Had I been discovered (uttering a single word would have sufficed),
my career would have taken a rather different turn.
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I was on a scientific exchange visit pursuant to an agreement between the
governments of the fraternal nations of Hungary and the Soviet Union. The
itinerary had to be planned years in advance; I was to visit the state universities
of Moscow and Minsk.

Minsk was my first stop. One of my then recent results was an algorithm to
test isomorphism of graphs with simple eigenvalues in polynomial time, and I
was working on the case of bounded eigenvalue multiplicity. I learned from my
colleagues in Minsk that a Leningrad mathematician by the name of Dmitry
Grigoriev had announced a solution to just that problem under the additional
assumption of vertex-transitivity (all vertices are equivalent under automor-
phisms). I found this extra condition unnatural (“symmetry can only make the
isomorphism problem easier”) and decided that I must meet Grigoriev.

There was no group theory in Dima’s solution; it used vertex-transitivity only
in the naive sense (“all vertices look alike” so no vertex-invariants can distinguish
them). By the end of the day, I understood the linear algebra involved, and
recognized the combinatorial difficulty in extending the solution to the general
case. I left confident that sooner rather than later that combinatorial difficulty
would fall, and Dima entrusted the further fate of that problem to me. Within
hours of our farewell, I was on my way to Moscow, the return ticket having been
secured by my friend Ruvim Gurevich. Having survived this sidetrip without
incident2, a few days later I was back home in Budapest, merrily preparing for
my first trip to the US.

5.2 Cylinder Intersection

Within days of my meeting with Dima it became clear that the automorphism
group of a graph with bounded multiplicity of eigenvalues can be represented
as the intersection of certain “cylindric subgroups with small base” of a direct
product of small groups. Here a cylindric subgroup of the group H1 × · · · ×Hk

is a group of the form B ×∏j /∈J Hj where J ⊆ {1, . . . , k} and B ≤ ∏j∈J Hj .
The group B is the “base” of the cylinder. “Small” means polynomially bounded
size. So for the first time, the key to a case of Graph Isomorphism was a problem
in computational group theory.

In Budapest I announced a solution to this problem and at the end of Novem-
ber I left for New York believing that the case of bounded eigenvalue multiplicity
had been conquered.

5.3 Las Vegas in Montreal

I found the graphs with bounded color multiplicity as a handy model that showed
the same combinatorial difficulty without the linear algebra. Indeed, for this class
of graphs, the automorphism group is the intersection of cylinders with bounded
bases.

2 There was more thrill to this adventure than this brief account could indicate; for
details, see [13].
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On a visit to MIT in spring 1979, I tried to use this model to explain the
solution to Gary Miller. I could not. There was no solution.

After several agonizing weeks, in a flash on a sunny day at a meeting in Mon-
treal in June 1979, the “tower of groups” solution struck me, first as an attempt
to put this case of Graph Isomorphism in NP∩ coNP, then in ZPP=R∩ coR.
The solution also resolved the general case of cylinder intersections [8] and thus
completed the polynomial-time (then Las Vegas) isomorphism test for graphs
with bounded eigenvalue multiplicity, also derandomized by the subsequent [45]
termination rule [21].

More importantly, and not foreseen in Leningrad on November 4, 1978, the
method linked the Graph Isomorphism problem to group theory, initiated the
complexity analysis of algorithmic problems for finite groups, and linked groups
to a randomized complexity class - precipitating the developments described in
this paper.

My 10 rubles were well spent.
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Montréal Tech. Rep., DMS 79-10, 42 pages (1979)

9. Babai, L.: Trading group theory for randomness. In: Proc. 17th STOC, pp. 421–
429. ACM, New York (1985)

10. Babai, L.: Random oracles separate PSPACE from the polynomial-time hierarchy.
Information Processing Letters 26, 51–53 (1987/1988)

11. Babai, L.: Local expansion of vertex-transitive graphs and random generation in
finite groups. In: Proc. 23rd STOC, pp. 164–174. ACM, New York (1991)

12. Babai, L.: Bounded round interactive proofs in finite groups. SIAM J. Discr.
Math. 5, 88–111 (1992)

13. Babai, L.: The forbidden sidetrip. In: Calude, C.S. (ed.) People & Ideas in Theo-
retical Computer Science, pp. 1–31. Springer, Heidelberg (1998)

14. Babai, L., Banerjee, A., Kulkarni, R., Naik, V.: Evasiveness and the distribution
of prime numbers. In: Proc. 27th Ann. Symp. on Theoretical Aspects of Comp. Sci
(STACS 2010), pp. 71–82. Schloss Dagstuhl Online Publ. (2010)



178 L. Babai

15. Babai, L., Beals, R.: A polynomial-time theory of black-box groups I. In: Groups
St Andrews 1997 in Bath, I. London Math. Soc. Lect. Notes. vol. 260, pp. 30–64
(1999)
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Abstract. We study digraphs preserved by a Maltsev operation, Malt-
sev digraphs. We show that these digraphs retract either onto a di-
rected path or to the disjoint union of directed cycles, showing that
the constraint satisfaction problem for Maltsev digraphs is in logspace,
L. (This was observed in [19] using an indirect argument.) We then
generalize results in [19] to show that a Maltsev digraph is preserved
not only by a majority operation, but by a class of other operations
(e.g., minority, Pixley) and obtain a O(V 4

G)-time algorithm to recog-
nize Maltsev digraphs. We also prove analogous results for digraphs pre-
served by conservative Maltsev operations which we use to establish that
the list homomorphism problem for Maltsev digraphs is in L. We then
give a polynomial time characterisation of Maltsev digraphs admitting
a conservative 2-semilattice operation. Finally, we give a simple induc-
tive construction of directed acyclic digraphs preserved by a Maltsev
operation.

1 Introduction

The study of relational structures and, in particular, digraphs preserved by cer-
tain operations from universal algebra became extremely important during the
last decade. The main driving force behind this is the algebraic constraint sat-
isfaction problem (CSP) dichotomy conjecture, which states that a constraint
satisfaction problem CSP(B) is tractable if the relational structure B is preserved
by a weak-near-unanimity (weak-NU) operation, and is NP-complete otherwise
[5,6,20]. Generalizing the dichotomy theorem of Hell and Nešetřil [16], the con-
jecture has been established for digraphs with no sinks and no sources by show-
ing that such digraphs are very structured, in fact, they retract onto a disjoint
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union of directed cycles [3]. Other results relating the complexity of CSPs on
digraphs to the existence of operations that preserve the digraph can be found,
for example, in [2,1].

Once the tractability of a CSP is established, one also wishes to know the
fine-grained complexity of that CSP, i.e. is the CSP in some subclass of P,
such as L or NL? To establish the membership of a CSP in a complexity class
inside P it is important to study the structure of relational structures (and
digraphs) preserved by operations which are more “restrictive” than weak-NU
operations, i.e. operations that imply the presence of a weak-NU operation. Two
important results in this direction, which we will invoke, are that if a relational
structure is preserved by a majority operation, then the corresponding CSP is
in the complexity class NL [9]; and if CSP(B) is definable in Datalog and B is
preserved by a Maltsev operation, then CSP(B) is in L [10,12].

We study the structure of digraphs preserved by a Maltsev operation, that we
call Maltsev digraphs. We show that these digraphs retract either onto the disjoint
union of directed cycles or to a directed path. This gives a direct proof that
the corresponding CSP is in constant width symmetric Datalog and therefore
in L. (Membership of these CSPs in symmetric Datalog, without the constant
width guarantee, was independently shown by Kazda [19], however, his proof is
rather indirect.) We then generalise other results in [19] to show that a Maltsev
digraph is preserved not only by a majority polymorphism, but also by a class
of polymorphism obeying certain restrictions (e.g. minority, Pixley). We also
extend the results to the conservative setting, i.e. we show that a conservative
Maltsev digraph is preserved by a class of conservative polymorphisms.

A generalization of the rectangularity [4] property of digraphs is introduced.
We call this rectangularity total rectangularity, and we establish that a digraph
is preserved by a Maltsev operation iff it is totally rectangular. Similarly, we
show that a digraph is preserved by a conservative Maltsev operation iff it is
universally rectangular, a specific form of total rectangularity.

We apply our results to the list homomorphism problem, LHOM, for directed
graphs. While the complexity of LHOM for undirected graphs is completely un-
derstood [13], for the directed version, the only result known is a P vs. NP
dichotomy [17]. We show that LHOM for Maltsev digraphs is in L.

It is shown that a digraph preserved by a Maltsev operation is also preserved
by a conservative 2-semilattice operation iff the digraph satisfies a certain com-
binatorial property. We note that if a structure is preserved by a 2-semilattice
operation, then CSP(B) is in Datalog and therefore in P [18]. We also charac-
terise Maltsev digraphs preserved by a conservative 2-semilattice operation and
show that these digraphs can be recognised in NL.

Finally, an inductive construction of directed acyclic graphs preserved by a
Maltsev operation is given. The main motivation behind this construction is
that we suspect that extending this construction to n-permutable digraphs (2-
permutable digraphs are precisely the Maltsev digraphs [15]) could make progress
towards identifying all list homomorphism problems for digraphs in L. We note
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that in [13], an inductive construction of “conservative” n-permutable graphs is
key to the identification of all graphs whose LHOM is in L.

2 Preliminaries

2.1 Algebra

We describe the algebraic definitions for digraphs, however, note that these
definitions are straightforward to generalize to relational structures. Let G =
(VG, EG) and H = (VH , EH) be digraphs. A homomorphism from G to H is
a map f from VG to VH , such that for every edge (u, v) ∈ EG we have that
(f(u), f(v)) is an edge in H , i.e. (f(u), f(v)) ∈ EH . A digraph G is called a core
if every homomorphism from G to itself is an automorphism, i.e. a permutation
on VG. Let G′ be a subgraph of G. We say that G retracts onto G′ if there
is a homomorphism h : G → G′ such that h is the identity map on G′. For a
digraph H , we can then define CSP(H) as the class of all digraphs that admit a
homomorphism to H .

An n-ary operation on a set A is a function f : An → A. Given a digraph G
and an n-ary operation f on VG, we say that f preserves G, or that f is a poly-
morphism of G, if for any n edges (u1, v1), . . . , (un, vn) ∈ EG (not necessarily dis-
tinct), the pair (f(u1, . . . , un), f(v1, . . . , vn)) ∈ EG. For an n-ary operation f , we
write f(x1, . . . , xn) ≈ f(y1, . . . , yn) if f(x1, . . . , xn) = f(y1, . . . , yn) for all possi-
ble values of the xi, yi, i = 1, . . . , r. A ternary operation m is Maltsev if it sat-
isfies m(x, x, y) ≈ m(y, x, x) ≈ y, Pixley if it satisfies m(x, x, y) ≈ m(y, x, x) ≈
m(y, x, y) ≈ y, majority if it satisfies m(x, x, y) ≈ m(x, y, x) ≈ m(y, x, x) ≈ x,
and minority if it satisfies m(x, x, y) ≈ m(x, y, x) ≈ m(y, x, x) ≈ y. A binary
operation ∗ is 2-semilattice if it satisfies x ∗ x ≈ x, x ∗ y ≈ y ∗ x ≈ x ∗ (x ∗ y).

2.2 Graph Theory

Since all graphs in the rest of the paper are directed, we use the terms graph and
digraph interchangeably. For a natural number n we write [n] = {1, 2, . . . , n}. An
oriented path is a sequence of, not necessarily distinct, vertices v1, . . . , vn such
that for every i ∈ [n−1], either (vi, vi+1) (a forward edge) or (vi+1, vi) (a backward
edge) is an edge. We use the terms path and oriented path interchangeably. A
cycle is an oriented path with starting point v1 and endpoint vm such that either
(vm, v1) or (v1, vm) is an edge. The net length of a path P , net(P ), is the number
of forward edges minus the number of backward edges in P . A (reverse) dipath
is a sequence of, not necessarily distinct, vertices v1, . . . , vn such that for every
i ∈ [n− 1], (vi, vi+1) ((vi+1, vi)) is an edge. A directed cycle is a dipath v1, . . . , vn

such that (vn, v1) is also an edge. For a (reverse) dipath P , we let len(P ) denote
the number of edges in P . We use the term simple dipath or (directed) cycle to
indicate that all vertices of the dipath or (directed) cycle are distinct.

A component of digraph G is a maximal subgraph, H , of G such that for
every pair of vertices u, v ∈ VH , there is an oriented path from u to v. A digraph
with one component is said to be connected. A digraph is a directed acyclic graph
(DAG) if it contains no directed cycles. A DAG G is layered if there exists q ∈ N
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such that the vertices of G can be partitioned into q levels L0, . . . , Lq−1, such
that any edge of G goes from Li to Li+1, for some i = 0, . . . , q − 2.

Let G be a digraph, and x a vertex of G. We define x+1 = {y ∈ VG : (x, y) ∈
EG}, and x−1 = {y ∈ VG : (y, x) ∈ EG}. We call a vertex v a source if v−1 = ∅,
and a sink if v+1 = ∅. If u and v are vertices of G, u

k→ v denotes the existence
of a dipath from u to v of length k; u→ v denotes u

1→ v.

3 Retracts of Maltsev Digraphs

Definition 1 (totally rectangular). A digraph G is k-rectangular if the fol-
lowing implication holds for all vertices x, y, u, v:

x
k→ u & y

k→ u & y
k→ v ⇒ x

k→ v.

A digraph is rectangular if it is 1-rectangular, and totally rectangular if it is
k-rectangular for every k ∈ N.

It is not hard to verify that a Maltsev digraph must be totally rectangular, but
in Section 4 (see Corollary 1) we show that the two properties are equivalent.

Example 1. The digraph in Fig. 1 is rectangular but not 2-rectangular. While
the digraph in Fig. 4 is totally rectangular.
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Fig. 1. A rectangular digraph that is not 2-rectangular

We now state the main result of this section.

Theorem 1. Let G be a totally rectangular digraph. If G is acyclic then G
retracts onto a simple dipath. Otherwise G retracts onto the disjoint union of
simple directed cycles.

The proof of Theorem 1 is a direct consequence of Lemma 4 below. We begin
with some definitions and simple observations.

Lemma 1. Let G be a digraph. Then G is layered iff for every pair of vertices
u, v in G, and any pair of oriented paths P and Q from u to v, it holds that
net(P ) = net(Q).

Definition 2. Let G be a digraph that contains a directed cycle. Let C be a
shortest directed cycle in G and assume it has length m. We say that G is
inconsistent if there exist two vertices u, v in G such that, there are two different
oriented paths of net lengths �1 and �2 from u to v such that �1 �≡ �2 mod m.
Otherwise we say that G is consistent.
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Proposition 1. Let G be a digraph that contains a directed cycle. Let C be a
shortest directed cycle in G. Then G retracts onto C iff G is consistent.

Lemma 2. Let G be a totally rectangular digraph and u, v be vertices in G.
Let P and Q be two dipaths in G from u to v, such that len(P ) > len(Q). Set
k = len(P ), � = len(Q), and d = k − �. Then one of the following two cases
occurs:

1. If 2� > k, then G contains vertices u′, v′ and dipaths P ′, Q′ from u′ to v′ with
the following property: len(P ′) = �, len(Q′) = 2�−k, and len(P ′)−len(Q′) =
d;

2. If 2� ≤ k, then G contains a directed cycle of length d.

Proof. See Fig. 2. In the first case, let u′ be the vertex of P such that the
subpath Pu′v of P from u′ to v has length �. Let v′ be the vertex of P such that
the subpath Puv′ of P from u to v′ has length �. Applying the �-rectangularity of
G to Pu′v, Q, and Puv′ , we obtain the desired dipath P ′ with len(P ′) = �. The
other required dipath Q′ is the subpath of P from u′ to v′. Since k = 2�−len(Q′)
we have that len(Q′) = 2�− k, and len(P ′)− len(Q′) = �− (2�− k) = k− � = d.

In the second case, the two paths P ′ and Q′ form a cycle of length �+(k−2�) =
d because 2� ≤ k.

u

v

u′

v′

P ′ Q
Q′

P u

v

u′

v′

P ′ Q
Q′

P

Fig. 2. Case 1 (left) and Case 2 (right) of Lemma 2

Lemma 3. Let G be a totally rectangular digraph and u, v ∈ VG. Let P1 and
P2 be oriented paths in G from u to v. Assume that net(P1) > net(P2), and set
d = net(P1)−net(P2). Then there are vertices s, t ∈ VG and dipaths Q1 and Q2

in G from s to t, such that len(Q1)− len(Q2) = d.

Lemma 4. Let G be a connected totally rectangular digraph. If G is a DAG
then G retracts onto a simple dipath. Otherwise G retracts onto a simple directed
cycle.

Proof. Assume first that G is a DAG. We claim that G must be layered. Assume,
for a contradiction, that G is not layered. By Lemma 1, there exist u, v ∈ VG

and oriented paths P and Q from u to v, such that net(P ) �= net(Q). Using
Lemma 3, we can assume that P and Q are dipaths of different length. Now we
repeatedly apply Case 1 of Lemma 2 as long as it is possible, and then applying
Case 2 yields a cycle, a contradiction. So G is layered.
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Assume that G has levels L0, . . . , Lq−1. Fix vertices s ∈ L0 and t ∈ Lq−1,
and let O be any oriented path from s to t (such a path exists because G is
connected). Applying the total rectangularity of G to appropriate subpaths of
O, it is easy to see that there exists a dipath D of length q− 1 from s to t in G.
Clearly, G retracts onto D.

Suppose that G contains a directed cycle. By Proposition 1, it is enough to
show that G is consistent. Assume this is not the case. Let C be a shortest
directed cycle in G, and assume it has length m. Because G is inconsistent, we
can find vertices u, v ∈ VG and oriented paths P1 and P2 from u to v, such that
net(P1) �≡ net(P2) mod m. Set �1 = net(P1) and �2 = net(P2). Assume w.l.o.g.
that �1 > �2, and that u is a vertex of C. Note that if u is not a vertex of C, then
we fix a vertex c of C and find any oriented path S from c to u. Then attaching
S to P1 and P2 at vertex u gives us the desired oriented paths. Furthermore, we
can assume that �1−�2 = d < m, because if not, we can add C-loops from u to u
to P2 to increase its length by a multiple of m, until �1−�2 < m. Using Lemma 3
we obtain directed paths Q1 and Q2 such that len(Q1)− len(Q2) = d, and then,
by applying Lemma 2, we obtain a cycle of length d in G, a contradiction.

By Lemma 4, each connected component of G retracts either onto a sim-
ple dipath or to a simple directed cycle. The trivial observation that a dipath
homomorphically maps to a cycle completes the proof Theorem 1.

4 Characterisations, Polymorphisms and Algorithms

4.1 Rectangular Characterisations and Other Polymorphisms

In this section we generalise a technique of Kazda [19] to characterise digraphs
that admit Maltsev and conservative Maltsev polymorphisms as those which
are totally rectangular and universally rectangular respectively and to provide
polynomial time algorithms for recognising the relevant properties. Furthermore,
we show that Maltsev digraphs also admit many other polymorphisms, and under
certain conditions, they also admit conservative 2-semilattice polymorphisms.

Definition 3 (conservatively k-rectangular, universally rectangular).
We say that a graph is conservatively k-rectangular if it satisfies the following
sentence:

x→ x1 → · · · → xk−1 → u
y → y1 → · · · → yk−1 → u
y → z1 → · · · → zk−1 → v

⎫⎬⎭⇒
{There is a path x→ w1 → · · · →

wk−1 → v with wi ∈ {xi, yi, zi}
for each i.

(1)

A graph that is conservatively k-rectangular for all k ≥ 1 will be called universally
rectangular.

Example 2. The digraph in Fig. 4 is conservatively rectangular but not conser-
vatively 2-rectangular. While the digraph in Fig. 3 is universally rectangular.
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Fig. 3. A universally rectangular digraph

Definition 4. Let G be a digraph. Define the binary relations R− on VG by x R−

y if x−1∩y−1 �= ∅. The dual relation R+ is defined by x R+ y if x+1∩y+1 �= ∅.

The relation R+ is an equivalence relation on the set {x ∈ VG : x+ �= ∅}, the set
of vertices of G that are not sinks. The relation R− is an equivalence relation on
the set {x ∈ VG : x− �= ∅}, the set of vertices of G that are not sources. So it
makes sense to consider the respective factor graphs, this was observed in [19].
We use the notation G/R+ to denote the graph on the R+-classes of G. Given
R+-classes A,B, we write A→ B if there is some a ∈ A and b ∈ B with a→ b.
Similarly, G/R− denotes the same construction, but using the relation R−. Note
that G/R+ is not strictly an actual graph quotient of G, only a quotient of an
induced subgraph of G. Nevertheless, we sometimes refer to it as “the quotient
of G by R+”. The proof of the following lemma is routine.

Lemma 5. Let G be a rectangular digraph and k > 1.

1. G is �-rectangular for all � = 1, . . . , k if and only if G/R+ is �-rectangular
for all � = 1, . . . , k − 1.

2. If G is conservatively �-rectangular for all � = 1, . . . , k then G/R+ is con-
servatively �-rectangular for all � = 1, . . . , k − 1.

For a totally rectangular graph G, define G0 = G and Gi+1 = Gi/R
+, i ≥

1. From Lemma 5 it follows that Gi is defined for all positive integers i, and
eventually Gi will either be empty or a disjoint union of directed cycles (the
only situations that R+ can be trivial). We define G∞ = Gk, where k is such
that Gk = Gk+1 (i.e. G∞ is either empty or a disjoint union of directed cycles).

The next lemma is obtained by applying the Maltsev property to the columns
of the premise of (1).

Lemma 6. Let G be a digraph.

1. If G has a Maltsev polymorphism, then G is totally rectangular.
2. If G has a conservative Maltsev polymorphism, then G is universally rectan-

gular.

Lemma 7. Let a, b be vertices in a totally rectangular digraph G satisfying con-
servative 2-rectangularity and assume that neither a nor b is a source or sink. If
a/R+ ∩ b/R− is nonempty then either b ∈ a/R+ or a ∈ b/R−.

Proof. Let c ∈ a/R+ ∩ b/R−. There are vertices e, f, g, h such that {a, c} ⊆ e−1,
b ∈ f−1, a ∈ g+1 and {c, b} ∈ h+1. However G is conservatively 2-rectangular
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so that there is either an edge from at least one of a, c to f or there is an edge
from g to at least one of {b, c}. Then 1-rectangularity shows that either there is
an edge from a to f or from g to b.

Theorem 2. Consider a property C of digraphs defined by the existence of poly-
morphisms t1, t2, . . . , tk (not necessarily distinct) satisfying a single equational
sequence

t1(x1,1, x1,2, . . . , x1,n1) ≈ · · · ≈ tk(xk,1, xn,2, . . . , xk,nk
) ≈ x,

where {x1,1, . . . , x1,n1} = · · · = {xk,1, . . . , xk,nk
} and x ∈ {x1,1, . . . , x1,n1}. The

following statements are true provided that the equation x ≈ y does not follow
from C.

1. Let G be a totally rectangular digraph. Then G has property C if and only if
G∞ has property C.

2. Let G be universally rectangular. Then G has property C with each ti con-
servative if and only if G∞ has property C with each of the ti conservative.

The same conclusions can be made without the requirement that ≈ x be included in
the equational sequence, and if the polymorphisms are required to be idempotent.

Proof. Our proof is very similar to the main proof in [19]; we use Lemma 5 rather
than the assumption of the Maltsev property directly. We focus only on the
conservative case (not considered in [19]), as the non-conservative case is obtained
by following this proof and missing some steps. We give only a sketch here.

It is easy to see that if G has conservative property C then so does G/R+

by defining ti(x1/R
+, . . . , xn/R+) = ti(x1, . . . , xn)/R+. Thus, it suffices to show

that if G/R+ satisfies some conservative property C then so does G. This uses
only total rectangularity (to ensure that successive quotients are well defined).

The reverse direction is shown by backward induction over successive quo-
tients by R+: essentially, provided G/R+ has polymorphisms ti witnessing prop-
erty C, then so does G. This part of the argument is mostly identical to that
given in [19] (in the case of majority polymorphisms), except Lemma 7 is invoked
to guarantee a conservative choice of the polymorphisms.

It is useful to note that instead of explicit use of universal rectangularity,
this argument used only the fact that on each successive quotient by R+, both
rectangularity and the conclusion of Lemma 7 hold.

Some instances of polymorphisms satisfying the conditions of Theorem 2 are
majority, Maltsev and Pixley. In these cases G∞ always has the desired poly-
morphism, giving the following corollary.

Corollary 1. Let G be a digraph.

1. G admits a (conservative) Maltsev polymorphism iff it admits a (conserva-
tive) Pixley operation iff it is totally (universally) rectangular.

2. If G is totally (universally) rectangular then G admits a (conservative) mi-
nority polymorphism and a (conservative) majority polymorphism.
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Remark 1. The first part of Corollary 1 strengthens the result given in Lemma 4
of [11], for the case of digraphs. The relational clone 〈B〉 of a structure B is the set
of all relations that can be expressed with primitive positive first-order formulas
(i.e. only existential quantification, conjunction, and equality is allowed) from B.
When we restrict [11, Lemma 4] to digraphs, it can be stated as follows: A
digraph G is preserved by a Maltsev operation iff every binary relation in 〈G〉 is
rectangular. It is easy to see and well-known that every binary relation in 〈G〉 can
be expressed as BG(S, a, b) = {(h(a), h(b))|h is a homomorphism from S to G}
for a structure S with two distinguished vertices a and b. Then Corollary 1
implies that for a digraph G to be preserved by a Maltsev operation it is enough
to require that only those binary relations in 〈G〉 that can be expressed as
BG(S, a, b), where S is a directed path with initial vertex a and terminal vertex
b, are rectangular.

The above corollary yields an algorithm for verifying if a graph has a Maltsev (or
Pixley) polymorphism. Indeed, the rectangularity of a digraph is equivalent to
the following property of its adjacency matrix: when two rows (or two columns)
share a common 1 they are identical. On an n-vertex digraph this property may
be verified in O(n3) steps. A digraph has a Maltsev polymorphism if and only if
each (of at most n) successive quotient by R+ is rectangular, with the process
stopping once there are no R+-classes of size more than 1 (which happens after
at most n quotients). Overall this takes O(n4) steps (quadratic in terms of the
size of the adjacency matrix).

Universal rectangularity (equivalently, the existence of a conservative Maltsev
polymorphism) can also be verified in polynomial time by verifying total rectan-
gularity and conservative 2-rectangularity at each successive quotient by R+. In
fact, the proof of Theorem 2 is sufficiently constructive to construct the desired
polymorphisms (when they exist): simply work backwards from their definition
of G∞.

4.2 Conservative 2-Semilattice Polymorphisms

A disjoint union of directed cycles admits a conservative commutative binary
(ccb) polymorphism (which coincide with conservative 2-semilattice operations)
if and only if it contains no even cycles. This provides a case where Theorem 2
characterises a proper subclass of conservative Maltsev digraphs. In this section
we classify Maltsev digraphs admitting a ccb polymorphism. A corollary of the
result will be a sort of converse to Theorem 2: a Maltsev digraph with a ccb
polymorphism is necessarily conservative Maltsev (Proposition 2 below).

Consider any digraph G and let ∗ be any conservative commutative binary
operation on VG. The operation ∗ has an easy interpretation as a colouring of
the nondiagonal elements of the cartesian square V 2

G\{(v, v) | v ∈ VG}: the pair
(a, b) is coloured L if a ∗ b = a and R if a ∗ b = b; commutativity is equivalent to
(a, b) having different colour to (b, a). (The exclusion of the diagonal elements
is only for convenience.) We now examine the consequences of ∗ being a ccb
polymorphism.
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For any digraph G we define a structure—the ccb graph of G—on the non-
diagonal elements of the cartesian square V 2

G\{(v, v) | v ∈ VG}. The ccb graph
is a graph with two kinds of edges: “orienting” edges, which are directed, and
“straight” edges which are considered as having no direction.

– A (directed) orienting edge is placed from (a1, b1) to (a2, b2) if there are
parallel edges connecting each of the following pairs in G: a1 and a2; b1 and
b2; and b1 and a2 but not a1 and b2. The following diagram depicts two
situations that an orienting edge pointing from (a1, b1) to (a2, b2) can arise:

� �

� �

�

�

�
���

b1

a1

b2

a2

� �

� �

�

�
�

���
b1

a1

b2

a2

– An (undirected) straight edge is placed from (a1, b1) to (a2, b2) if there are
parallel edges connecting the following pairs: a1 and a2; b1 and b2; but not
a1 and b2 or a2 and b1.

A directed path in the ccb graph is a path of orienting edges and straight edges,
in which each orienting edge is traversed in a forward direction. We now adopt
the notation � to denote directed paths: note that (a, b)� (c, d) if and only if
(d, c)� (b, a). An important observation is: if (a, b) is not connected to (c, d) in
the ccb graph of G then the compatibility of the ccb operation with the edges
of G does not fail at the pairs (a, b) and (c, d). Thus the digraph G admits a ccb
polymorphism iff the ccb graph of G can be coloured by L and R such that L and
R are preserved across straight edges, L is preserved forward across orienting
edges and R is preserved backward across orienting edges. Expressed in terms of
� this becomes the following rules.

(L) If (u, v) is coloured L and (u, v)� (x, y) then:
(1) (x, y) is coloured L.
(2) (y, x) is coloured R.

(R) If (u, v) is coloured R and (x, y)� (u, v) then:
(1) (x, y) is coloured R.
(2) (y, x) is coloured L.

Theorem 3. A digraph G admits a ccb polymorphism ∗ if and only if for every
distinct a, b ∈ G, the ccb-graph of G does not contain a directed path both from
(a, b) to (b, a) and from (b, a) to (a, b). When a ccb polymorphism exists, it can
be constructed in a polynomial number of steps.

Proof. The forward implication is simply the statement that the colouring of the
ccb-graph must colour each pair (a, b) oppositely to its reverse (b, a), and the
colouring rules (L)(1)–(R)(2) must be obeyed.

Now we show the converse: assume that for every a, b ∈ G, the ccb-graph of
G does not contain a directed path from (a, b) to (b, a) and from (b, a) to (a, b).
We construct (in a polynomial number of steps) a successful colouring by L and
R, whence a ccb polymorphism.
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First phase. Begin by finding any pairs (a, b) from which there is a directed
path to the reverse pair (b, a) (obviously, such a path must contain an orienting
edge). In every case, colour (a, b) by R and (b, a) by L. By assumption, no pair
is coloured two different colours simultaneously.

Second phase. Routine arguments show that after phase 1, no uncoloured
pair is forced to be coloured by rules (L)(1)–(R)(2). Complete the colouring by
iterating the following process until all pairs are coloured: take any uncoloured
pair, (a, b) say, and colour it arbitrarily; colour any other pairs for which rules
(L)(1)–(R)(2) apply starting from (a, b).

Routine arguments show that, at each iteration, no pair is coloured twice by
different colours, hence the desired colouring (and ccb-polymorphism) is even-
tually achieved.

Note that the second property in Theorem 3 can be verified using Reachability
in the ccb-graph of G, so is solvable in nondeterministic logarithmic space. Hence
deciding if a digraph has a ccb polymorphism is in NL too.

Proposition 2. The following are equivalent for a Maltsev graph G:

1. G has a conservative commutative idempotent binary polymorphism;
2. G has a conservative commutative idempotent binary polymorphism and a

conservative Maltsev polymorphism;
3. G has a conservative Maltsev polymorphism and G∞ is empty or has no even

length cycles.

Proof. (2)⇒(3)⇒(1) follow from Theorem 2, because a disjoint union of directed
cycles has a ccb iff it has no even length cycles. For (1)⇒(2) we use Theorem
3 to prove a version of Lemma 7 with conservative 2-rectangularity replaced by
ccb. The routine proof, which we omit, uses the digraph in Fig. 4.

�

�

�

� �

�

�

�

�
�����
� �

�
�����

�
��

�
��

Fig. 4. A Maltsev digraph with no conservative Maltsev polymorphism

Note that the digraph in Fig. 4 is easily seen to admit a conservative majority
polymorphism, a Maltsev polymorphism, but no conservative Maltsev polymor-
phism. So conservative majority cannot replace ccb in Proposition 2.

4.3 A Simple Inductive Construction of Maltsev DAGs

In this section we provide a simple inductive characterisation of totally rect-
angular DAGs. We note that in [19, Corollary 16] Kazda gives an inductive
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construction of Maltsev digraphs, however, this construction is not fully satisfy-
ing in the sense that it is non-deterministic, i.e. it does not specify how to obtain
the desired preimages, and it is not clear if it can be made deterministic. The
construction described below consists of repeated applications of two straight-
forward steps (and their reverse versions) which clearly specify how to obtain
a new Maltsev digraph from an already constructed one by a certain copying
process. We need the following definitions.

Definition 5 ((Reverse) arborescence). An (reverse) arborescence is a di-
rected tree with root r such that every edge points away from (towards) r.

Definition 6 (∇(r, h) and Δ(r, h)). Let G be a digraph, r ∈ VG, and h ∈ N.
∇(r, h) (Δ(r, h)) is defined to be the subgraph of G whose vertices and edges are
the vertices and edges of all (reverse) sub-dipaths of G which have initial vertex
r and length h. A vertex v ∈ ∇(r, h) − r (Δ(r, h) − r) is called an endpoint of
∇(r, h) (Δ(r, h)) if there is a (reverse) dipath of length h from r to v. Otherwise
v is called an inner vertex of ∇(r, h) (Δ(r, h)).

Definition 7 (isolated∇(r, h)). Let G be a digraph. Consider ∇(r, h) (Δ(r, h))
for some r ∈ VG and h ∈ N. We say that ∇(r, h) (Δ(r, h)) is isolated in G
if for every inner vertex v of ∇(r, h), both the in-neighbourhood and the out-
neighbourhood of v belongs to ∇(r, h) (Δ(r, h)).

r

∇(r, 2)
2a

r
Δ(r, 2) 2d

p

G G′ G′′

Fig. 5. Construction of a totally rectangular DAG

We are ready to define the construction formally in Fig. 6. This construction
can be used, for example, to define a minority operation for a totally rectangular
DAG. Also, a more restricted version of the construction can be defined, but it
becomes slightly more technical.

Example 3. Consider the totally rectangular DAG G′′ in Fig. 5. To construct
it using the method in Fig. 6, we start with the dipath G and first apply Step
2a to G to obtain G′. Next we apply Step 2d to G′ obtain G′′. The thick edges
indicate the subgraphs ∇(r, 2) and Δ(r, 2), which are the subgraphs to be copied
and attached appropriately.

Theorem 4. The class of totally rectangular DAGs is the set of digraphs M
defined in Fig. 6.
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1. C contains dipaths of all possible lengths n ∈ N0;

2. C is closed under applying the following operations:

(a) Given a digraph G, let r ∈ VG and h ∈ N such that ∇(r, h) is an arborescence.
Let ∇′ be a copy of ∇(r, h). Join ∇′ to G by identifying the corresponding
endpoints of ∇′ and ∇(r, h). Let the resulting graph be G′;

(b) Given a digraph G, let r ∈ VG be such that r has exactly one incoming edge
(p, r), and h ∈ N such that ∇(r, h) is an isolated arborescence. Let ∇′ be a
copy of ∇(r, h) with root r′. Join ∇′ to C by identifying the corresponding
endpoints of ∇′ and ∇(r, h), and adding the edge (p, r′). Let the resulting
graph be G′;

(c) The reverse version of Step 2a (defined in the natural way);

(d) The reverse version of Step 2b (defined in the natural way).

3. M is the set of digraphs that can be obtained by taking disjoint unions of digraphs
in C.

Fig. 6. Inductive construction of the set M of totally rectangular DAGs

5 Some Applications to the Constraint Satisfaction
Problem

The logic programming language Datalog is one of the main tools to solve CSPs
in P. The fragments of Datalog called linear and symmetric Datalog are con-
jectured to contain all CSPs in NL and L, respectively, see [7,8,14]. A minor
technicality is that it is actually the complement of a CSP that can be defined
in Datalog and its fragments, not the actual CSP.

By Theorem 1, the core of a Maltsev digraph is either a directed path or a
disjoint union of cycles, and for such digraphs the following is not difficult to
show.

Corollary 2. Let H be a Maltsev digraph. Then the complement of CSP(H)
can be defined in symmetric Datalog of constant width and therefore CSP(H) is
in L.

The list homomorphism problem for a digraph H , LHOM(H), is the following
decision problem. Given an input digraph G and for each vertex v ∈ VG a list
Lv ⊆ VH , determine if there is a homomorphism h from G to H such that for
each v ∈ VG, h(v) ∈ Lv. This problem is exactly CSP(Hu) where Hu is the
structure obtained by expanding the digraph H with unary relations U , where
U runs through all non-empty subsets of VH . Using Corollary 1, the following
corollary is easy to deduce.

Corollary 3. The complement of LHOM(H) for a conservative Maltsev digraph
H can be defined in symmetric Datalog, and therefore LHOM(H) is in L.
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2. Barto, L., Kozik, M., Maróti, M., Niven, T.: CSP dichotomy for special triads.

Proceedings of the AMS 137, 2921–2934 (2009)
3. Barto, L., Kozik, M., Niven, T.: Graphs, polymorphisms and the complexity of

homomorphism problems. In: Proceedings of the 40th annual ACM symposium on
Theory of computing, STOC 2008, pp. 789–796 (2008)

4. Bulatov, A., Dalmau, V.: A simple algorithm for Mal’tsev constraints. SIAM Jour-
nal on Computing 36(1), 16–27 (2006)

5. Bulatov, A., Jeavons, P., Krokhin, A.: Constraint satisfaction problems and fi-
nite algebras. In: Proceedings of the 27th International Colloquium on Automata,
Languages and Programming, ICALP 2000, pp. 272–282 (2000)

6. Bulatov, A., Jeavons, P., Krokhin, A.: Classifying the complexity of constraints
using finite algebras. SIAM Journal on Computing 34(3), 720–742 (2005)

7. Bulatov, A.A., Krokhin, A.A., Larose, B.: Dualities for constraint satisfaction prob-
lems. In: Creignou, N., Kolaitis, P.G., Vollmer, H. (eds.) Complexity of Constraints.
LNCS, vol. 5250, pp. 93–124. Springer, Heidelberg (2008)

8. Dalmau, V.: Linear Datalog and bounded path duality of relational structures.
Logical Methods in Computer Science 1, 1–32 (2005)

9. Dalmau, V., Krokhin, A.: Majority constraints have bounded pathwidth duality.
European Journal of Combinatorics 29(4), 821–837 (2008)

10. Dalmau, V., Larose, B.: Maltsev + Datalog ⇒ Symmetric Datalog. In: Proceedings
of the 23rd IEEE Symposium on Logic in Computer Science, LICS 2008, pp. 297–
306 (2008)

11. Dyer, M.E., Richerby, D.: On the complexity of #CSP. In: Proceedings of the 42nd
ACM Symposium on Theory of Computing, STOC 2010, pp. 725–734 (2010)

12. Egri, L.: On CSPs below P and the NL 
= P conjecture (2011) (submitted)
13. Egri, L., Krokhin, A.A., Larose, B., Tesson, P.: The complexity of the list homomor-

phism problem for graphs. In: Proceedings of the 27th International Symposium
on Theoretical Aspects of Computer Science, STACS 2010, pp. 335–346 (2010)

14. Egri, L., Larose, B., Tesson, P.: Symmetric Datalog and constraint satisfaction
problems in logspace. In: Proceedings of the 22nd Annual IEEE Symposium on
Logic in Computer Science, LICS 2007, pp. 193–202 (2007)

15. Hagemann, J., Mitschke, A.: On n-permutable congruences. Algebra Universalis 3,
8–12 (1973)
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Abstract. For a given collection G of directed graphs we define the join-
reachability graph of G, denoted by J (G), as the directed graph that, for
any pair of vertices a and b, contains a path from a to b if and only if
such a path exists in all graphs of G. Our goal is to compute an efficient
representation of J (G). In particular, we consider two versions of this
problem. In the explicit version we wish to construct the smallest join-
reachability graph for G. In the implicit version we wish to build an
efficient data structure (in terms of space and query time) such that we
can report fast the set of vertices that reach a query vertex in all graphs
of G. This problem is related to the well-studied reachability problem
and is motivated by emerging applications of graph-structured databases
and graph algorithms. We consider the construction of join-reachability
structures for two graphs and develop techniques that can be applied to
both the explicit and the implicit problem. First we present optimal and
near-optimal structures for paths and trees. Then, based on these results,
we provide efficient structures for planar graphs and general directed
graphs.

1 Introduction

In the reachability problem our goal is to preprocess a (directed or undirected)
graph G into a data structure that can quickly answer queries that ask if a
vertex b is reachable from a vertex a. This problem has numerous and diverse
applications, including internet routing, geographical navigation, and knowledge-
representation systems [13]. Recently, the interest in graph reachability problems
has been rekindled by emerging applications of graph data structures in areas
such as the semantic web, bio-informatics and social networks. These develop-
ments together with recent applications in graph algorithms [4,5,7] have moti-
vated us to introduce the study of the join-reachability problem that we define as
follows. We are given a collection G of λ directed graphs Gi = (Vi, Ai), 1 ≤ i ≤ λ,
where each graph Gi represents a binary relation Ri over a set of elements V ⊆ Vi

in the following sense: For any a, b ∈ V , we have aRib if and only if b is reachable
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from a in Gi. Let R ≡ R(G) be the binary relation over V defined by: aRb if
and only if aRib for all i ∈ {1, . . . , λ} (i.e., b is reachable from a in all graphs in
G). We can view R as a type of join operation on graph-structured databases.
Our objective is to find an efficient representation of this relation. To the best
of our knowledge, this problem has not been previously studied. We will restrict
our attention to the case of two input graphs (λ = 2).

Contribution. In this paper we explore two versions of the join-reachability
problem. In the explicit version we wish to represent R with a directed graph
J ≡ J (G), which we call the join-reachability graph of G, i.e., for any a, b ∈ V ,
we have aRb if and only if b is reachable from a in J . Our goal is to minimize
the size (i.e., the number of vertices plus arcs) of J . We consider this problem
in Sections 2 and 3, and present results on the computational and combinatorial
complexity of J . In the implicit version we wish to represent R with an efficient
data structure (in terms of space and query time) that can report fast all elements
a ∈ V satisfying aRb for any query element b ∈ V . We deal with the implicit
problem in Section 4. First we describe efficient join-reachability structures for
simple graph classes. Then, based on these results, we consider planar graphs and
general directed graphs. Although we focus on the case of two directed graphs
(λ = 2), we note that some of our results are easily extended for λ ≥ 3 with the
use of appropriate multidimensional geometric structures.

Applications. Instances of the join-reachability problem appear in various ap-
plications. For example, in the rank aggregation problem [3] we are given a
collection of rankings of some elements and we may wish to report which (or
how many) elements have the same ranking relative to a given element. This is
a special version of join-reachability since the given collection of rankings can
be represented by a collection of directed paths with the elements being the
vertices of the paths. Similarly, in a graph-structured database with an associ-
ated ranking of its vertices we may wish to find the vertices that are related to
a query vertex and have higher or lower ranking than this vertex. Instances of
join-reachability also appear in graph algorithms arising from program optimiza-
tion. Specifically, [4] uses a data structure that reports fast vertices that satisfy
certain ancestor-descendant relations in a collection of rooted trees. Moreover,
in [7] it is shown that any directed graph G with a distinguished source vertex
s has two spanning trees rooted at s such that a vertex a is a dominator of a
vertex b (meaning that all paths in G from s to b pass through a) if and only if a
is an ancestor of b in both spanning trees. This generalizes the graph-theoretical
concept of independent spanning trees. Two spanning trees of a graph G are
independent if they are both rooted at the same vertex r and for each vertex v
the paths from r to v in the two trees are internally vertex disjoint. Similarly,
λ spanning trees of G are independent if they are pairwise independent. In this
setting, we can apply a join-reachability structure to decide if λ given spanning
trees are independent. Finally we note that a variant of the join-reachability
problem we defined here appears in the context of a recent algorithm for com-
puting two internally vertex-disjoint paths for any pair of query vertices in a
2-vertex connected directed graph [5].
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Preliminaries and Related Work. The reachability problem is easy in the undi-
rected case since it suffices to compute the connected components of the input
graph. Similarly, the undirected version of the join-reachability problem is also
easy, as given the connected components of two undirected graphs G1 and G2

with n vertices, we can compute the connected components of J ({G1, G2}) in
O(n) time. On the other hand, no reachability data structure is currently known
to simultaneously achieve o(n2) space and o(n) query time for a general directed
graph with n vertices [13]. Nevertheless, efficient reachability structures do exist
for several important cases. First, asymptotically optimal structures exist for
rooted trees [1] and planar directed graphs with one source and one sink [8,11].
For general planar graphs Thorup [12] gives an O(n log n)-space structure with
constant query time. Talamo and Vocca [10] achieve constant query time for
lattice partial orders with an O(n

√
n)-space structure.

Notation. In the description of our results we use the following notation and
terminology. We denote the vertex set and the arc set of a directed graph (di-
graph) G by V (G) and A(G), respectively. Without loss of generality we assume
that V (G) = V for all G ∈ G. The size of G, denoted by |G|, is equal to the
number of arcs plus vertices, i.e., |G| = |V | + |A|. We use the notation a �G b
to denote that b is reachable from a in G. (By definition a�G a for any a ∈ V .)
The predecessors of a vertex b are the vertices that reach b, and the successors
of a vertex b are the vertices that are reached from b. Let P be a directed path
(dipath); the rank of a ∈ P , rP (a), is equal to the number of predecessors of a in
P minus one, and the height of a ∈ P , hP (a), is equal to the number of successors
of a in P minus one. For a rooted tree T , we let T (a) denote the subtree rooted
at a. We will deal with two special types of directed rooted trees: In an in-tree,
each vertex has exactly one outgoing arc except for the root which has none; in
an out-tree, each vertex has exactly one incoming arc except for the root which
has none. We use the term unoriented tree for a directed tree with no restriction
on the orientation of its arcs. Similarly, we use the term unoriented dipath to
refer to a path in the undirected sense, where the arcs can have any orientation.
In our constructions we map the vertices of V to objects in a d-dimensional space
and use the notation xi(a) to refer to the ith coordinate that vertex a receives.
Finally, for any two vectors ξ = (ξ1, . . . , ξd) and ζ = (ζ1, . . . , ζd), the notation
ξ ≤ ζ means that ξi ≤ ζi for i = 1, . . . , d.

1.1 Preprocessing: Computing Layers and Removing Cycles

Thorup’s Layer Decomposition. In [12] Thorup shows how to reduce the reach-
ability problem for any digraph G to reachability in some digraphs with special
properties, called 2-layered digraphs. A t-layered spanning tree T of G is a rooted
directed tree such that any path in T from the root (ignoring arc directions) is
the concatenation of at most t dipaths in G. A digraph G is t-layered if it has
such a spanning tree. Now we provide an overview of Thorup’s reduction. The
vertices of G are partitioned into layers L0, L1, . . . , Lμ−1 that define a sequence
of digraphs G0, G1, . . . , Gμ−1 as follows. An arbitrary vertex v0 ∈ V (G) is chosen
as a root. Then, layer L0 contains v0 and the vertices that are reachable from v0.
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For odd i, layer Li contains the vertices that reach the previous layers Lj , j < i.
For even i, layer Li contains the vertices that are reachable from the previous
layers Lj , j < i. To form Gi for i > 0 we contract the vertices in layers Lj for
j ≤ i− 1 to a single root vertex r0; for i = 0 we set r0 = v0. Then Gi is induced
by Li, Li+1 and r0. It follows that each Gi is a 2-layered digraph. Let ι(v) denote
the index of the layer containing v, that is, ι(v) = i if and only if v ∈ Li. The
key properties of the decomposition are: (i) all the predecessors of v in G are
contained in Gι(v)−1 and Gι(v), and (ii)

∑
i |Gi| = O(|G|).

Removing Cycles. In the standard reachability problem, a useful preprocessing
step that can reduce the size of the input digraph is to contract its strongly
connected components (strong components) and consider the resulting acyclic
graph. When we apply the same idea to join-reachability we have to deal with the
complication that the strong components in the two digraphs may differ. Still,
we can construct two acyclic digraphs Ĝ1 and Ĝ2 such that, for any a, b ∈ V ,
a �J (G1,G2) b if and only if a �J (Ĝ1,Ĝ2)

b, and |Ĝi| ≤ |Gi|, i = 1, 2. This is
accomplished as follows. First, we compute the strong components of G1 and
G2 and order them topologically. Let G′

i, i = 1, 2, denote the digraph produced
after contracting the strong components of Gi. (We remove loops and duplicate
arcs so that each G′

i is a simple digraph.) Also, let Cj
i denote the jth strong

component of Gi. We partition each component Cj
i into subcomponents such

that two vertices are in the same subcomponent if and only if they are in the
same strong component in both G1 and G2. The subcomponents are the vertices
of Ĝ1 and Ĝ2. Next we describe how to add the appropriate arcs. The process
is similar for the two digraphs so we consider only Ĝ1.

Let Cj,1
1 , Cj,2

1 , . . . , C
j,lj
1 be the subcomponents of Cj

1 , which are ordered with
respect to the topological order of G′

2. That is, if x ∈ Cj,i
1 and y ∈ Cj,i′

1 , where i <
i′, then in the topological order of G′

2 the component of x precedes the component
of y. We connect the subcomponents by adding the arcs (Cj,i

1 , Cj,i+1
1 ) for 1 ≤

i < lj. Moreover, for each arc (Ci
1, C

j
1) in A(G′

1) we add the arc (Ci,li
1 , Cj,1

1 )
to A(Ĝ1), where Ci,li

1 is the last subcomponent of Ci
1. It is straightforward to

verify that a �J b if and only if a and b are in the same subcomponent or
the subcomponent of a is a predecessor of the subcomponent of b in both Ĝ1

and Ĝ2.

2 Computational Complexity

We explore the computational complexity of computing the smallest J ({G1, G2}):
Given two digraphs G1 = (V, A1) and G2 = (V, A2) we wish to compute a di-
graph J ≡ J ({G1, G2}) of minimum size such that for any a, b ∈ V , a �J b
if and only if a �G1 b and a �G2 b. We consider two versions of this problem,
depending on whether J is allowed to have Steiner vertices (i.e., vertices not in
V ) or not: In the unrestricted version V (J ) ⊇ V , while in the restricted version
V (J ) = V . Computing J is NP-hard in the unrestricted case. This is implied
by a straightforward reduction from the reachability substitute problem, which
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was shown to be NP-hard by Katriel et al. [9]. In this problem we are given a
digraph H and a subset U ⊆ V (H), and ask for the smallest digraph H∗ such
that for any a, b ∈ U , a �H∗ b if and only if a �H b. For the reduction, we
let G1 = H and let G2 contain all the arcs connecting vertices in U only, that
is, A(G2) = U × U . Clearly, for any a, b ∈ U we have a �J b if and only if
a�H b. Therefore computing the smallest join-reachability graph is equivalent
to computing H∗. In the restricted case, on the other hand, we can compute
J using transitive closure and transitive reduction computations, which can be
done in polynomial time [2].

Theorem 1. Let J be the smallest join-reachability graph of a collection of
digraphs. The computation of J is feasible in polynomial time if Steiner vertices
are not allowed, and NP-hard otherwise.

Note that allowing Steiner vertices can reduce the size of J significantly. In
Section 3 we explore the combinatorial complexity of the unrestricted join-
reachability graph and provide bounds for |J | in several cases.

3 Combinatorial Complexity

In this section we provide bounds on the size of J ({G1, G2}) for several types
of graphs. These are summarized in the next theorem.

Theorem 2. Given two digraphs G1 and G2 with n vertices, the following bounds
on the size of the join-reachability graph J ({G1, G2}) hold:

(a) Θ(n log n) in the worst case when G1 is an unoriented tree and G2 is an
unoriented dipath.

(b) O(n log2 n) when both G1 and G2 are unoriented trees.
(c) O(n log2 n) when G1 is a planar digraph and G2 is an unoriented dipath.
(d) O(n log3 n) when both G1 and G2 are planar digraphs.
(e) O(κ1n log n) when G1 is a digraph that can be covered with κ1 vertex-disjoint

dipaths and G2 is an unoriented dipath.
(f) O(κ1n log2 n) when G1 is a digraph that can be covered with κ1 vertex-disjoint

dipaths and G2 is a planar graph.
(g) O(κ1κ2n log n) when each Gi, i = 1, 2, is a digraph that can be covered with

κi vertex-disjoint dipaths.

In the following sections we prove Theorem 2. In each case we provide a con-
struction of the corresponding join-reachability graph that achieves the claimed
bound. In Section 4 we provide improved space bounds for the implicit rep-
resentation of J ({G1, G2}), i.e., data structures that answer join-reachability
reporting queries fast. Still, a process that computes an explicit representation
of J ({G1, G2}) can be useful, as it provides a natural way to handle collections
of more than two digraphs (i.e., it allows us to combine the digraphs one pair at
a time).
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Fig. 1. The mapping of the vertices of two dipaths to a 2d rank space and the con-
struction of J�; Steiner vertices in J� are shown white

3.1 Two Paths

We start with the simplest case where G1 and G2 are dipaths with n vertices.
First we show that we can construct a join-reachability graph of size O(n log n).
Given this result we can provide bounds for trees, planar and general digraphs.
Then we show this bound is tight, i.e., there are instances for which Ω(n log n)
size is needed. We begin by mapping the vertices of V to a two-dimensional rank
space: Each vertex a receives coordinates (x1(a), x2(a)) where x1(a) = rG1(a)
and x2(a) = rG2(a). Note that these ranks are integers in the range [0, n − 1].
Now we can view these vertices as lying on an n×n grid, such that each row and
each column of the grid contains exactly one vertex. Clearly, aRb if and only if
(x1(a), x2(a)) ≤ (x1(b), x2(b)).

Upper bound. We use a simple divide-and-conquer method. Let 	 be the ver-
tical line with x1-coordinate equal to n/2. A vertex z is to the right of 	 if
x1(z) ≥ n/2 and to the left of 	 otherwise. The first step is to construct a sub-
graph J	 of J that connects the vertices to the left of 	 to the vertices to the
right of 	. For each vertex b to the right of 	 we create a Steiner vertex b′ and
add the arc (b′, b). Also, we assign to b′ the coordinates (n/2, x2(b)). We connect
these Steiner vertices in a dipath starting from the vertex with the lowest x2-
coordinate. Next, for each vertex a to the left of 	 we locate the Steiner vertex b′

with the smallest x2-coordinate such that x2(a) ≤ x2(b′). If b′ exists we add the
arc (a, b′). See Figure 1. Finally we recurse for the vertices to the left of 	 and
for the vertices to the right of 	. It is easy to see that J contains a path from
a to b if and only if (x1(a), x2(a)) ≤ (x1(b), x2(b)). To bound |J | note that we
have O(log n) levels of recursion, and at each level the number of added Steiner
vertices and arcs is O(n). Hence, the O(n log n) bound for two dipaths follows.

The case of two unoriented dipaths G1 and G2 can be reduced to that of
dipaths, yielding the same O(n log n) bound. This is accomplished by splitting
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G1 and G2 to maximal subpaths that consist of arcs with the same orientation.
Then J is formed from the union of separate join-reachability graphs for each
pair of subpaths of G1 and G2. The O(n log n) bound follows from the fact that
each vertex appears in at most two subpaths of each unoriented dipath, so in
at most four subgraphs. We remark that our construction can be generalized to
handle more dipaths, with an O(log n) factor blowup per additional dipath.

Lower bound. Let G1 be any dipath, and let x1(a) = rG1(a). Also let xi
1(a)

denote the ith bit in the binary representation of x1(a) and let β = 	log2 n

be the number of bits in this representation. We use similar notation for x2(a).
We define G2 such that the rank of a in G2 is x2(a) = x1(a)R, where x1(a)R is
the integer formed by the bit-reversal in the binary representation of x1(a), i.e.,
xi

2(a) = xβ−1−i
1 (a) for 0 ≤ i ≤ β − 1. Let P be the set that contains all pairs of

vertices (a, b) that satisfy xi
1(a) = 0, xi

1(b) = 1 and xj
1(a) = xj

1(b), j �= i, for 0 ≤
i ≤ β − 1. Notice that for a pair (a, b) ∈ P , x1(a) < x1(b) and x1(a)R < x1(b)R.
Hence (x1(a), x2(a)) < (x1(b), x2(b)), which implies a �J b. Now let G be the
digraph that is formed by the arcs (a, b) ∈ P . Then a �G b only if a �J b.
Moreover, the transitive reduction of G is itself and has size Ω(n log n). We
also observe that any two vertices in G share at most one immediate successor.
Therefore the size of G cannot be reduced by introducing Steiner vertices. This
implies that size of J is also Ω(n log n).

3.2 Tree and Path

Let G1 be a rooted (in- or out-)tree and G2 a dipath. First we note that the
ancestor-descendant relations in a rooted tree can be described by two linear
orders (corresponding to a preorder and a postorder traversal of the tree) and
therefore we can get an O(n log2 n) bound on the size of J using the result of
Section 3.1. Here we provide an O(n log n) bound, which also holds when G1

is unoriented. This upper bound together with the Ω(n log n) lower bound of
Section 3.1 implies Theorem 2(a).

Let T be the rooted tree that results from G1 after removing arc directions.
We associate each vertex x ∈ T with a label h(x) = hG2(x), the height of x
in G2. If G1 is an out-tree then any vertex b must be reachable from all its
ancestors a in T with h(a) > h(b). Similarly, if G1 is an in-tree then any vertex b
must be reachable from all its descendants a in T with h(a) > h(b). We begin by
assigning a depth-first search interval to each vertex in T . Let I(a) = [s(a), t(a)]
be the interval of a vertex a ∈ T ; s(a) is the time of the first visit to a (during
the depth-first search) and t(a) is the time of the last visit to a. These times
are computed by incrementing a counter after visiting or leaving a vertex during
the search. This way all the s() and t() values that are assigned are distinct
and for any vertex a we have 1 ≤ s(a) < t(a) ≤ 2n. Moreover, by well-known
properties of depth-first search, we have that a is an ancestor of b in T if and only
if I(b) ⊆ I(a); if a and b are unrelated in T then I(a) and I(b) do not intersect.
Now we map each vertex a to the x1-axis-parallel segment S(a) = I(a)× h(a).

As in Section 3.1 we use a divide-and-conquer method to build J . We will
consider G1 to be an out-tree; the in-tree case is handled similarly and yields the
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same asymptotic bound. Let 	 be the horizontal line with x2-coordinate equal to
n/2. A vertex x is above 	 if h(x) ≥ n/2; otherwise (h(x) < n/2), x is below 	.
We create a subgraph J	 of J that connects the vertices above 	 to the vertices
below 	. To that end, for each vertex u above 	 we create a Steiner vertex u′

together with the arc (u, u′). Let z be the nearest ancestor of u in T that is
above 	. If z exists then we add the arc (z′, u′). Then, for each vertex y below 	
we locate the nearest ancestor u of y in T that is above 	. If u exists then we add
the arc (u′, y). Finally, we recurse for the vertices above 	 and for the vertices
below 	.

It is not hard to verify the correctness of the above construction. The size of
the resulting graph can be bounded by O(n log n) as in Section 3.1. Furthermore,
we can generalize this construction for an unoriented tree and an unoriented
path, and accomplish the same O(n log n) bound as required by Theorem 2(a).
We omit the details which are similar to the more complicated construction of
Section 3.4.

3.3 Two Trees

The construction of Section 3.2 can be extended to handle more than one dipath.
We show how to apply this extension in order to get an O(n log2 n) bound for
the join-reachability graph of two rooted trees. We consider the case where G1

is an out-tree and G2 is an in-tree; the other two cases (two out-trees and two
in-trees) are handled similarly.

Let T1 and T2 be the corresponding undirected trees. We assign to each vertex
a two depth-first search intervals I1(a) = [s1(a), t1(a)] and I2(a) = [s2(a), t2(a)],
where Ij(a) corresponds to Tj, j = 1, 2. We create two linear orders (i.e., di-
paths), P1 and P2, from the I2-intervals as follows: In P1 the vertices are ordered
by decreasing s2-value and in P2 by increasing t2-value. Each vertex a is mapped
to an x1-axis-parallel segment I1(a)×x2(a)×x3(a) (in three dimensions), where
x2(a) = hP1(a) and x3(a) = hP2(a). Then b is reachable from a in J if and only
if I1(b) ⊆ I1(a) and (x2(b), x3(b)) ≤ (x2(a), x3(a)). See Figure 2.

Again we employ a divide-and-conquer approach and use the method of Sec-
tion 3.2 as a subroutine. The details are as follows. Let p be the plane with
x3-coordinate equal to n/2. We construct a subgraph Jp of J that connects the
vertices above p (i.e., vertices z with x3(z) ≥ n/2) to the vertices below p (i.e.,
vertices z with x3(z) < n/2). Then we use recursion for the vertices above p and
the vertices below p.

We construct Jp using the method of Section 3.2 with some modifications. Let
	 be the horizontal line with x2-coordinate equal to n/2. We create a subgraph
Jp,	 of Jp that connects the vertices above p and 	 to the vertices below p and
	. To that end, for each vertex z with (x2(z), x3(z)) ≥ (n/2, n/2) we create a
Steiner vertex z′ together with the arc (z, z′). Let u be the nearest ancestor of
z in T1 such that (x2(u), x3(u)) ≥ (n/2, n/2). If u exists then we add the arc
(u′, z′). Finally, for each vertex y with (x2(y), x3(y)) < (n/2, n/2) we locate the
nearest ancestor z of y in T1 such that (x2(z), x3(z)) ≥ (n/2, n/2). If z exists
then we add the arc (z′, y). Finally, we recurse for the vertices above 	 and for
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Fig. 2. The mapping of the vertices of two rooted trees to horizontal segments in 3d.
The value in brackets above the segments correspond to the x3-coordinates.

the vertices below 	. The above construction implies that a�J b if and only if
I1(b) ⊆ I1(a) and (x2(b), x3(b)) ≤ (x2(a), x3(a)), as required.

Now we bound the size of our construction. From Section 3.2 we have that
the size of each substructure Jp is O(n log n). Since each vertex participates in
O(log n) such substructures, the total size is bounded by O(n log2 n).

3.4 Unoriented Trees

We can reduce the case of unoriented trees to that of rooted trees by applying
Thorup’s layer decomposition (see Section 1.1). We apply this decomposition to
both G1 and G2. Let G0

i , G
2
i , . . . , G

μi−1
i be the sequence of rooted trees produced

from Gi, i = 1, 2, where each Gj
i is a 2-layered tree. See Figure 3. For even j, Gj

i

consists of a core out-tree, formed by the arcs directed away from the root, and
a collection of fringe in-trees. The situation is reversed for odd j, where the core
tree is an in-tree and the fringe trees are out-trees. We call a vertex of the core
tree a core vertex ; we call a vertex of a fringe tree (excluding its root) a fringe
vertex.
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We build J as the union of join-reachability graphs Ji,j for each pair (Gi
1, G

j
2).

Each graph Ji,j is constructed similarly to Section 3.3, with the exception that
we have to take special care for the fringe vertices. (We also remark that in
general Ji,j �= J (Gi

1, G
j
2).) A vertex z ∈ V (Gi

1)∩V (Gj
2) is included in Ji,j if one

of the following cases hold: (i) z is a core vertex in at least one of Gi
1 and Gj

2,
or (ii) z is a fringe vertex in both Gi

1 and Gj
2 and the corresponding fringe trees

containing z are either both in-trees or both out-trees. Let Vi,j be the vertices
in V (Gi

1) ∩ V (Gj
2) that satisfy the above condition.

If Vi,j = ∅ then Ji,j is empty. Now suppose Vi,j �= ∅. First consider the case
where the core of Gi

1 is an out-tree. We contract each fringe in-tree to its root and
let the new core supervertex correspond to the vertices of the contracted fringe
tree. Let Ĝi

1 be the out-tree produced from this process. Equivalently, if the core
of Gi

1 is an in-tree then the contraction of the fringe out-trees produces an in-
tree Ĝi

1. We repeat the same process for Gj
2. Next, we assign a depth-first search

interval I1(z) to each vertex z in Ĝi
1 and a depth-first search interval I2(z) to

each vertex z in Ĝj
2, as in Section 3.3. The vertices in Vi,j are assigned a depth-

first search interval in both trees, and therefore can be mapped to horizontal
segments in a 3d space, as in Section 3.3. Hence, we can employ the method
of Section 3.3 with some necessary changes that involve the fringe vertices. Let
z ∈ Vi,j be a fringe vertex in at least one of Gi

1 and Gj
2. If the fringe tree

containing z is an in-tree then we only include in Ji,j arcs leaving z; otherwise
we only include arcs entering z.

Finally we need to show that the size of the resulting graph is O(n log2 n).
This follows from the fact that each subgraph Ji,j has size O(n log2 n) and that
each vertex can appear in at most four such subgraphs. Theorem 2(b) follows.
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3.5 Planar Digraphs

Now we turn to planar digraphs and combine our previous constructions with
Thorup’s reachability oracle [12]. From this combination we derive the bounds
stated in Theorem 2(c) and (d). First we need to provide some details for the
reachability oracle of [12].

Let G be a planar digraph, and let G0, G1, . . . , Gμ−1 be the sequence of 2-
layered digraphs produced from G as described in Section 1.1. Consider one
of these digraphs Gi. The next step is to obtain a separator decomposition of
Gi. To that end, we treat Gi as an undirected graph and compute a separator
S whose removal separates Gi into components, each with at most half the
vertices. The separator S consists of three root paths of a spanning tree of Gi

rooted at r0. Because Gi is 2-layered, each root path in S corresponds to at
most two dipaths in Gi. The key idea now is to process each separator dipath
Q and find the connections between V (Gi) and Q. For each v ∈ V (Gi) two
quantities are computed: (i) fromv[Q] which is equal to rQ(u), where u ∈ Q is
the vertex with the highest rank in Q such that u�Gi v, and (ii) tov[Q] which
is equal to rQ(u), where u ∈ Q is the vertex with the lowest rank in Q such
that v �Gi u. Clearly there is a path from a to b that passes though Q if and
only if toa[Q] ≤ fromb[Q]. The same process is carried out recursively for each
component of Gi \ V (S). The depth of this recursion is O(log n), so each vertex
is connected to O(log n) separator dipaths. The space and construction time for
this structure is O(n log n).

Now we consider how to construct a join-reachability graph when G1 is a
planar digraph. We begin with the case where G2 is a dipath. First we perform
the layer decomposition of G1 and construct the corresponding graph sequence
G0

1, G
1
1, . . . , G

μ−1
1 . Then we form pairs of digraphs Pi = {Gi

1, G
i
2} where Gi

2

is a dipath containing only the vertices in V (Gi
1) in the order they appear in

G2. Clearly a �J b if and only if a �Jι(b)−1 b or a �Jι(b) b, where Ji is the
join-reachability graph of Pi. Then J is formed from the union of J0, . . . ,Jμ−1.

To construct Ji we perform the separator decomposition of Gi
1, so that each

vertex is associated with O(log n) separator dipaths. Let Q be such a separator
dipath. Also, let VQ be the set of vertices that have a successor or a predecessor
in Q. We build a subgraph Ji,Q of Ji for the vertices in VQ; Ji is formed from the
union of the subgraphs Ji,Q for all the separator dipaths of Gi

1. The construction
of Ji,Q is carried out as follows. Let z ∈ VQ. If z has a predecessor in Q then
we create a vertex z− which is assigned coordinates x1(z−) = fromz[Q] and
x2(z−) = rG2(z), and add the arc (z, z−). Similarly, if z has a successor in Q
then we create a vertex z+ which is assigned coordinates x1(z+) = toz[Q] and
x2(z+) = rG2(z), and add the arc (z+, z).

Now we can use the method of Section 3.1 to build the rest of Ji,Q, so that
a�Ji,Q b if and only if (x1(a+), x2(a+)) ≤ (x1(b−), x2(b−)). Let 	 be the vertical
line with x1-coordinate equal to n/2. The first step is to construct the subgraph
of Ji,Q that connects the vertices a+ with x1(a+) ≤ n/2 to the vertices b−

with x1(b−) ≥ n/2. For each such b− we create a Steiner vertex b′ and add
the arc (b′, b−). Also, we assign to b′ the coordinates (n/2, x2(b−)). We connect
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these Steiner vertices in a dipath starting from the vertex with the lowest x2-
coordinate. Next, for each vertex a+ with x1(a+) ≤ n/2 we locate the Steiner
vertex b′ with the smallest x2-coordinate such that x2(a+) ≤ x2(b′). If b′ exists
we add the arc (a+, b′). Finally we recurse for the vertices with x1-coordinate in
[1, n/2) and for the vertices with x1-coordinate in (n/2, n].

It remains to bound the size of J . From Section 3.1, we have |Ji,Q| =
O(|VQ| log |VQ|). Moreover, the bound

∑
Q |VQ| = O(|V (Gi

1)| log |V (Gi
1)|), where

the sum is taken over all separator paths of Gi
1, implies |Ji| ≤

∑
Q |Ji,Q| =

O(|V (Gi
1)| log2 |V (Gi

1)|). Finally, since
∑

i |V (Gi
1)| = O(n) we obtain |J | ≤∑

i |Ji| = O(n log2 n).
We handle the case where G2 is an unordered dipath as noted in Section

3.1, which implies Theorem 2(c). The methods we developed here in combina-
tion with the structures of Section 3.4 result to a join-reachability graph of size
O(n log3 n) for a planar digraph and an unoriented tree. The same bound of
O(n log3 n) is achieved for two planar digraphs, as stated in Theorem 2(d).

3.6 General Digraphs

A technique that is used to speed up transitive closure and reachability com-
putations is to cover a digraph with simple structures such as dipaths, chains,
or trees (e.g., see [1]). Such techniques are well-suited to our framework as they
can be combined with the structures we developed earlier. We also remark that
the use of the preprocessing steps of Section 1.1 reduces the problem from gen-
eral digraphs to acyclic and 2-layered digraphs. In this section we describe how
to obtain join-reachability graphs with the use of dipath covers. This gives the
bounds stated in Theorem 2(e)-(g); similar results can be derived with the use of
tree covers. Again for simplicity, we first consider the case where G1 is a general
digraph and G2 is a dipath.

A dipath cover is a decomposition of a digraph into vertex-disjoint dipaths.
Let P 1

1 , P 2
1 , . . . Pκ1

1 be a dipath cover of G1. For each vertex v and each path
P i

1 we compute fromv[P i
1], i.e., rP i

1
(z) where z ∈ P i

1 is the vertex with the
highest rank in P i

1 such that z �G1 v. Let P i
2 be the dipath that consists of the

vertices in P i
1 ordered by increasing rank in G2. Also, set fromv[P i

2 ] = rP i
2
(z)

where z ∈ P i
2 is the vertex with the largest rank such that rG2(z) ≤ rG2(v).

Let VP i
1

be set of vertices that have a predecessor in P i
1 . We build a subgraph

Ji of J that connects the vertices of P i
1 to VP i

1
. Then J is formed from the

union of the subgraphs Ji. For each z ∈ VP i
1

we create a vertex z− which is
assigned coordinates x1(z−) = fromz[P i

1 ] and x2(z−) = fromz[P i
2 ], and add

the arc (z−, z). Also, for each z ∈ P i
1 we create a vertex z+ which is assigned

coordinates x1(z+) = rP i
1
(z) and x2(z+) = rP i

2
(z), and add the arc (z, z+).

Now we can build a join-reachability graph, so that a �Ji b if and only if
(x1(a+), x2(a+)) ≤ (x1(b−), x2(b−)), as in Section 3.5.

The size of this graph is bounded by
∑

i |VP i
1
| log |VP i

1
| = O(κ1n log n), which

implies the result of Theorem 2(e). We can extend this method to handle two
general digraphs and obtain the bound of Theorem 2(g). The case where G2 is
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planar digraph is handled by combining the above method with the techniques
of Section 3.5, resulting to Theorem 2(f).

4 Data Structures

Now we deal with the data structure version of the join-reachability problem.
Our goal is to construct an efficient data structure for J = J (G1, G2) such that
given a query vertex b it can report all vertices a satisfying a �J b. We state
the efficiency of a structure using the notation 〈s(n), q(n, k)〉 which refers to a
data structure with O(s(n)) space and O(q(n, k)) query time for reporting k
elements. In order to design efficient join-reachability data structures we apply
the techniques we developed in Section 3. The bounds that we achieve this way
are summarized in the following theorem. The proof is given in the full version
of the paper [6].

Theorem 3. Given two digraphs G1 and G2 with n vertices we can construct
join-reachability data structures with the following efficiency:
(a) 〈n, k〉 when G1 is an unoriented tree and G2 is an unoriented dipath.
(b) 〈n, log n + k〉 when G1 is an out-tree and G2 is an unoriented tree.
(c) 〈n logε n, log log n+k〉 (for any constant ε > 0), when G1 and G2 are unori-

ented trees.
(d) 〈n log n, k log n〉 when G1 is planar digraph and G2 is an unoriented tree.
(e) 〈n log2 n, k log2 n〉 when both G1 and G2 are planar digraphs.
(f) 〈nκ1, k〉 when G1 is a general digraph that can be covered with κ1 vertex-

disjoint dipaths and G2 is an unoriented tree.
(g) 〈n(κ1 + log n), kκ1 log n〉 or 〈nκ1 log n, k log n〉 when G1 is a general digraph

that can be covered with κ1 vertex-disjoint dipaths and G2 is planar digraph.
(h) 〈n(κ1 +κ2), κ1κ2 +k〉 or 〈nκ1κ2, k〉 when each Gi, i = 1, 2, is a digraph that

can be covered with κi vertex-disjoint dipaths.

5 Conclusions and Open Problems

We considered the computational and combinatorial complexity of the join-
reachability graph, and the design of efficient join-reachability data structures
for a variety of graph classes. We believe that several open problems deserve
further investigation. For instance, from the combinatorial complexity aspect, it
would be interesting to prove or disprove that an O(m · polylog(n)) bound on
the size of the join-reachability graph J ({G1, G2}) is attainable when G1 is a
general digraph with n vertices and m arcs and G2 is a dipath. Another direction
is to consider the problem of approximating the smallest join-reachability graph
for specific graph classes. From the data structures side, one can investigate how
to support the following type of counting queries: Given a pair of query ver-
tices compute the number of their common predecessors in J . While some of
our structures can be easily extended in order to support such counting queries,
there are several cases (e.g., for planar digraphs) where we need to overcome
various technical difficulties.
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Can Be Canonized in AC1
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Abstract. In recent results the complexity of isomorphism testing on
graphs of bounded treewidth is improved to TC1 [17] and further to
LogCFL [11]. The computation of canonical forms or a canonical labeling
provides more information than isomorphism testing. Whether canon-
ization is in NC or even TC1 was stated as an open question in [18].
Köbler and Verbitsky [20] give a TC2 canonical labeling algorithm. We
show that a canonical labeling can be computed in AC1. This is based on
several ideas, e.g. that approximate tree decompositions of logarithmic
depth can be obtained in logspace [15], and techniques of Lindells tree
canonization algorithm [22]. We define recursively what we call a minimal
description which gives with respect to some parameters in a logarithmic
number of levels a canonical invariant together with an arrangement of
all vertices. From this we compute a canonical labeling.

Keywords: Bounded Treewidth, Graph Isomorphism, Canonization.

1 Introduction

The graph isomorphism problem (GI) consists in deciding whether two given
graphs are isomorphic, i.e. whether there is a permutation of all vertices that
keeps the edge relation unchanged. GI is a well-studied problem in theoretical
computer science because of its many applications and also, because it is one of
the few natural problems in this class not known to be solvable in polynomial
time, nor known to be NP-complete.

By studying GI, graph canonization receives a great attention because of its
strong connection to GI. Thereby, it provides more information than isomor-
phism testing. Let G be a class of graphs. A complete invariant is a function
f : G → {0, 1}∗ where f(G) = f(H) if and only if both graphs G, H ∈ G are
isomorphic. With this function f , the isomorphism classes can be distinguished.
A canonical form is a function f : G → G where f(G) is a representative of the
(equivalence) class of isomorphic graphs to G in G. For example, if f(G) is de-
fined to be the lexicographically least graph in G isomorphic to G, then the
computation of f is in general NP-hard (c.f. [3,23]). Clearly, graph isomorphism
or the computation of a complete invariant is polynomial time reducible to graph
canonization, the reverse direction is open. A canonical labeling assigns to each
graph G in G a map σ that is an automorphism from G to the representative Gσ

A. Kulikov and N. Vereshchagin (Eds.): CSR 2011, LNCS 6651, pp. 209–222, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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of the class of isomorphic graphs to G in G. Note, function f with f(G) = Gσ is
a canonical form. Canonical labeling is the strongest among these notions.

Robertson and Seymour [25] introduced the concept of bounded treewidth
graphs, also known as partial k-trees. Intuitively speaking, the treewidth of a
graph measures how much it differs from a tree. This concept has been used
very successfully in algorithmics and fixed-parameter tractability, see for ex-
ample [7,9]. Thereby, many problems that are NP-hard in general become ef-
ficiently solvable when restricted to graphs of bounded treewidth. Bodlaender
showed in [5] that GI can be solved in polynomial time when restricted to this
class of graphs. Grohe and Verbitsky [17] give a TC1 upper bound, they use the
Weisfeiler-Lehman algorithm that can be implemented as a logspace uniform
family of TC1-circuits. This bound was improved recently to LogCFL in [11].

For the canonization problems the situation is different. Köbler and Verbit-
sky [20] give an NC (in fact TC2) canonical labeling algorithm. They prove a
theorem showing that, for some special classes of graphs from a complete invari-
ant that is computable in TCk, a canonical labeling is computable in TCk+1. With
this theorem and with the fact that for bounded treewidth graphs a complete
invariant can be computed in TC1 [17], the result follows.

For many subclasses of bounded treewidth graphs, logspace algorithms are
known, e.g. for canonization of trees [22], partial 2-trees [2], planar graphs [13],
K3,3-minor free and K5-minor free graphs [14], and also for isomorphism testing
on full k-trees [19].

Das, Torán, and Wagner [11] give an isomorphism algorithm that runs in
LogCFL. The algorithm uses the fact that an arbitrary tree decomposition for
one of the input graphs G can be computed in LogCFL [26] and by a recent result
in L [15]. They set up the tree decomposition for the other graph H in parallel to
the isomorphism test. For a graph there could be an exponential number of tree
decompositions. That is one reason, why their algorithm cannot be generalized
to a canonization algorithm.

The logspace-version of Courcelle’s Theorem in [15] puts many problems on
bounded treewidth graphs which can be formulated in monadic second-order
logic in L, e.g. 3-colorability, Hamiltonicity, or reachability problems. But it is
not known how to formulate isomorphism testing or canonization problems in
this logic. The research on the difficulty of computing tree decompositions of
width at most k has a long history, there is a linear time bound of Bodlaender’s
Theorem [6] improving previous results [1,24]. Also the parallel time complexity
has been reduced to O(log n) in a line of papers [10,4,21,8]. The space complexity
has been reduced to LogCFL in [26] and recently to L by Elberfeld, Jakoby, and
Tantau [15], where a logspace-version of Bodlaender’s Theorem is shown: a tree
decomposition for graphs of treewidth at most k can be computed in logspace.
The following lemmas are important, to guarantee the treewidth bound of the
input graph and a logarithmic depth bound.

Lemma 1. ([15]) For every k ≥ 1 the language Tree-Width-k, which contains
exactly the graphs of treewidth at most k, is L-complete under first-order reductions.
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Lemma 2. ([15]) Let G be a graph with n vertices and treewidth at most k.
There is a tree decomposition that has width 4k + 3 and depth at most c log2 n,
where c is a constant depending only on k.

The idea is, that for a split component of size m a child bag is defined in such a
way that the split components of this child bag have size at most m/2 + c with
c a constant. This tree decomposition is called approximate.

Our contribution. The existence of a tree decomposition of logarithmic depth
is the basis for our algorithm, to compute a canonical labeling in AC1. The fol-
lowing observations are the key ingredients to guarantee this tight depth bound.

– Each bag is a separator, i.e. for each split component we have to find a child
bag. Two child bags are connected via their parent bag only. Hence, the
canonization process can be done for each child individually and in parallel.

– Many tasks are computed in preprocessing steps, e.g. whether the graph has
tree width k, all possible bags of size 4k+3, for each bag its possible children
and the parent (with respect to a fixed root), or the split components for
each possible bag and their size.

– The total number of possible bags of size 4k + 3 in arbitrary tree decompo-
sitions is bounded by n4k+3, where n is the size of the input graph. For each
bag we define locally a circuit with unbounded fan-in gates. The total size
of the circuit is also polynomial.

– We compute for each possible bag what we call a minimal description. It
depends on some parameters, it consists of a unique description of the bag
itself and a minimal description for the children, it is defined recursively.

– We limit the number of recursion levels of the minimal description to
O(log n). Here we use Lemma 2, namely the existence of tree decomposi-
tions of logarithmic depth.

– A circuit of constant depth selects locally valid child bags to get the smallest
minimal description. The difficult task is here sorting minimal descriptions.
For this we use ideas from Lindells tree canonization algorithm [22]. Instead
of a logarithmic space bound we have here logarithmic depth circuits.

– The length of the minimal description for a balanced subtree depends on its
depth only. In the minimal description, a bag is described by its adjacency
matrix in at most (4k + 3)2 bits, if necessary we fill up to this total length
repeating an extra symbol. We use the fact that a tree can be made balanced
and also binary where its depth increases just by a constant factor (c.f. [15]).

The minimal description depends on the selection of the root bag, too. We run
through all bags as roots and some further parameters in parallel. The minimal
description so far is a canonical invariant for the input graph G. A canonizing
function is obtained then as follows. While computing the minimal description we
bring the vertices in a unique order. Then we use a simple logspace-computable
procedure (see e.g. [12]) where vertices are renamed according to this order. This
renaming is a canonical labeling. We get the main Theorem.

Theorem 1. For every k, there is an AC1-computable function that computes a
canonical labeling for graphs of treewidth at most k.
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2 Preliminaries

We use the notion interval [p, q] for the set {p, p+1, . . . , q}. The symmetric group
Sym(V ) is the set of all permutations of the elements in V .

A word or string is a tuple of symbols of an alphabet Σ. The con-
catenation of two words W = w1w2 . . . wk, W ′ = w′

1w
′
2 . . . w′

k is denoted
WW ′ = w1w2 . . . wkw′

1w
′
2 . . . w′

k.

Graphs. A graph G is a pair (V, E) with a set of vertices V (or V (G)) and edges
E ⊆ V × V (or E(G)). If not stated otherwise, we consider simple graphs, i.e.
without loops, directed edges or multi-edges. G[X ] is a subgraph of G induced
on vertex set X , i.e. G[X ] has vertices X and edges E(G[X ]) = (X×X)∩E(G).
Let X ⊆ V then we write in short G \X = G[V (G) \X ]. Let H be a subgraph
of G, then G \H = G[V (G) \ V (H)].

A graph G is connected if there is a path between every pair of vertices in G.
Let U ⊆ V be a set of vertices. Let C be a connected component in G \ U and
let U ′ be those vertices from U connected to V (C) in G. The induced subgraph
of G on the set of vertices V (C)∪U ′ is a split component of U in G. We call U ′

the minimal separating set of C in U .
A tree is a connected graph that is free of cycles. Vertices in trees are also

called nodes. A root of a tree is one designated node. A neighbor of a node is
called parent if it is closer to the root and it is called child otherwise. A leaf of
a tree has no children. In a binary tree, every node has at most two children. A
binary tree with root is balanced, if for every node the number of nodes in its
left and right subtrees differs by at most one. A binary tree is perfect, if it is
balanced and every leaf is at the same depth. The depth of a tree is the longest
distance from the root to a leaf. Let T and T ′ be trees rooted at r and r′ and
consider edges to be directed from roots to leafs. An embedding of T into T ′

is an injective mapping ι : V (T ) → V (T ′) where ι(r) = r′ and for every pair
(a, b) ∈ V (T ) there is a directed path from a to b iff there is a directed path
from ι(a) to ι(b).

An isomorphism is a mapping φ of the vertices of one graph G onto the vertices
of another graph H (we also write G ∼= H) that preserves the edge relations, i.e.
{u, v} ∈ E(G) ⇔ {φ(u), φ(v)} ∈ E(H). Let G be a class of graphs. A complete
invariant is a function f : G → {0, 1}∗ where f(G) = f(H) iff G ∼= H . A
canonical form is a complete invariant with f : G → G where f(G) ∼= G, we call
f(G) canon of G. A canonical labeling is a function f : G → Sym(V (G)) which
assigns to a graph G an automorphism σ onto the canon, i.e. the function g with
g(G) = Gσ is a canonical form.

A tree decomposition of a graph G = (V, E) is a pair ({Xi | i ∈ I}, T = (I, F )),
where {Xi | i ∈ I} is a collection of subsets of V called bags, and T is a tree
with node set I and edge set F , satisfying the following properties:
i)
⋃

i∈I Xi = V
ii) for each {u, v} ∈ E, there is an i ∈ I with u, v ∈ Xi and

iii) for each v ∈ V , the set of nodes {i | v ∈ Xi} forms a subtree of T .
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The width of a tree decomposition ({Xi | i ∈ I}, T = (I, F )) of G is
max{|Xi| | i ∈ I} − 1. The treewidth of a graph G is the minimum width over
all possible tree decompositions of G. An example is shown in Figure 1.
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v w
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v w
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4

T

2

3

Fig. 1. (a) A graph G where dashed lines indicate bags Xr, X1, . . . , X4.
(b) The set of bags form a tree decomposition T of G. Let r be the root.
(c) The split components G1 and G2 of Xr are shown. The sets {u, v}, {v, w} ⊆ Xr are
the minimal separating sets for G1 and G2, respectively.

Complexity. A circuit Cn is a finite directed acyclic graph with vertices asso-
ciated to n input variables or gates (e.g. Boolean functions from a given base).
For an assignment of the variables we associate a Boolean value to every gate in
the circuit. The value of an input is the one given by the assignment to the cor-
responding variable. For an internal gate, the value is the one computed by the
corresponding function, from the values of the gate inputs. The circuit computes
a function f(x1, . . . , xn). This is the value of the designated output gate. The
indegree of the vertices is called fanin. A circuit family {C1, C2, . . . } is a collec-
tion of circuits where Cn has n inputs. We consider here DLOGTIME-uniform
circuit families, i.e. a deterministic Turing machine on input of 1n, integer i,
and bit b, with O(log n) time bound accepts iff the i-th bit of the description
of Cn is b.

L (also denoted logspace) is the class of decision problems computable by
deterministic logarithmic space Turing machines. LogCFL consists of all decision
problems that can be Turing reduced in logspace to a context free language.
Problems in LogCFL can be computed also by uniform families of polynomial size
and logarithmic depth circuits over bounded fan-in and -gates and unbounded
fan-in or -gates. The class NCi contains the problems computable by uniform
families of polynomial size and O(logi n) depth circuits over bounded fan-in
and -gates and bounded fan-in or -gates. Note, that NC =

⋃
i NCi. ACi is defined

as NCi but with unbounded fan-in gates. The class TCi contains the problems
computable by uniform families of polynomial size and O(logi n) depth circuits
with threshold gates, i.e. gates that evaluate to 1 if at least half of their inputs
are 1. The known relationships among these classes are: AC0 ⊂ TC0 ⊆ NC1 ⊆
L ⊆ LogCFL ⊆ AC1 ⊆ TC1 ⊆ NC2 ⊆ AC2 ⊆ TC2 ⊆ · · · ⊆ NC ⊆ P ⊆ NP.
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3 Canonization of Graphs of Bounded Treewidth

To prove Theorem 1, we construct a circuit where we have some preprocessing
steps, e.g. for the split components of bags and their size. Then in O(log n)
steps, we compute for each bag X what we call a good minimal description, i.e.
a unique tree decomposition that depends on some parameters. After the first
level, we have good minimal descriptions for single bags, after the second level for
bags which have leaf bags as children, and so on. After O(log n) levels, we have
good minimal descriptions for tree decompositions of logarithmic depth, and by
Lemma 2 a tree decomposition for the whole graph, if it exists. At each level,
we select the smallest good minimal description. Once we find a good minimal
description at some level i, then this remains unchanged in all levels ≥ i. First,
we describe some tools and then the construction of the minimal description.

3.1 Pre-ordering for Canonization and Valid Child Bags

Canonical Representation of Bags. Comparing adjacency matrices lexico-
graphically is a natural way to test isomorphism. In general, this is an NP-
complete problem, but when comparing bags this can be done with constant
effort. We define adj(G[X ], σ) to be the adjacency matrix of the induced sub-
graph where the vertices of X are arranged in a fixed order given by σ ∈ Sym(X).
We compare adjacency matrices bitwise line by line. For example, in Figure 1

we have adj (G[Xr], (u v w
u v w)) =

⎛⎝0 0 1
0 0 0
1 0 0

⎞⎠ and adj (G[Xr], (u v w
u w v)) =

⎛⎝0 1 0
1 0 0
0 0 0

⎞⎠
Child bags and their order. In the following two definitions we bring together
the logarithmic depth bound of Lemma 2 and what we need for canonization.
First, we define an order on split components that is just partially canonical,
but which is the basis for our canonization algorithm. Second, we define what we
call valid child bags, we use them to construct approximate tree decompositions.
Note, although we consider graphs of treewidth at most k, we get approximate
tree decompositions that allow bags of size at most 4k + 3.

Definition 1. Let G be a graph of treewidth at most k and X a bag of size
≤ 4k+3. Let G1, . . . , Gm be its split components. Let σ ∈ Sym(X) be an ordering
on the vertices in X. Let S1, . . . , Sl ⊆ X be a complete list of minimal separating
sets of G1, . . . , Gm in X. We define an order on G1, . . . , Gm with respect to σ
using two criteria lexicographically:

1. primarily according to σ, it induces a lexicographical order on S1, . . . , Sl, and
2. among them which are equal, we reorder them according to the sizes of their

associated split components.

Note, l is a constant, because l ≤ m and in an approximate tree decomposition
l ≤ |P(X)| (i.e. l ≤ (4k + 3)! ≤ 2(4k+3) log(4k+3)), that is the number of all
possible subsets of X . The primary order of split components is deduced from σ.
We give an example: let σ =

(
1 2 3 4
2 3 1 4

)
and S1 = {1, 2, 4} and S2 = {3, 4}.

When sorted according to σ (i.e. 2 < 3 < 1 < 4), then we have (2, 1, 4) < (3, 4)
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lexicographically and therefore S1 comes before S2. The second criterion brings
together split components of equal size, this is useful for canonization and also
for the complexity analysis (also see [22]). There are split components which
are equal according to Definition 1. To get a default order, they can be sorted
according to the label of the minimal vertex in the split components except X .
To rearrange them is part of the canonization algorithm.

Definition 2. Consider G, X, G1, . . . , Gm being sorted and σ as in Defini-
tion 1. Let 1 ≤ p ≤ q ≤ m, we consider now Gp, . . . , Gq. Let S1, . . . , Sl′ be all
the minimal separating sets of Gp, . . . , Gq. We define three types of valid child
bags of X with respect to split components Gp, . . . , Gq as follows:

(a) Take minimal separating sets of bags: If l′ > 1 and Sj is the minimal sepa-
rating set for Gp then the set Sj is a valid child bag.

(b) Take a subset of X and add vertices from Gi: If l′ = 1 then for Vi ⊆ X ∪
V (Gi) with i ∈ {p, . . . , q} with |X ∪Vi| ≤ 4k+3 and ∅ ⊂ (X ∩Vi) ⊂ X, then
the set Vi is a valid child bag.

(c) The set X is a valid child bag.

3.2 Minimal Description for Graphs of Bounded Treewidth

We define a minimal description for graphs. This is based on approximate tree
decompositions which are balanced and depth bounded. The minimal description
is computed with respect to some parameters.

By Lemma 2 we know that there exist tree decompositions of logarithmic
depth, we show that we can guarantee this depth restriction, we use a so called
depth parameter. We consider perfect trees only.

There is a task where split components are partitioned into classes, e.g. if they
have the same size. By Definition 1 split components are ordered and hence, split
components in a class can be addressed by an interval, e.g. [p, q] for Gp, . . . , Gq.
Another parameter is a permutation σ, it describes a unique order of the vertices
in the current root bag X .

We consider first some cases concerning the depth parameter. That is, when
the total depth is exceeded and we return no-canon, or when a minimal descrip-
tion is already computed in the previous step and we just take this.
In the good case the minimal description is a word C0C

′
0C1C2 ∈ {0, 1, 2}∗.

Here, C0 and C′
0 contain information of the root, C1 and C2 contain the

minimal description of the children. To specify which of two minimal descriptions
is the smaller one, we define an order ≺ on them.

Definition 3. We define an order ≺ on minimal descriptions C = C0C
′
0C1C2

and D = D0D
′
0D1D2. We define C ≺ D if

– C0 < D0 where we compare adjacency matrices line by line and bit by bit, or
– C0 = D0 but C′

0 < D′
0 where we compare not vertex labels according to σ

but their positions in the parent of X (example: for C′
0 = (b, c, d, e) and the

ordered vertices of Parent(X) = (a, b, c, d) we have C′
0 = (2, 3, 4)), or
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– C0 = D0 and C′
0 = D′

0 but C1 ≺ D1, recursively, or
– C0 = D0 and C′

0 = D′
0 and C1 = D1 but C2 ≺ D2, recursively.

The construction. Let G be a graph of size n, treewidth at most k, a root
bag X of size ≤ 4k + 3, a permutation σ ∈ Sym(X), an interval [p, q] (with
1 ≤ p ≤ q ≤ m and G1, . . . , Gm the split components in G \ X arranged ac-
cording to Definition 1) and depth parameter d ∈ Z. A minimal description
C(G, X, σ, (p, q), d) is no-canon or a word in {0, 1, 2}∗ defined as follows.

If d < 0 then C(G, X, σ, (p, q), d) = no-canon, this tree decomposition exceeds
the maximum depth. We call a minimal description good if it is different to
no-canon.

If d > 0 and C(G, X, σ, (p, q), d−1) �= no-canon then we just copy it from the
previous level, that is C(G, X, σ, (p, q), d) = C(G, X, σ, (p, q), d − 1).

If d = 0 or d > 0 and C(G, X, σ, (p, q), d − 1) = no-canon then
C(G, X, σ, (p, q), d) = C0C

′
0C1C2 or no-canon defined as follows:

(1) C0 encodes the adjacency matrix of the root bag X.
C0 = adj(G[X ], σ){2}(4k+3)2−|X|2 , the adjacency matrix of the root,

filled up with symbol 2, an extra symbol to get the total length (4k + 3)2.
(2) C′

0 encodes the vertices of X ordered by σ. This part is important for can-
onization, when bringing all vertices in a unique order.

C′
0 = v1 . . . vi{2}�log(n)�·((4k+3)−i) with i = |X |. The vertices are or-

dered according to σ, (i.e. σ(vj) = j for all vj ∈ X). We assume, that the
description of every vertex has a fixed length of exactly 	log n
 bits.

(3) Definition of C1 and C2 in further subcases. We only consider the split com-
ponents with their index inside the interval [p, q], these are (q − p + 1) many.
Let S1, . . . , Sl ⊆ X be all the minimal separating sets (in lexicographical in-
creasing order according to σ) for split components Gp, . . . , Gq which are
ordered according to Definition 1. We partition the split components cor-
responding to the members in S1: let Θ1, . . . , Θt be the classes where the
corresponding split components have equal size. These size classes are ar-
ranged in increasing order of the sizes of the corresponding split components.
To define C1 and C2, we consider the following cases.
(i) p < q and l > 1. That is, we have many such minimal split components,

we separate them from the others and recursively canonize them in C1

and the others in C2.
Let Gp, . . . , Gq1 be the set of split components separated by S1. Let ψ
be obtained from σ after removing the vertices from X \ S1, we define

C1 = C(G, X, σ, (p, q1), d− 1) = C(G′, S1, ψ, (1, q1 − p + 1), d− 1)
where G′ = G[V (Gp) ∪ · · · ∪ V (Gq1)]. Note, since the split components
are ordered according to Definition 1, we just take [p, q1] of [p, q]. If l > 2
then C2 = C(G, X, σ, (q1 + 1, q), d− 1).
If l = 2 then we define ψ′ accordingly as ψ before with respect to S2,

C2 = C(G, X, σ, (q1 + 1, q), d− 1) = C(G′, S2, ψ
′, (1, q − q1), d− 1)

where G′ = G[V (Gq1+1) ∪ · · · ∪ V (Gq)].
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(ii) p < q and l = 1 and t > 1. That is, we have a single minimum
separating set S1 but many size classes. We try to find how to partition
the size classes which result in the smallest minimal description, i.e. such
that we have two sets Θ1, . . . , Θi and Θi+1, . . . , Θt.
For each i ∈ {1, . . . , t− 1} let Gp, . . . , Gqi be the set of split components
of size classes Θ1, . . . , Θi. We define C1,i = C(G, X, σ, (p, qi), d− 1) and
C2,i = C(G, X, σ, (qi + 1, q), d− 1).
Let (Cmin, C′

min) be the lexicographically smallest pair according to ≺
in the set {(C1,i, C2,i), (C2,i, C1,i) | 1 ≤ i ≤ t− 1}. We define C1 = Cmin

and C2 = C′
min.

(iii) p < q and l = 1 and t = 1. That is, we have many children from one
separating set and one size class. We canonize all the children Gp, . . . , Gq

individually and sort their minimal descriptions in ascending order ac-
cording to ≺. Then, we do the same rearrangements with the split com-
ponents Gp, . . . , Gq. In C1, we canonize the first half of them and in
C2 the second half. Note, the sorting of q − p + 1 children is expensive,
hence we reduce the depth parameter logarithmically in the length of
this interval.
Let a = 	logc(q − p + 1)
 where c = 3/2. For each i ∈ {p, . . . , q} we
define C′

i = C(G, X, σ, (i, i), d − a). If one of the C′
i = no-canon then

C1 = no-canon. Rearrange C′
p, . . . , C

′
q in lexicographical increasing order

according to ≺. Rearrange Gp, . . . , Gq according to the new order of
C′

p, . . . , C
′
q. Let i = 	(q−p)/2
. We define C1 = C(G, X, σ, (p, p+i), d−1)

and C2 = C(G, X, σ, (p + i + 1, q), d− 1).
(iv) p = q. That is, we consider one single child. We consider all valid child

bags of type (b) in Definition 2. The one which gives the smallest min-
imal description is selected for C1, whereas C2 is filled up with default
symbols.
For each set of vertices Vi ⊆ X ∪ Gp that is a valid child bag as in
Definition 2 with Vi ∩ Gp �= ∅, and each permutation ψi,j ∈ Sym(Vi)
which is obtained from σ when removing the vertices in X \ Vi and
adding to the right the vertices in Vi \X in an arbitrary order, we define
C1,(i,j) = C(Gp \ (X \ Vi), Vi, ψi,j , (1, m′), d− 1)
and (i, j) ∈ I, where m′ is the number of split components in Gp\(X∪Vi),
i.e. the subgraph Gp \ (X \ Vi) when removing Vi. We define C1 to be
the minimum of

⋃
(i,j)∈I C1,(i,j). C2 = {2}f(d−1) is a default description

for a complete binary subtree. We define f : d �→ (|C0|+ |C′
0|) · (2d − 1),

i.e. f(d− 1) =
[
(4k + 3)2 + 	log n
 · (4k + 3)

] · (2(d−1) − 1).
(v) m = 0. That is, X is not a separating set in G, i.e. a leaf node

in a tree decomposition. If no valid child bag exists, then we define
C1 = C2 = {2}f(d−1) with f as in case (iv). That is, both have a default
description. Then, a good minimal description is returned.

In general, there is one exception, namely if one of C1 or C2 returns no-canon,
then the minimal description is no-canon.
If C2 ≺ C1, then swap them.
If C1 or C2 is no-canon then C(G, X, σ, (p, q), d) = no-canon.
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The depth of the tree decomposition. We mention some points that have
an influence on the depth of the tree decomposition. Note, the construction
for m > 2 uses some ideas from the proof of a Theorem in a full version of [15],
where a binary tree is computed by introducing white nodes. The main difference
is here, that the whole tree is not given explicitly. Our construction prefers
a balanced and binary tree-structure. The depth analysis is inspired from the
following more restricted version of Theorem 3.14 in [16].

Lemma 3. (c.f. [16]) For every tree T with n vertices and height h, there is a
binary tree T ′ of height at most O(h+ log n) such that T can be embedded in T ′.

By Lemma 2 the depth of a tree decomposition that has width 4k + 3 is at
most c log2 n for a constant c that depends on k only. Hence, when starting
with d = c′ log2 n (for a constant c′) we get a minimal description for C(G, X, σ,
(1, m), d).

We observe, that our definition guarantees the O(log n) depth bound. Af-
ter O(1) steps, the size of the split components is divided at least by 2. In
Case (i) we partition the subtrees that belong to the smallest minimal separat-
ing set S1 of X . We can do this, since the number of separating sets is a constant.
In Case (ii) we run through all possibilities to split the size classes Θ1, . . . , Θt

into two sets Θ1, . . . , Θi and Θi+1, . . . , Θt. For example, in two steps we can iso-
late a size class Θi where all the subtrees have together more than half the total
size of the subgraph rooted at X : first, split off those to the left and second,
those to the right of Θi.

In Case (iii) we sort the split components and partition them such that in C1

at most one more split component is canonized than in C2. This can only happen
when there are more than two split components considered currently. Therefore
the size of C1 is at most 2/3 the size of C0C

′
0C1C2 and this is the reason why

c = 3/2 in a = 	logc q − p + 1
. Later in the complexity analysis part (see
Lemma 7) we will show that with an inductive argument, split components of
size n/i can be canonized by a sub-circuit of depth c log(n/i) = c log n− c log i,
with c a constant. Hence, to encounter case (iii) recursively is no problem.

In Case (iv) we have a single split component. Hence, we get the following.

Lemma 4. There is a constant c which depends on k only such that for all
graphs G of treewidth at most k, there is a root bag X with m split components
in G \X, permutation σ ∈ Sym(X) and depth parameter d = c log2 n, such that
the minimal description C(G, X, σ, (1, m), d) is good.

The next is to show that the minimal description is unique up to isomorphism.

Lemma 5. For a graph G, a constant c, and two bags X, X ′ with permuta-
tions σ ∈ Sym(X) and σ′ ∈ Sym(X ′), with m split components in G \X (and
G \X ′), and depth parameters d = d′ = c log n (for a constant c) it holds that
C(G, X, σ, (1, m), d) = C(G, X ′, σ′, (1, m), d′) if and only if there is an automor-
phism φ of G which maps X onto X ′ via σ(σ′)−1.

A proof can be found in a full version. The main arguments are: an automorphism
preserves the edge relation, and hence a tree decomposition. In the construction,
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we run through all possibilities to define valid child bags. We take a bag as child
iff it gives the smallest minimal description.

To obtain a canonical invariant for graphs of treewidth at most k, run through
all sets of at most 4k + 3 vertices as initial root bag X and all permutations
σ ∈ Sym(X). According to Lemma 4 there exist good minimal descriptions.
We ignore the ones with no-canon and select the smallest of all these good
minimal descriptions. Thereby, recursively in the parts C′

0, we relabel the vertices
according to their first occurrence in the good minimal description.

Theorem 2. The smallest minimal description of all bags X and permuta-
tions σ is a canonical invariant for graphs of treewidth at most k.

3.3 Complexity Analysis

We prove now that graphs of bounded treewidth can be canonized in AC1. We
construct a circuit which consists of preprocessing steps and a main part, where
in O(log n) levels a minimal description of the input graph is computed.

Valid child bags. We consider Definition 2. We show, that valid child bags can
be computed in logspace. For an AC1-circuit, in a preprocessing step we compute
in parallel for each possible bag which are its split components and its valid child
bags. A proof is given in a full version.

Lemma 6. On input of a graph G a bag X with a child bag Y , and an inter-
val [p, q], there is a logspace-computable function that computes whether Y is a
valid child bag of X.

Computing the minimum and sorting. We discuss how to compute the
minimal description by an AC1-circuit. By the recursive construction of minimal
descriptions in Section 3.2, the depth of the circuit corresponds to the depth of
the tree decompositions. The next lemma is essential in the proof of Theorem 1.

Lemma 7. Let G be a graph of treewidth at most k, X a root bag, σ ∈ Sym(X)
a permutation, [p, q] an interval, d a depth parameter, and suppose we have given
minimal descriptions for all valid child bags and all split components Gp, . . . , Gq

for all depth parameters ≤ d− 1.

(a) For Case (iii) in the minimal description on Page 217 there is a (depth
i)-bounded AC1-computable function that computes the smallest minimal de-
scriptions with depth parameter d− i for each of the i equal sized split com-
ponents, and arranges them in lexicographical increasing order.

(b) For all the other cases, there is an AC0-computable function that computes
the smallest minimal description with depth parameter d − 1 for each split
component.

On input of the minimal descriptions from (a) and (b), there is an AC0-
computable function that computes the minimal description C(G, X, σ, (p, q), d).
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In the proof, the main tasks are of the following simpler form. Finding the
minimum out of N strings of at most N symbols each, can be done in AC0.
Sorting i strings of at most N symbols each can be done by a depth-O(log i)
bounded AC1 circuit. Finally, we show that the length of a minimal description
C depends on the input length n, treewidth k and depth parameter d, i.e.

|C| = (|C0|+ |C′
0|) · (2d − 1) =

[
(4k + 3)2 + (4k + 3) · 	log n
] · (2d − 1).

For Case (iv) and Case (v), we compute f in a preprocessing step.
We summarize, to get an AC1-circuit that computes C(G, X, σ, (1, m), d),

we have preprocessing steps to ensure that the input graph G has treewidth
at most k (by Lemma 1), and circuits which compute in parallel for pairs of
bags X, Y whether Y is a valid child of X . We have O(log n) levels of small cir-
cuits where minimal descriptions for subtrees are computed, selected or sorted.
The total size is polynomial and the total depth of the circuit is O(log n).

Theorem 3. There is a constant c and an AC1-computable function that on
input of graph G of treewidth at most k, root bag X of size ≤ 4k + 3, permutation
σ ∈ Sym(X), m split components in G \ X and depth parameter d = c log n
computes a good minimal description C(G, X, σ, (1, m), d) if one exists.

3.4 The Canonization

The minimal description depends on some parameters: a bag X , a permutation
σ ∈ Sym(X) and depth parameter d. There are at most n4k+3 many bags and
(4k + 3)! permutations for X . According to Lemma 4 we can fix d = c log2 n
(for a constant c) and still get a good minimal description. Hence, we set up
n4k+3 ·(4k+3)! many circuits in parallel and compute all possibilities of minimal
descriptions. We select in AC0 the smallest of all these minimal descriptions.

Theorem 4. There is an AC1-computable function, that computes a canonical
invariant for graphs of treewidth at most k.

Compute the canonical labeling. To obtain a canonizing function the al-
gorithm is doing some extra work in parallel. While computing the minimal
description we bring the vertices in a unique order. For this, in a minimal de-
scription C = C0C

′
0C1C2 the part C′

0 plays a central role.
The minimal description gives an order to the bags. We list now the vertices of

the bags in a fixed order and the inserted vertices of each bag with their original
vertex names.

To define the canonizing function, we use a simple logspace-computable pro-
cedure which can be found e.g. in [12]. The order of the occurrences of all vertices
defines a fixed order. After renaming the vertices according to this order we ar-
range the edges in lexicographical increasing order. Note, the renaming of the
vertices is an automorphism from G onto its canon, i.e. this is a canonical la-
beling. Hence, the canonization of graphs of treewidth at most k is in AC1. This
completes the proof of Theorem 1.
Conclusion. We improve the upper bound of the canonization problem for
bounded treewidth graphs very close to the LogCFL upper bound of isomorphism
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testing [11]. However, it is not clear how to improve the new AC1 upper bound
with known standard techniques for canonization. In [15] interesting concepts
for bounded treewidth graphs are introduced, they state the question whether
these can be used for isomorphism testing or canonization.

Acknowledgment. We thank Jacobo Torán and anonymous referees for com-
ments and helpful discussions.
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19. Köbler, J., Kuhnert, S.: The isomorphism problem for k-trees is complete for
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Abstract. A careful analysis of an old undecidability proof reveals that
periodicity and non-surjectivity of two-dimensional cellular automata are
recursively inseparable properties. Analogously, Wang tile sets that ad-
mit tilings of arbitrarily long loops (and hence also infinite snakes) are
recursively inseparable from the tile sets that admit no loops and no
infinite snakes. The latter inseparability result actually implies the first
one in a trivial way.

1 Introduction

Tilings and two-dimensional cellular automata are closely related concepts.
Tilings of Z2 are static objects where a local, position invariant matching re-
lation specifies which patterns of symbols are allowed. These are also known as
two-dimensional subshifts of finite type. Cellular automata, in contrast, are dy-
namic counterparts determined by a local, position invariant update rule of the
symbols. Cellular automata are continuous in the standard product topology,
and hence are endomorphisms of the full (two-dimensional) shift.

The tiling problem is the decision problem that asks if given tiles admit at least
one valid tiling of the plane. The problem was proved undecidable by R. Berger
in 1966 [4]. The tiling problem turns out to be very useful in establishing unde-
cidability results concerning cellular automata. In [8,9] the tiling problem was
reduced into the decision problem that asks whether a given two-dimensional
cellular automaton is reversible, that is, admits an inverse rule that retraces the
evolution back in time. The reduction is based on a complex set of tiles with
arrows on them that satisfies a plane-filling property: If one moves from tile-to-
tile, following the arrows, and if one never sees a tiling error, then the trajectory
is forced to be plane-filling in the sense that arbitrarily large squares are fully
covered by it.

Using a similar construction, it was also shown in [9] that it is undecidable
whether a given two-dimensional cellular automaton is surjective, that is, has no
Garden-of-Eden configurations. These are configurations without a pre-image.
The surjectivity problem was later shown by B. Durand to have a simpler un-
decidability proof, where the complex tiles of [9] were replaced by much simpler

� Research supported by the Academy of Finland Grant 131558.

A. Kulikov and N. Vereshchagin (Eds.): CSR 2011, LNCS 6651, pp. 223–232, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



224 J. Kari

ones [5]. One observation that we want to point out in the present talk is that –
even though it has been superseded by a better one – the original undecidabil-
ity proof has the advantage that the undecidability proofs for surjectivity and
reversibility can be combined into a single reduction that shows the following
inseparability result.

Theorem 1. The classes of

(a) non-surjective,
(b) periodic,

two-dimensional cellular automata are recursively inseparable.

The theorem states that any decidable class of cellular automata that contains
all periodic cellular automata must also contain some non-surjective ones. As a
direct corollary to we see that properties such as injectivity and surjectivity on
periodic configurations, openness and surjectivity on q-finite configurations are
undecidable among two-dimensional cellular automata, since all these properties
separate reversible from non-surjective automata.

The plane-filling tiles of [8,9] have found new applications in algorithmic ques-
tions that arise in the context of the tiling model of self-assembly. In this model,
Wang tiles – unit square tiles with colored edges – stick to each other to form
patches [1,16]. A new tile may stick to a patch if the colors on the adjacent
edges match, and if the total strength of the bonds – given by a numerical value
associated to each color – exceeds some threshold value. Algorithmic questions
concerning the model arise. For example, the termination problem asks to deter-
mine, for a given a set of tiles, whether the assembly process necessarily reaches a
terminal patch in which no new tiles can stick, or is unbounded growth possible.
It turns out that the termination problem is undecidable [2,3], even under the
following two restricted types of non-numeric assembly rules: Under the weak
sticking, a new tile may attach to a patch whenever one of the common edges
has the same color. Under the strong sticking, a tile may attach to a patch only
if all common edges between the tile and the patch have matching colors. The
undecidability proofs in [2,3] are reductions from the tiling problem, using the
plane filling tiles in a similar fashion as in [8,9].

It is easy to see that the termination problem is, in fact, equivalent to the
infinite snake tiling problem. This question asks whether it is possible to form
from the given Wang tiles an infinite, non-self-intersecting sequence on the plane,
where consecutive tiles are placed in adjacent positions. In a strong snake (termed
a zipper in [2,3]) any two neighboring tiles of the snake are required to have
a common color on their shared edge, while in a weak snake (called a ribbon
in [2,3]) only the colors of the consecutive tiles are required to match (and
where the snake returns back to touch an earlier tile, matching is not required).
The decidability status of the (weak) infinite snake tiling problem was actually
proposed independently as an open problem already in [6].

One can also ask a similar question about the possibility to form a loop on
the plane using the given tiles. Again, the question can be formulated under



Snakes and Cellular Automata: Reductions and Inseparability Results 225

the strong and under the weak matching rules, depending on whether colors are
required to match also between neighbors that are not consecutive in the loop.
The weak and the strong loop tiling problems were proved undecidable in [10]
using a construction similar to [5]. One can prove the loop formation undecidable
also using the more complex plane-filling tiles from [9]. Again, this approach has
the advantage that the infinite snake tiling problem and the loop tiling problem
can be treated in the same reduction, so that – in an exact analogy to the
reversibility and surjectivity problems of two-dimensional cellular automata –
we obtain the following inseparability result.

Theorem 2. The classes of Wang tile sets that

(a) admit tilings of arbitrarily long loops (and hence also infinite snakes),
(b) do not admit any tilings of loops or infinite snakes,

are recursively inseparable. This inseparability holds even if in (a) we require
strong matching while in (b) the weak matching may be used.

In Section 2 we recall the relevant definitions on cellular automata, tilings, plane-
filling paths and snake tiling problems. Section 3 contains proofs of Theorems 1
and 2.

2 Definitions

Let us call the elements of Z2 cells. Assignments c : Z2 −→ S of symbols from
a finite set S to cells are called configurations. The set of all configurations
over S is denoted by SZ2

. A neighborhood vector of size m is an m-tuple N =
(n1, n2, . . . , nm) where ni ∈ Z2, i = 1, 2 . . . , m, specify the relative offsets from
each cell to its neighbors: The neighbors of cell n ∈ Z2 are the cells n + n1, n +
n2, . . . , n + nm. We assume that ni �= nj for i �= j so that each neighbor only
appears once in the list.

2.1 Tilings

A tile set is triplet (T, N, R) where T is finite set whose elements are the tiles,
N is a neighborhood vector of size m and R ⊆ T m is a relation that specifies
forbidden patterns. Tiling is valid in position n ∈ Z2 of a configuration t ∈ T Z2

if the pattern in position n is not forbidden, that is, if

[t(n + n1), t(n + n2), . . . , t(n + nm)] �∈ R.

A configuration is a valid tiling if it is valid in all positions n ∈ Z2. Since N and
R are usually clear from the context, we often simply refer to T as the tile set.

Wang tiles are particular kind of tiles where the matching condition is given
by coloring of the edges of unit square tiles. Two adjacent tiles stick if the colors
on the abutting edges are the same. A configuration is a valid tiling if all pairs of
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adjacent tiles stick. The following two decision problems concerning Wang tiles
are used in Section 3 to obtain our inseparability results.

The domino problem is the decision problem to determine if a given Wang tile
set admits a valid tiling. The domino problem is undecidable [4]. Let L ⊆ Σ∗

be a recursively enumerable language over alphabet Σ. There is an effective
reduction that produces, for any given w ∈ Σ∗, a Wang tile set T that admits a
valid tiling if and only if w �∈ L.

Let b ∈ T . A b-finite configuration over T is any t ∈ T Z2
whose b-support

{n ∈ Z2 | t(n) �= b} is finite. A b-uniform configuration t assigns t(n) = b for
all n ∈ Z2. A Wang tile b is called blank if the b-uniform configuration is a valid
tiling. In the finite tiling problem one is given a Wang tile set T and a blank tile
b ∈ T . The question is to determine whether there exists a valid b-finite tiling
that is not b-uniform. This problem is easily seen to be undecidable [9] using the
techniques developed by H.Wang [15]. If K ⊆ Σ∗ is recursively enumerable then
there is an effective reduction that produces, for any given w ∈ Σ∗, a Wang tile
set T and b ∈ T such that a non-uniform, valid b-finite tiling exists if and only
if w ∈ K.

2.2 Cellular Automata

A cellular automaton (CA) is a triplet (S, N, f) where S is a finite state set, N
is a neighborhood vector of size m, and f : Sm −→ S is an update rule that
determines the new state of each cell based on the pattern in its neighborhood.
The CA defines a transformation F : SZ

2 −→ SZ
2

of the configuration space
where F (c) = e when

∀n ∈ Z2 : e(n) = f [c(n + n1), c(n + n2), . . . , c(n + nm)].

Transformation F is called a CA function. It is well known that CA functions are
precisely those transformations of the configuration space that are translation
invariant and continuous in the product topology [7].

If F is a bijection then the inverse F−1 is always a CA function [7]. In this
case the CA is called reversible. A CA is called injective (surjective) if F is
one-to-one (onto, respectively). Let us call a pair c, e ∈ SZd

of configurations
asymptotic if the set {n ∈ Z2 | c(n) �= e(n)} of cells where they differ is finite.
Function F is pre-injective if for all asymptotic c, e ∈ SZ2

such that c �= e, we
have F (c) �= F (e). The important Garden-of-Eden-theorem states that a CA
function is surjective if and only if it is pre-injective [13,14]. In particular, this
implies that injective CA are automatically also surjective, and hence reversible.
See [11] for more details on the basic concepts and results on cellular automata.

2.3 Directed Tiles and Paths

Let us associate to each tile a pointer to a neighbor. In the following these
follower vectors take values from the set {(±1, 0), (0,±1)}, that is, the vector
points to one of the four adjacent neighbors of a cell. We obtain a directed tile
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set (T, N, R, d) where (T, N, R) is a tile set and d : T −→ {(±1, 0), (0,±1)} gives
the follower vector of each tile.

Let t ∈ T Z2
be a configuration of directed tiles. An infinite sequence p1, p2, . . .

of cells pi ∈ Z2 is a directed path (or simply a path) on t if pi+1 = pi + d(t(pi))
for all i ∈ N. Positions on the path hence form a succession where the offset to
the next position is always given by the follower vector of the tile in the previous
position. For any n ∈ N0 and (x, y) ∈ Z2, let us denote by

Sn
x,y = {x− n, . . . , x + n} × {y − n, . . . , y + n}

the square of size (2n + 1) × (2n + 1) centered at position (x, y). We say that
directed path p1, p2, . . . is plane-filling if it covers arbitrarily large squares, that
is if, for all n ∈ N, there exists (x, y) ∈ Z2 such that Sn

x,y ⊆ {pi | i ∈ N}.
In [8,9] a directed tile set Snakes is constructed that satisfies the follow-

ing plane-filling property: Consider a directed path p1, p2, . . . on an arbitrary
configuration t. Then either

(i) for some i ∈ N the tiling in t is not valid in position pi, or
(ii) the path is plane-filling.

Moreover, Snakes admits valid tilings. This tile set was used in reducing the
domino problem into the problem of determining whether a given two-dimensional
cellular automaton is reversible.

In [2,3] the construction is further improved for the purpose of applying it to
snake tilings. A set of directed Wang tiles is presented such that any directed
path p1, p2, . . . on any configuration t satisfies the following: Either

(i) for some i, j ∈ N the positions pi and pj are adjacent but the corresponding
Wang tiles t(pi) and t(pj) do not stick, or

(ii) the path is plane-filling.

In the improved Wang tile set, any infinite path that follows the directions must
be plane-filling if it does not contain a mismatch between two tiles belonging to
the path. This requires more than the original construction of Snakes where
the plane-filling path was forced to be formed under the stronger assumption
that there is no mismatch within the neighborhood of any tile of the path – and
this neighborhood may contain positions outside the path. The improvement
was established by going into a higher block presentation of the tiles.

In [9] the set Snakes is further modified for the purpose of proving surjectivity
of CA undecidable. For this goal, the paths are allowed to form loops that cover
squares with recognizable borders and centers. The higher block conversion can
be performed also on this set, analogously to [2,3], yielding a set of directed
Wang tiles Loops with the following property.

Property 1. The directed tile set Loops is partitioned into three disjoint sets A,
B and C. Let t ∈ T Z2

and let p1, p2, . . . be a directed path on t. Then one of
the following three cases holds:
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(i) For some i, j ∈ N the positions pi and pj are adjacent but the corresponding
Wang tiles t(pi) and t(pj) do not stick, or

(ii) the path is plane-filling, or
(iii) the path is a loop that covers some (2n + 1)× (2n + 1) -square with A-tiles

on the boundary, a single B-tile at the center, and C-tiles elsewhere:

∃k ≥ 1, ∀i ∈ N : pi+k = pi,

∃n ∈ N, x, y ∈ Z : Sn
x,y ⊆ {pi | i ∈ N} and

⎧⎨⎩
∀p ∈ Sn

x,y \ Sn−1
x,y : t(p) ∈ A,

t(x, y) ∈ B,
∀p ∈ Sn−1

x,y \ {(x, y)} : t(p) ∈ C.

Moreover, there are valid tilings with paths that satisfy (ii), and for every n0 ∈ N
there are valid tilings with paths that satisfy (iii) for some n ≥ n0.

In Section 3 the tile set Loops is used to reduce the domino problem and the
finite tiling problem to prove inseparability results.

2.4 Snake Tiling Problems

Let T be a set of (directed) Wang tiles. In this section we define two variants
of infinite (directed) snakes. We call these strong and weak snakes, respectively.
We also define two analogous variants of (directed) loops.

Let us first consider the case when the tiles in T are directed. A strong infinite
directed snake is a directed path p1, p2, . . . on some configuration t ∈ T Z2

such
that

(a) the path does not cross itself: pi �= pj for i �= j, and
(b) There is no tiling error between any adjacent tiles on the path: for any

i, j ∈ N, if the positions pi and pj are adjacent then the corresponding
Wang tiles t(pi) and t(pj) stick.

Term “directed zipper” was used in [2,3] for strong infinite directed snakes. Note
that Property 1 states that all strong infinite directed snakes by Loops are
plane-filling.

A weak infinite directed snake is defined analogously but condition (b) above
is replaced by the weaker requirement that consecutive tiles on the path stick:

(b’) for all i ∈ N, tiles t(pi) and t(pi+1) stick.

These were called “directed ribbons” in [2,3].
The undirected variants are defined by allowing the path to continue from a

cell to any of its four adjacent neighbors. An undirected path is any sequence
p1, p2, . . . of positions such that pi and pi+1 are adjacent, for all i ∈ N. Let T be
a set of undirected Wang tiles. Strong infinite snakes and weak infinite snakes
are defined analogously to the directed variants, using undirected paths instead
of directed ones.

The (strong or weak) infinite snake tiling problems ask one to determine, for a
given (possibly directed) Wang tile set, whether a (strong or weak, respectively)
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infinite snake exists. That is: is it possible to place tiles on the plane to form an
infinite succession of matching tiles. The difference between the strong and weak
variants is whether matching is required also between the adjacent tiles that are
not consecutive on the snake. All variants were proved undecidable in [2,3].

In [10] questions concerning loop formation were asked. For k > 2, a directed
loop of length k on configuration t is a finite initial segment p1, p2, . . . , pk of a
directed path on t in which pk+1 = p1 while pi �= pj for 1 ≤ i < j ≤ k. An
undirected loop is defined analogously from an undirected path, when the Wang
tiles have no directions. A strong (directed) loop is a (directed) loop in which
adjacent tiles match in color, while in a weak (directed) loop only consecutive
tiles of the loop (as well as the last and the first tile) are required to stick. It
was shown in [10] that it is undecidable is to determine if a given (directed or
undirected) tile set admits strong or weak loops.

By a standard compactness argument, the existence of arbitrarily long (weak
or strong) loops implies the existence of (weak or strong, respectively) infinite
snakes.

3 Inseparability Results

Let L, K ⊆ Σ∗ be two disjoint recursively enumerable languages over some
alphabet Σ that are recursively inseparable. This means that there is no recursive
set D ⊆ Σ∗ such that L ⊆ D and K ∩ D = ∅. Such sets are well known to
exist [12].

Because L is recursively enumerable one can, using the reduction method
of [4], effectively construct for any given word w ∈ Σ∗ a set T1 of Wang tiles
that admits a valid tiling of the plane if and only if w �∈ L.

Because K is recursively enumerable one can, using the reduction method
used in [9], effectively construct for any given word w ∈ Σ∗ a set T2 of Wang
tiles and b ∈ T2 such that there is a b-finite, non-uniform tiling of the plane if
and only if w ∈ K.

For any given w ∈ Σ∗, one can hence effectively construct the following di-
rected Wang tile set Tw ⊆ T1 × T2× Loops, where Loops is the directed Wang
tile set that satisfies Property 1. The color matching in Tw is checked in all three
components of the “sandwich” -tiles. The follower vector of a tile in Tw is given
by the follower vector in its Loops -component. We take into Tw all triplets
(s1, s2, l) ∈ T1 × T2× Loops under the following constraints:

(a) if l ∈ A then s2 = b, and
(b) if l ∈ B then s2 �= b.

Here A, B ⊆ Loops refer to the subsets described in Property 1. The constraints
guarantee that a correctly tiled square with A-tiles on the boundary and a B-
tile in the center is possible only if T2 admits a b-finite, non-uniform tiling. The
construction proves the following claim:

Proposition 1. The following two classes of directed tile sets T are recursively
inseparable:
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(a) Sets T that admit valid tilings with arbitrarily long directed loops.
(b) Sets T that do not admit any strong directed loops or any strong directed

infinite snakes.

Proof. We use the sandwich tile set Tw above, constructed effectively for any
given w ∈ Σ∗.

1) Suppose w ∈ L. Then T1 does not admit a tiling of the plane, and T2 does
not admit a b-finite, non-uniform tiling of the plane. Consider an arbitrary con-
figuration t ∈ T Z2

w and a directed path P = p1, p2, . . . on t. By Property 1 of
Loops, either

(i) P contains a color mismatch in the Loops component between two adjacent
tiles on P , or

(ii) P is plane-filling, or
(iii) P is a loop that covers some square with A-tiles on the boundary and a

B-tile at the center.

But in case (ii) there must be a mismatch in the T1-components of two tiles
on the path because otherwise T1 would admit valid tilings of arbitrarily large
squares. And in case (iii) there must be a mismatch in the T2-components,
because otherwise T2 would admit a tiling of a square with b’s on the boundary
and some non-b tile in the center. We conclude that every directed path must
contain a color mismatch between two of its tiles, and hence Tw belongs to class
(b) in the statement of the theorem.

2) Suppose w ∈ K. Then T1 admits a tiling t1 of the plane, and T2 admits a
b-finite, non-uniform tiling t2 of the plane. Consider a configuration t over Tw

whose first and second layers consist of these valid tilings t1 and t2, respectively.
The third layer of t contains a correct tiling by Loops, with a directed loop that
covers a (2n+1)×(2n+1) square Sn

x,y. By Property 1, this square may be chosen
for arbitrarily large values of n, and positioned in such a way that t2(x, y) �= b
and t2(p) = b for all p ∈ Sn

x,y \ Sn−1
x,y . We conclude that there are valid tilings

with arbitrarily long correctly tiled loops, and Tw is in class (a).

The two cases above prove the claimed recursive inseparability. Any recursive
separation of (a) and (b) would namely provide a recursive separation between
languages L and K.

Proof of Theorem 2. Proposition 1 directly implies Theorem 2 using the motif-
construction of [2,3]. In this construction, directed tiles are effectively replaced
by a sequence of undirected “minitiles” that only can stick to form contours of
large squares with suitable bumps and dents along the boundaries that simulate
the colors of the original tiles. For any given directed Wang tile set T , this
effective construction provides a set U of undirected Wang tiles such that

T admits strong directed loops
�

U admits strong loops
�

U admits weak loops

T admits strong directed infinite snakes
�

U admits strong infinite snakes
�

U admits weak infinite snakes
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Moreover, if the loops admitted by T are arbitrarily long, so are the loops ad-
mitted by U . This reduction clearly takes classes (a) and (b) of Proposition 1
into the classes (a) and (b) of Theorem 2, respectively.

Proof of Theorem 1. This is a direct reduction from Theorem 2: For any
undirected Wang tile set T we associate a two-dimensional cellular automaton
F with the state set T ×{↑,→, ↓,←}×{0, 1}. The local update rule keeps the T -
component and the arrow-component of a state unchanged. The bit-component
may be changed. A cell n is active if and only if its T -component sticks to the
T -component of its follower cell. The follower cell is simply the adjacent cell in
the direction of the arrow at n. An inactive cell does not change its state, while
an active cells replaces its bit x by x⊕ y, where y is the bit of the follower and
⊕ denotes the modulo two addition of the bits.

If T is in class (a) of Theorem 2 then the CA F is not surjective: Consider
a configuration t ∈ T Z2

that contains a valid weak loop. Assign the cells of the
loop the arrows that point to next cell of the loop. All cells of the loop are then
active. Because F executes the XOR CA along the loop, it is clear that a CA
configuration with an odd number of 1’s on the loop has no pre-image. The CA
is not surjective.

If T is in class (b) of Theorem 2 then the CA F is reversible, and even
periodic: Any path in any configuration over T contains a tiling error between
some consecutive tiles. By compactness this means that there is a uniform bound
n such that for any path p1, p2, . . . on any configuration t ∈ T Z2

, there is a
mismatch between consecutive tiles t(pi) and t(pi+1), for some i ≤ n. Cell pi is
inactive, and it easily follows that CA F is 2n-periodic.

4 Conclusions

We have shown the recursive inseparability of two-dimensional cellular automata
that are periodic from those that are not surjective. It remains an open challenge
to make these classes smaller. In particular, it seems likely that among non-
surjective CA there would be interesting proper subclasses that are inseparable
from the periodic cellular automata. For example, one wonders whether one can
recursively separate the periodic CA from the CA that are ultimately periodic
but not periodic.
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Abstract. Clique-width is one of the most important graph parameters,
as many NP-hard graph problems are solvable in linear time on graphs
of bounded clique-width. Unfortunately, the computation of clique-width
is among the hardest problems. In fact, we do not know of any other
algorithm than brute force for the exact computation of clique-width
on any large graph class of unbounded clique-width. Another difficulty
about clique-width is the lack of alternative characterisations of it that
might help in coping with its hardness. In this paper, we present two
results. The first is a new characterisation of clique-width based on rooted
binary trees, completely without the use of labelled graphs. Our second
result is the exact computation of the clique-width of large path powers
in polynomial time, which has been an open problem for a decade. The
presented new characterisation is used to achieve this latter result. With
our result, large k-path powers constitute the first non-trivial infinite
class of graphs of unbounded clique-width whose clique-width can be
computed exactly in polynomial time.

1 Introduction

Clique-width is a graph parameter that has many algorithmic applications [5].
In particular, NP-hard graph problems that are expressible in a certain type of
monadic second-order logic admit algorithms with linear running time on graphs
whose clique-width is bounded by a constant [6, 22]. Unfortunately, it is NP-hard
to compute the clique-width of a given graph [9]. Fellows et al. ask whether the
computation of clique-width is fixed-parameter tractable when parametrised by
the clique-width of the input graph [9]. This question is still open. Furthermore,
we do not know of an algorithm with running time cn, where c is a constant.
Although clique-width has received a lot of attention recently [2, 4, 8, 9, 14, 15,
17–19, 21], positive results known on the computation of clique-width so far are
very restricted. Graphs of clique-width at most 3 can be recognised in polynomial
time, and their exact clique-width can be computed efficiently [3]. Examples of
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such graph classes are cographs [7], trees and distance-hereditary graphs [10].
Regarding classes of unbounded clique-width, the class of square grids is the only
class for which a polynomial-time clique-width computation algorithm is known
[10].

Clique-width is often compared to treewidth, as the same set of problems
that are efficiently solvable on graphs of bounded clique-width are also efficiently
solvable on graphs of bounded treewidth. However, clique-width is more general
than treewidth, as graphs of bounded treewidth have bounded clique-width [4, 7],
whereas there are graph classes of bounded clique-width whose treewidth is not
bounded (for example complete graphs). For such graph classes, the gap between
the two parameters may be arbitrarily large (for example, the clique-width of a
complete graph is at most 2 and its treewidth is the number of vertices minus 1).
The known results on these two parameters so far make treewidth a much more
manageable graph parameter than clique-width. Although treewidth is also NP-
hard to compute in general, by Bodlaender’s celebrated result, graphs of bounded
treewidth can be recognised in linear time [1], and the complexity of computing
the treewidth is known for most of the well-known graph classes. We can say that
treewidth is well understood, whereas the same is not true for clique-width. For
example, treewidth has many characterisations, via tree decompositions, partial
k-trees, embeddings into chordal graphs, graph searching, and forbidden minors.
When it comes to clique-width, only little is known about characterisations.
Clique-width was originally defined as the smallest number of labels needed for
building a graph by application of labelled graph operations. During the last
two decades, only one other characterisation has been discovered [7]: For a finite
set C of labels, a C-construction of a graph G is a sequence (G0, . . . , Gr) of
C-labelled graphs on the vertex set of G, where each graph Gi is the disjoint
union of two C-labelled graphs and Gi+1 emerges from Gi by changing labels
or by adding the edges in one union graph of Gi. The size of set C bounds the
clique-width of G from above [7].

In this paper, we present a new characterisation of clique-width. It is based
on a rooted binary tree that iteratively partitions the vertex set into finally
singleton partition sets by obeying certain adjacency conditions. The clique-
width of a graph is then determined by the number of partition sets that are
active at a time. Using this characterisation, we show that k-path powers with
at least (k + 1)2 vertices have clique-width k + 2. This solves a long-standing
open problem posed in [10]. A k-path power is the k-power graph of a simple
path. The only known result for classes of unbounded clique-width so far has
been for square grids: the clique-width of a k× k grid is k +1 [10]. Note that for
each positive integer k, there is only one k× k grid, whereas there are infinitely
many k-path powers.

Some earlier results that emerged from the study of the computational com-
plexity of the relative clique-width and NLC-width problems can be seen as
related to our new characterisation. NLC-width is a graph parameter similar to
clique-width, and the two parameters differ by a factor of at most 2 [16]. Müller
and Urner gave a characterisation of NLC-width through decomposition trees
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[21]. Our characterisation of clique-width is more than a direct generalisation of
previous characterisation results for NLC-width. For NLC-width, the employed
precise formulation defines a partition that is unique. The context of the decom-
position defined at some other node of the decomposition tree is not required,
as it is implicit. This is not the case for clique-width. In particular, the partition
at some tree node is not unique. This may also explain part of the difficulties
that have arisen from understanding and working with clique-width.

2 Definitions and Notation

We consider only simple finite undirected graphs. For G = (V, E) a graph, V =
V (G) is the vertex set of G and E = E(G) is the edge set of G. Edges are denoted
as uv, where vertices u and v are adjacent in G, i.e., u is a neighbour of v in G.
For a vertex u of G, the (open) neighbourhood of u, denoted as NG(u), is the
set of neighbours of u in G. A graph H is a subgraph of G if V (H) ⊆ V (G) and
E(H) ⊆ E(G). For a set X ⊆ V (G), the subgraph of G induced by X , denoted
as G[X ], is the subgraph H of G such that V (H) = X and for every vertex
pair u, v of H , if uv ∈ E(G) then uv ∈ E(H). For two graphs G and H , where
V (G) ∩ V (H) = ∅, the disjoint union of G and H , denoted as G ⊕ H , is the
graph (V (G) ∪ V (H), E(G) ∪ E(H)).

For an integer k ≥ 1, a k-labelled graph is an ordered triple G = (V, E, 	)
where (V, E) is a graph and 	 : V → {1, . . . , k}, the label function of G. We
define four types of operations for k-labelled graphs:

– for 1 ≤ i ≤ k and u a vertex, i(u) is the k-labelled graph
({u}, ∅, {(u, i)}).

– for 1 ≤ i < j ≤ k and G a k-labelled graph, ηi,j(G) is the k-labelled graph
that emerges from G by adding all edges between vertices with label i and
vertices with label j that are not edges of G.

– for 1 ≤ i, j ≤ k, i �= j, and G a k-labelled graph, ρi→j(G) is the k-labelled
graph that emerges from G by changing all occurrences of label i into label j.

– for G and H k-labelled graphs, G ⊕ H is the k-labelled graph on vertex
set V (G)∪ V (H) and with edge set E(G)∪E(H) and each vertex of G⊕H
has the same label as in G or H .

A k-expression is built from the four operation types: i(u) is a k-expression,
for α and ω k-expressions, ηi,j(α), ρi→j(α) and (α⊕ ω) are k-expressions. Each
expression defines a tree, that we also call a clique-width tree. By val(α), we
denote the labelled graph that is defined by α. For a graph G, an integer k and a
k-expression α, we say that α is a k-expression for G if there is a label function 	
for G with (V (G), E(G), 	) = val(α). The clique-width of G, denoted as cwd(G),
is the smallest integer k such that there is a k-expression for G.

3 Supergroup Partitions Characterise Clique-Width

We aim at a characterisation of clique-width. Previously, clique-width and its
variant linear clique-width were investigated by using the graph notion of a
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Fig. 1. The vertex set of the depicted graph, on vertices a, b, c, d, e, f , is partitioned
into the sets {a, b, c, d} and {e, f}. The sets {a}, {b}, {c, d} are groups of G[{a, b, c, d}].

“group”. Let G be a graph and let H be an induced subgraph of G. A set A ⊆
V (H) is called a group of H if NG(u) \ V (H) = NG(v) \ V (H) for every vertex
pair u, v ∈ A. Note the difference between this definition and the notion of a
module. A set B ⊆ V (G) is a module of G if NG(u) \ B = NG(v) \ B for every
vertex pair u, v ∈ B. Observe that B is a module of G if B is a group of G[B].
Since a module B of G is a group in every induced subgraph H of G that contains
all vertices in B, we can say that the notion of a group is more general than the
module notion.

Groups are very useful for understanding linear clique-width [11, 12, 20]. How-
ever, they are insufficient for studying clique-width. Such observations were first
published by Müller and Urner in their work about the complexity of computing
the relative clique-width [21]. For illustrating the situation, consider the graph,
G, in Figure 1. The vertex set of the depicted graph is partitioned into {a, b, c, d}
and {e, f}, which is indicated by the two rectangle areas. The groups in the left
side partition set are {a}, {b} and {c, d}. Spending one label per group and then
computing the disjoint union with G[{e, f}] requires a label for each of e and f ,
and the two labels must be different from the labels used in G[{a, b, c, d}]. Hence,
computing G from the disjoint union of G[{a, b, c, d}] and G[{e, f}] requires five
labels. However, if we allow four labels in G[{a, b, c, d}] then e and f can have
the same label as respectively c and d. This requires a total of four labels for
computing G from the disjoint union of G[{a, b, c, d}] and G[{e, f}]. We will give
a characterisation of clique-width by applying the ideas and observations given
above by generalising the notion of a “group”. Let G be a graph and let H
be a subgraph of G. Denote by G−H the graph (V (G), E(G) \ E(H)), i.e., the
subgraph of G obtained from deleting the edges of H .

Definition 1. Let G be a graph and let H be a subgraph of G.

1) A set A of vertices of H is called group of H if for every vertex pair u, v
from A, NG−H(u) = NG−H(v).

2) A set A of vertices of H is called supergroup of H if for every vertex pair u, v
from A, NG−H(u) ⊆ NG(v).

3) A supergroup partition for H is a partition (A1, . . . , Ar) of V (H) such that
A1, . . . , Ar are supergroups of H. The size of a supergroup partition is the
number r of partition classes.
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4) For A and B supergroups of H where A ∩ B = ∅, we say that A and B
are compatible for H if uv ∈ E(G−H) for some u ∈ A and v ∈ B implies
xy ∈ E(G) for every x ∈ A and y ∈ B.

Note that the definition of a group in Definition 1 extends the definition of
a group given in the initial paragraph of this section from induced subgraphs
to arbitrary subgraphs. Formally, a supergroup is a more general notion than
group. We illustrate the difference between the two notions by a simple example.
Consider the graphs G = ({a, b, c}, {ab, bc}) and H = ({a, b, c}, {ab}). Note that
H is a subgraph of G, that is not an induced subgraph, and that G−H =
({a, b, c}, {bc}). The set {a, c} is a supergroup of H , but it is not a group of
H . It is not difficult to see that the group and supergroup notion coincide on
induced subgraphs. A simple but important property of supergroups is that pairs
of vertices that are adjacent in G−H cannot belong to the same supergroup.

We use the supergroup notion to define a recursive partition of the vertex
set of graphs. Let M = (M1, . . . , Mr) and N = (N1, . . . , Ns) be partitions of a
universe X . We say that N is a refinement of M , if N1∪· · ·∪Ns = M1∪· · ·∪Mr

and for every 1 ≤ i ≤ s, there is 1 ≤ j ≤ r such that Ni ⊆ Mj .

Definition 2. Let G be a graph. A supergroup tree for G is a rooted binary
tree T whose nodes are labelled with partitions of subsets of V (G) such that the
following conditions are satisfied:

1) for x1, . . . , xn the vertices of G, there is a 1-to-1 correspondence between the
leaves of T and the singleton set partitions ({x1}), . . . , ({xn}).

2) let a be an inner node of T with sons b and c, and let a, b, c be labelled
with the partitions (A1, . . . , Ap), (B1, . . . , Bq) and (C1, . . . , Cr), respectively;
then,
• (B1, . . . , Bq, C1, . . . , Cr) is a refinement of (A1, . . . , Ap).

• (A1, . . . , Ap) is a supergroup partition for G[B1∪· · ·∪Bq ]⊕G[C1∪· · ·∪Cr].

• A1, . . . , Ap are pairwise compatible for G[B1∪· · ·∪Bq]⊕G[C1∪· · ·∪Cr].

The size of T is the largest size of a supergroup partition a node of T is labelled
with.

In the second condition of Definition 2, note that G[B1 ∪ · · · ∪ Bq] and G[C1 ∪
· · · ∪Cr] are induced subgraphs of G but their disjoint union, G[B1 ∪ · · · ∪Bq]⊕
G[C1∪· · ·∪Cr], may not be an induced subgraph of G. This is the case, when G
has an edge joining a vertex from B1 ∪ · · · ∪Bq and a vertex from C1 ∪ · · · ∪Cr;
such edges are not contained in G[B1 ∪ · · · ∪Bq]⊕G[C1 ∪ · · · ∪ Cr].

Let T be a rooted tree and a a node of T . By Ta, we denote the subtree of
T that is rooted at a. Let G be a graph and let α be an expression for G. Let
T = T [α] be the clique-width tree that is defined by α. For a node a of T and a
vertex x of G, we say that x occurs at a in T , if i(x) for some label i is the label
of some leaf in Ta.

Lemma 1. There is a function that, given a graph G and a k-expression α for
G, computes a supergroup tree for G of size at most k in O(n2) time.
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Proof. Let G be a graph, and let α be a k-expression for G, where k ≥ 1. We
can assume that α contains only useful operations. We describe the construction
of a supergroup tree for G of size at most k. Denote by T [α] the clique-width
tree of α. Note that there is a 1-to-1 correspondence between the leaves of T [α]
and the vertices of G. Obtain the rooted binary tree T from T [α] as follows:
there is a 1-to-1 correspondence between the leaves of T [α] and the leaves of T
and there is a 1-to-1 correspondence between the ⊕-labelled nodes of T [α] and
the nodes of T such that for every inner node a of T , if B and C are the sets
of vertices that appear in the two subtrees of T rooted at a, B and C are the
sets of vertices appearing in the two subtrees of T [α] rooted at the image of a in
T [α]. Informally spoken, T is obtained from T [α] by contracting the edges that
are incident to an inner node that is not labelled with ⊕. We add labels to the
nodes of T in the following way. Let a be a node of T , and let a′ be the node
of T [α] that corresponds to a. Let X be the set of vertices that occur at a′ in
T [α] and let (X1, . . . , Xr) be the partition of X that is defined by the labels at
a′. Note that r ≤ k. Then, label a in T with (X1, . . . , Xr). This completes the
definition of T .

It can be verified that the labelled tree T satisfies the conditions of Defini-
tion 2. Thus, T is a supergroup tree for G. Furthermore, since every partition
label of T has size at most k, it follows that T is a supergroup tree for G of size
at most k. The claimed running time follows from a careful analysis of the above
developed algorithm. ��
Lemma 2. Let G be a graph. Let T be a supergroup tree for G of size t. Then,
G has a k-expression α for some k ≤ t.

Proof. Let a be a node of T and with supergroup partition label (A1, . . . , Ap);
let A =def A1 ∪· · · ∪Ap. We inductively construct an expression for G[A], where
the labels induce a partition of A that is equal to (A1, . . . , Ap). If a is a leaf of
T then A = {x} for some vertex x of G, and 1(x) is an appropriate expression.
Let a be an inner node of T , that has the two sons b and c. Let b and c be
labelled with (B1, . . . , Bq) and (C1, . . . , Cr), respectively. There are appropriate
expressions β and γ for respectively G[B1 ∪· · · ∪Bq] and G[C1 ∪· · · ∪Cr ]. Then,
(β ⊕ γ) is an expression for G[B1 ∪ · · · ∪ Bq] ⊕ G[C1 ∪ · · · ∪ Cr ]. The desired
expression for G[A] is obtained from β and γ in two steps: first, changing labels
in β and γ, and second, adding the new edges. This can be done without using
more labels than the size of T . ��
Lemma 1 and Lemma 2 imply

Theorem 1. Let G be a graph. The smallest size of a supergroup tree for G is
equal to the clique-width of G.

4 The Clique-Width of Large Path Powers

We aim at developing an efficient algorithm for computing the clique-width of
a class of proper interval graphs. The algorithm itself will be very simple, since
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1 2 3 4 5 6 7 8 9 10 11

Fig. 2. The figure shows a 4-path power on eleven vertices. A pair of vertices is adjacent
if and only if the difference of their name label is at most 4. For example, 2 and 10 are
neighbours of 6, but 1 and 11 are non-adjacent to 6.

it will compute the clique-width from the size of a largest clique. The size of a
largest clique of a proper interval graph can be computed in linear time. The main
theoretical result of this section will be the correctness proof of the algorithm,
precisely, we will show a tight lower bound on the clique-width of the considered
class of proper interval graphs.

We begin by defining the graphs that we will consider. For k ≥ 1, a graph G
is a k-path power if its vertices admit an ordering 〈v1, . . . , vn〉 such that vi and
vj are adjacent if and only if 0 < |i− j| ≤ k. As an example, the 1-path powers
are exactly the induced paths. A path power is a k-path power for some k ≥ 1.
An example of a 4-path power using the vertex ordering definition is depicted
in Figure 2. Every path power is a proper interval graph. Furthermore, path
powers can be recognised in linear time. The size of a largest clique of a k-path
power on at least k +1 vertices is k +1. We say that a k-path power is large if it
contains at least (k + 1)2 vertices. An upper bound on the clique-width of large
path powers is known.

Lemma 3 ([9]). Let G be a large k-path power, with k ≥ 1. The clique-width
of G is at most k + 2.

For a lower bound, it is known that the clique-width of a large k-path power is
more than k [10]. This leaves a gap of 1 between the known upper and lower
bounds on the clique-width of large k-path powers. In this section, we close
the gap by showing that the upper bound of Lemma 3 is tight. We will ob-
tain this result by determining a lower bound on the clique-width of large path
powers of smallest size. For n ≥ 2, a proper interval square, square for short,
denoted as Qn, is the (n− 1)-path power on n2 vertices. The vertices of Qn are
v1,1, . . . , vn,1, v1,2, . . . , vn,n, and the edges of Qn are determined by vertex order-
ing 〈v1,1, . . . , vn,1, v1,2, . . . , vn,n〉 in the sense of the above definition of k-path
powers. This means that for each pair i, j:

NQn(vi,j) =
{

vi+1,j−1, . . . , vn,j−1, v1,j , . . . , vn,j , v1,j+1, . . . , vi−1,j+1

}
\
{

vi,j

}
;

in border cases, some of the listed vertices may not exist, that we simply ex-
clude in such cases. We partition the vertices of Qn: a column of Qn is a
set {v1,j, . . . , vn,j}. We often speak of “column j”, which means exactly the
vertices v1,j , . . . , vn,j . Small examples of squares are depicted in Figure 3, where
the vertices are arranged analogous to this representation.
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Fig. 3. Depicted are four proper interval squares, Q1, Q2, Q3 and Q4. For each
graph Qn, the upper left and lower right vertex are respectively v1,1 and vn,n.

For showing the lower bound on the clique-width of Qn, we will apply Theo-
rem 1, which means, we will determine a lower bound on the size of supergroup
trees for Qn. We first present three auxiliary results on the size of supergroup
partitions for particular subgraphs of Qn. Let A ⊆ V (Qn) and 1 ≤ s ≤ n. The
s-boundary of A is the set {vp1,q1 , . . . , vpr ,qr} of vertices from A such that for
every 1 ≤ i ≤ r, qi < s and vpi,qi+1, . . . , vpi,s−1 �∈ A. We say that column s
is full in A if {v1,s, . . . , vn,s} ⊆ A, and we say that column s is empty in A if
v1,s, . . . , vn,s �∈ A.

Lemma 4 ([13]). Let A ⊆ V (Qn), and let e be an empty column of A. The
vertices of the e-boundary of A are in pairwise different supergroups of Qn[A].

For A ⊆ V (Qn), we say that A has the filled row property if for all vi,j , vi,j′ ∈ A
where j < j′, {vi,j , . . . , vi,j′} ⊆ A. The result of the following lemma can be
shown by a careful case analysis.

Lemma 5. Let A ⊆ V (Qn). Let f be smallest such that {v1,f , . . . , vn,f} ⊆ A,
and let there be e > f such that v1,e, . . . , vn,e �∈ A. If |A| > n then A satisfies
one of the two conditions:

1) f ≤ 2 and v1,1 ∈ A and A has the filled row property.
2) every supergroup partition of Qn[A] has size more than n.

For 1 ≤ i ≤ n and 1 < j ≤ n, we call (A, B) a partial [i, j]-partition of
V (Qn) if A ⊆ {v1,1, . . . , vn,j−1} ∪ {v1,j , . . . , vi−1,j} and B ⊆ {vi,j , . . . , vn,j} ∪
{v1,j+1, . . . , vn,n}. For u, v, w a vertex triple of Qn, we say that u distinguishes v
and w if u is adjacent to exactly one of v and w. If uv is an edge of Qn and the
two vertices are non-adjacent in a subgraph then v and w cannot be contained
in the same supergroup of the subgraph.

Lemma 6. Let n ≥ 3, and let 1 ≤ i ≤ n and 1 < j ≤ n. Let (A, B) be a partial
[i, j]-partition of V (Qn) such that A has a full column and B is non-empty.
Furthermore, let j = n imply i = 1 and let j = n and vn,n ∈ B imply |B| ≥ 2.
Let (X1, . . . , Xk) be a supergroup partition for Qn[A]⊕Qn[B] where X1, . . . , Xk

are pairwise compatible for Qn[A]⊕Qn[B]. Then, k ≥ n + 1.

Proof. For a contradiction, we assume that k ≤ n. If B contains no vertex from
column j then (A, B) is also a partial [1, j + 1]-partition of V (Qn). Note that
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B �= ∅ implies j < n. Iterating this argument, we can henceforth assume that B
contains a vertex from column j. By assumption about j, column n is empty in
A. Thus, the vertices of the n-boundary of A are in pairwise different supergroups
due to Lemma 4. Since there is a full column in A by our assumption, the n-
boundary of A consists of n vertices. It follows that k = n and each supergroup
contains an n-boundary vertex of A. Let s be smallest such that vs,j ∈ B. Note
that (A, B) is a partial [s, j]-partition of V (Qn). We distinguish between s = n
and s < n.

Suppose that s = n. Note that our assumptions directly imply j < n. Let
1 ≤ i ≤ k be such that vn,j ∈ Xi. Let v be the vertex from the n-boundary
of A with v ∈ Xi. Remember that v exists and is unique due to the results of
the first paragraph. Since vn,j is adjacent to all vertices from column j in Qn, it
follows that v is not from column j. Since vn−1,j �∈ B due to assumption s = n,
it follows that vn−1,j �∈ Xi and thus v must be adjacent to vn−1,j . This directly
implies that v = vn,j−1. Since v1,j+1 would distinguish vn,j and v, it holds that
v1,j+1 ∈ B. Let 1 ≤ i′ ≤ k be such that v1,j+1 ∈ Xi′ . Since v1,j �∈ B, vn,j

and v1,j+1 are distinguished by v1,j , and thus, i �= i′. Let v′ be the vertex from
the n-boundary of A with v′ ∈ Xi′ . Since vn−1,j is not in B and adjacent to
v1,j+1, it follows that v′ is adjacent to vn−1,j . And since v1,j+1 and v′ must be
non-adjacent in Qn, v′ is either vn,j−1 or v1,j . The former case would contradict
i �= i′. The latter case implies that the vertices from Xi and Xi′ are pairwise
adjacent in Qn because of v1,jvn,j ∈ E(Qn) \E(Qn[A]⊕Qn[B]), which yields a
contradiction because of vn,j−1v1,j+1 �∈ E(Qn). So, s < n must hold.

Let 1 ≤ t ≤ k be such that vs,j ∈ Xt. Suppose that vn,j �∈ B. Then, vs,j is
distinguished by vn,j from all vertices v1,1, . . . , vn,j−1, which means that Xt does
not contain any vertex from the columns 1, . . . , j−1. And since vs,j is adjacent to
every other vertex from column j, Xt cannot contain any vertex from column j
that is in A. Thus, Xt does not contain any vertex from A. In particular, Xt

does not contain any vertex from the n-boundary of A, which contradicts the
assumptions from the first paragraph. We conclude vn,j ∈ B. Let 1 ≤ p ≤ k be
such that vn,j ∈ Xp. Since vs,j is distinguished from vn,j by vn,j−1, it follows that
p �= t. Let vp and vt be the vertices from the n-boundary of A that are contained
in Xp and Xt, respectively. Since vt ∈ A and vs,j ∈ B and vt and vs,j are in the
same supergroup Xt, it follows that vt and vs,j are non-adjacent in Qn. Consider
vs−1,j or vn,j−1, depending on whether s ≥ 2 or s = 1. Since vs−1,j �∈ B in case
of s > 1 or vn,j−1 �∈ B in case of s = 1, and in each case the considered vertex
is adjacent to vs,j in Qn, it follows from the definition of supergroup that the
vertex is adjacent also to vt, and since vt is non-adjacent to vs,j , we conclude
that vt = vs,j−1. We distinguish between s > 1 and s = 1. Suppose s > 1. If
vp is adjacent to vs,j then, due to Xp and Xt being compatible, the vertices in
Xt and Xp are pairwise adjacent, in particular, vn,j is adjacent to vs,j−1. This
yields a contradiction to the definition of Qn. Thus, vp is non-adjacent to vs,j .
Since vs−1,j �∈ B, since vn,j and vs−1,j are adjacent in Qn and since vp and vn,j

are non-adjacent in Qn, it holds that vp ∈ {vs+1,j−1, . . . , vn,j−1}. This, however,
would mean that vp is adjacent to vs,j in Qn, a contradiction. Hence, s = 1, which
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means that vt = v1,j−1 and vs,j = v1,j . If there is 1 < i < n such that vi,j �∈ B,
then vi,j distinguishes v1,j−1 and v1,j . Thus, {v1,j , . . . , vn,j} ⊆ B. Consider v2,j .
Note that v1,j and v2,j are distinguished by v2,j−1 and that v2,j−1 �∈ B. So,
v2,j �∈ Xt. Let 1 ≤ q ≤ k be such that v2,j ∈ Xq. Let vq be the vertex from
the n-boundary of A which is contained in Xq. Since vq is non-adjacent to v2,j

due to being in the same supergroup and is adjacent to vn,j−1, it follows that
vq = v2,j−1. It remains to observe that v2,j−1 and v1,j are adjacent in Qn and
that v1,j−1 and v2,j are non-adjacent in Qn, which yields a contradiction. We
conclude that k ≤ n is not possible, and thus k ≥ n + 1. ��
We prove lower bound results for the size of special supergroup partitions of
V (Qn). These results are applied in the lower bound proof of Lemma 10. Let
T be a supergroup tree. Let a be a node of T , and let (A1, . . . , Ar) be the
supergroup partition that a is labelled with in T . By MT

a , we denote the union
A1 ∪ · · · ∪Ar, which is the set of vertices that occur in Ta. Since the context T
will always be clear, we will usually omit the superscript and simply write Ma.

Lemma 7. Let n ≥ 3, and let T be a supergroup tree for Qn. Assume that T
has an inner node a with b and c its sons such that Mb = {v1,f , . . . , vn,f} for
some 1 ≤ f ≤ n, there is no full column in Mc and there is no empty column in
Ma. Then, the size of T is at least n + 1.

Proof. Let (A1, . . . , Ar) be the supergroup partition that a is labelled with in
T . For every pair p, p′ where 1 ≤ p < p′ ≤ n, vp,f and vp′,f are distinguished by
vp,f+1 or vp′,f−1, depending on whether f ≤ n− 1 or f ≥ 2. Thus, the vertices
from Mb appear in n pairwise different supergroups of (A1, . . . , Ar). Assume that
f ≤ n − 1. Let 1 ≤ p ≤ n be smallest such that vp,n ∈ Mc. Note that p exists,
since column n is not empty in Ma, and v1,n, . . . , vp−1,n �∈ Ma. Let 1 ≤ i ≤ r
be such that vp,n ∈ Ai. If Ai contains no vertex from Mb then r ≥ n + 1.
Otherwise, Ai contains vertices from Mb; let 1 ≤ q ≤ n be such that vq,f ∈ Ai.
If |n− f | ≥ 2, i.e., if f ≤ n−2, then column n must be full in Ma, which implies
that Mc contains a full column and thus contradicts the assumptions. Hence,
f = n − 1. Since vq,f and vp,n are not adjacent, q ≤ p. If q < n then vn,n−2

distinguishes vq,f and vp,n, which yields a contradiction. So, q = n, and thus,
p = n. Due to the choice of p, it follows that {v1,n−1, . . . , vn,n−1, vn,n} ⊆ Ma

and v1,n, . . . , vn−1,n �∈ Ma. A careful analysis shows that this situation implies
the claimed lower bound on the size of T . If f = n then there is 1 ≤ p ≤ n
such that vp,1 ∈ Mc. Due to our assumptions about Ma, there is 1 ≤ p′ ≤ n
such that vp′,1 �∈ Ma and therefore distinguishes vp,1 and every vertex from
column f . Thus, there is no 1 ≤ i ≤ r such that Ai contains vp,1 and a vertex
from column f , so that r ≥ n + 1. ��
Lemma 8. Let n ≥ 3, and let T be a supergroup tree for Qn. Assume that T
has an inner node a with b and c its sons such that Ma has a full column, Ma

has no empty column, Mb and Mc have no full columns. Then, the size of T is
at least n + 1.
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Proof. Let (A1, . . . , Ar) be the supergroup partition that a is labelled with in
T . Denote by Ub the set of vertices from Mb that are “highest” in their column.
Formally, vi,j ∈ Ub if vi,j ∈ Mb and for every 1 ≤ i′ < i, vi′,j �∈ Mb. Analogously,
define Uc. We first show that vertices from Ub and Uc cannot appear in the
same supergroup. So, for a contradiction, assume that there are 1 ≤ i ≤ r and
vp,q ∈ Ub and vp′,q′ ∈ Uc such that vp,q, vp′,q′ ∈ Ai. Without loss of generality,
we may assume q ≤ q′. Since vp,q and vp′,q′ must be non-adjacent in Qn, it
directly follows that q < q′. Then, the properties of supergroups imply that
{v1,q, . . . , vp−1,q} ⊆ Mb. The definition of Ub therefore implies p = 1. Since v1,q

is non-adjacent to every vertex from column q′, column q′ must be full in Mc

due to the properties of vertices in the same supergroup, which contradicts the
assumptions about c. Thus, no vertex from Ub appears in the same supergroup as
a vertex from Uc. Next, we show that the vertices from Ub and from Uc appear in
pairwise different supergroups. By analogy, it suffices to show the result for Ub.
Let v = vp,q and v′ = vp′,q′ be (different) vertices from Ub, where we can assume
without loss of generality that q < q′. Remember that q = q′ is not possible due
to the definition of Ub. If p > 1 then v1,q �∈ Mb and therefore distinguishes v
and v′. Analogously, if p = 1 and p′ > 1 then v1,q′ �∈ Mb and distinguishes v
and v′. Assume that p = p′ = 1. Then, there exists a vertex w = vi,q′ such that
w �∈ Mb, since Mb has no full column. Observe that w distinguishes v and v′. We
conclude that v and v′ are not contained in the same supergroup. It follows that
the vertices from Ub∪Uc appear in pairwise different supergroups, which implies
|Ub| + |Uc| ≤ r. Due to the assumptions about Ma, Mb, Mc, particularly since
Ma has a full and no empty column, we conclude that |Ub|+ |Uc| ≥ n + 1. ��
Lemma 9. Let n ≥ 3, and let T be a supergroup tree for Qn. Assume that T
has an inner node a with b and c its sons such that Mb has a full column and
an empty column and |Mb| ≥ n + 1. Then, the size of T is at least n + 1.

Proof. By a symmetry argument, we can assume that there are 1 ≤ f < e ≤ n
such that column f is full in Mb and column e is empty in Mb and column j is
not full for every 1 ≤ j < f and column j is not empty for every f < j < e. For
a contradiction, suppose that the size of T is at most n. We apply Lemma 5 and
directly conclude that f ≤ 2 and v1,1 ∈ Mb and Mb has the filled row property.
Let (A1, . . . , Ar) be the supergroup partition that a is labelled with in T . Con-
sider the e-boundary of Mb; it contains n vertices. We apply Lemma 4 and see
that the e-boundary vertices of Mb appear in pairwise different supergroups of
the partition. Due to the assumption, it follows that every Ai contains exactly
one e-boundary vertex of Mb. We show that (Mb, Mc) is a partial [i, j]-partition
of V (Qn) for appropriate i, j. Let 1 ≤ q ≤ n be smallest such that there is
1 ≤ p ≤ n with vp,q ∈ Mc; we choose p smallest possible. Remember that Mc is
non-empty. Let 1 ≤ l ≤ r be such that vp,q ∈ Al. If q = 1 then f = 2, and since
vp,q is adjacent to v1,1 and no vertex from the e-boundary of Mb is adjacent
to v1,1, Al cannot contain an e-boundary vertex of Mb, a contradiction. So, let
q ≥ 2, which means q > f . If q ≥ e then (Mb, Mc) is a partial [1, q]-partition of
V (Qn). This directly follows from the filled row property of Mb. Assume that
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Al contains an e-boundary vertex vp′,q′ of Mb. Let q < e. If q < q′ then, due
to the filled row property of Mb, vp,q′ �∈ Mb, which yields a contradiction to
Al being a supergroup of Qn[Mb] ⊕ Qn[Mc]. So, q′ < q. If q′ ≤ q − 2 then
{v1,q, . . . , vn,q} ⊆ Mc, so that column q is empty in Mb. Since f < q < e, we
obtain a contradiction to the assumption about e. Thus, q′ = q − 1, and since
vp,q and vp′,q′ are non-adjacent in Qn, p′ ≤ p due to the adjacency definitions.
It follows that {vp,q, . . . , vn,q, v1,q+1, . . . , vp−1,q+1} ⊆ Mc. Since Mb has the filled
row property, we conclude that (Mb, Mc) must be a partial [p, q]-partition of
V (Qn).

So, we have seen that (Mb, Mc) is a partial [i, j]-partition of V (Qn), and Mb

has a full column and Mc is non-empty. If (Mb, Mc) is a partial [i, j]-partition
for some 1 < j < n then Lemma 6 implies r ≥ n + 1, and so the claim follows.
Otherwise, (Mb, Mc) is a partial [1, n]-partition, and e = n. If {v1,n, . . . , vn−1,n}∩
Mc �= ∅ then, again, we apply Lemma 6 and conclude r ≥ n + 1. Otherwise,
Mc = {vn,n}, which implies that p = n and q = n. Since the neighbours of vn,n

in Qn are exactly v1,n, . . . , vn−1,n, q′ = n− 1 and {v1,n−1, . . . , vn,n−1} ⊆ Mb. It
follows that {v1,n−1, . . . , vn,n−1, vn,n} ⊆ Ma and v1,n, . . . , vn−1,n �∈ Ma, and by
carefully analysing the situation, it can be shown that the size of T is at least
n + 1. ��
Now, we are ready to complete the lower bound proof. We particularly show that
one of the situations in the already given lemmas must occur in a supergroup
tree for Qn.

Lemma 10. For every n ≥ 3, cwd(Qn) ≥ n + 1.

Proof. Let n ≥ 3, and let T be an arbitrary supergroup tree for Qn. Let F be
the set of nodes x of T such that Mx has a full column. We call a node in F
minimal if its sons do not belong to F . Assume that there is a minimal node a
in F such that Ma has no empty column. Then, a and its two sons satisfy the
conditions of Lemma 8, and we conclude that the size of T is at least n + 1.
Assume that for every minimal node x in F , Mx has an empty column. Let a
be an inner node of T with its sons b and c such that b is a minimal node in
F . Then, Mb has a full and an empty column. If we can choose a, b, c so that
|Mb| ≥ n + 1 then the three nodes satisfy the conditions of Lemma 9, and we
conclude that the size of T is at least n + 1. If a, b, c cannot be chosen to satisfy
the conditions of Lemma 9 then |Mx| = n for every minimal node in F . So,
let a, b, c be an arbitrary choice such that b and c are the sons of a and b is a
minimal node from F . Let a′ be the parent of a in T , if it exists. If c is a minimal
node from F then |Ma| = |Mb| + |Mc| = 2n and Ma has a full and an empty
column, and therefore, a′ satisfies the conditions of Lemma 9. Otherwise, if c is
not a minimal node from F , then Tc may or may not contain a node from F .
If the former then, due to the assumptions about the choice of c as not being
minimal, |Mc| ≥ n + 1, |Mc| contains a full column and, since Mb contains a full
column, Mc contains an empty column. Thus, node a satisfies the conditions of
Lemma 9. If the latter then, if Ma contains no empty column, the nodes a, b, c
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satisfy the conditions of Lemma 7, if Ma contains an empty column, a′ satisfies
the conditions of Lemma 9. The claim of the lemma follows by application of
Theorem 1. ��
Theorem 2. Let k ≥ 1, and let G be a large k-path power. Then, cwd(G) = k+2.

Proof. Due to Lemma 3, cwd(G) ≤ k + 2. For the lower bound, note that G
contains Qk+1 as induced subgraph. If k ≥ 2 then cwd(G) ≥ cwd(Qk+1) ≥ k +2
due to Lemma 10, if k = 1 then Qk+1 is an induced path of length 3, and thus
cwd(G) ≥ cwd(Qk+1) ≥ k + 2 = 3. ��
As a corollary, by applying the same algorithm as in [13], the result of Theorem 2
directly implies a linear-time algorithm for computing the clique-width of large
path powers.

5 Final Remarks

We have shown two main results. The first main result is a purely graph-theoretic
characterisation of clique-width by using partition trees. We believe that this
provides a new view on clique-width and may lead to interesting theoretic and
algorithmic results.

The second main result is the characterisation of the clique-width of a class of
proper interval graphs. Except for the class of square grids, no other graph class
of unbounded clique-width is known for which such a characterisation result ex-
ists. The main technical results for achieving the characterisation provided lower
bounds for particular subgraphs and showed in the proof of Lemma 10 that it suf-
fices to consider only such subgraphs. The proof of Lemma 10 is also interesting
from a broader perspective. All arguments considered only very local properties.
It was sufficient to determine a lower bound on the size of supergroup partitions
for subgraphs of the type Qn[A]⊕Qn[B], independent of constraints that would
be imposed by situations at other nodes of the supergroup tree. It seems that
such a property makes it comparably “easy” to analyse the clique-width. Is there
a general scheme behind? Is this true for graphs of specific structural properties?

Theorem 2 together with the results in [13] shows that clique-width and its
variant linear clique-width coincide on large path powers. We obtained this result
by explicitly proving the bounds. Can this result be shown also by using only
structural arguments?
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Abstract. It is well known that permanents of matrices of bounded tree-
width are efficiently computable. Here, the tree-width of a square matrix
M = (mij) with entries from a field K is the tree-width of the underlying
graph GM having an edge (i, j) if and only if the entry mij 
= 0. Though
GM is directed this does not influence the tree-width definition. Thus, it
does not reflect the lacking symmetry when mij 
= 0 but mji = 0. The
latter however might have impact on the computation of the permanent.
In this paper we introduce and study an extended notion of tree-width
called triangular tree-width. We give examples where the latter param-
eter is bounded whereas the former is not. As main result we show that
permanents of matrices of bounded triangular tree-width are efficiently
computable. This result holds as well for the Hamiltonian Cycle problem.

1 Introduction

It is well known that the permanent of a square matrix M is hard to compute
unless some major complexity theoretic conjectures fail to be true. Valiant [11]
has shown that for 0-1 matrices the problem is #P-complete. And if M has
entries from a field K of characteristic different from 2 the permanent polyno-
mials build a VNP-complete family in Valiant’s algebraic theory of complexity
for families of polynomials, see [11,12] for these results. It is then natural to
ask for suitable subclasses of matrices on which the computation becomes easy.
Barvinok [2] has shown that families of matrices of bounded rank provide such
an example. Another much more intensively studied subclass is related to the
notion of tree-width of a graph (for a precise definition of tree-width see below).
To each n× n matrix M = (mij) there naturally corresponds a directed graph
GM = (V, E) on n vertices which has an edge (i, j) if and only if mij �= 0. If
{Mi}i∈I is a class of matrices such that the tree-width of each GMi is at most
k for some fixed k ∈ N it was shown in [6] that the permanent of each of these
matrices is computable in linear time in the size of the input matrix (and expo-
nential time with respect to k). The problem thus is fixed parameter tractable
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with respect to the tree-width as parameter. This class of matrices and their per-
manent polynomials were studied further in [8,5] with respect to more precisely
determining their expressive power.

One drawback of the tree-width approach with respect to permanents is that
though GM is a directed graph for the tree-width notion it has no influence
whether an edge occurs in both directions or only in one. For the permanent
computation, however, it might have significant impact whether one of the two
entries mij and mji is non-zero or both. The goal of the present paper is to
introduce and study an extended notion of tree-width called triangular tree-
width which better reflects such lacking symmetry in the non-zero structure of a
matrix. Starting point for the introduction of the new notion is the definition of
the permanent through cycle covers of GM . Suppose for the moment the vertices
V : {1, . . . , n} to be linearly ordered, say 1 < 2 < . . . < n. If a cycle cover (or any
cycle) contains an increasing edge with respect to this order, i.e., an (i, j) with
i < j it is clear that there has to be as well a decreasing edge (j̃, ĩ), j̃ > ĩ included
somewhere in the cover. Thus, even though the classical tree-width of GM might
be large the more important question with respect to permanent computations
is whether the two graphs given by the increasing and the decreasing edges have
a better tree-width structure. Since this argument is independent of the used
ordering of the vertex set we can try to look for a permutation of V that induces
an optimal structure as far as the tree-widths of the two mentioned graphs are
concerned. Note that with such an approach edges (i, j) and (j, i) are treated
separately since always one will be decreasing and the other increasing. The
minimal tree-width obtained by choosing an optimal ordering is then called the
triangular tree-width of M . We show that the notion extends the classical tree-
width notion on symmetric matrices. As main result we prove that the permanent
of an n × n-matrix is efficiently computable on classes of matrices of bounded
triangular tree-width. One important feature of the corresponding algorithm is
that it works in parallel with two tree-decompositions, one for the graph of
increasing, the other for the graph of decreasing edges. The main difficulty for
proving the main result is to analyze how the information given by the two
tree-decompositions can be mixed efficiently.

The paper is structured as follows. Section 2 recalls basic notions and in-
troduces triangular tree-width. We give an example showing that this notion
extends the tree-width notion, i.e., there are families of matrices for which the
former parameter is bounded whereas the latter is not. In the third section our
main result is proven. It is shown both for computation of the permanent and
for the Hamiltonian Cycle problem. A discussion of open questions closes the
paper.

2 Basic Notions; Triangular Tree-Width

We start by recalling some basic definitions needed further on.

Definition 1. An arithmetic circuit over a field K is a directed, acyclic graph;
its nodes are also called gates. Nodes have in-degree 0 or 2, where the former
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are also the input nodes. There is precisely one node of out-degree 0, the output
of the circuit. Each gate with in-degree 2 is labelled either by +,− or × repre-
senting the corresponding operation in K. The size of a circuit is its number of
gates, the depth of the circuit is the length of the longest path from the output
node to an input node.

Circuits are used in the proof of our main theorem. The next notion is the basic
one for the rest of this paper.

Definition 2. Let G = (V, E) be a directed graph. A tree-decomposition of G of
width k ∈ N is a tree T = (VT , ET ) such that the conditions below are satisfied:

(i) to each node t ∈ VT there corresponds a subset Xt ⊂ V of size at most
k + 1;

(ii) for each edge (i, j) ∈ E there is a t ∈ VT such that {i, j} ⊆ Xt;
(iii) for i ∈ V let T (i) denote those nodes t ∈ VT such that i ∈ Xt. Then T (i)

induces a (connected) subtree of T .

Below we call Xt also the box of vertices related to node t of T. The tree-width
twd(G) of G is the minimal k such that G has a tree-decomposition of width k.

The graph G can have loops but they do not influence the tree-width. Note that
for the tree-width definition it is of no concern that G is directed; whenever one
of the two edges (i, j) or (j, i) is present the condition to find i, j in a common
box Xt applies. This is a crucial point with respect to the extended notion we
are going to introduce below.

We consider n×n matrices M with entries from an underlying field K. In the
Turing model K = Q but our results hold as well if, for example, we choose K
to be of characteristic 0 and work in an algebraic model of computation.

To M there is attached a directed weighted graph GM = (V, E). It has V :=
{1, . . . , n} as vertex set and contains edges (i, j) if and only if mij �= 0. The
weight of such an edge is given as the entry mij ∈ K. The permanent of M is
defined using cycle covers of GM :

Definition 3. a) A cycle cover of a directed graph G = (V, E) is a subset of
its edges forming disjoint directed cycles such that each vertex i ∈ V is incident
with exactly one of the edges as outgoing edge and with exactly one as ingoing
edge. Loops are allowed here. We identify each such cycle cover with the unique
permutation σ ∈ Sn of V describing it in the usual way.

b) The weight of a cycle cover given by permutation σ is the product of all

weights of the edges participating in the cover, i.e.,
n∏

i=1

miσ(i).

c) A partial cycle cover is a subset of edges of a cycle cover. Its weight is
defined accordingly.

d) The permanent of M is given as perm(M) =
∑

σ∈Sn

n∏
i=1

miσ(i). Here, Sn

denotes the set of permutations of n elements.

The tree-width of a matrix M now simply is the tree-width of the attached
graph GM . As already mentioned above it does not reduce if instead of two
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non-zero entries mij and mji only one of the two is non-zero. However, as far
as the computation of the permanent is concerned this is not at all true. An
example which gives a good idea (though it finally will not fit completely into
our framework, see Remark 1 below) is an upper triangular matrix M. Here
the permanent just is the product of its diagonal entries. Its underlying graph
however with respect to its tree-width behaves the same as the graph attached
to an everywhere non-zero matrix. And the permanent of the latter of course
is supposed to be hard to compute. Thus the tree-width notion seems not to
reflect appropriately cases where permanents are easy to compute due to a kind
of lacking symmetry in M. Triangular tree-width to be introduced now tries to
capture better such situations. The basic underlying idea is to split GM into
two graphs, one consisting of increasing and the other of decreasing edges only.
The words increasing and decreasing here reflect in terms of M non-zero entries
occurring in the lower triangular and the upper triangular part, respectively. It
is formalized using suitable permutations of rows and columns from M .

Definition 4. Let M be an n × n matrix, GM = (V, E) its weighted directed
graph with V = {1, . . . , n}.

a) Let σ : V → V be a permutation of V . The graph Ginc
σ = (V, Einc

σ ) is
given by defining Einc

σ as all edges (i, j) ∈ E such that σ(i) < σ(j). We call
Einc

σ the increasing edges with respect to σ. Accordingly, Gdec
σ = (V, Edec

σ ) with
(i, j) ∈ Edec

σ if and only if (i, j) ∈ E and σ(i) > σ(j) is the graph of decreasing
edges with respect to σ.

Without loss of generality loops are allocated to Edec
σ .

b) A graph G is said to have a triangular tree-decomposition of width k ∈ N
if there is a permutation σ of its vertices such that both graphs Ginc

σ and Ginc
σ

are of (normal) tree-width at most k. The triangular tree-width of G, in terms
ttw(G), is thus given as

ttw(G) := min
σ∈Sn

max{twd(Ginc
σ ), twd(Gdec

σ )} .

The ttw notion extends the normal tree-width notion in the following sense.
If M is a square symmetric matrix (or, more precisely, a matrix with a sym-
metric non-zero structure), then ttw(GM ) = twd(GM ). This is true because in
that case the product P−1 · M · P, where P is a permutation matrix, again
results in a symmetric matrix. For different permutations the graphs Ginc are
just isomorphic copies of each other. Therefore, for each permutation σ it fol-
lows twd(Ginc

M,σ) = twd(Gdec
M,σ) = twd(GM ) and the triangular tree-width of GM

coincides with the normal tree-width.
Another consequence of this remark is

Corollary 1. Computation of the triangular tree-width of a directed graph is
NP-hard.

This follows from the corresponding result for traditional tree-width [1] and the
previous remark.
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2.1 A Guiding Example

In this subsection we want to study a bit more extensively an example which
shows on the one hand side that our new notion captures cases which the tra-
ditional tree-width notion does not. More precisely, we consider a family of di-
rected graphs whose tree-widths grow to infinity with the number of vertices in
the graphs but whose triangular tree-widths stay bounded. On the other hand
the example shows as well that the chosen permutation matters. For a not care-
fully chosen σ the maximum of twd(Ginc

σ ) and twd(Gdec
σ ) might stay unbounded.

The example is a special family of grid graphs. This family is more exhaustively
studied in [10] where it is also shown that its tree-width is unbounded.

For n ∈ N define a grid graph Gn with n2 many vertices V := {vij , 1 ≤
i, j ≤ n} as follows: For every 1 ≤ i ≤ n the graph Gn contains as edges the
horizontal path Pi given by vi1 → vi2 → . . . → vin. Next, Gn has two vertical
paths P ′

1 : v11 → v21 → . . . → vn1 and P ′
2 : v1n → v2n → . . . → vnn. Finally,

there are vertical edges vij → vi+1,j for every pair (i, j) such that i + j is even.
The figure shows as example the graph G6.
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Fig. 1. The grid graph G6

In order to deal with directed graphs we direct the edges as indicated above
from left to right and from top to bottom. As shown in [10] there is no constant
bound on the tree-width of the family {Gn}n as n tends to infinity. Note that in
our situation we would consider such a Gn as the graph attached to an n2 × n2

matrix M .
We now give two different permutations σ1, σ2 of V such that the maximum

of twd(Ginc
n,σ1

) and twd(Gdec
n,σ1

) still is unbounded for growing n, whereas for all
n ∈ N it is max{twd(Ginc

n,σ2
), twd(Gdec

n,σ2
)} = 1. Thus the triangular tree-width of

the family {Gn}n is bounded but its tree-width is not.
The ordering related to permutation σ1 is simply going from left to right in

each row and then row-wise downwards. Thus for all i, j, k such that j < k we
put vij <σ1 vik and for all i, j, k, 	 such that i < j we put vik <σ1 vj	. Clearly,
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Ginc
n,σ1

is precisely Gn since the increasing edges with respect to σ1 correspond
to the directed edges of Gn. Consequently, twd(Ginc

n,σ1
) = twd(Gn) and therefore

is unbounded for growing n.
The second permutation σ2 is defined to be the one inducing the following

linear order on the vertices. In each row we still go from left to right, but now the
ordering goes row-wise from the bottom to the top. Thus for all i, j, k such that
j < k we have vij <σ2 vik and for all i, j, k, 	 such that i < j we put vik >σ2 vj	.
Now Ginc

n,σ2
has the horizontal edges as edge set. They build n disjoint paths,

so twd(Ginc
n,σ2

) = 1. The graph Gdec
n,σ2

contains the vertical edges which are all
isolated, i.e., no two of them share a common vertex. Therefore twd(Gdec

n,σ2
) = 1

and ttw(Gn) = 1 for all n ∈ N.

3 Computing Permanents of Matrices of Bounded ttw

We shall now study in how far boundedness of the triangular tree-width of
the graph attached to a square matrix has impact on computing the matrix’
permanent efficiently. Our results will extend the class of matrices for which
efficient algorithms for this problem are known.

3.1 Particular Case: Perfect Triangular Decompositions

We shall first prove our result on a further reduced class of matrices of bounded
triangular tree-width. In the next subsection the result then is shown for all such
matrices.

The following technical condition on a triangular tree-decomposition of a
graph will turn out to be algorithmically important below.

Definition 5. Let G = (V, E) be a directed graph, k ∈ N be fixed. G is said
to have a perfect triangular tree-decomposition of width k if there is a permu-
tation σ of V and two corresponding tree-decompositions T inc

σ , T dec
σ of width k

for Ginc
σ , Gdec

σ , respectively, such that for at least one of the two decompositions
none of the vertices of G occurs in more than 10k many boxes. The pair of
decompositions in that case is called perfect as well.

The factor 10 in the definition is arbitrarily chosen. It is only important that the
number of boxes in which a vertex maximally occurs is bounded in a function
depending on k. Perfect decompositions are used below in order to perform a
typical tree-climbing algorithm working in parallel on two tree-decompositions.
Perfectness then allows to bound the resources needed by such an algorithm.

Theorem 1. Let k ∈ N be fixed, M an n × n matrix with corresponding graph
G such that G has a perfect triangular tree-decomposition of width k. Suppose
this decomposition to be explicitly given. Then perm(M) can be computed in
polynomial time with respect to n. The problem is fixed parameter tractable with
respect to parameter k, i.e., in the complexity estimates k does not occur in the
exponent of n.
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Proof. The proof follows the common ideas behind bounded tree-width algo-
rithms which climb up a rooted tree-decomposition, see for example [8]. However,
due to the presence of two different graphs and their decompositions bookkeeping
during such an algorithm becomes more involved. A major problem here is that
a vertex which in one decomposition occurs in a leaf box only in the other might
occur close to the root, and in addition it might occur in linearly many boxes of
the second decomposition. The question thus is for how long an algorithm has
to remember the information related to this vertex. In order to keep the related
computational amount bounded the perfectness condition is employed.

Let G have perfect ttw at most k and let σ be a permutation of the vertex set
witnessing this. For sake of notational simplicity we suppress the dependency
on σ for the rest of this proof. Let (T inc, T dec) be the corresponding perfect
triangular tree-decompositions of width k for Ginc and Gdec. Without loss of
generality we assume the following conditions on the two trees to be satisfied:

- T inc and T dec are binary trees of depth O(log n), see [4];
- in both trees if t2 is a successor node of t1, then there is at least one vertex

in Xt2 \Xt1 ;
- an increasing edge between two vertices i, j ∈ V is represented by the unique

box of T inc in which both nodes occur commonly and that is closest to the
root; similarly for decreasing edges.

Finally, we assume that perfectness of the pair (T inc, T dec) results from T dec, i.e.,
every vertex of V occurs in at most 10k boxes of T dec. Note that the balancing
procedure in [4] does not destroy the perfectness condition.

On a high level point of view the algorithm works as follows. Climbing up in
T inc we build partial cycle covers from the information given in the currently
treated box of T inc. They consist of increasing edges with respect to σ. When the
algorithm moves on from two nodes 	, r with related boxes X inc

	 , X inc
r to their

common predecessor node t with X inc
t let i be a vertex from the original graph

occurring in X inc
	 but disappearing in X inc

t . Then information about partial
cycle covers being made of decreasing edges incident with i is computed from
T dec and mixed with the information already obtained. After glueing the three
nodes vertex i is deleted in the boxes of T dec and the process is continued. A
major point for this construction to work efficiently is that T dec satisfies the
perfectness condition. As consequence the amount of information T dec contains
with respect to vertex i is not depending on n and the mixture does not increase
the complexity too much. Vertex i does not influence any more the algorithm
after treatment of node X inc

t .
Now towards the details of the algorithm.
The central object we compute going bottom up in T inc is a catalogue of

partial cycle covers for graph G, compare [8]. At each node of T inc it collects
information about those paths and cycles in a potential cycle cover of G that
only contain edges between vertices that occur in boxes related to the subtree of
T inc which is rooted in t. This information is complete as far as vertices i ∈ V
are concerned that do not occur in box X inc

t itself or in boxes related to nodes
further up in T inc.
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Treatment of leaf nodes in T inc: Let 	 be a leaf in T inc, X inc
	 the vertices of

V collected in the box for 	 and X̂ inc
	 those vertices which only occur in X inc

	

but not further up in the boxes of T inc. Recall that according to our general
assumptions at least one such vertex exists. For a vertex i ∈ V let T dec(i) denote
the subtree of T dec induced by those nodes that are related to a box containing i.
The edges of any cycle cover of G can be split in two groups such that one of them
contains only edges that either occur in T inc

	 or are incident to an i ∈ X̂ inc
	 in the

graph represented by T dec(i) (i.e., decreasing edges incident with i). We collect
this information bottom up to compute all cycle covers and their corresponding
contribution to the permanent. Edges between vertices occurring as well further
up in T inc, i.e., edges in (X inc

	 \ X̂ inc
	 )2, are treated later on. Let Cinc denote a

partial cycle cover consisting of increasing edges of the graph induced by X inc
	 . It

assigns to each vertex i ∈ X inc
	 some 0-1 information about its in- and out-degree

in the partial cover. The number off different such partial covers is bounded as
a function in k and all of them can be computed efficiently. For each vertex
i ∈ X̂ inc

	 consider the subtree T dec(i) it induces in T dec and its corresponding
graph. Compute from this subtree the set Dec(i) of decreasing edges incident
with i. Given the perfectness condition for T dec the number of decreasing edges
we obtain is bounded by a function depending on k only. Now again join every
Cinc with each subset of Dec(i) for all i ∈ X̂ inc

	 as long as the resulting set of
edges gives a partial cycle cover of G.

This way we obtain a list of partial cycle covers of G. To each list there corre-
sponds a 0-1 vector indicating the in- and out-degree of the vertices with respect
to a given partial cover. We call such a list together with the additional infor-
mation a type of node 	. If λ	 is a type of node 	 we attach to it as its weight
w(λ	) the product of all edge-weights for those edges occurring in the corre-
sponding partial cycle cover. The number of types for a leaf is clearly bounded
by a function f(k) which once again only depends on the tree-width. The algo-
rithm computes all types for the leaves of T inc. Then it deletes from all boxes in
T dec those vertices i that occur in leaf nodes of T inc but not further up. This way
i does not any longer influence the algorithm when climbing up, i.e., no further
backtracking with respect to such an i is necessary. The new tree we obtain for
the remaining decreasing edges is again denoted by T dec.

Climbing up T inc: Next we have to explain how two types are combined when
the corresponding nodes have the same predecessor in T inc. Let X inc

t be the
box related to an inner node t, let 	 and r denote the successor nodes of t in
T inc and X inc

	 , X inc
r the related boxes of vertices from V, respectively. Nodes

with one successor only are treated similarly. The goal is to compute types for
X inc

t by joining in an appropriate way types for X inc
	 and X inc

r . The joining
procedure requires several things: First, the types have to represent families of
partial covers that fit to the corresponding 0-1 information attached to the type.
Secondly, new information given by X inc

t and by T dec for those vertices of V
that finally occur in X inc

	 or X inc
r has to be incorporated.
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Let X̂ inc
t denote the set of vertices which when climbing up T inc in box X inc

t

occur for the last time. Let λt be a type related as before to a partial cycle cover
including only edges incident with a vertex in X̂ inc

t . Note that for increasing
edges this says that we do not yet consider edges that occur further up in T inc,
and for decreasing edges we incorporate once again the information concerning
vertices in X̂ inc

t that is represented by T dec. As for the leaves there are at most
f(k) many types λt obtained that way which are related to X inc

t . Let E(λt)
denote the edges occurring in the partial cycle cover given by λt and w(E(λt))
the product of their weights. We next compute in which way such a λt fits
together with types λ	 and λr for the successor boxes X inc

	 and X inc
r . We call

such a triple compatible if the following conditions hold:

i) when joining the edges of partial cycle covers represented by λ	, λr, λt we
obtain a new partial cycle cover;

ii) all vertices that have been removed already have in- and out-degree 1 in the
cover.

Compatibility of three types easily can be checked given the 0-1 information
about the in- and out-degree 1 of vertices. Moreover, information concerning
vertices that have been removed already does not have to be considered further
when climbing up T inc. Since there are no more than f(k) types λt for a node
t of T inc there are at most f(k)2 many compatible triples. We assign to a type
λt the weight

w(λt) := w(E(λt)) ·
∑

(λ�,λr,λt)
compatible

w(λ	) · w(λr) .

This sum is computable in constantly many steps (depending on k). Finally, we
remove the vertices in X̂ inc

t from all boxes in T dec and continue climbing up, now
using the 0-1 information finally computed for a type λt together with its weight
w(λt). Note that both the maximal number of types and the complexity to com-
pute w(λt) remains the same on each level. Already removed vertices and the in-
formation how they occur in particular cycle covers has not to be listed further.

Finishing the computation at the root: When the root s of T inc is reached
the algorithm has to check which of the types obtained so far correspond to a
family of complete cycle covers of G. This is the case if the vertices still present
get in- and out-degree 1 by the type. The latter once again can be checked by
inspecting the partial cycle covers containing increasing edges in X inc

s × X inc
s

and the corresponding decreasing edges given by (the remaining vertices of) T dec.
The permanent of M then is the sum of the weights of those types representing
complete cycle covers.

The algorithm can be performed by an algebraic circuit over K of logarithmic
depth: The inputs for the circuit are the weights mij of edges eij given by M .
The circuit is constructed of subcircuits which perform the calculations neces-
sary at each node of the tree-decompositions explained above. Since the amount
of work for each such node is only depending on k each such subcircuit has
constant size (depending as well on k). Given that the tree-decompositions have
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logarithmic depth the resulting circuit has logarithmic depth as well. Thus, by
folklore arguments on circuits the algorithm has a running time that is bounded
by a polynomial in n. The above remark concerning the number of types on each
level implies that the exponent of this polynomial is independent of k. ��

3.2 The General Case

In the above proof the perfectness condition on T dec is important in order to
guarantee that a vertex i which has been seen for the last time when climbing
up T inc with a restricted amount of additional work can be removed completely
as well with respect to edges in Gdec. We next show that in relation to the
permanent problem this perfectness condition always can be achieved to hold.
More precisely, we show the following: Let M be an n × n matrix, G = (V, E)
its weighted adjacency graph and σ a permutation of V for which Ginc

σ and Gdec
σ

are of bounded tree-width. Suppose T inc
σ , T dec

σ to be the corresponding tree-
decompositions. We want to impose the perfectness condition on T dec

σ . Towards
this aim we shall construct a new matrix M̃ , a corresponding graph G̃ and
a permutation σ̃ such that perm(M̃) = perm(M), G̃ is of bounded triangular
tree-width witnessed by σ̃ and (T̃ inc

σ , T̃ dec
σ ) satisfies the perfectness condition via

T̃ dec
σ . Here, the new graph is obtained by adding at most linearly many vertices

and edges in such a way that original vertices occurring too often in boxes of
T dec

σ are partially replaced by new ones. The replacement has to be done in such
a way that the cycle covers of the old and those of the new graph are in a 1-1
correspondence.

Theorem 2. a) Let M ∈ Kn×n; G, σ be of triangular tree-width k and this
is witnessed by σ. Let T inc

σ , T dec
σ be related tree-decompositions of Ginc

σ , Gdec
σ ,

respectively. Then there are a matrix M̃ , a related graph G̃ = (Ṽ , Ẽ) and a
permutation σ̃ of Ṽ such that

- G̃ is of triangular tree-width at most 4k + 3, and this is witnessed by σ̃ and
decompositions T̃ inc

σ̃ , T̃ dec
σ̃ ;

- the pair (T̃ inc
σ̃ , T̃ dec

σ̃ ) is perfect (see Definition 5);
- perm(M̃) = perm(M).

Moreover, all objects related to M̃ can be computed in polynomial time in n from
the given objects attached to G.

b) Let k ∈ N, {Mi}i∈I a family of matrices of bounded triangular tree-
width at most k. For every member M of the family, given corresponding tree-
decompositions of the adjacency graphs, perm(M) can be computed in polynomial
time in the size of M. Again, the exponent of this polynomial is independent of k.

Proof. Without loss of generality we try to impose the perfectness condition on
T dec

σ . For each node i of the original graph G we do the following. If i occurs
in at most 10k of the boxes related to the nodes of T dec

σ , then i and the corre-
sponding edges remain unchanged. So let i be a node that occurs in more boxes.
We iteratively reduce its occurrences according to the following algorithm. This
procedure if necessary is repeated several times.
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Let t be a node of T dec
σ such that i occurs in at most 10k many boxes of the

subtree T dec
t rooted at t but in more than 10k boxes of the subtree rooted at

t’s parent. Such a node must exist and can be found easily inspecting T dec
σ . The

idea is to introduce two new nodes i1, i2 which replace i in all boxes related to
nodes below t. In an updated version of Xdec

t itself all three nodes i, i1, i2 are
placed. Replacement of edges is done as follows. We introduce new decreasing
edges (i2, i) and (i, i1) as well as two loops (i1, i1), (i2, i2) (recall that loops by
convention are considered as decreasing edges). All four edges are given the
weight 1. These edges are added to box Xdec

t . We extend the order given by the
original permutation σ of V to a permutation σ̃ of V ∪ {i1, i2} and its induced
ordering by placing i1 immediately before and i2 immediately after i in the new
order. In the boxes below Xdec

t we replace each decreasing edge (j, i), i <σ j by
(j, i2) and each decreasing edge (i, j), i >σ j by (i1, j). To both edges we attach
the same weights the original edges had. Finally, i is removed from the boxes
occurring below Xdec

t . Nothing is changed in T inc
σ ; in particular, the new nodes

do neither occur in any of its boxes nor are they incident with any increasing
edges.

To justify the above construction we explain how partial cycle covers in G
that involve vertex i and edges covered in boxes below Xdec

t are transformed to
partial cycle covers in the new graph. There are several cases to consider.

Suppose first such a partial cover to contain two decreasing edges (j2, i) and
(i, j1) in boxes below Xdec

t . These edges are replaced by the sequence of de-
creasing edges (j2, i2), (i2, i), (i, i1), (i1, j1). The product of its weights remains
the same as that of the weights of (j2, i), (i, j1). Next consider edges (j2, i) and
(i, j1) where the first is decreasing and the second increasing with respect to σ.
This edge sequence in a cycle cover is replaced by (j2, i2), (i2, i), (i, j1), (i1, i1),
again with the same product of weights. Note here that the increasing edge (i, j1)
involving i does not have to be replaced. It still occurs in T inc

σ . As consequence,
i1 has to be covered by a loop. Thirdly, if the original partial cycle cover in-
volves i in two increasing edges (j1, i), (i, j2), j1 <σ i <σ j2 the two edges are
maintained and loops for i1, i2 are added. Next, if in the original partial cycle
cover we have an increasing edge (j1, i) and a decreasing one (i, j2) we replace
it by (j1, i), (i, i1), (i1, j2), (i2, i2). Finally, if i is covered by a loop the loop is
maintained and one for both i1 and i2 is added.

Note that each partial cycle cover in the new graph which fully covers i, i1,
and i2, i.e., which assigns to all three nodes in- and out-degree 1 origins from
exactly one partial cycle cover in the original graph which fully covers i and
contributes the same weight. This is correct since there are no increasing edges
incident to the newly introduced vertices.

After this part of the construction has been performed we obtain a new graph
with two additional vertices occurring in 10k boxes of the updated tree T dec

σ̃ .
The original vertex i occurs in 10k− 1 less many boxes as before. The tree T inc

σ

remains unchanged and T dec
σ̃ has the same structure as before, but its tree-width

has increased by at most 2 since i, i1, i2 commonly occur in the new version of
Xdec

t .
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This process is continued with the new graph and the updated version T dec
σ̃ .

First, the number of occurrences of i by the same method is reduced until it
occurs in at most 10k boxes. For additional new vertices i3, i4, . . . only their order
with respect to the original vertices of V matters; the ordering among i1, i3, i5, . . .
and among i2, i4, i6, . . . is of no concern since there are no edges added between.
The previously treated boxes of T dec

σ̃ below node t remain unchanged; only in
Xdec

t itself vertex i possibly has to be removed as well during a later phase of
the algorithm. This happens at most once. Thus, each vertex i in a box of the
original tree T dec

σ is replaced by at most 4 new vertices.
Then the other vertices of V are handled accordingly. The algorithm results

in a new m×m matrix M̃ , where m ∈ O(n), a corresponding adjacency graph
G̃, a permutation σ̃ of the enlarged vertex set Ṽ that extends σ and a perfect
triangular tree-decomposition (T̃ inc

σ̃ , T̃ dec
σ̃ ) of G̃ with respect to σ̃ of triangular

tree-width ≤ 4k + 3. Here, T̃ inc
σ̃ = T inc

σ and T̃ dec
σ̃ can be computed from T dec

σ

in polynomial time in the size of M . Finally, the cycle covers of M and M̃ are
in 1-1 correspondence maintaining as well their weights. It follows perm(M̃) =
perm(M).

b) The claim follows from part a) and Theorem 1. Given M and the re-
lated triangular tree-decomposition we first apply part a) to obtain M̃, G̃ and a
perfect triangular tree-decomposition. Then, the algorithm behind the proof of
Theorem 1 is applied to M̃, G̃ to compute perm(M̃). Again part a) guarantees
the computed value to equal perm(M). The algorithm runs in polynomial time
in the size of M since this holds both for the computation of permanents of
families of matrices with a bounded perfect triangular tree-decomposition and
the algorithm that reduces the general case to the former. ��
Remark 1. Note that the earlier mentioned example of triangular matrices does
not really completely fit into our framework since such a matrix (if the upper
triangular part is fully filled with non-zero entries) as well has unbounded tri-
angular tree-width. Nevertheless the reason why computing the permanent is
easy in this case, namely that a cycle cover not existing completely of loops
would have to include decreasing edges once it uses an increasing edge, gives
the right idea for introducing the triangular tree-width. The example would be
formally covered by Theorem 2 if we would speak of bounded triangular tree-
width already in case one of the two attached graphs has tree-width 0. As kindly
pointed out by one referee one could as well redefine triangular tree-width as
min
σ∈Sn

twd(Ginc
σ ) · twd(Gdec

σ ) which would cover the above case and otherwise in-

crease the ttw parameter at most quadratically.

3.3 Efficiently Solving Subclasses of Hamiltonian Cycle

The idea of distinguishing increasing and decreasing edges applies as well to the
Hamiltonian Cycle problem. In this subsection we show that also this problem
is efficiently solvable on the subclass of directed graphs with bounded triangular
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tree-width at most k. Since most of the arguments from before can be used we
just briefly point out those that have to be changed. They are related to the task
of achieving a perfect triangular decomposition.

Theorem 3. Let k ∈ N be fixed, {Gi}i∈I a family of directed graphs with tri-
angular tree-width at most k. Given a member G of the family together with
a permutation σ and the corresponding triangular tree-decomposotion of G the
Hamiltonian Cycle problem can be solved in polynomial time in the size of G.
This holds both for the decision and the counting version.

Proof. We only describe the necessary changes in the proofs of Theorems 1
and 2. It is appropriate to start with the latter since as result of the necessary
adjustments the task of what has to be checked afterwards changes slightly.
Let G, σ, Ginc

σ , Gdec
σ , T inc

σ , T dec
σ be as before. Again, the perfectness condition is

imposed on T dec
σ . However, by doing so we slightly alter the problem to be

considered on the new graph G̃ obtained. This is due to the introduction of new
vertices which do not in all cases fit within a Hamiltonian cycle of the graph. The
new vertices and edges are introduced exactly as before to make T dec

σ perfect.
Let V ′ be the newly introduced vertices. In the new graph G̃ we now do not
look for Hamiltonian cycles on V ∪ V ′. Instead we are interested in a potential
mixture of a Hamiltonian cycle on a subset of vertices and a cycle cover in the
following sense. Call a partial Hamiltonian cycle a collection of edges in G̃ such
that all vertices of V and may be some of V ′ are covered by a Hamiltonian cycle
on these vertices and the remaining vertices from V ′ are covered by loops. It is
easy to see that perfectness can be gained for T dec

σ in such a way that there is
a 1-1 correspondence between Hamiltonian cycles in G and partial Hamiltonian
cycles in the new graph G̃. In a second step the algorithm proving Theorem 1
can now be adapted in such a way that when climbing bottom up only types
are considered that still potentially might result in a partial Hamiltonian cycle
of G̃. ��

4 Open Questions

We have introduced an extended version of the tree-width parameter tailored to
computing permanents of matrices. The main result of the paper shows that this
can be done efficiently for families of matrices where the newly defined parameter
is bounded. Though triangular tree-width is defined for directed graphs a main
feature is the dependence of the definition on an ordering of the vertices. It
thus seems unclear whether there is a relation to the directed tree-width notion
introduced in [9]. Another interesting notion to study in this context might be
the entaglement width from [3].

There are some questions arising immediately from the issues discussed in this
paper. Are there other graph-related problems which in general form are hard
to solve but turn out to be easy when the underlying graphs are restricted with
respect to their triangular tree-width? For problems which like the above studied
ones depend on cycle covers the approach likely will be applicable as well. For
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other problems this seems much more unclear. For example, consider the problem
of counting satisfying assignments of conjunctive normal form formulas. One
can naturally assign a directed graph to such a formula by taking as nodes the
variables and the clauses and joining a variable and a clause node by an edge if
the former occurs in the latter, the direction of an edge depends on whether a
variable or its negation occurs in the clause. As it is shown in [7] this problem is
solvable efficiently if the latter graph is of bounded tree-width. So the question
is whether this still remains to be the case for a familiy of formulas whose graphs
have bounded triangular tree-width?

Another related question is whether a similar approach as well could be used
for defining extensions of other width notions. Here, clique width would be the
first choice to be analyzed.

Acknowledgement. Thanks are due to the anonymous referees for careful read-
ing of the paper and some very helpful comments.
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Computing Vertex-Surjective Homomorphisms

to Partially Reflexive Trees�
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School of Engineering and Computing Sciences, Durham University,
Science Laboratories, South Road, Durham DH1 3LE, UK
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Abstract. A homomorphism from a graph G to a graph H is a ver-
tex mapping f : VG → VH such that f(u) and f(v) form an edge in H
whenever u and v form an edge in G. The H-Coloring problem is to
test whether a graph G allows a homomorphism to a given graph H .
A well-known result of Hell and Nešetřil determines the computational
complexity of this problem for any fixed graph H . We study a natural
variant of this problem, namely the Surjective H-Coloring problem,
which is to test whether a graph G allows a homomorphism to a graph
H that is (vertex-)surjective. We classify the computational complex-
ity of this problem when H is any fixed partially reflexive tree. Thus
we identify the first class of target graphs H for which the computa-
tional complexity of Surjective H-Coloring can be determined. For
the polynomial-time solvable cases, we show a number of parameterized
complexity results, especially on nowhere dense graph classes.

1 Introduction

A graph is denoted G = (VG, EG), where VG is the set of vertices and EG is
the set of edges. A homomorphism from a graph G to a graph H is a mapping
f : VG → VH that maps adjacent vertices of G to adjacent vertices of H , i.e.,
f(u)f(v) ∈ EH whenever uv ∈ EG.

The problem H-Coloring tests whether a given graph G allows a homomor-
phism to a graph H called the target. Throughout our paper we assume that
H denotes a fixed graph (i.e., not part of the input) except when we consider a
parameterized setting and choose |V (H)| as the parameter. If H is the complete
graph (graph with edges between all pairs of different vertices) on k vertices,
then this problem is equivalent to the k-Coloring problem, which is to test
whether a graph G allows a mapping c : VG → {1, . . . , k} such that c(u) �= c(v)
whenever uv ∈ EG.

For a survey on homomorphisms we refer to Hell and Nešetřil [15]. Here, we
only mention the classical result in this area, which is the Hell-Nešetřil dichotomy
theorem [14]. This theorem states that H-Coloring is solvable in polynomial
time if H is bipartite, and NP-complete otherwise. Note that H is assumed to
have no self-loop xx, as otherwise we can map every vertex of G to x.
� This work has been supported by EPSRC (EP/G043434/1).
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A homomorphism f from a graph G to a graph H is surjective if for each
x ∈ VH there exists at least one vertex u ∈ VG with f(u) = x. This paper studies
the problem of deciding if a given graph allows a surjective homomorphism to a
target graph H . This problem is called the Surjective H-Coloring problem.
We observe that, for this variant, the presence of a vertex with a self-loop in
the target graph H does not make the problem trivial. So, we do allow such
vertices in H and call them reflexive, whereas vertices with no self-loop are said
to be irreflexive. A graph that contains zero or more reflexive vertices is called
partially reflexive. In particular, a graph is reflexive if all its vertices are reflexive,
and a graph is irreflexive if all its vertices are irreflexive. Throughout the paper,
we assume that the input graph G is irreflexive and that the target graph H is
partially reflexive. We also assume that both graphs are undirected, finite and
have no multiple edges.

In contrast to the Surjective H-Coloring problem, the injective variant
has been well studied in the literature; when both G and H are part of the
input, the injective variant is equivalent to the Subgraph Isomorphism prob-
lem. Below we discuss a number of other problems that are closely related to
Surjective H-Coloring.

Locally surjective homomorphisms. A homomorphism f from a graph G
to a graph H is locally surjective if f becomes surjective when restricted to the
neighborhood of every vertex u of G. We also say that such an f is an H-role
assignment, and the corresponding decision is called the H-Role Assignment
problem. Any locally surjective homomorphism is surjective if the target graph
is connected but the reverse implication is not true in general.

The computational complexity of the H-Role Assignment problem has
been completely classified with the problem being solvable in polynomial time
if and only if the fixed graph H has no edge, or H has an isolated reflexive
vertex, or H is bipartite, irreflexive and with an isolated edge. In all other cases,
H-Role Assignment is NP-complete [13]. For more on locally surjective ho-
momorphisms and the locally injective and bijective variants, we refer to the
survey of Fiala and Kratochv́ıl [12].

List-homomorphisms and retractions. Let G and H be two graphs with
a list L(u) ⊆ VH associated to each vertex u ∈ VG. Then a homomorphism f
from G to H is a list-homomorphism with respect to the lists L if f(u) ∈ L(u)
for all u ∈ VG. List-homomorphisms were introduced by Feder and Hell [8]
and generalize list-colorings. Feder, Hell and Huang [9] completely classified the
computational complexity of the problem that tests whether a graph G with
lists L allows a list-homomorphism to a fixed graph H with respect to lists L.
In our context, a special kind of list homomorphisms are of importance, namely
the retractions defined below.

Let H be an induced subgraph of a graph G. A homomorphism f from a
graph G to H is a retraction from G to H if f(h) = h for all h ∈ VH . In that
case we say that G retracts to H . A retraction from G to H can be viewed as a
list-homomorphism if we choose L(x) = {x} for each x ∈ VH and L(u) = VH for
each u ∈ VG \ VH .
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The H-Retraction problem asks if a graph G retracts to a fixed subgraph
H . A pseudoforest is a graph in which each component has at most one cycle
different from a self-loop. Feder et al. [10] classified the H-Retraction problem
for all fixed pseudoforests H .

Compactions. We stress that a surjective homomorphism is vertex-surjective as
opposed to the stronger condition of being edge-surjective. The latter condition
has been defined in the literature as well. A homomorphism from a graph G to
a graph H is called edge-surjective or a compaction if for any edge xy ∈ EH with
x �= y there exists an edge uv ∈ EG with f(u) = x and f(v) = y. Note that
the edge-surjectivity condition only holds for edges xy ∈ EH ; there is no such
condition on the self-loops xx ∈ EH . If f is a compaction from G to H , we also
say that G compacts to H .

The H-Compaction problem asks if a graph G compacts to a fixed graph H .
Vikas [21–23] determined the computational complexity of this problem for sev-
eral classes of fixed target graphs, e.g., when H is a reflexive cycle, an irreflexive
cycle, or a graph on at most 4 vertices.

Our Results. We give a complete classification of the computational complexity
of the Surjective H-Coloring problem when H is a tree. Because we consider
target graphs that are partially reflexive, we stress that H is as a matter of fact
a partially reflexive tree, i.e., a connected graph with no cycles different from a
self-loop. Let RH denote the (possibly empty) set of reflexive vertices of a graph
H . We say that H is loop-connected if RH induces a connected subgraph of H .
Our main result is the following theorem:

Theorem 1. For any fixed tree H, the Surjective H-Coloring problem is
polynomial time solvable if H is loop-connected, and NP-complete otherwise.

We analyze the running time of the polynomial-time solvable cases in Theorem 1.
For connected n-vertex graphs we find a running time of nk+O(1), where k is
the number of leaves of H . We show that there is no function f that only
depends on k such that this running time can be improved to f(k) ·nO(1), unless
FPT = W[1], or to f(k) · no(k), unless the Exponential Time Hypothesis [16]
collapses. On the positive side, we prove that for any loop-connected tree H ,
Surjective H-Coloring parameterized by |VH | is FPT on any nowhere dense
graph class. Examples of such graph classes are graphs of bounded genus (e.g.
planar graphs), graphs that exclude a fixed (topological) minor and graphs that
locally exclude a fixed minor [18].

2 The Polynomially Solvable Cases of Theorem 1

We use the classification of Feder et al. [10] on the H-Retraction problem
when H is a pseudoforest.

Theorem 2 ([10]). For a fixed pseudoforest H, the H-Retraction problem
is NP-complete if (i) H contains a component that is not loop-connected, or
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(ii) H contains a cycle on at least 5 vertices, or (iii) H contains a reflexive cycle
on 4 vertices, or (iv) H contains an irreflexive cycle on 3 vertices. In all other
cases, the H-Retraction problem can be solved in polynomial time.

Let G be a graph. Let U ⊆ VG. We let G[U ] denote the subgraph of G induced
by U . We also need the following result.

Proposition 1. Let H be a fixed partially reflexive graph. If the H-Retraction
problem can be solved in f(n, |VH |) time on n-vertex graphs, then the Surjec-
tive H-Coloring problem can be solved in time n|VH |+O(1) · f(n, |VH |).
Proof. Let VH = {x1, . . . , x	}. Let G be a graph on n vertices. We guess an
ordered set U = {u1, . . . , u	} of vertices of G and map ui to xi for i = 1, . . . , 	.
We check if xixj ∈ EH whenever uiuj ∈ EG. If not we guess a different set U .
Otherwise, we add an edge uiuj whenever xixj ∈ EH and uiuj /∈ EG. This leads
to a graph G′ such that G′[U ] is isomorphic to H . We solve H-Retraction on
G′. If we find a retraction f , then f is a surjective homomorphism from G to H .
Otherwise we guess a different ordered set U . Because there are at most n|VH |

different sets U and constructing G′ costs nO(1) time, the result follows. ��
Combining Theorem 2 and Proposition 1 proves the polynomial part of Theo-
rem 1; in fact we have a bit stronger result.

Corollary 1. For a pseudoforest H, Surjective H-Coloring can be solved
in polynomial time if every component of H is loop-connected, and H contains
no cycle on at least 5 vertices, no reflexive cycle on 4 vertices, and no irreflexive
cycle on 3 vertices.

2.1 Parameterized Complexity

Note that Corollary 1 does not give any exact running times; Feder et al. [10]
do not state the exact running time of their polynomial-time algorithm in The-
orem 2. As a side effect of the proof of our FPT result on nowhere dense graph
classes we obtain the following, a proof of which will be given later (see Re-
mark 1). Let H be a loop-connected tree with k leaves. Then Surjective H-
Coloring can be solved in nk+O(1) time on n-vertex connected graphs. Our
next result shows that there is no function f that only depends on k such that
this running time can be improved to f(k) · nO(1), unless FPT = W[1]; see e.g.
Downey and Fellows [6] for definitions of these parameterized complexity classes.

Let Sk denote the graph obtained from the star K1,k after adding a self-loop
to its center. Note that Surjective Sk-Coloring can be solved in polynomial
time by Theorem 1 (or Corollary 1). We observe that a connected graph G
on at least two vertices allows a surjective homomorphism to Sk if and only if
G has an independent set of size at least k. Because the Independent Set
problem, which asks whether a graph has an independent set of size at least k,
is W[1]-complete when parameterized by k (cf. [6]), we immediately obtain the
following.



Computing Vertex-Surjective Homomorphisms to Partially Reflexive Trees 265

Proposition 2. Surjective Sk-Coloring is W[1]-complete when parameter-
ized by k.

The assumption that there is no algorithm that solves the 3-Satisfiability
problem in 2o(n) time on n-variable formulas is known as the Exponential Time
Hypothesis [16]. Our next result shows that the nk+O(1) running time of Sur-
jective H-Coloring for a loop-connected tree H cannot be improved to
f(k) · no(k), unless the Exponential Time Hypothesis collapses. Chen et al. [1]
showed that there is no algorithm that solves Independent Set on n-vertex
graphs in time f(k) · no(k), unless the Exponential Time Hypothesis collapses.
This gives us the following.

Proposition 3. Surjective Sk-Coloring cannot be solved in f(k)·no(k) time
on n-vertex graphs, unless the Exponential Time Hypothesis collapses.

Due to Proposition 2 and 3 it makes sense to consider special graph classes
in order to improve the running time. For this purpose we consider graph
classes that are nowhere dense, a notion introduced by Nešetřil and Ossona
de Mendez [18]. In order to define these graph classes we first need to state some
extra terminology.

Let G be a graph. We say that two subgraphs of G are adjacent if G has an edge
between a vertex from one subgraph and a vertex of the other subgraph. A graph
F is a minor of G if F can be obtained from G by a series of edge contractions,
edge deletions and vertex deletions. We use an equivalent characterization (see
e.g. [5]), namely that F is a minor of G if and only if we can associate each vertex
x of F with a tree Gx under the following three conditions: (i) for all x ∈ VF ,
the tree Gx is a subgraph of G; (ii) for all x, y ∈ VF with x �= y, the trees Gx

and Gy are vertex-disjoint; (iii) for all x, y ∈ VF with x �= y, the trees Gx and
Gy are adjacent if and only if x and y are adjacent in F . The trees Gx are called
the branch sets for H . A graph F is a minor at depth r ≥ 0 of G if there exists
branch sets {Gx | x ∈ VF } for F such that every Gx is a graph of radius at most
r. A graph class G is nowhere dense if for every r there is a graph F such that
F is not a minor at depth r of G for all G ∈ G.

Dawar and Kreutzer [4] and Dvorak et al. [7] independently showed that the
problem of deciding any property that can be expressed in the first-order logic
is FPT on a nowhere dense graph class when parameterized by the length of
the sentence defining the property. Due to this, we get our desired result if we
can show that the existence of a surjective homomorphism from a graph G to
a loop-connected tree H can be reduced to a problem that can be expressed in
the first-order logic. This is our objective for the rest of this section.

We need the following terminology. Let G be a graph. We denote the neigh-
borhood of a vertex u in G by NG(u) = {v | uv ∈ EG}. For a subset U ⊆ VG,
we define NG(U) = {v | v ∈ NG(u) \ U for some u ∈ U}. We say that we glue a
set W ⊆ VG into a new vertex w∗ if we remove all vertices of W and add w∗ to
G by making it adjacent to every vertex in NG(W ). The following observation
follows immediately from the definition of a surjective homomorphism.
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Observation 1. Let G and H be two graphs and let h : VG → VH be a mapping.
Let x ∈ VH and let W ⊆ h−1(x). Let G′ be the graph obtained from G by gluing
W into w∗. Let h′ : VG′ → VH be the mapping defined as

h′(v) =

{
h(v), v �= w∗,
x, v = w∗.

Then the following holds:

• if h is a surjective homomorphism from G to H then h′ is a surjective ho-
momorphism from G′ to H;

• if h′ is a surjective homomorphism from G′ to H, and W is independent or
else x is reflexive then h is a surjective homomorphism from G to H.

Let v be a vertex of a partially reflexive tree H rooted at r. Observe that r defines
the parent-child relation between any two adjacent vertices. Then C(v) denotes
the set of all children of v, and D(v) ⊇ C(v) denotes the set of all descendants
of v. We assume that both sets are proper, i.e., v /∈ D(v), and consequently
v /∈ C(v).

Definition 1. Let H be a tree that has a reflexive root r. Let L = {z1, . . . , zk}
consist of all leaves of H that are not equal to r. Let U = {u1, . . . , uk} be a subset
of vertices of a graph G. The mapping fU : VG → VH is given by fU (v) = x if
v ∈ Wx, where Wx is a subset of VG defined inductively:

1. Set Wzi = {ui} for i = 1, . . . , k.
2. Let x be in VH \ ({r} ∪ L). Assume that sets Wy are constructed for all

y ∈ D(x). Let Z ⊆ VH be the set of all vertices of H such that sets Wz are
constructed for z ∈ Z. We set Wx =

⋃
y∈C(x)

NG(Wy) \ ⋃
z∈Z

Wz.

3. Finally, to define Wr, we assume that sets Wx are constructed for all x ∈
VH \ {r}, and set Wr = VG \ ⋃

x∈D(r)

Wx.

The following lemma is the first of two crucial lemmas.

Lemma 1. Let H be a loop-connected tree with reflexive root r and with set of
leaves L = {z1, . . . , zk} not equal to r. Let h be a surjective homomorphism from
a connected graph G to H. Let U = {u1, . . . , uk} ⊆ G be such that h(ui) = zi

for i = 1, . . . , k. Then fU is a surjective homomorphism from G to H.

Proof. We use induction on VH . The statement of the lemma is true if |VH | = 1.
Suppose |VH | ≥ 2.

Let x ∈ VH\{r}, such that ∅ �= C(x) ⊆ L. If such a vertex x does not exist then
let x = r; observe that C(r) = L because in this case H is a star with a reflexive
central vertex. We assume without loss of generality that C(x) = {z1, . . . , zs}
for some 1 ≤ s ≤ k.

We may without loss of generality assume that h−1(zi) = {ui} for i = 1, . . . , s.
In order to see this, suppose that h−1(zi) contains at least two vertices for some
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1 ≤ i ≤ s. Then h can be redefined as follows. If x is a reflexive vertex then all
vertices of h−1(zi)\{ui} may be mapped to x. Otherwise, if x is irreflexive, then
x has a parent y. Because r is reflexive and x is irreflexive, zi cannot be reflexive;
otherwise H [RH ] is disconnected, which is not what we assume. Hence, we may
map the vertices of h−1(zi) \ {ui} to y.

If x = r then h−1(zi) = {ui} for i = 1, . . . , s implies that fU = h, so the
statement of the lemma is true. Suppose that x �= r. Let W =

⋃s
i=1 NG(ui).

Note that W �= ∅, because G is connected. We find that every neighbor of every
ui is mapped to x, because x is the only neighbor of zi and h only maps zi to
ui, as we deduced above. This means that h(W ) = {x}.

Let G′ be the connected graph obtained from G by gluing W into w∗. Then,
by Observation 1, the mapping h′ : VG′ → VH such that

h′(v) =

{
h(v), v �= w∗,
x, v = w∗

is a surjective homomorphism from G′ to H . Let G′′ = G′ − {u1, . . . , us}, and
let H ′ = H − {z1, . . . , zs}. Observe that h′′ = h′|VG′′ is a surjective homo-
morphism from G′′ to H ′. We also observe that G′′ is connected. Let U ′ =
{w∗, us+1, . . . , uk}. Then, by the induction hypothesis, we find that f ′

U ′ is a
surjective homomorphism from G′′ to H ′. By the definition of fU we find that

fU (v) =

⎧⎪⎨⎪⎩
f ′

U ′(v), v /∈ {u1, . . . , us} ∪W ,
f ′

U ′(w∗), v ∈ W ,
zi, v ∈ {u1, . . . , us}.

Suppose that x is reflexive. By Observation 1, we obtain that fU is a surjective
homomorphism from G to H . Suppose that x is irreflexive. As we already de-
duced, in that case zi must be irreflexive for i = 1, . . . , s. This means that h
maps every vertex of W to x. Consequently, W is an independent set. Again we
use Observation 1 to obtain that fU is a surjective homomorphism from G to
H . This completes the proof of Lemma 1. ��
Let r′ be a neighbor of a root r of a tree H . We say that H is rooted by the
ordered pair (r, r′).

Definition 2. Let H be an irreflexive tree rooted by (r, r′). Let L = {z1, . . . , zk}
consist of all leaves of H that are neither equal to r nor to r′. Let U ={u1, . . . , uk}
be a subset of vertices of a bipartite graph G on partition classes V1 and V2. Let
(p, q) ∈ {(1, 2), (2, 1)}. The mapping fp,q

U : VG → VH is given by fp,q
U (v) = x if

v ∈ Wx, where Wx is a subset of VG defined inductively:

1. Set Wzi = {ui} for i = 1, . . . , k.
2. Let x be a vertex of VH \ (L ∪ {r, r′}). Assume that sets Wy are constructed

for all y ∈ D(x). Let Z ⊆ VH be the set of all vertices of H such that sets
Wz are constructed for z ∈ Z. We set Wx =

⋃
y∈C(x)

NG(Wy) \ ⋃
z∈Z

Wz.
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3. Finally, to define Wr and Wr′ , we assume that sets Wx are constructed for
all x ∈ VH \ {r, r′}. We set Wr = Vp \

⋃
z∈Z

Wz and Wr′ = Vq \
⋃

z∈Z

Wz.

The next lemma is the second crucial lemma.

Lemma 2. Let G be a connected bipartite graph with partition classes V1 and
V2. Let H be an irreflexive tree that is rooted by (r, r′), and let L = {z1, . . . , zk}
be the set of leaves of H that are neither equal to r nor to r′. Let h be a surjective
homomorphism from G to H. Let U = {u1, . . . , uk} ⊆ VG such that h(ui) = zi

for i = 1, . . . , k. If h−1(r) ⊆ Vp and h−1(r′) ⊆ Vq then fp,q
U is a surjective

homomorphism from G to H.

Proof. We use induction on VH . If |VH | ≤ 2 then the statement of the lemma is
true. Suppose that |VH | ≥ 3.

Let x ∈ VH such that ∅ �= C(x) \ {r′} ⊆ L. We assume without loss of
generality that C(x) \ {r′} = {z1, . . . , zs} for some 1 ≤ s ≤ k.

We may without loss of generality assume that h−1(zi) = {ui} for i = 1, . . . , s.
In order to see this, suppose h−1(zi) contains at least two vertices for some
1 ≤ i ≤ s. We redefine h as follows by mapping all vertices of h−1(zi)\{ui} to y,
where y is the parent of x unless x ∈ {r, r}; if x = r then we take y = r′ and if
x = r′ then we take y = r. The resulting mapping is a surjective homomorphism.

Let W =
⋃s

i=1 NG(ui). Note that W �= ∅, because G is connected. We also
observe that h(W ) = x, because zi is irreflexive and has x as its only neighbor
for i = 1, . . . , s. Let G′ be the connected graph obtained from G by gluing W
into w∗. Then, by Observation 1, the mapping h′ : VG′ → VT defined as

h′(v) =

{
h(v), v �= w∗,
x, v = w∗

is a surjective homomorphism from G′ to H . Let G′′ = G′−{u1, . . . , us}, and let
H ′ = H − {z1, . . . , zs}. Observe that h′′ = h′|VG′′ is a surjective homomorphism
from G′′ to H ′. We also observe that G′′ is connected. Suppose h−1(r) ⊆ Vp and
h−1(r′) ⊆ Vq. Let U ′ = {w∗, us+1, . . . , uk}. Then, by the induction hypothesis,
(fp,q

U ′ )′ is a surjective homomorphism from G′′ to H ′. By the definition of fp,q
U ,

we find that

fp,q
U (v) =

⎧⎪⎨⎪⎩
(fp,q

U ′ )′(v), v /∈ {u1, . . . , us} ∪W ,
(fp,q

U ′ )′(w∗), v ∈ W ,
zi, v ∈ {u1, . . . , us}.

Because h(W ) = x and x is irreflexive, W is independent. We use Observation 1
and find that fp,q

U is a surjective homomorphism from G to H . ��
We are now ready to prove the main result of this section.

Theorem 3. Let H be a loop-connected tree. Then Surjective H-Coloring
is FPT for any nowhere dense graph class when parameterized by |VH |.
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Proof. By the result of Dawar and Kreutzer [4] we have proven Theorem 3 after
showing that the existence of a surjective homomorphism from G to H can be
reduced in FPT-time to a problem that can be expressed in the first-order logic.

Let H be a loop-connected tree. Let G be a graph with components G1, . . . , Gp

for some p ≥ 1. Then G allows a surjective homomorphism to H if and only if
every Gi allows a surjective homomorphism to some Hi for connected induced
subgraphs H1, . . . , Hp of H such that VH =

⋃p
i=1 VHi . Because we can construct

all possible tuples (H1, . . . , Hp) in FPT-time by brute force, we may assume that
p = 1, i.e., that G is connected.

Recall that the syntax of the first-order logic of graphs includes logical con-
nectives ∨, ∧, ¬, ⇔, ⇒, variables for vertices, and quantifiers ∀, ∃ that can be
applied to these variables. The syntax also includes the following two binary
relations for two vertex variables u and v, namely “adj(u, v)”, which expresses
whether u and v are adjacent, and “u = v”, which expresses whether u and v
are equal.

We distinguish between the cases RH �= ∅ and RH = ∅. First suppose that
RH �= ∅. We choose a root vertex r in H , which defines the parent-child relation
between every pair of adjacent vertices. We let {z1, . . . , zk} be the set of all non-
root leaves of H . By Lemma 1, there is a surjective homomorphism of G to H
if and only if there is an ordered subset U = {u1, . . . , uk} of vertices of G such
that fU is a surjective homomorphism from G to H . By the definition of fU we
find that for every v ∈ VG and every x ∈ VH , the inclusion v ∈ Wx and therefore
the property fU (v) = x can be expressed in the first-order logic. Now we can
express the property that there is an ordered set of vertices U = {u1, . . . , uk} of
G such that fU is a surjective homomorphism of G to H :

∃u1 . . .∃uk such that ui �= uj if i �= j, and ∀x ∈ VH ∃v ∈ VG such that x = fU (v),
and ∀v, w ∈ VG, v �= w, ∃x, y ∈ VH such that

• fU (v) = x and fU (w) = y,
• if x = y then adj(v, w) if and only if x ∈ RH ,
• if x �= y then adj(v, w) if and only if x, y are adjacent in H .

Now suppose RH = ∅. We answer No if G is not bipartite, because only bipartite
graphs allow a homomorphism to a bipartite graph. Hence, assume that G is
bipartite with partition classes V1 and V2. Because G is connected, we find that
for every homomorphism h from G to H either h−1(x) ⊆ V1 or h−1(x) ⊆ V2 for
each x ∈ VH . Hence, we can use Lemma 2 instead of Lemma 1, and the rest of
the analysis is similar to the case when RH �= ∅. ��

Remark 1. Lemma 1 and 2 immediately yield an nO(1) time algorithm that
solves H-Retraction on a connected n-vertex graph G when H is a loop-
connected tree. This can be seen as follows. Let H ′ denote the induced subgraph
of G that is isomorphic to H . Then H ′ fixes the set U . Suppose RH �= ∅. We
observe that the construction of fU respects H ′. Hence, by Lemma 1, we only
have to construct fU and check if the obtained mapping is a surjective homomor-
phism from G to H . This takes nO(1) time. If RH = ∅, we first check whether G
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is bipartite, say with partition classes V1 and V2, as otherwise the answer is No.
We also recall that for every homomorphism h from G to H either h−1(x) ⊆ V1

or h−1(x) ⊆ V2 for each x ∈ VH . Hence we can use Lemma 2 to derive the same
running time. Note that the same running time for H-Retraction is obtained
if G is not connected. The reason is that H will be an induced subgraph of a
component of G, because H is connected. We also observe that this running time
can be obtained by analyzing the algorithm of Feder et al. [10]. However, they
do not define the mappings fU and fp,q

U explicitly. We had to do this in order
to prove Theorem 3. By Proposition 1, we obtain an n|VH |+O(1) time algorithm
that solves Surjective H-Coloring on an n-vertex graph G when H is a
loop-connected tree. If G is connected, we may obtain a considerable improve-
ment. In that case, we consecutively check all ordered k-vertex sets U and apply
Lemma 1 or 2, respectively. Because the number of different sets U is O(nk),
we find a total running time of nk+O(1). Note that in the case that RH = ∅, we
must also consider the pairs (p, q) = (1, 2) and (p, q) = (2, 1). However, this just
yields an extra factor n2.

3 The NP-Complete Cases of Theorem 1

In this section we show that the Surjective H-Coloring problem is NP-
complete for any tree H that is not loop-connected. Because checking if a given
mapping is a surjective homomorphism can be done in polynomial time, the
problem belongs to NP. In order to prove NP-hardness we will reduce from
a variant of the Matching-Cut problem. This problem is to test whether a
graph G has a matching-cut M , i.e., a matching M ⊆ EG such that G − M
is disconnected. Patrignani and Pizzonia [19] prove that this problem is NP-
complete. The variant we need is the following problem:

Matching-Cut with Roots
Instance: A connected graph G of minimum degree at least two, and two vertices

s, t of G such that s and t are in two different components of G−M
for any matching-cut M (if G has a matching-cut).

Question: Does G have a matching-cut M?

Matching-Cut with Roots is NP-complete. This follows immediately from
the reduction of the Not All Equal 3-Satisfiability problem to the Match-
ing Cut problem, as described by Patrignani and Pizzonia [19].

We start with some auxiliary constructions. Let H be a tree that is not loop-
connected. The distance distH(x, y) between a pair of vertices x and y of H is
the number of edges on a shortest path between them. We choose two vertices
p, q ∈ VH that belong to two different components of H [RH ] in such a way that
distH(p, q) ≤ distH(x, y) for any pair x, y that are in two different components of
H [RH ]. Let 	 = distH(p, q). By definition, 	 ≥ 2. Let H1 and H2 be two different
components of the forest obtained from H after removing the edge incident with
q in the unique p, q-path in H . Assume that p ∈ VH1 and q ∈ VH2 . We construct
graphs Fi for i = 1, 2 (see Fig. 1) as follows:
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1. For each vertex x ∈ VHi \RH , we introduce a vertex t
(1)
x ;

2. For each vertex x ∈ VHi ∩RH , we introduce two adjacent vertices t
(1)
x , t

(2)
x ;

3. For each edge xy ∈ EHi , we add an edge between any t
(h)
x and any t

(j)
y .

We say that t
(1)
p , t

(2)
p are the roots of F1, and t

(1)
q , t

(2)
q are the roots of F2.

q

H2

p

H

H1
t
(1)
p

t
(2)
p

t
(1)
q

t
(2)
q

F1 F2

Fig. 1. Construction of F1 and F2

Let degG(u) = |NG(u)| denote the degree of a vertex u in a graph G. We now
describe our polynomial-time reduction from Matching-Cut with Roots to
Surjective H-Coloring. Let G be a connected graph that has minimum
degree at least two. Let s, t be two vertices of G that are separated by any
matching-cut in G (if a matching-cut exists). From F1, F2, and G we construct
a graph G′ (see Fig. 2) as follows:

1. For each u ∈ VG we construct a clique Cu on max{degG(u), 3} vertices if
u /∈ {s, t} and on degG(u) + 2 vertices if u ∈ {s, t}. We denote d = degG(u)
vertices of Cu by gu,e1 , . . . , gu,ed

to indicate that they correspond to the edges
e1, . . . , ed that are incident with u in G. We denote the other vertices in Cu

by g
(1)
u and g

(2)
u if they exist.

2. For each edge e = uv ∈ EG, the vertices gu,e, gv,e are identified if 	 = 2, and
the vertices gu,e, gv,e are joined by a path Pe of length 	 − 2 if 	 > 2. For
	 = 2, we let Pe be the single vertex gu,e = gv,e.

3. We add F1 by identifying the roots t
(1)
p , t

(2)
p with vertices g

(1)
s , g

(2)
s .

4. We add F2 by identifying the roots t
(1)
q , t

(2)
q with vertices g

(1)
t , g

(2)
t .

G

s

t

F1

g
(1)
t

F1

F2

g
(1)
t

F2

G′, � = 2 G′, � = 3

g
(2)
s g

(2)
s

g
(2)
t g

(2)
t

g
(1)
sg

(1)
s

Fig. 2. The construction of G′

Lemma 3. If G has a matching-cut then there is a surjective homomorphism
from G′ to H.
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Proof. Let M be a matching-cut in G. Let V1 be the vertex set of the component
of G −M that contains s, and let V2 = VG \ V1. Note that t ∈ V2. We define a
surjective homomorphism h : VG′ → VH as follows.

We let h map every vertex in V1 or V2 that is not on any path Pe to p or q,
respectively. Now consider an edge e = uv ∈ EG. If u and v are both in V1 or
both in V2, then we let h map every vertex from Pe except gu,e and gv,e to p or q,
respectively. Suppose one of u, v, say u, belongs to V1, whereas the other one, v,
belongs to V2. Let Pe = a1 · · ·a	−1 (notice that a1 = gu,e and a	−1 = gv,e). Let
px1 · · ·x	−1q denote the p, q-path in H . We let h map ai to xi for i = 1, . . . , 	−1.
Finally, we let h map every vertex t

(i)
x ∈ VF1 ∪ VF2 to x. ��

To complete our proof of the NP-complete cases in Theorem 1 we show the
following lemma, a proof of which is omitted here due to space restrictions and
will appear in the journal paper.

Lemma 4. If there is a surjective homomorphism of G′ to H then G has a
matching-cut.

4 Future Research

We have shown that for any partially reflexive tree H , the Surjective H-
Coloring problem is polynomial-time solvable if H is loop-connected and NP-
complete otherwise. Determining a complete complexity classification of the
Surjective H-Coloring seems a very challenging open problem, and even
conjecturing a possible dichotomy (between P and NP-complete) is difficult.

A natural question that also gives an indication on why this problem is so
challenging is whether the three problems H-Compaction, H-Retraction
and Surjective H-Coloring are polynomially equivalent to each other for
each target graph H . Also, the computational complexity classifications of the
H-Compaction problem and H-Retraction problem, respectively, are still far
from being completed. The well-known Feder-Vardi conjecture [11] states that
the H-Constraint Satisfaction problem, where H is some fixed finite target
structure, has a dichotomy. Feder and Vardi [11] showed that this conjecture is
equivalent to the conjecture that H-Retraction has a dichotomy.

We will try to extend Theorem 1 in the direction of Theorem 2, i.e., from par-
tially reflexive trees to pseudoforests. An extension to forests is straightforward.
However, if we consider target graphs that are cycles then the smallest case that
we cannot solve is the case in which H is the reflexive 4-cycle C4. Although both
C4-Retraction and C4-Compaction are NP-complete, as proven by Feder et
al. [10] and Vikas [21], respectively, the problem Surjective C4-Coloring is
known to be wide open. We will explain this below.

Fleischner et al. [17] showed that Surjective C4-Coloring is equivalent to
the problem Disconnected Cut that is to test whether a graph G = (V, E) has
a vertex cut U ⊆ V such that G[U ] is disconnected. In particular, they show that
every graph of diameter at least three allows a surjective homomorphism to C4,
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and that the two problems Surjective C4-Coloring and C4-Compaction are
equivalent on input graphs of diameter two. However, the reduction of Vikas [21]
for C4-Compaction cannot be used for graphs of diameter two.

The Surjective C4-Coloring problem is also studied in the context of
H-partitions introduced by Dantas et al. [2]. A model graph H with VH =
{h1, . . . , hk} has two types of edges: solid and dotted edges, and an H-partition
of a graph G is a partition of VG into k (nonempty) sets V1, . . . , Vk such that for
all vertices u ∈ Vi, v ∈ Vj and for all 1 ≤ i < j ≤ k the following two conditions
hold. Firstly, if hihj is a solid edge of H , then uv ∈ EG. Secondly, if hihj is a
dotted edge of H , then uv /∈ EG. There are no restrictions when hi and hj are
not adjacent. Let 2K2 be the model graph with vertices h1, . . . , h4 and two solid
edges h1h3, h2h4, and 2S2 be the model graph with vertices h1, . . . , h4 and two
dotted edges h1h3, h2h4. Then a graph G allows a surjective homomorphism to
C4 if and only if G has a 2S2-partition if and only if its complement G has a 2K2-
partition. The equivalent cases H = 2K2 and H = 2S2 are the only two cases
of model graphs on at most four vertices that are still open. Especially 2K2-
partitions have been well studied, see e.g. the recent papers of Dantas, Maffray
and Silva [3] and Teixeira, Dantas and de Figueiredo [20]. The first paper [3]
studies the 2K2-Partition problem for several graph classes and the second
paper [20] even defines a new class of problems called 2K2-hard.

On the positive side, we can adapt our NP-hardness proof to determine the
computational complexity of the H-Surjective Coloring problem when H
is a cycle that is not loop-connected. Furthermore, the case when H is an odd
irreflexive cycle can easily be shown to be NP-complete by a reduction from
H-Coloring. Proofs are postponed to the journal version of our paper.

Acknowledgments. The authors would like to thank Barnaby Martin for fruit-
ful discussions and useful comments on our paper.
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Abstract. The algorithmic problem of whether a compressed string is accepted
by a (nondeterministic) finite state automaton with compressed transition labels is
investigated. For string compression, straight-line programs (SLPs), i.e., context-
free grammars that generate exactly one string, are used. Two algorithms for
this problem are presented. The first one works in polynomial time, if all tran-
sition labels are nonperiodic strings (or more generally, the word length divided
by the period is bounded polynomially in the input size). This answers a ques-
tion of Plandowski and Rytter. The second (nondeterministic) algorithm is an
NP-algorithm under the assumption that for each transition label the period is
bounded polynomially in the input size. This generalizes the NP upper bound for
the case of a unary alphabet, shown by Plandowski and Rytter.

1 Introduction

The topic of this paper is algorithms on compressed strings. The goal of such algo-
rithms is to check properties of compressed strings and thereby beat a straightforward
“decompress-and-check” strategy. Potential applications for such algorithms can be
found for instance in genome databases, where massive volumes of string data are
stored and analyzed. When talking about algorithms on compressed strings, one has
to make precise the used compression scheme. Here, as in previous papers, we choose
straight-line programs (SLPs); these are context-free grammars that generate exactly
one string. Straight-line programs turned out to be a very flexible and mathematically
clean compressed representation of strings. Several other dictionary-based compressed
representations, like for instance Lempel-Ziv (LZ) factorizations [15], can be converted
in polynomial time into SLPs and vice versa [13]. This implies that complexity results
can be transferred from SLP-encoded input strings to LZ-encoded input strings.

Several algorithmic problems for SLP-compressed input strings were considered in
the past, e.g. equivalence and pattern matching [5, 12], word problems for certain groups
and monoids [8, 9, 11, 14], and membership problems for various language classes
[3, 7, 9, 13]. In this paper, we study the membership problem for compressed words in
automata with compressed labels. In this problem, the input consists of an SLP A and
a nondeterministic automaton, where each transition is labeled with an SLP. Such an
automaton generates a language in the obvious way, and it is asked whether the string
generated by the SLP A belongs to that language. This problem was first studied in
[13]; it is easily seen to be in PSPACE. Moreover, it was shown to be NP-complete for
a unary alphabet in [13]. In fact, NP-hardness in the unary case follows directly from
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NP-hardness of the SUBSETSUM problem. To the knowledge of the authors no better
lower bound than NP-hardness is known for the non-unary case. This paper contains
two algorithms for the membership problem for compressed words in automata with
compressed labels (let A be the input automaton with compressed labels).

The first algorithm is deterministic and works in polynomial time if every SLP ap-
pearing in A generates a string with a small order (polynomial in the total input size).
Here the order of a string is its length divided by its smallest period. Hence, having a
small order means that the string looks quite aperiodic. In fact, as a corollary we obtain
a polynomial time algorithm for the case that every SLP in A generates a nonperiodic
word. This solves open problem 3 from [13]. The second algorithm is nondeterministic
and works in polynomial time if every SLP in A generates a string with a small period
(polynomial in the total input size). This generalizes the NP bound for the unary case
from [13] (a unary word has period 1).

Hence, these two algorithms cover two extreme cases (almost nonperiodic versus
highly periodic). But they do not cover the general case. An SLP A may generate a
string, for which both the order and the period are exponential in the size of A. Never-
theless, following [13], we conjecture that the general membership problem for com-
pressed words in automata with compressed labels belongs to NP. We conclude this
paper with another conjecture that implies the former one.

2 Preliminaries

We use poly(n1, . . . , nk) as an abbreviation for (n1 + · · · + nk)O(1). For n ≤ m, we
denote with [n, m] the interval {n, n+ 1, . . . , m}. An arithmetic progression is a set of
natural numbers of the form {b+i ·p | i ∈ [0, 	]}. This set can be represented succinctly
by the triple (b, p, 	), where all three numbers are binary coded.

Let us fix a finite alphabet Σ. For a string w ∈ Σ∗ and 1 ≤ i ≤ |w| let w[i] denote
the i-th symbol in w. Moreover, for 1 ≤ i, j ≤ |w| let w[i : j] = w[i] · · ·w[j] if
i ≤ j and let w[i : j] = ε if i > j. A number 1 ≤ p ≤ |w| − 1 is a period of w if
w[i] = w[i + p] for all 1 ≤ i ≤ |w| − p. With per(w) we denote the smallest period
of w, where we set per(w) = |w| if w has no period. Let ord(w) = # |w|

per(w)$ be the

order of w. Then w = uord(w)v, where u is primitive (i.e., it is not of the form xn for
a string x and n ≥ 2) and v is a proper prefix of u (possibly empty). A string w is
called nonperiodic, if ord(w) = 1. Two words u, v ∈ Σ∗ are conjugated, if there exist
x, y ∈ Σ∗ with u = xy and v = yx. An occurrence of a word p in another word t is a
number i ∈ [0, |t| − |p|] such that w[i + 1 : i + |p|] = p. We say that this occurrence
i covers all positions from the interval [i + 1, i + |p|], and that it touches all positions
from the interval [i, i + |p|].
Lemma 1 (cf. [5, Lemma 1]). Let t, p ∈ Σ∗ and j ∈ [0, |t|]. The set of all occurrences
of p in t that touch position j is an arithmetic progression of size at most ord(p).

In Section 4.2 we need some basic concepts concerning string rewriting systems, see [1]
for more details. A string rewriting system R over Σ is a finite subset of Σ∗×Σ∗. A pair
(	, r) ∈ R is called a rule of R and is often written as 	 → r. R defines a rewrite relation
→R as follows: u →R v for u, v ∈ Σ∗ if there exist x, y ∈ Σ∗ and a rule (	, r) ∈ R
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such that u = x	y and v = xry. The system R is terminating if there does not exist
an infinite chain u0 →R u1 →R u2 →R · · · . Moreover, R is called confluent (resp.
locally confluent) if for all u, v, w ∈ Σ∗ such that u →∗

R v and u →∗
R w (resp. u →R v

and u →R w) there exists x ∈ Σ∗ with v →∗
R x and w →∗

R x. By Newman’s lemma,
a terminating system is confluent if and only if it is locally confluent. Moreover, for
terminating systems, local confluence is decidable. For this one has to consider critical
pairs that result from overlapping left hand sides, see [1] for more details. Let us set
IRR(R) = Σ∗ \ {u | ∃v : u →R v}. If R is terminating and confluent, then for every
u ∈ Σ∗ there exists a unique v ∈ IRR(R) such that u →∗

R v; it is called the irreducible
normal form of u and is denoted by NFR(u).

A straight-line program (SLP) over the terminal alphabet Σ is a context-free gram-
mar A = (N, Σ, S, P ) (N is the set of nonterminals, Σ is the set of terminals, S ∈ N
is the initial nonterminal, and P ⊆ N × (N ∪Σ)∗ is the set of productions) such that:
(i) for every A ∈ N there exists exactly one production of the form (A, α) ∈ P for
α ∈ (N ∪Σ)∗, and (ii) the relation {(A, B) ∈ N ×N | (A, α) ∈ P, B occurs in α} is
acyclic. The transitive closure of this relation is also called the hierarchical order of A;
it is a partial order. A production (A, α) is also written as A → α. Clearly, the language
generated by the SLP A consists of exactly one word that is denoted by val(A). More
generally, from every nonterminal A ∈ N we can generate exactly one word that is
denoted by valA(A) (thus val(A) = valA(S)). We omit the index A if the underlying
SLP is clear from the context. The size of A is |A| =∑(A,α)∈P |α|. Every SLP A with
val(A) �= ε can be transformed in polynomial time into an equivalent SLP in Chomsky
normal form, i.e., all productions have the form (A, a) with a ∈ Σ or (A, BC) with
B, C ∈ N . In the sequel we assume that all SLPs are in Chomsky normal form.

Let us state some algorithmic problems that can be easily solved in polynomial time:

– Given an SLP A, calculate |val(A)|.
– Given an SLP A and a number i ∈ {1, . . . , |val(A)|}, calculate val(A)[i]; this prob-

lem is in fact P-complete [6].

Let A be an SLP with a production (A, BC). An occurrence i ∈ [0, |val(A)| − |p|] of
the word p in val(A) touches the cut of A, if this occurrence touches position |val(B)|.
The following result by Lifshits implies in particular, that for given SLPs A and B one
can check in time O(|A| · |B|2), whether val(A) occurs as a pattern in val(B).

Theorem 2 ([5]). For two given SLPs A and B we can compute in time O(|A| · |B|2) a
table that contains for every nonterminal B of B an arithmetic progression (stored by
three binary encoded numbers) for the set of all occurrences of val(A) in valB(B) that
are touching the cut of B.

An automaton with compressed labels is a tuple A = (Q, Σ, δ, q0, F ), where Q is a fi-
nite set of states, Σ is a finite alphabet, q0 ∈ Q is the initial state, F ⊆ Q is the set of fi-
nal states, and δ is a finite set of transitions of the form (p, A, q), where p and q are states
and A is an SLP over Σ, for which we assume val(A) �= ε (ε-transitions can be elimi-
nated). A transition (p, A, q) with |val(A)| = 1 is called atomic. The size of A is |A| =
|Q|+∑(p,A,q)∈δ |A|. We say that a word w labels a path from state p to state q in A if
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there exists a sequence of transitions (p0, A0, p1), (p1, A1, p2), . . . , (pn−1, An−1, pn) ∈
δ (n ≥ 0) such that p0 = p, pn = q, and w = val(A0) · · · val(An−1). We say the
transition starting at position

∑�−1
i=0 |val(Ai)| and ending at position

∑�
i=0 |val(Ai)| is

(p�, A�, p�+1). The language L(A) ⊆ Σ∗ is the set of all words that label a path from
the initial state q0 to some final state qf ∈ F . We set ord(A) = max{ord(val(A)) |
(p, A, q) ∈ δ} and per(A) = max{per(val(A)) | (p, A, q) ∈ δ}. Note that in general,
both ord(A) and per(A) are exponential in |A|.

3 A Deterministic Algorithm

The goal of this section is to prove the following theorem.

Theorem 3. Given an automaton with compressed labels A and an SLP B, we can
check val(B) ∈ L(A) in time poly

(|B|, |A|, ord(A)
)
.

Proof. Let A = (Q, Σ, δ, q0, F ), B = (N, Σ, S, P ), and let A1, . . . , An be a list of all
SLPs that occur as labels in A. By Theorem 2, we can compute in time O(

∑n
i=1(|Ai| ·

|B|2)) ≤ O(|A| · |B|2) a table that contains for every i ∈ [1, n] and every nonter-
minal B ∈ N an arithmetic progression AP(i, B) for the set of all occurrences of
Ai in valB(B) that are touching the cut of B. Moreover, by Lemma 1, this arithmetic
progression contains at most ord(val(Ai)) many numbers. In total, we have at most
|B| ·∑n

i=1 ord(val(Ai)) ≤ |B| · |A| · ord(A) many numbers.
We now define a context-free grammar G with empty terminal alphabet. The two

major facts about G are:

– G can be computed in time poly
(|B|, |A|, ord(A)

)
.

– ε ∈ L(G) if and only if val(B) ∈ L(A).

Since the word problem for context-free grammars can be decided in polynomial time,
these two facts imply the theorem. The grammar G is constructed by a fixpoint process,
where we add more and more nonterminals. The set of nonterminals contains the start
nonterminal SG; all other nonterminals are 5-tuples of the form (p, k, B, 	, q), where
p, q ∈ Q, B ∈ N , and k, 	 ∈ [0, |val(B)|] with k + 	 ≤ |val(B)|. The intuition is
that this 5-tuple should be viewed as the following assertion: Let w be the word that
results from val(B) by cutting off the prefix of length k and the suffix of length 	, i.e.,
w = val(B)[k + 1 : |val(B)| − 	]. Then in the automaton A there exists a path from
state p to state q labeled with the word w.

For G’s start nonterminal SG we introduce all productions of the form

SG → (0, q0, S, qf , 0), (1)

where qf ∈ F is a final state of A. Now assume that at some point we have introduced
a new nonterminal (k, p, B, q, 	). We distinguish 5 cases:

Case 1. (B → CD) ∈ P and |val(C)| ≤ k < |val(B)| − 	, see Figure 1. We introduce
the production

(k, p, B, q, 	) → (k − |val(C)|, p, D, q, 	).
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k − |val(C)|

Fig. 1. Case 1

B

C D

�k

� − |val(D)|

Fig. 2. Case 2

Case 2. (B → CD) ∈ P and |val(D)| ≤ 	 < |val(B)| − k, see Figure 2. We introduce
the production

(k, p, B, q, 	) → (k, p, C, q, 	− |val(D)|).
Case 3. (B → CD) ∈ P and k < |val(C)|, 	 < |val(D)|, see Figure 3. We introduce a
production for every transition (r, Ai, s) of A and every j ∈ AP(i, B) such that j ≥ k
and |val(B)| − |val(Ai)| − j ≥ 	. For such a choice, we introduce the production

(k, p, B, q, 	) → (k, p, C, r, |val(C)| − j) (|val(Ai)|+ j − |val(C)|, s, D, q, 	). (2)

Case 4. k + 	 = |val(B)|. If p = q, then we introduce the production

(k, p, B, q, 	) → ε.

Case 5. (B → a) ∈ P and k = 	 = 0. If in A there is a path from state p to state q
labeled with the letter a, then we introduce the production

(0, p, B, q, 0) → ε.

This concludes the description of G. It is straightforward to show that ε ∈ L(G) if and
only if val(B) ∈ L(A).

We claim that G contains at most O
(|B|7 · |A|4 · ord(A)2

)
many nonterminals. This

clearly implies that G can be constructed in time poly
(|B|, |A|, ord(A)

)
. For the second,

third and fourth component of a G-nonterminal (except of SG) there are in total |Q|2 ·
|N | ≤ |A|2 · |B| possibilities. Let us bound the number of positions that may appear
as a first component of a G-nonterminal (an analogous argument will apply to the fifth
component). Let M1 be the set of all positions that appear as a first component of a
nonterminal of G. Moreover, let us define the set

J = {|val(Ai)|+j−|val(C)| | 1 ≤ i ≤ n, ∃B, D ∈ N : (B, CD) ∈ P, j ∈ AP(i, B)}.
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Ai

B

C D

k �

|val(C)| − j |val(Ai)| + j − |val(C)|

j

Fig. 3. Case 3

Every first component of the second G-nonterminal in the right-hand side of the G-
production (2) is from J . Note that

|J | ≤ |B| ·
n∑

i=1

ord(val(Ai)) ≤ |B| · |A| · ord(A).

Let us now define a mapping f on [0, |val(B)|]×N as follows:

f(k, B) =

⎧⎪⎨⎪⎩
(k − |val(C)|, D) if (B, CD) ∈ P, |val(C)| ≤ k

(k, C) if (B, CD) ∈ P, |val(C)| > k

undefined otherwise

This mapping f describes the way the first and third component of a G-nonterminal
evolve when applying the productions from Case 1, 2, and 3 (for Case 3, we only
consider the first G-nonterminal in the right-hand side of (2)). Note that for every
(k, B) ∈ [0, |val(B)|]×N , there is α ≤ |N |−1 such that fα(k, B) = undefined. More-
over, if i ∈ M1, then there exists (k, B) ∈ {(0, S)} ∪ (J ×N) and 0 ≤ α ≤ |N | − 1
such that fα(k, B) ∈ {i} ×N . Hence, the size of M1 is bounded by

(|J | · |N |+ 1) · |N | ≤ (|B|2 · |A| · ord(A) + 1) · |B| ∈ O(|B|3 · |A| · ord(A)).

Hence, the number of nonterminals of G can be bounded by O
(|B|7|A|4ord(A)2

)
. This

concludes the proof of the theorem. ��

4 A Nondeterministic Algorithm

The goal of this section is to prove the following theorem:

Theorem 4. Given an automaton with compressed labels A and an SLP B, we can
check val(B) ∈ L(A) nondeterministically in time poly

(|B|, |A|, per(A)
)
.

In a first step, we will deal with the special case that per(A) = 1, which means that
every transition is labeled with a compressed unary word (Theorem 5 below). Note
that the NP bound in Theorem 5 already generalizes [13, Theorem 4], since the unary
alphabet for each transition is allowed to vary.
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4.1 Compressed Unary Labels

Theorem 5. Given an automaton A with compressed labels over unary alphabets and
an SLP B, we can check whether val(B) ∈ L(A) in NP.

Proof. We give an algorithm for the case Σ = {0, 1}. The general case is similar.
W.l.o.g. we may assume that val(B) ∈ 0{0, 1}∗1. Let A = (Q, Σ, δ, q0, F ) and B =
(N, {0, 1}, S, P ).

Step 1. Let m ≥ 2, β1, . . . , βm ≥ 1 such that val(B) = 0β11β20β3 · · · 1βm . Note that m
might be exponentially big, however the size of the set I = {β1, . . . , βm} is bounded
by the number of nonterminals of B. The binary codings of the numbers βi can be com-
puted bottom-up. For each production (A, BC) ∈ P we get a new number βi in case
valB(B) ends with the same symbol as valB(C) starts. We transform B into an SLP
C over the alphabet Θ = {Xi, Yi | i ∈ I} such that val(C) = Xβ1Yβ2Xβ3 · · ·Yβm .
This can be done in deterministic polynomial time similar to the construction from [8,
proof of Theorem 2]. The SLP C contains all nonterminals from V plus some auxiliary
nonterminals. The right-hand side in C of an old variable A ∈ V will be of the form Z
or Z1A

′Z2, where Z, Z1, Z2 ∈ Θ and A′ is an auxiliary nonterminal. Consider a pro-
duction (A, BC) ∈ P , and assume that the C-productions (B, Z1B

′Z2), (C, Z3C
′Z4)

are already computed (the case that the right-hand side of B or C is a single symbol
from Θ is similar). In case Z2 is of the form Xi and Z3 is of the form Yj (i, j ∈ I)
or vice versa, we introduce the C-productions (A, Z1A

′, Z4) and (A′, B′Z2Z3C
′). On

the other hand, if, e.g., Z2 = Xi and Z3 = Xj (i, j ∈ I), then we introduce the
C-productions (A, Z1A

′Z4) and (A′, B′Xi+jC
′).

Step 2. We build nondeterministically a new automaton B = (Q, Θ, q0, δ
′, F ) (with

noncompressed labels). For all q, p ∈ Q and for each i ∈ I we guess whether there is a
path in A from q to p labeled with 0i (resp. 1i). If this is true, then we add a transition
(q, Xi, p) (resp. (q, Yi, p)) to δ′.

Step 3. For each pair (q, p) it can be checked nondeterministically in time poly(|B|, |A|)
whether there is a path from q to p inA with label 0βi (resp. 1βi) (see [13, Theorem 4]).
So for each transition (q, Xi, p) and (q, Yi, p) in B we can check whether there is in fact
a corresponding path in A.

Step 4. We can check deterministically in time poly(|C|, |B|) whether val(C) ∈ L(B)
(see [13, Theorem 2(a)]). Clearly, val(B) ∈ L(A) if and only if there is an automaton
B, obtained as described above, such that val(C) ∈ L(B). ��
In the rest of this paper, we will prove Theorem 4. First, we have to do some combina-
torics on words.

4.2 Some Combinatorics on Words

The following lemma is well known.

Lemma 6 (e.g. [10]). Let u ∈ Σ∗ be primitive and u2 = vuw for some v, w ∈ Σ∗.
Then either v = ε or w = ε.
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The next lemma is an easy consequence of the well-known periodicity theorem of Fine
and Wilf.

Lemma 7 (cf. [2, Corollary 6.2]). Let u �= v be two primitive words that are not
conjugate, and let n, m ∈ N. Then un and vm do not have a common factor of length
|u|+ |v|.
Let now U = {u1, . . . , un} ⊆ Σ+ be a collection of primitive words that are pairwise
not conjugated. Later U will consist of the primitive roots of labels occurring in an
automaton with compressed labels. For 1 ≤ i ≤ n let αi = 1 + 	|v|/|ui|
 ≥ 2, where
v is a longest word in U . Lemma 7 implies:

Lemma 8. For i �= j, uαi

i is not a factor of a word from u∗
j .

Let X1, . . . , Xn be fresh letters which are not in Σ. We now define a string rewriting
system RU over the alphabet Σ ∪ {X1, . . . , Xn}. First, for 1 ≤ i ≤ n let Ri consist of
the following 4 rules:

u2αi+1
i → uαi

i Xiu
αi

i (3)

uαi+1
i Xi → uαi

i X2
i (4)

Xiu
αi+1
i → X2

i uαi

i (5)

Xiu
αi

i Xi → Xαi+2
i (6)

Finally, let RU =
⋃n

i=1 Ri. Let mU be the maximal length of a left-hand side of RU .
The following obvious fact is useful in the further investigations:

Fact 9. If u →∗
RU

v, then u can be obtained from v by replacing some (but not neces-
sarily all) occurrences of Xi by ui (1 ≤ i ≤ n).

Clearly, RU is terminating. Moreover, we have:

Lemma 10. RU is confluent.

Proof. No left-hand side of RU is a factor of another left-hand side. Hence, we have
to check critical pairs that result from overlappings between left-hand sides. Rule (3)
replaces an occurrence of ui by Xi within the context (uαi

i , uαi

i ). Similarly, (4) (resp.,
(5)) replaces an occurrence of ui by Xi within the context (uαi

i , Xi) (resp. (Xi, u
αi

i )).
Finally, (6) replaces an occurrence of uαi

i by Xαi

i within the context (Xi, Xi). These
observations imply that critical pairs that result from an overlapping between a left-
hand side of Ri and a left-hand side of Rj with i �= j can be directly resolved: Lemma 8
implies that the replaced parts in the left-hand sides cannot overlap, i.e., the overlapping
is restricted to the context. It remains to consider overlappings between left-hand sides
of some Ri. Again, those overlappings that are restricted to the context can be directly
resolved. Since ui does not occur properly in u2

i (Lemma 6), the critical pairs from
Figure 4 (shown together with the resolving derivations) remain (arrows are labeled
with the applied rule and possibly a number indicating the number of rule applications).
This concludes the confluence proof. ��
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u2αi+1
i Xi

uαi
i Xiu

αi
i Xi u2αi

i X2
i

(3) (4)

uαi
i Xαi+2

i

(6) (4)
αi

Xiu
2αi+1
i

Xiu
αi
i Xiu

αi
i X2

i u2αi
i

(3) (5)

Xαi+2
i uαi

i

(6) (5)
αi

u2αi+1+k
i

uαi
i Xiu

αi+k
i uαi+k

i Xiu
αi
i

(3) (3)

uαi
i Xk+1

i uαi
i

(5)
k

(4)
k

Xiu
αi+1
i Xi

Xiu
αi
i X2

i X2
i uαi

i Xi

(4) (5)

Xαi+3
i

(6) (6)

Fig. 4. Proving confluence of RU

In the following, we write NFU for NFRU . The next lemma is needed in order to prove
the crucial Lemma 12 below.

Lemma 11. Assume that x, y ∈ (Σ∪{X1, . . . , Xn})∗, xuαi+1
i ∈ IRR(RU ), and y �= ε

neither starts with ui nor Xi. If xuαi+1
i y →∗

RU
v, then v = xuαi+1

i z for some z �= ε
that neither starts with ui nor Xi.

Proof. Using induction, it suffices to prove the lemma for the case that the derivation
xuαi+1

i y →∗
RU

v has length one, i.e., xuαi+1
i y →RU v. The case that v is obtained from

xuαi+1
i y by applying a rule within the suffix y (i.e., y →RU y′ and v = xuαi+1

i y′) is
clear; one can use Fact 9 to see that y′ neither starts with ui nor Xi. So, we have to
consider an occurrence of a left-hand side 	 of RU that starts in xuαi+1

i and ends in
y. Assume that 	 is a left-hand side of Rj ⊆ RU . If i �= j, then Lemma 8 implies
that the occurrence of 	 has to start in the suffix uαi+1

i of xuαi+1
i . So, only the rules

u
2αj+1
j → u

αj

j Xju
αj

j and u
αj+1
j Xj → u

αj

j X2
j have to be considered. By Lemma 8,

the length of an overlapping between uαi+1
i and u

2αj+1
j (resp., u

αj+1
j Xj) is bounded

by αj · |uj|. Hence, the prefix xuαi+1
i is not modified in the rewrite step. Moreover,

the rewrite step either does not modify the first |ui| many positions of y or produces
an occurrence of Xj within one of the first |ui| many positions of y. Hence, indeed,
v = xuαi+1

i z for some z �= ε that neither starts with ui nor Xi. Finally, consider the
case i = j. By Lemma 6 the occurrence of the left-hand side 	 of Ri has to start in one
of the last |ui| many positions of xuαi+1

i (otherwise y would start with ui or Xi). But
then, the prefix xuαi+1

i as well as the first |ui| many positions of y are not modified in
the rewrite step. ��
Lemma 12. Let s, t ∈ IRR(RU ), s = s1s2, and t = t1t2 with (|s2| = mU or s = s2)
and (|t1| = mU or t = t1). Then, NFU (st) = s1NFU (s2t1)t2.
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Proof. We only consider the case |s2| = |t1| = mU . Since st →∗
RU

s1NFU (s2t1)t2,
it suffices to show that s1NFU (s2t1)t2 ∈ IRR(RU ). Assume for contradiction that
s1NFU (s2t1)t2 is reducible. Since, s1, NFU (s2t1), t2 ∈ IRR(RU ), there has to be an
occurrence of a left-hand side 	 that starts in the prefix s1 or that ends in the suffix t2.
By symmetry assume the former. Hence, 	 = 	1	2 with 	1 �= ε �= 	2, 	1 is a suffix of
s1, and 	2 is a prefix of NFU (s2t1)t2. We distinguish the following cases:

Case 1. 	 = u2αi+1
i for some 1 ≤ i ≤ n. Then by Fact 9, 	2 ∈ Σ+ must be a prefix

of s2t as well. Since |s2| ≥ (2αi + 1) · |ui|, it follows that 	2 is in fact a prefix of s2.
Hence s = s1s2 is reducible, a contradiction.

Case 2. 	 = Xiu
αi+1
i for some 1 ≤ i ≤ n. Since again 	2 ∈ Σ+, we can argue as in

Case 1.

Case 3. 	 = uαi+1
i Xi. Let 	1 = um1

i u′ (it is a suffix of s1) and 	2 = u′′um2
i Xi with

ui = u′u′′ and αi + 1 = m1 + 1 + m2. Then u′′um2
i is a prefix of s2t. Note that |s2| ≥

(2αi + 1) · |ui|. Let m3 ≥ m2 maximal such that u′′um3
i is a prefix of s2t. We must

have m1 +1+m3 < 2αi +1, because otherwise s = s1s2 would contain an occurrence
of u2αi+1

i and therefore would be reducible. Since |s2| ≥ (2αi + 1) · |ui|, u′′um3
i must

be a prefix of s2. Let s1 = xum1
i u′ and s2 = u′′um3

i y. Since m3 + 1 < 2αi + 1 and
|s2| ≥ (2αi + 1) · |ui|, we have |y| ≥ |ui| Now, consider the word xum1+1+m3

i yt1 =
s1s2t1. We claim that yt1 does not start with ui or Xi. If it would do so, then, since
|y| ≥ |ui|, y would start with ui or Xi. This contradicts either the maximality of m3 (if
y starts with ui) or implies that s = s1s2 contains an occurrence of uαi+1

i Xi (if y starts
with Xi) and is therefore reducible. Hence yt1 neither starts with ui nor Xi. We can
therefore apply Lemma 11 to xum1+1+m3

i yt1 = s1s2t1 →∗
RU

s1NFU (s2t1). It follows
that s1NFU (s2t1) has the form xum1+1+m3

i z, where z �= ε neither starts with ui nor
Xi. But by our assumption s1NFU (s2t1)t2 starts with x	 = xum1+1+m2

i Xi. This leads
to a contradiction, since m3 ≥ m2.

Case 4. 	 = Xiu
αi

i Xi. Can be shown analogously to Case 3. ��
Lemma 12 allows us to prove Lemma 13 below. For this, an extension of SLPs is use-
ful. A composition system B = (N, Σ, S, P ) is defined analogously to an SLP, but
in addition to productions of the form A → α (A ∈ N, α ∈ (N ∪ Σ)∗) it may
also contain productions of the form A → B[i : j] for N ∈ V and i, j ∈ N. For
such a production we define valB(A) = valB(B)[i : j]. The size of this production is
1 + 	log2(i)
 + 	log2(j)
. As for SLPs we define val(B) = valB(S). In [4], Hagenah
presented a polynomial time algorithm, which transforms a given composition system
B into an SLP C such that val(C) = val(B).1 Below, we allow more general kinds of
productions, where right-hand sides are arbitrary words, built up from terminals, non-
terminals and symbols B[i : j] for a nonterminal B and i, j ∈ N. The semantics of such
productions is the obvious one. Clearly, productions of this more general form can be
transformed in polynomial time into the above standard form.

Lemma 13. From a given SLP A = (N, Σ, S, P ) and a set U as above, we can com-
pute in time poly(

∑n
i=1 |ui|, |A|) an SLP B such that val(B) = NFU (val(A)).

1 The thesis [4] is written in German. An english presentation of Hagenah’s algorithm can be
found in [14].
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Proof. Using Hagenah’s algorithm, it suffices to construct in polynomial time a com-
position system B = (N, Σ ∪ {X1, . . . , Xn}, S, R) such that val(B) = NFU (val(A)).
To this aim we successively add productions to B. W.l.o.g. assume that A is in Chom-
sky normal form. First, we put all productions (A → a) ∈ P with a ∈ Σ into R.
Now, consider a production (A → BC) ∈ P , and assume that B contains already
enough productions so that valB(B) = NFU (valA(B)) and valB(C) = NFU (valA(C)).
Let kB = |valB(B)| and kC = |valB(C)|, these numbers can be computed in time
poly(|A|). Moreover, in time poly(

∑n
i=1 |ui|, |A|), we can compute the words x =

valB(B)[kB −mU + 1 : kB], y = valB(C)[1 : mU ], and z = NFU (xy). By Lemma 12,
we have

NFU (valA(A)) = valB(B)[1 : kB −mU ] z valB(C)[mU + 1 : kC ].

Hence, we introduce the production A → B[1 : kB − mU ] z C[mU + 1 : kC ]. This
concludes the construction of the composition system B. ��

4.3 Proof of Theorem 4

Assume that A is an automaton with compressed labels. First we will transform A in
time poly(|A|, per(A)) into an equivalent automaton with compressed labels with some
additional nice properties. For an SLP A let us write ord(A) and per(A) for ord(val(A))
and per(val(A)), respectively, in the following. For simplicity, we will denote the au-
tomaton resulting from each of Steps 1–3 below again with A.

Step 1. For eachA-transition (p, A, q), we can compute in time poly(|A|) SLPs U and V
such that |val(V)| < |val(U)| = per(A) and val(A) = val(U)ord(A)val(V) (see e.g. [3]).
Moreover, in time O(per(A)) , we can explicitly compute u = val(U) (it is primitive)
and v = val(V). We now replace the transition (p, A, q) by a path of |v| + 1 many
transitions: a transition labeled with an SLP for uord(A), followed by a sequence of |v|
atomic transitions, which give an v-labeled path ending in state q. Hence, we can assume
that for every transition (p, A, q) of A we have val(A) = un for a primitive word u.
In the following, a transition (p, A, q) with val(A) = un (u primitive) is just written as
(p, u, n, q) (an atomic transition (p, a, q) can be viewed as (p, a, 1, q)). In fact, instead
of an SLP for un, we can store the pair (u, n), where n is binary coded. All following
steps are polynomial w.r.t. this new representation.

Step 2. Next, assume that there are two transitions (p, u, n, q) and (r, v, m, s) such
that the primitive words u and v are conjugated. Hence, there are non-empty words
x, y ∈ Σ+ such that u = xy and v = yx. We may assume that m ≥ 2, as otherwise we
replace the transition (r, v, m, s) by a path of atomic transitions. We now replace the
transition (r, v, m, s) by a path of |v| + 1 many transitions: a path of |y| many atomic
transitions labeled y, followed by a transition labeled with the pair (u, m−1), followed
by a path of |x| many atomic transitions labeled with x.

Let U = {u1, . . . , un} be the set of primitive words that occur in transitions of A.
W.l.o.g. we can assume that Σ ⊆ U . By Step 2, ui and uj are not conjugated for i �= j.
This allows us to construct the confluent and terminating system RU from Section 4.2.
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q′

q

p

p′
(ui, n − 2αi) uαi

iuαi
i

︸ ︷︷ ︸
atomic trans.

︸ ︷︷ ︸
atomic trans.

Fig. 5.

Let v be a longest word in U . Recall that we defined αi = 1+ 	|v|/|ui|
 for 1 ≤ i ≤ n.
We can compute all these numbers (even in unary notation) within our preprocessing
time bound poly(|A|, per(A)).

Step 3. The aim of this step is to ensure the following technical condition.

Each transition (q, ui, n, p) of A is either atomic or there are states q′, p′ such that:
In A there is a path π of atomic transitions from q′ to q labeled with uαi

i and there
is a path π′ of atomic transitions from p to p′ labeled with uαi

i . Moreover, on the
path π the only state with indegree > 1 could be q′ and on the path π′ the only
state with outdegree > 1 could be p′.

To ensure this condition, we first split each transition (q′, ui, n, p′) with n ≤ 2αi into
a path of atomic transitions. After that, each transition (q′, ui, n, p′) with n > 2αi is
replaced by (see Figure 5):

– a path of atomic transitions from q′ to some fresh state q labeled uαi

i ,
– a transition (q, ui, n− 2αi, p) for some fresh state p and
– a path of atomic transitions from p to p′ labeled uαi

i .

Observe that all our modifications preserve L(A) and that they can be executed within
the time bound poly(|A|, per(A)). This ends the preprocessing of the automatonA.

Step 4. Let us introduce a new symbol Xi for every primitive word ui (see also the
definition of RU ). We now modify the automaton A as follows. For each primitive
word ui ∈ U we replace every non-atomic transition (p, ui, m, q) by (p, Xi, m, q).
Moreover for any two states p, q of A we test whether there is a path of atomic tran-
sitions in A from p to q labeled ui. If there is such a path we introduce a new transi-
tion (p, Xi, q). Let B denote our modified automaton. Now, consider an SLP C with
val(C) = NFU (val(B)); such an SLP can be computed in polynomial time from B by
Lemma 13. We claim that val(B) ∈ L(A) if and only if val(C) ∈ L(B). This concludes
the proof of Theorem 4 as the latter question belongs to NP by Theorem 5. So it remains
to prove that indeed val(B) ∈ L(A) if and only if val(C) ∈ L(B).

For the if-direction, consider a path from the initial state q0 to some final state qf in B
labeled val(C). Replacing every transition (q, Xi, m, p) by (q, ui, m, p) and replacing
every atomic transition (q, Xi, p) by an appropriate ui-labeled path of atomic transitions
in A gives a path in A from q0 to qf labeled val(B).

For the other direction, consider a path π from q0 to some final state qf in A labeled
val(B) and fix an occurrence of uαi

i Xβ
i uαi

i in val(C) = NFU (val(B)) for some ui ∈ U



Compressed Membership in Automata with Compressed Labels 287

(β > 0). Let j > 0 be the position of val(B) such that the factor uβ
i corresponding to

the block Xβ
i occurs at j, i.e.,

val(B)[j − αi|ui|+ 1 : j + β|ui|] = uαi+β
i .

Let (p, us, m, q) be the unique transition in π that starts at k < j and ends at 	 ≥ j.
Thus, val(B)[k + 1 : 	] = um

s , i.e., k is an occurrence of um
s in val(B). Assume for

contradiction that 	 > j. Hence (p, us, m, q) is non-atomic and by the condition from
Step 3 above, the occurrence k of um

s in val(B) is preceded by uαs
s , i.e.,

val(B)[k − αs|us|+ 1 : 	] = uαs+m
s .

If s = i, then k < j < 	 implies that the occurrence j −αi|ui| of uαi

i (which covers all
positions from [j − αi|ui| + 1, j]) is strictly contained in the occurrence k − αi|ui| of
uαi+m

i (which covers all positions from [k−αi|ui|+1, 	]). In particular, the occurrence
j − αi|ui| of ui is contained in an occurrence < j − αi|ui| of u2

i . Lemma 6 implies
that j − αi|ui| − |ui| = j − (αi + 1)|ui| is an occurrence of ui as well. Hence, we
have val(B)[j − (αi + 1)|ui|+ 1 : j] = uαi+1

i . But then, in val(C) = NFU (val(B)) we
would obtain the factor uαi

i Xγ
i uαi

i for some γ > β instead of uαi

i Xβ
i uαi

i , which is a
contradiction. Hence s �= i. But then either uαi

i is contained in uαs+m
s (if k−αs|us| ≤

j − αi|ui|) or uαs
s is contained in uαi

i (if j − αi|ui| ≤ k − αs|us|). This contradicts
Lemma 8.

Hence 	 = j, i.e., there is a transition in π starting at j. A symmetric argument shows
that there is a transition ending at j + β|ui| and hence there is a subpath π′ of π from
p′ to q′ that corresponds exactly to the block Xβ

i . In fact, our argument also shows that
this subpath π′ cannot contain a non-atomic transition (p′′, us, m, q′′) with s �= i (we
would obtain again a contradiction to Lemma 8). Hence, by Lemma 6 (ui is primitive),
π′ can be decomposed into atomic paths labeled ui and non-atomic transitions of the
form (p, ui, m, q). Hence, π′ has a corresponding Xβ

i -labeled path from p′ to q′ in B.
By doing this argument for all factors uαi

i Xβ
i uαi

i in val(C), we obtain a path from q0

to qf in B labeled val(C). This concludes the proof of Theorem 4.

5 Conclusion

We have considered the membership problem for a compressed string and an automaton
with compressed labels. Two algorithms for this problem were developed. The first
algorithm is deterministic and works in polynomial time if all transition labels have a
small order (polynomial in the input size). The second algorithm is nondeterministic
and works in polynomial time if all transition labels have a small period (polynomial in
the input size), i.e., are highly periodic. Hence, these two algorithms cover two extreme
cases (almost nonperiodic versus highly periodic). But the complexity of the general
case remains open. Following [13], we conjecture that the general membership problem
for compressed strings and automata with compressed labels belongs to NP. This would
follow from the truth of the following conjecture:

Conjecture 14. If val(A) ∈ L(A) for an SLP A and an automaton A with compressed
labels, then there exists an accepting run of A on val(A) (viewed as a word over the set
of transition triples of A), which can be generated by an SLP of size poly(|A|, |A|).
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Indeed, if this conjecture is true, we simply can guess an SLP R of size poly(|A|, |A|)
over the set of transition tuples of A. In polynomial time, we can check, whether R
indeed generates an accepting run of A for some word (this is a regular property).
Moreover, an SLP B for that word can be computed easily from R. It remains to check
whether val(A) = val(B), which can be done in polynomial time [12]. One might first
study Conjecture 14 for the case that A is deterministic. Here, an automaton with com-
pressed labels is deterministic, if for each pair of transition triples (p, A, q), (p, B, r),
neither val(A) is a prefix of val(B) nor vice versa. In this case, if there is an accepting
run of A on a word w, there is a unique such run. Even for deterministic automata with
compressed labels we are not aware of a better upper bound than PSPACE.
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czyn, P. (eds.) MFCS 2006. LNCS, vol. 4162, pp. 681–692. Springer, Heidelberg (2006)

7. Lohrey, M.: Compressed membership problems for regular expressions and hierarchical au-
tomata. Internat. J. Found. Comput. Sci. 21(5), 817–841 (2010)

8. Lohrey, M., Schleimer, S.: Efficient computation in groups via compression. In: Diekert,
V., Volkov, M.V., Voronkov, A. (eds.) CSR 2007. LNCS, vol. 4649, pp. 249–258. Springer,
Heidelberg (2007)

9. Lohrey, M.: Word problems and membership problems on compressed words. SIAM J. Com-
put. 35(5), 1210–1240 (2006)

10. Lothaire, M.: Combinatorics on Words. Encyclopedia of Mathematics and its Applications,
vol. 17. Addison-Wesley, Reading (1983)

11. Macdonald, J.: Compressed words and automorphisms in fully residually free groups. Inter-
nat. J. Algebra Comput. 20(3), 343–355 (2010)

12. Plandowski, W.: Testing equivalence of morphisms on context-free languages. In: van
Leeuwen, J. (ed.) ESA 1994. LNCS, vol. 855, pp. 460–470. Springer, Heidelberg (1994)

13. Plandowski, W., Rytter, W.: Complexity of language recognition problems for compressed
words. In: Jewels are Forever, Contributions on Theoretical Computer Science in Honor of
Arto Salomaa, pp. 262–272. Springer, Heidelberg (1999)

14. Schleimer, S.: Polynomial-time word problems. Comment. Math. Helv. 83(4), 741–765
(2008)

15. Ziv, J., Lempel, A.: A universal algorithm for sequential data compression. IEEE Transac-
tions on Information Theory 23(3), 337–343 (1977)



Locally Decodable Codes

Sergey Yekhanin

Microsoft Research Silicon Valley
yekhanin@microsoft.com

Locally Decodable Codes (LDCs) are a special kind of error-correcting codes.
Error-correcting codes are used to ensure reliable transmission of information
over noisy channels as well as to ensure reliable storage of information on a
medium that may be partially corrupted over time (or whose reading device is
subject to errors). In both of these applications the message is typically par-
titioned into small blocks and then each block is encoded separately. Such en-
coding strategy allows efficient random-access retrieval of the information, since
one needs to decode only the portion of data one is interested in. Unfortunately,
this strategy yields very poor noise resilience, since in case even a single block
(out of possibly tens of thousands) is completely corrupted some information
is lost. In view of this limitation it would seem preferable to encode the whole
message into a single codeword of an error-correcting code. Such solution clearly
improves the robustness to noise, but is also hardly satisfactory, since one now
needs to look at the whole codeword in order to recover any particular bit of
the message (at least in the case when classical error-correcting codes are used).
Such decoding complexity is prohibitive for modern massive data-sets.

Locally decodable codes are error-correcting codes that avoid the problem
mentioned above by having extremely efficient sublinear-time decoding algo-
rithms. More formally, an r-query locally decodable code C encodes k-symbol
messages x in such a way that one can probabilistically recover any symbol x(i)
of the message by querying only r symbols of the (possibly corrupted) codeword
C(x), where r can be as small as 2.

Hadamard code. The classical Hadamard code encoding k-bit messages to
2k-bit codewords provides the simplest nontrivial example of locally decodable
codes. In what follows, let [k] denote the set {1, . . . , k}. Every coordinate in the
Hadamard code corresponds to one (of 2k) subsets of [k] and stores the XOR of
the corresponding bits of the message x. Let y be an (adversarially corrupted)
encoding of x. Given an index i ∈ [k] and y, the Hadamard decoder picks a set
S in [k] uniformly at random and outputs the XOR of the two coordinates of y
corresponding to sets S and S%{i}. (Here, % denotes the symmetric difference
of sets such as {1, 4, 5} % {4} = {1, 5}, and {1, 4, 5} % {2} = {1, 2, 4, 5}). It is
not difficult to verify that if y differs from the correct encoding of x in at most
δ fraction of coordinates than with probability 1− 2δ both decoder’s queries go
to uncorrupted locations. In such case, the decoder correctly recovers the i-th
bit of x. The Hadamard code allows for a super-fast recovery of the message
bits (such as, given a codeword corrupted in 0.1 fraction of coordinates, one is
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able to recover any bit of the message with probability 0.8 by reading only two
codeword bits).

The main parameters of interest in locally decodable codes are the codeword
length and the query complexity. The length of the code measures the amount
of redundancy that is introduced into the message by the encoder. The query
complexity counts the number of bits that need to be read from the (corrupted)
codeword in order to recover a single bit of the message. Ideally, one would
like to have both of these parameters as small as possible. One however can
not minimize the length and the query complexity simultaneously. There is a
trade-off. On one end of the spectrum we have LDCs with the codeword length
close to the message length, decodable with somewhat large query complexity.
Such codes are useful for data storage and transmission. On the other end we
have LDCs where the query complexity is a small constant but the codeword
length is large compared to the message length. Such codes find applications
in computational complexity theory and cryptography. The true shape of the
trade-off between the codeword length and the query complexity of LDCs is not
known. Determining it is a major open problem.

Currently there are three known families of locally decodable codes: classi-
cal Reed Muller codes [MS], multiplicity codes [KSY11], and matching vector
codes [Yek08, Efr09]. In this talk we give a high level review of each of these
families. We focus on the main ideas underlying the codes and omit many de-
tails. A detailed survey of a large body of work on LDCs (including a detailed
treatment of the constructions, lower bounds, and applications) can be found
in [Yek10].
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Abstract. Operator precedence grammars define a classical Boolean and de-
terministic context-free family (called Floyd languages or FLs). FLs have been
shown to strictly include the well-known visibly pushdown languages, and enjoy
the same nice closure properties. We introduce here Floyd automata, an equiva-
lent operational formalism for defining FLs. This also permits to extend the class
to deal with infinite strings to perform for instance model checking.

Keywords: Operator precedence languages, Deterministic Context-Free lan-
guages, Omega languages, Pushdown automata.

1 Introduction

The history of formal language theory has always paired two main and complementary
formalisms to define and process –not only formal– languages: grammars or syntaxes
and abstract machines or automata. The power and the complementary benefits of these
two formalisms are so evident and well-known that it is certainly superfluous to remind
them here. Also universally known are the conceptual relevance and practical impact
of the family of context-free languages and the corresponding grammars paired with
pushdown automata.

Among the many subfamilies that have been introduced throughout the last decades
with various goals, operator precedence grammars, herewith renamed Floyd grammars
(FGs) in honor of their inventor [1], represent a pioneering model mainly aimed at
deterministic –and therefore efficient– parsing. Visibly pushdown languages (VPLs) are
a much more recent subfamily of (deterministic) context-free languages introduced in
the seminal paper [2] with the goal of extending the typical closure properties of regular
languages to larger families of languages accepted by infinite-state machines; a major
practical result is the possibility of extending such powerful verification technique as
model checking beyond the scope of finite state machines. Along the usual tradition,
VPLs have been characterized both in terms of abstract machines, the visibly pushdown
automata (VPAs), and by means of a suitable subclass of context-free grammars.

Rather surprisingly, instead, investigation of the basic –and nice, indeed– properties
of FGs has been suspended, probably as a consequence of the advent of other, more
general, parsing techniques, such as LR parsing [3]. Although FGs generate obviously
a subclass of deterministic CF languages and therefore can be parsed by any determin-
istic pushdown machine, typically a shift-reduce one [3], we are not aware of a family
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of automata that perfectly matches the generative power of this class of grammars. On
the other hand, operator precedence parsers are still used today, thanks to their elegant
simplicity and efficiency. For instance, they are present in Parrot, Perl 6’s virtual ma-
chine, as part of the Parser Grammar Engine (PGE); in GCC’s C and C++ hand-coded
parsers, for managing arithmetic expressions.1

Quite recently we realized strong relations between these two seemingly unrelated
families of languages; precisely we showed that: VPLs are a proper subclass of lan-
guages defined by FGs (i.e. Floyd Languages, or FLs in short), and coincide with those
languages that can be generated by FGs characterized by a well precise shape of oper-
ator precedence matrix (OPM). The inclusion relation is effective in that a FG can be
algorithmically derived form a VPA and conversely a VPA can be obtained by a FG
whose OPM satisfies the restriction [4].

FLs enjoy all typical closure properties of regular languages that motivated the study
of VPLs and other related families [5,6,7]. Precisely, closure w.r.t. Boolean operations
was proved a long time ago in [8], whereas closure under concatenation, Kleene star,
and other typical algebraic operations has been investigated only recently under the
novel interest ignited by the above remark [9]. Thus, the old-fashioned FLs turned out
to be the largest known class of deterministic context-free languages that enjoy closure
under all traditional language operations. Another reason why, in our opinion, FLs are
far from obsolete and uninteresting in these days is that, unlike most other deterministic
languages of practical use, they can be parsed not necessarily left-to-right, thus offering
interesting opportunities, e.g., to exploit parallelism and incrementality [3].

In this paper we provide another missing tile of the “old and new puzzle”, namely
we introduce a novel class of stack-based automata perfectly carved on the generation
mechanism of FGs, which too we name in honor of Robert Floyd. Not surprisingly they
inherit some features of VPAs (mainly a clear separation between push and pop opera-
tions) and maintain some typical behavior of shift-reduce parsing algorithms; however,
they also exhibit some distinguishing features and imply some non-trivial technicalities
to derive them automatically from FGs and conversely.

The availability of a precise family of automata allows to apply to FLs the now
familiar ω-extension –a further extension of Kleene ∗ operation–, i.e., the definition of
languages of infinite strings and the various criteria for their acceptance or rejection by
recognizing devices.ω-languages are now more and more important to deal with never-
ending computations such as operating systems, web-services, embedded applications,
etc. Thus, we also introduce the ω-version of FLs and we show their potential in terms
of modeling the behavior of some realistic systems.

The paper is structured as follows: Section 2 recalls basic definitions on Floyd’s
grammars; Section 3 introduces Floyd automata (FAs) and shows that, as well as FSMs
and VPAs, but unlike pushdown automata, their deterministic version is not less pow-
erful than the nondeterministic counterpart; Section 4 provides effective constructions
to derive a FA from a FG and conversely; Section 5 extends the definition of FLs to
sets of infinite strings by applying to FAs the well-known concepts of ω-behavior and
acceptance; finally Section 6 draws some conclusions.

1 The interested reader may find more information at http://gcc.gnu.org, and http://
www.parrot.org, respectively.

http://gcc.gnu.org
http://www.parrot.org
http://www.parrot.org
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2 Preliminaries

Let Σ be an alphabet. The empty string is denoted ε. A context-free (CF) grammar is a
4-tuple G = (N, Σ, P, S ), where N is the nonterminal alphabet, P the rule (or production)
set, and S the axiom. An empty rule has ε as the right hand side (r.h.s.). A renaming
rule has one nonterminal as r.h.s. A grammar is reduced if every rule can be used to
generate some string in Σ∗. It is invertible if no two rules have identical r.h.s.

The following naming convention will be adopted, unless otherwise specified: low-
ercase Latin letters a, b, . . . denote terminal characters; uppercase Latin letters A, B, . . .
denote nonterminal characters; letters u, v, . . . denote terminal strings; and Greek letters
α, . . . , ω denote strings over Σ ∪ N. The strings may be empty, unless stated otherwise.

A rule is in operator form if its r.h.s has no adjacent nonterminals; an operator gram-
mar (OG) contains just such rules. Any CF grammar admits an equivalent OG, which
can be also assumed to be invertible [10,11].

The coming definitions for operator precedence grammars [1], here renamed Floyd
Grammars (FG), are from [8]. We refer the reader unfamiliar with precedence grammars
and parsing techniques to [3], that contains an easily readable, practical description of
FGs.

For an OG G and a nonterminal A, the left and right terminal sets are

LG(A) = {a ∈ Σ | A ∗⇒ Baα} RG(A) = {a ∈ Σ | A ∗⇒ αaB}
where B ∈ N ∪ {ε} and⇒ denotes the derivation relation. The grammar name G will be
omitted unless necessary to prevent confusion.

R. Floyd took inspiration from the traditional notion of precedence between arith-
metic operators in order to define a broad class of languages, such that the shape of
the derivation tree is solely determined by a binary relation between terminals that are
consecutive, or become consecutive after a bottom-up reduction step.

For an OG G, let α, β range over (N ∪ Σ)∗ and a, b ∈ Σ. Three binary operator
precedence (OP) relations are defined:

equal in precedence: a � b ⇐⇒ ∃A→ αaBbβ, B ∈ N ∪ {ε}
takes precedence: a � b ⇐⇒ ∃A→ αDbβ,D ∈ N and a ∈ RG(D)

yields precedence: a � b ⇐⇒ ∃A→ αaDβ,D ∈ N and b ∈ LG(D)

For an OG G, the operator precedence matrix (OPM) M = OPM(G) is a |Σ| × |Σ| array
that with each ordered pair (a, b) associates the set Mab of OP relations holding between
a and b.

Definition 1. G is an operator precedence or Floyd grammar (FG) if, and only if, M =
OPM(G) is a conflict-free matrix, i.e., ∀a, b, |Mab| ≤ 1.

Example 1. Arithmetic expressions with prioritized operators, a classical construct, are
presented in a simple variant without parentheses. Figure 1 presents the productions of
the grammar (left) and the derivation tree of expression n + n × n (center). We see that
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S → E
E → E + T | T × n | n
T → T × n | n

S

E

E

n

+ T

T

n

× n

n + ×
n � �

+ � � �

× =̇

Fig. 1. The Floyd grammar for arithmetic expressions without parentheses

× =̇ n because they appear in the right-hand side of the same production. Analogously,
+ � n since + is sibling of a node with label T and n ∈ LG(T ). The complete OPM is
shown in Figure 1 (right).

The equal in precedence relations of a FG alphabet are connected with an important pa-
rameter of the grammar, namely the length of the right hand sides of the rules. Clearly,
a rule A → A1a1 . . . AtatAt+1, where each Ai is a possibly missing nonterminal, is asso-
ciated with relations a1=̇a2=̇ . . . =̇at. If the =̇ relation is cyclic, there is no finite bound
on the length of the r.h.s of a production. Otherwise the length is bounded by 2 · c + 1,
where c ≥ 1 is the length of the longest =̇-chain. In this paper, for the sake of simplicity
and brevity we assume that all precedence matrices are �-cycle free. In the case of FGs
this prevents the risk of r.h.s of unbounded length [8], in the case of FAs we will see
that it avoids a priori the risk of an unbounded sequence of push operations onto the
stack matched by only one pop operation. The hypothesis of �-cycle freedom could be
replaced by weaker ones, such as a bound on r.h.s, as it happens with FGs, at the price
of heavier notation, constructions, and proofs.

Definition 2. A FG is in Fischer normal form [12] if it is invertible, the axiom S does
not occur in the r.h.s. of any rule, no empty rule exists except possibly S → ε, the other
rules having S as l.h.s are renaming, and no other renaming rules exist.

OPMs play a fundamental role in deterministic parsing of FGs. Thus in the view of
defining automata to parse FLs we pair them with the alphabet somewhat mimicking
VPL’s approach where the terminal alphabet is partitioned into calls, returns, and inter-
nals [13]. To this goal, we use a special symbol # not in Σ to mark the beginning and
the end of any string. This is consistent with the typical operator parsing technique that
requires the lookback and lookahead of one character to determine the precedence re-
lation [3]. The precedence relation in the OPM are extended to include # in the normal
way.

Definition 3. An operator precedence alphabet is a pair (Σ,M) where Σ is an alphabet
and M is a conflict-free operator precedence matrix, i.e. a |Σ ∪ {#}|2 array that with
each ordered pair (a, b) associates at most one of the operator precedence relations: �,
� or �.

For u, v ∈ Σ∗ we write u � v if u = xa and v = by with a � b. Similarly for the other
precedence relations.
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3 Floyd Automata

Definition 4. A nondeterministic precedence automaton (or Floyd automaton) is given
by a tuple: A = 〈Σ,M,Q, I, F, δ〉 where:

– (Σ,M) is a precedence alphabet,
– Q is a set of states (disjoint from Σ),
– I ⊆ Q is a set of initial states,
– F ⊆ Q is a set of final states,
– δ : Q × (Σ ∪ Q)→ 2Q is the transition function.

The transition function can be seen as the union of two disjoint functions:

δpush : Q × Σ → 2Q δflush : Q × Q→ 2Q

A nondeterministic precedence automaton can be represented by a graph with Q as the
set of vertices and Σ ∪ Q as the set of edge labellings: there is an edge from state q to
state p labelled by a ∈ Σ if and only if p ∈ δpush(q, a) and there is an edge from state q
to state p labelled by r ∈ Q if and only if p ∈ δ f lush(q, r). To distinguish flush transitions
from push transitions we denote the former ones by a double arrow.

To define the semantics of the automaton, we introduce some notations. We use
letters p, q, pi, qi, . . . for states in Q and we set Σ′ = {a′ | a ∈ Σ}; symbols in Σ′
are called marked symbols. Let Γ = (Σ ∪ Σ′ ∪ {#}) × Q; we denote symbols in Γ
as [a q], [a′ q], or [# q], respectively. We set symbol([a q]) = symbol([a′ q]) = a,
symbol([# q]) = #, and state([a q]) = state([a′ q]) = state([# q]) = q. Given a string
β = B1B2 . . . Bn with Bi ∈ Γ, we set state(β) = state(Bn).

We call a configuration any pair C = 〈β , w〉, where β = B1B2 . . . Bn ∈ Γ∗,
symbol(B1) = #, and w = a1a2 . . . am ∈ Σ∗#. A configuration represents both the
contents β of the stack and the part of input w still to process. We also set top(C) =
symbol(Bn) and input(C) = a1.

A computation of the automaton is a finite sequence of moves C � C1; there are three
kinds of moves, depending on the precedence relation between top(C) and input(C):

push move:
if top(C) � input(C) then 〈β , aw〉 � 〈β[a q] , w〉, ∀q ∈ δpush(state(β), a);

mark move:
if top(C) � input(C) then 〈β , aw〉 � 〈β[a′ q] , w〉, ∀q ∈ δpush(state(β), a);

flush move:
if top(C) � input(C) then let β = B1B2 . . . Bn with B j = [x j q j], x j ∈ Σ ∪ Σ′ and let i

the greatest index such that Bi belongs to Σ′ × Q. Then

〈β , aw〉 � 〈B1B2 . . . Bi−2[xi−1 ], aw〉, ∀q ∈ δ f lush(qn, qi−1).

Push and mark moves both push the input symbol on the top of the stack, together with
the new state computed by δpush; such moves differ only in the marking of the symbol
on top of the stack. The flush move is more complex: the symbols on the top of the stack
are removed until the first marked symbol (included), and the state of the next symbol
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below them in the stack is updated by δ f lush according to the pair of states that delimit
the portion of the stack to be removed; notice that in this move the input symbol is not
relevant and it remains available for the following move.

Finally, we say that a configuration [# qI] is starting if qI ∈ I and a configuration
[# qF] is accepting if qF ∈ F. The language accepted by the automaton is defined as:

L(A) =
{
x | 〈[# qI] , x#〉 ∗� 〈[# qF] , #〉, qI ∈ I, qF ∈ F

}
.

Example 2. The automaton depicted in Figure 2 accepts the Dyck language LD of bal-
anced strings of parentheses, with two parentheses pairs a, a, and b, b. The same figure
also shows an accepting computation on input abaabaaa.

q0 q1

a, b

a, a, b, b

q1q0

a a b b #
a � =̇ �
a � � � � �
b � � =̇

b � � � � �
# � � =̇

〈[# q0] , abaabaaa#〉
mark 〈[# q0][a′ q1] , baabaaa#〉
mark 〈[# q0][a′ q1][b′ q1] , aabaaa#〉
mark 〈[# q0][a′ q1][b′ q1][a′ q1] , abaaa#〉
push 〈[# q0][a′ q1][b′ q1][a′ q1][a q1] , baaa#〉
flush 〈[# q0][a′ q1][b′ q1] , baaa#〉
push 〈[# q0][a′ q1][b′ q1][b q1] , aaa#〉
flush 〈[# q0][a′ q1] , aaa#〉
push 〈[# q0][a′ q1][a q1] , aa#〉
mark 〈[# q0][a′ q1][a q1][a′ q1] , a#〉
push 〈[# q0][a′ q1][a q1][a′ q1][a q1] , #〉
flush 〈[# q0][a′ q1][a q1] , #〉
flush 〈[# q0] , #〉

Fig. 2. Automaton, precedence matrix, and example of computation for language LD

A Floyd automaton is called deterministic when δpush(q, a) and δflush(q, p) have at most
one element, for every q, p ∈ Q and a ∈ Σ. Here we prove that deterministic Floyd
automata are equivalent to nondeterministic ones, with a power-set construction similar
to the one used for classical finite state automata.

Theorem 1. Deterministic Floyd automata are equivalent to nondeterministic ones.

Given a nondeterministic automaton A = 〈Σ,M,Q, I, F, δ〉, consider the deterministic
automaton Ã = 〈Σ,M, Q̃, Ĩ, F̃, δ̃〉 where:

– Q̃ = 2Q is the set of subsets of Q,
– Ĩ = I ∈ Q̃ is the set of initial states of A,
– F̃ = {J ⊆ Q | J ∩ F � ∅} ⊆ Q̃, i.e. F̃ is the set of subsets of Q containing at least

one final state of A,
– δ̃ : Q̃×(Σ∪Q̃)→ Q̃ is the transition function defined as follows. The push transition
δ̃push : Q̃ × Σ → Q̃ is defined by

δ̃push(J, a) =
⋃
p∈J

δ(p, a);
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whereas the flush transition δ̃flush : Q̃ × Q̃ → Q̃ is defined only on pairs (J,K) ∈
Q̃ × Q̃ such that δflush(p, q1) = δflush(p, q2) for every p ∈ J and q1, q2 ∈ K; in this
case we set

δ̃flush(J,K) =
⋃
p∈J

δflush(p, q)

where q is any element of K.

Theorem 1 is a direct consequence of the following two lemmata:

Lemma 1. For every path q0
r0−→ q1

r1−→ q2
r2−→ . . . rn−→ qn in A, where qi ∈ Q and

ri ∈ Σ ∪ Q, there is a path J0
s0−→ J1

s1−→ J2
s2−→ . . . sn−→ Jn in Ã, where Ji � qi, and

si = ri if ri ∈ Σ or si = {ri} if ri ∈ Q.

Proof. It is enough to set J0 = {q0} and Ji = δ(qi−1, si) for every i ≥ 1. Notice that, in
this definition, δ = δpush if si ∈ Σ, while δ = δflush if si ∈ Q.

Lemma 2. For every path J0
s0−→ J1

s1−→ J2
s2−→ . . . sn−→ Jn in Ã, with si ∈ Σ ∪ Q̃, and

for every qn ∈ Jn, there is a path q0
r0−→ q1

r1−→ q2
r2−→ . . . rn−→ qn in A, where qi ∈ Ji,

and ri = si if si ∈ Σ or ri ∈ si if si ∈ Q̃.

Proof. We reason by induction on the length n of the path. If n = 1, let J0
s0−→ J1 and

q1 ∈ J1. First consider the case s0 ∈ Σ. Then J1 = δ̃push(J0, s0) = ∪p∈J0δpush(p, s0).

Since q1 ∈ J1, there exists q0 ∈ J0 such that q1 ∈ δpush(q0, s0) and hence q0
s0−→ q1 in A.

In the case x ∈ Q̃, we have J1 = δ̃flush(J0, s0) =
⋃

p∈J0
δflush(p, r0) for any r0 ∈ s0; then,

since q1 ∈ J1, there exists q0 ∈ J0 such that q1 ∈ δflush(q0, r0) and hence q0
r0−→ q1 in A.

If n ≥ 1, consider J0
s0−→ J1

s1−→ J2
s2−→ . . . sn−→ Jn in Ã, qn ∈ Jn, and assume by

induction that in A there is a path q1
r1−→ q2

r2−→ . . . rn−→ qn with qi ∈ Ji, and ri = si

if si ∈ Σ or ri ∈ si if si ∈ Q̃. In the case s0 ∈ Σ we have q1 ∈ J1 = δ̃push(J0, s0) =⋃
p∈J0
δpush(p, s0), hence there exists q0 ∈ J0 such that q1 ∈ δpush(q0, s0); thus q0

s0−→ q1

in A. In the case s0 ∈ Q̃ we have q1 ∈ J1 = δ̃flush(J0, s0) =
⋃

p∈J0
δflush(p, r0) for any

r0 ∈ s0; then there exists q0 ∈ J0 such that q1 ∈ δflush(q0, r0) and hence q0
r0−→ q1 in A.

At this point the theorem follows immediately by considering paths beginning in a
initial state and ending in a final state, and observing that the stacks of the two automata
evolve in parallel.

4 Floyd Automata vs. Floyd Grammars

The main result of this paper is the perfect match between FGs and FAs.

4.1 From Floyd Grammars to Floyd Automata

Theorem 2. Any L generated by a Floyd grammar can be recognized by a Floyd au-
tomaton
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We provide a constructive proof of the theorem: given a Floyd grammar G we build
an equivalent nondeterministic Floyd automaton A = 〈Σ,M,Q, I, F, δ〉, whose prece-
dence matrix M is the same as the one associated with G. A successful computation of
A will correspond to a derivation tree in G: intuitively, a push transition tries to guess
the parent of the symbol currently under the input head (i.e. it determines the l.h.s of
a rule of G whose r.h.s contains the current symbol); a flush transition is performed
whenever the r.h.s of a rule is completed, and determines the corresponding l.h.s., thus
confirming some previous guesses.

In order to keep the construction as simple as possible, we avoid introducing any opti-
mization. Also, without loss of generality, we assume that the grammar G = 〈Σ,N, P, S 〉
satisfies the following properties: the axiom S does not occur in the r.h.s. of any rule, no
empty rule exists except possibly S → ε, the other rules having S as l.h.s are renaming,
and no other renaming rules exist (in other words, we assume that the G is in Fischer
normal form except it is not necessarily invertible).

First of all, we introduce some notation. Enumerate the productions as follows: for
any nonterminal A ∈ N, let P1(A), P2(A), . . . Pn(A)(A) be the productions having A as
l.h.s. (i.e. n(A) is the number of productions having A as l.h.s.). Then, consider the
set of extended nonterminals EN = {Ai | A ∈ N, i = 1, 2, . . .n(A)} and define Q =
EN× (EN∪{⊥}), where ⊥ is a new symbol whose meaning is undefined. To distinguish
between nonterminals and extended nonterminals, we will use capital letters A, B,C, . . .
and X, Y, Z, . . . , respectively.

When considering derivation trees of G, we label internal nodes with extended non-
terminals (where the subscript of the nonterminal corresponds to the rule applied in the
node). Moreover, with a slight abuse of notation, we sometimes confuse nodes and their
labels, using the above convention also for internal nodes and leaves.

To define the push transition function δpush : Q × Σ → 2Q, consider any derivation
tree τ of G with any leaf a and let X be a’s parent in τ. Figure 3 represents the various
configurations that τ may exhibit.

– Case 0: if there is no leaf that precedes a in the in-order visit of τ and has depth not
greater than a’s depth, then let Y be the topmost ancestor of X, i.e., Y = S i for some
i; this also means that # � a;

– Otherwise, let b be the rightmost such leaf, and let Y be y’s parent. Notice that,
G being an operator grammar, Y is the nearest common ancestor of a and b. Then
there are two possibilities:
• Case 1: X = Y, i.e. b � a;
• Case 2: X � Y, and in this case b has lower depth than a, so b � a.

In all cases, node Z may be missing, or there may be other leaves between b and a
(namely, Z’s descendants); let Ẑ =⊥ if Z is missing, Ẑ = Z otherwise. Then, for each
such triple (a, X, Y), define the (a, X, Y)-push transition:

δpush((Y, Ẑ), a) �
{

(X, X) if a is the rightmost child of X,
(X,⊥) otherwise.

Hence, a push transition essentially determines the parent of the symbol under the input
head (actually, a “candidate” parent, since the automaton is non-deterministic).
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Y = S i

X

Z

. . .

a . . .

. . . X = Y

. . . b Z

. . .

a . . .

Y

. . . b W

X

Z

. . .

a . . .

. . .

. . .

Case 0 Case 1 Case 2

Fig. 3. Derivation tree configurations for the push transition function (nodes labelled as . . . could
be missing)

A similar construction holds for the flush transition function δ f lush : Q × Q → 2Q.
For every derivation tree with internal node X, let f and 
 be the first and last child,
respectively, of node X. Notice that both f and 
 may be either internal nodes or leaves.
Then there are two possibilities, as depicted in Figure 4:

– Case 3: there is no leaf at the left of X, then let Y be the topmost ancestor of X, i.e.,
Y = S i for some i;

– Case 4: otherwise, let b be the rightmost leaf at the left of X and let Y be b’s parent
(again, notice that Y is the nearest common ancestor of X and b, G being an operator
grammar).

Also, let 
/X be 
 if 
 is an internal node, X otherwise; let f̃ be f if f is an internal node,
⊥ otherwise. Then, for each such pair (X, Y) define the (X, Y)-flush transition:

δ f lush((X, 
/X), (Y, f̃ )) � (Y, X).

Hence, the state computed by a flush transition contains two pieces of information: the
first component determines the nearest ancestor of both X and b (or the axioms if b
does not exist), while the second component determines the nonterminal corresponding
to the r.h.s. just completed.

Finally, initial and final states are defined as follows.

I = {(S i,⊥) | 1 ≤ i ≤ n(S )}, F= {(S i, A j) | S → A ∈ P, 1 ≤ i ≤ n(S ), 1 ≤ j ≤ n(A)}.
Notice that the above construction is effective. All triples (a, X, Y) involved by some
push transition can be found starting from any rule X → α with α containing a: if a is
not the leftmost terminal of α, then take the triple (a, X, X), else apply backwards any
rule with r.h.s starting with X and extend this process until all productions have been
examined. Similarly for the flush transitions.

Example 3. Let G be the grammar introduced in Example 1. Following the above con-
struction, number the rules of the grammar in the order they appear in the definition of
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Y = S i

X

f

. . .

. . . 


. . .

. . .

Y

. . . b W

X

f

. . .

. . . 


. . .

. . .

. . .

Case 3 Case 4

Fig. 4. Derivation tree configurations for the flush transition function (all nodes marked as . . .
could be missing)

G (for instance, P2(E) is E → T × a). The transitions defined by the derivation tree of
string a × a + a, depicted in Figure 5 (left), are the following:

δpush((S 1,⊥), a) � (T2, T2)
δpush((S 1, T2),×) � (E2,⊥)
δpush((S 1, E2),+) � (E1,⊥)
δpush((E2,⊥), a) � (E2, E2)
δpush((E1,⊥), a) � (T2, T2)

δ f lush((T2, T2), (E1,⊥)) � (E1, T2)
δ f lush((T2, T2), (S 1, T2)) � (S 1, T2)
δ f lush((E2, E2), (S 1, T2)) � (S 1, E2)
δ f lush((E1, T2), (S 1, E2)) � (S 1, E1)

The first one is the (a, T2, S 1)-push transition obtained by starting from the left-most
leaf (Case 0). Case 0 occurs also for the second and third push transitions, obtained
considering the leaves labeled by × and +, respectively. The other push transitions rep-
resent instances of Cases 1 and 2, in this order. As far as flush transitions are concerned,
Case 4 occurs only in the first stated transition, with X = T2, b = + and Y = E1,
whereas all other productions represent instances of Case 3. Hence, on input a × a + a,
the automaton A obtained from G may execute the computation represented in Figure 5
(right).

The equivalence between G and the automaton described above is based on the fol-
lowing lemma, whose proof is omitted because of space reasons. As usual we set
Γ = (Σ ∪ Σ′) × Q = (Σ ∪ Σ′) × (EN × (EN ∪ {⊥})) and we denote an element in
Γ as [a (X, Y)]. To avoid an excessively cumbersome notation, when describing the
transitions between configurations, we omit the extreme parts (i.e. the lower part of the
stack and a suffix of the input string) which are not affected by the computation.

We define the depth of a computation C1
∗� C2 as the maximum number of marked

symbols in one of the traversed configurations, minus the number of marked symbol on

the stack in configuration C1; we define the depth of a derivation W
∗⇒ α as the depth of

the corresponding derivation tree. When useful, we make the depth h of a computation

or a derivation explicit as in C1
[h]� C2 and X

[h]⇒ α.
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S 1

E1

E2

T2

a

× a

+ T2

a

〈[# (S 1,⊥)] , a × a + a #〉
mark 〈[# (S 1,⊥)][a′ (T2,T2)] , × a + a #〉
flush 〈[# (S 1,T2)] , × a + a #〉
mark 〈[# (S 1,T2)][×′ (E2,⊥)] , a + a #〉
push 〈[# (S 1,T2)][×′ (E2,⊥)][a (E2, E2)] , + a #〉
flush 〈[# (S 1, E2)] , + a #〉
mark 〈[# (S 1, E2)][+′ (E1,⊥)] , a #〉
mark 〈[# (S 1, E2)][+′ (E1,⊥)][a′ (T2,T2)] , #〉
flush 〈[# (S 1, E2)][+′ (E1,T2)] , #〉
flush 〈[# (S 1, E1)] , #〉

Fig. 5. Derivation tree (left) and computation (right) for the string a × a + a

Lemma 3. Let Y,W be extended nonterminals of G, v ∈ Σ∗, a � v � b, and ā ∈ {a, a′}.
Then for all h ≥ 1:

〈[ā (Y,⊥)] , vb〉 [h]� 〈[ā (Y,W)] , b〉 iff ∃α, β such that Y → αaWβ, W
[h]⇒ v in G.

From the lemma the theorem easily follows by using a special case S → A (with
implicit # as a and b).

4.2 From Floyd Automata to Floyd Grammars

Given a Floyd automaton A = 〈Σ,M,Q, I, F, δ〉, we show how to build an equivalent
Floyd grammar G having operator precedence matrix M. In order to keep the con-
struction as easy as possible, w.l.o.g we assume that M is =̇-acyclic. Remind that, as
discussed in Section 2, this hypothesis could be replaced by weaker ones.

We need some notation and definitions. First of all, we shall represent a push transi-
tion with a simple arrow→, a flush transition with a double arrow⇒, and a path defined
by a sequence of transitions with a wavy arrow�.

We define chains in A recursively. A simple chain is a word a0a1a2 . . . anan+1, written
as 〈a0 a1a2 . . .an

an+1〉, such that: a0, an+1 ∈ Σ ∪ {#}, ai ∈ Σ for every i = 1, 2, . . .n,
Ma0,an+1 � ∅, and a0 � a1 � a2 . . . an−1 � an � an+1. A composed chain in A is a
word a0x0a1x1a2 . . . anxnan+1, where 〈a0 a1a2 . . . an

an+1 〉 is a simple chain, and xi ∈ Σ∗
is the empty word or is such that 〈ai xi

ai+1〉 is a chain (simple or composed), for every
i = 0, 1, . . . , n − 1. Such a composed chain will be written as 〈a0 x0a1x1a2 . . . anxn

an+1〉.
We call a support for the simple chain 〈a0 a1a2 . . . an

an+1 〉 any path in A of the form

q0
a1−→ q1 −→ . . . −→ qn−1

an−→ qn
q0
=⇒ qn+1 (1)

Notice that the label of the last (and only) flush is exactly q0, i.e. the first state of the
path; this flush is executed because of relation an � an+1. We call a support for the
composed chain 〈a0 x0a1x1a2 . . .anxn

an+1 〉 any path in A of the form

q0
x0� q′0

a1−→ q1
x1� q′1

a2−→ . . . an−→ qn
xn� q′n

q′0
=⇒ qn+1 (2)

where, for every i = 0, 1, . . . , n:
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– if xi � ε, then qi
xi� q′i is a support for the chain 〈ai xi

ai+1〉, i.e., it can be decomposed

as qi
xi� q′′i

qi
=⇒ q′i .

– if xi = ε, then q′i = qi.

Notice that the label of the last flush is exactly q′0.
We are now able to define a Floyd grammar G = 〈Σ,N, S , P〉. Nonterminals are the

4-tuples (a, q, p, b) ∈ Σ × Q × Q × Σ, written as 〈a p, qb〉, plus the axiom S . Rules are
built as follows:

– for every support of type (1) of a simple chain, add the rule

〈a0 q0, qn+1
an+1 〉 −→ a1a2 . . . an ;

if also a0 = an+1 = #, q0 is initial, and qn+1 is final, add the rule S → 〈#q0, qn+1
#〉;

– for every support of type (2) of a composed chain, add the rule

〈a0 q0, qn+1
an+1 〉 −→ N0a1N1a2 . . . anNn ;

where, for every i = 0, 1, . . . , n, Ni = 〈ai qi, q′i
ai+1〉 if xi � ε and Ni = ε otherwise.

Notice that the above construction is effective thanks to the hypothesis of =̇-acyclicity
of the OPM. This implies that the length of the r.h.s. is bounded (see Section 2); on the
other hand, the cardinality of the nonterminal alphabet is finite. Hence there is only a
finite number of possible productions for G and only a limited number of chains to be
considered.

5 ω-Languages

Having an operational model that defines Floyd Languages, it is now straightforward to
introduce extensions to ω-languages.

For instance, the classical Büchi condition of acceptance can be easily adapted to
FAs. Consider an infinite word x ∈ Σω, and an infinite computation of the automa-
ton AM = 〈Σ,M,Q, I, F, δ〉 on x, i.e. an ω-sequence of configurations S = 〈β0 , x0〉
〈β1 , x1〉 . . ., such that 〈β0 , x0〉 = 〈[# qI] , x〉, qI ∈ I and 〈βi , xi〉 � 〈βi+1 , xi+1〉. We
say that x ∈ L(A) if and only if there exists qF ∈ F such that configurations with stack
[# qF] occur infinitely often in S.

Quite naturally, ω-VPLs are a proper subset of this class of languages, as it is shown
by the following example.

Example 4. We define here the stack management of a simple programming language
that is able to handle nested exceptions. For simplicity, there are only two procedures,
called a and b. Calls and returns are denoted by calla, callb, reta, retb, respectively.
During execution, it is possible to install an exception handler hnd. The last signal that
we use is rst, that is issued when an exception occur, or after a correct execution to
uninstall the handler. With a rst the stack is “flushed”, restoring the state right before
the last hnd. The automaton is presented in Figure 6 (notice that it is an extension of the
automaton in Figure 2). It is easy to modify this example to model the case of unnested
exceptions, to fit with other application contexts.
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calla reta callb retb hnd rst
calla � =̇ � � �

reta � � � � �

callb � � =̇ � �

retb � � � � �

hnd � � � � =̇

rst � � � �

# � � �

q0 q1

calla, callb, hnd

q1

calla, reta, callb, retb, hnd, rst

q0

Fig. 6. Precedence matrix and automaton for an ω-language. There is no column indexed by #
since words are infinite.

6 Conclusions and Further Research

Recently, we advocated that operator precedence grammars and languages, here re-
named after their inventor Robert Floyd, deserve renewed attention in the realm of
formal languages. The main reasons to support our claim are:

– The fact that this family of languages properly includes visibly pushdown lan-
guages [13], a new family that has been proposed with the main motivation of
extending powerful model checking techniques beyond the limits of finite state
machines.

– The fact that it enjoys all closure properties with respect to the main algebraic
operations that are exhibited by regular languages and VPLs.

– The fact that, unlike other deterministic languages -either strictly more powerful
than them, or incomparable with them- such as LR, LL, and simple precedence
ones, FLs can be parsed without applying a strictly left-to-right order; this feature
becomes particularly relevant in these days since it allows to exploit much better
the gains in efficiency offered by massive parallelism.

In this paper we filled a rather surprising “hole” in the theory of these languages, namely
the lack of an appropriate family of automata that perfectly matches the generative
power of their grammars. We defined FAs with such a goal in mind and we proved their
equivalence with FGs. Both facts turned out to be non-trivial jobs and showed further
interesting peculiarities of this pioneering family of deterministic languages. A first
“byproduct” of the new automata family is the extension of FLs to ω-languages, i.e.,
languages consisting of infinite strings, a more and more important aspect of formal
language theory needed to deal with never ending computations. In this case too FL
ω-languages proved to augment the descriptive capabilities of the original VPLs.

As a first step towards applicability of the results presented in this paper, and also
to validate our approach with several practical examples, we implemented a simple
prototypical tool, called Flup. Flup contains an interpreter for non-deterministic Floyd
Automata, and a Floyd Grammar to Automata translator, that directly applies the con-
struction presented in Section 4.1. All the examples presented in the paper were tried
on, or generated by the tool.2

2 The prototype is freely available at http://home.dei.polimi.it/pradella

http://home.dei.polimi.it/pradella
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We are confident that suitable future research will further strengthen the importance
of, and motivation for, re-inserting FLs in the main stream of formal language literature.
In particular it would be interesting to complete the parallel analysis and comparison
with VPLs by investigating a characterization in terms of suitable logic formulas [13];
by this way motivation for, and application of, strong model checking techniques would
be further enhanced.
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Abstract. The chamber hitting problem (CHP) for linear maps consists
in checking whether an orbit of a linear map specified by a rational ma-
trix hits a given rational polyhedral set. The CHP generalizes some well-
known open computability problems about linear recurrent sequences
(e.g., the Skolem problem, the nonnegativity problem). It is recently
shown that the CHP is Turing equivalent to checking whether an inter-
section of a regular language and the special language of permutations
of binary words (the permutation filter) is nonempty (PB-realizability
problem).

In this paper we present some decidable and undecidable problems
closely related to PB-realizability problem thus demonstrating its ‘bor-
derline’ status with respect to computability.

Keywords: decidability, regular language, linear recurrence.

Introduction

The chamber hitting problem is a straightforward generalization of some well-
known open decidability problems concerning integral linear recurrent sequences.
It is formulated as follows.

Let Φ be a linear map of a vector space V into itself and let x ∈ V be a vector
in V . The iterations of Φ applied to x define an orbit OrbΦ x, i.e. the set

{Φkx : k ∈ Z+}.

Chamber hitting problem (CHP)
INPUT: a square matrix Φ of order d; d-dimensional vector x0; a family of affine
functions h1, . . . , hm on Qd and a sign pattern s ∈ {±1, 0}m.
OUTPUT: ‘yes’ if the orbit OrbΦ x0 intersects the chamber Hs and ‘no’ other-
wise.

Here a chamber is a set Hs = {x ∈ Qd : sign(hi(x)) = si for 1 ≤ i ≤ m},
where sign(t) is a standard sign function.

Remark 1. We assume that matrices, vectors and affine functions are represented
by the component lists, where the components are written in binary.

A. Kulikov and N. Vereshchagin (Eds.): CSR 2011, LNCS 6651, pp. 305–316, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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The CHP is a representative of a wide class of orbit description problems
associated with orbits of linear maps. These problems were introduced in re-
cent works [5,8] and are related to problems on linear recurrent sequences. For
instance, the CHP is a generalization of the famous Skolem problem.

A linear recurrent sequence (LRS) xn of a degree d is defined by a recur-
rence equation xn =

∑d
i=1 aixn−i, when n > d, and initial conditions xn =

bn, when 1 ≤ n ≤ d. Here ai, bj are constants.
The Skolem problem is perhaps the most known algorithmic problem on linear

recurrences. It asks whether integral LRS {xn} contains zero, i.e. whether xk = 0
for some k.

The Skolem problem is proved to be decidable for the degrees ≤ 5 (the cases
d = 3, 4 are worked out in [6], and the case d = 5 is solved in [3]). In the opposite
direction, the best hardness result on the Skolem problem is NP-hardness [2].

It is easy to see that the Skolem problem is equivalent to the CHP restricted
to one linear function and equality (the chamber H0).

The main result of [5] states an algorithmic equivalence between the CHP and
verifying a particular property of the regular languages. Namely, the property
involved consists in checking whether a regular language contains at least one
word from a special set of words. We call this set a permutation filter . Speaking
informally, an arbitrary word from the permutation filter is a concatenation of
all binary words of a fixed length n separated by the delimeters.

To be a bit more formal, we define a general problem of regular realizability: to
check whether a given regular language contains a word of a particular kind. It is
convenient to describe the realizability problem as follows. Let L be a language in
a finite alphabet Σ. Informally, L encodes a property that is checked. The input to
the problem of L-realizability is a description of some regular language R ⊆ Σ∗

and we are asked whether the intersection L ∩ R is nonempty. In the sequel we
assume that R is given via deterministic automaton accepting it.

The permutation filter PB is a language over the alphabet {#, 0, 1} of all
words #w1#w2# . . . wN#, where N = 2n, n ≥ 1, and the set {w1, w2, . . . , wN}
consists of all binary words of the length n.

Words from PB are called permutation words . The length n is called the block
rank of a permutation word.

Theorem 1 ([5, Theorem 2]). CHP and PB-realizability problem are Turing
equivalent.

The Skolem problem is open for almost eighty years. Using slight abuse of lan-
guage, presently it falls ‘on the border between decidability and undecidability’
[3]. In this paper we show that analogous ‘borderline’ pattern holds for a more
general PB-realizability problem.

Below we present some closely related decidable and undecidable variations
of PB-realizability problem. All variations are regular realizability problems. The
decidable languages involved consist of binary block words separated by the
delimiter # (block languages). All blocks have the same length (the block rank n).
Blocks of a block word form a multiset of binary words of the same length (block
multiset).
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The most natural variations of the permutation filter are the surjective filter
SB and the injective filter IB.

The former consists of those block words whose block multiset contains all
words of the length n.

The latter consists of those block words whose block multiset is a set, i.e. each
block appears at most once in a word from IB.

It is clear from the definitions that IB ∩ SB = PB.
The problems of IB-realizability and SB-realizability are decidable (see Sec-

tion 2, Theorems 2, 3).
To present an undecidable variation of PB-realizability problem we introduce

a track product of block languages.
Here we assume that blocks are words over a finite alphabet Σ and a block

word consists of blocks of the same length separated by the delimiter #.
Let Σ1, Σ2 be finite alphabets. For the alphabet Σ1×Σ2 there are two natural

projections from (Σ1 ×Σ2)∗, one to Σ∗
1 and the other to Σ∗

2 :

π1 : (a1, b1)(a2, b2) . . . (an, bn) �→ a1a2 . . . an,

π2 : (a1, b1)(a2, b2) . . . (an, bn) �→ b1b2 . . . bn.
(1)

The track product of two block languages L1 (over an alphabet Σ1) and L2 (over
the alphabet Σ2) is a block language L = L1‖L2 consisting of all block words
over the alphabet {#} ∪Σ1 ×Σ2 such that the projection π1 is in the language
L1 and the projection π2 is in the language L2. (For consistency we assume that
π1(#) = π2(#) = #.)

Denote by PerΣ the block language consisting of all periodic words over the
alphabet Σ (all blocks of a word in PerΣ are equal). And denote by PΣ the block
language consisting of permutation block words over the alphabet Σ (blocks of
a word in PΣ form the set of all words in Σn, where n is the block rank).

The PerΣ-realizability problem is decidable. Actually it is PSPACE-complete
as shown in [7]. It turns out that the track product of the PerΣ1 with the PΣ2

is undecidable for |Σ1| = 2 and |Σ2| = 648 (see Section 3, Theorem 4).

1 Preliminaries

In what follows we need technical constructions from [5]. So we reproduce proofs
of two results.

Let Γ (V, E) be a digraph. We assume that the edges of the digraph are colored
in s colors from the set {1, 2, . . . , s}. For a walk τ we define a weight w(τ) ∈ Zs as
an s-dimensional integer vector w(τ) = (c1(τ), c2(τ), . . . , ci(τ), . . . cs(τ)), where
ci(τ) equals the number of edges colored in the color i along the walk τ .

Walk Weight Hitting Problem (WWHP)
INPUT: a digraph Γ , an s-coloring of the edges of the Γ , two vertices a, b of
Γ , an integer matrix Φ of order s× s and an integer vector x0 of dimension s.
OUTPUT: ‘yes’ if the orbit OrbΦ x0 intersects the set of weights of all walks
from the vertex a to the vertex b and ‘no’ otherwise.
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Lemma 1 ([5, Lemma 5]). The PB-realizability problem is Turing reducible to
the WWHP problem.

Let R be a regular language over the alphabet {0, 1, #} and let A be a deter-
ministic automaton with the state set Q accepting the language R. Let pass to
the transition monoid of A. The operation of the automaton is determined by
the three maps f0, f1, f# of the set Q into itself induced by reading respective
symbols. Our goal is to check whether R∩PB �= ∅. Let’s express this condition in
terms of the maps f0, f1, f#. Let’s define f(w), where w = w1w2 . . . w� ∈ {0, 1},
as
∏�

i=1 fw�−i+1 .
We denote the initial state of the automaton by qs and the accepting set

by Qa. The reduction algorithm checks for each accepting state qf ∈ Qa the
condition whether it can be reached from the initial state qs after reading some
word from the permutation filter. Formally this condition means that for some
word #w1#w2# . . . wN# ∈ PB we have

qf =

(
N−1∏
i=0

f#f(wN−i)

)
f#qs. (2)

It is important that to verify the condition (2) we do not need to know the
sequence wi. It is sufficient to compute for each map g ∈ QQ the number νn(g)
of its representations in the form f(w), where w ∈ {0, 1}n (recall that N = 2n).
Then the condition (2) is rewritten as

qf =

(
N−1∏
i=0

f#gi

)
f#qs, (3)

where each map g ∈ QQ occurs exactly νn(g) times in the sequence gi.
Now we are going to describe the condition (3) in terms of walk weights for a

suitable graph. For this purpose we will use the Cayley graphs for monoids.
Let G = {g1, . . . , gm} ⊆ QQ be a set of maps. It generates a monoid M

(a monoid operation is a map composition, recall that by definition a monoid
contains also the identity map.). By definition the vertices of the Cayley graph
ΓG of the monoid are elements of the monoid M and (directed) edges have the
form (h, gih) for h ∈ M , gi ∈ G. Note that the edges of the Cayley graph are
naturally colored by elements of G. The Cayley graph of a monoid may contain
parallel edges as the equality gih = gjh for i �= j may hold.

Let M01 be a semigroup generated by the maps f0, f1 of the automaton A.
We define the monoid M generated by maps f#f , f ∈ M01.

Denote by ΓM the Cayley graph of the monoid M w.r.t. the set of generators
{f#f, f ∈ M01}.

It follows from the construction that (3) holds iff there exist an integer n
and a walk τ on the digraph ΓM from the vertex id to a vertex h such that
h(f#(qs)) = qf and (w(τ))f#g = νn(g) holds for all g. (Here id is the identity
map.).
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It turns out that the integers νn(g) can be expressed as the coordinates of the
vectors taken from the orbit of a linear map.

In Q-vector space Q(QQ) equipped with the basis {e(f)} indexed by maps
f : Q → Q we define a linear map by the action on the basis vectors

Φe(f) = e(ff0) + e(ff1). (4)

(Recall that map composition is taken from the right to the left.).
It is easy to prove by induction on n that νn(g) equals the e(g)-coordinate of

the vector Φne(id) w.r.t. the basis {e(f)}. Indeed, the case of n = 0 is trivial
and assuming the claim for n− 1 we have

Φne(id) = Φ
∑

g∈QQ

νn−1(g)e(g) =
∑

w∈{0,1}n−1

Φe(f(w)) =

=
∑

w∈{0,1}n−1

(e(f(w)f0) + e(f(w)f1) =
∑

w∈{0,1}n−1

(e(f(w0)) + e(f(w1)) =

=
∑

w∈{0,1}n

e(f(w)) =
∑

g∈QQ

νn(g)e(g). (5)

Now we conclude that the condition (3) is equivalent to the condition

w(τ) = Φnx0 (6)

for some n and a walk τ on the digraph ΓM from the vertex id to some vertex
h such that h(f#(qs)) = qf .

Remark 2. Note that the size of the monoid M can be less than |Q||Q| and Φ acts
on Q(QQ). To fix a difference in vector dimensions we extend the coordinates of
walk weights by zero values for e(g) such that g /∈ M .

Proof (of Lemma 1). The reduction algorithm solves with help of a WWHP-
oracle several instances of the WWHP indexed by the accepting states qf and
maps h such that h(f#(qs)) = qf .

An instance has the following input data: a digraph is the Cayley graph ΓM ,
colors are generators, the initial vertex is the identity map id, the terminal vertex
is h, the matrix is defined by (4) and the initial vector is x0 = e(id).

If the answer is positive for some instance from the described set then the
answer in the instance of the PB-realizability problem involved is also positive
due to (5) and the condition (6).

Otherwise, it follows from the definition of the graph ΓM and (5) that the
answer in the instance of the PB-realizability problem is negative. ��
An integer cone N(v1, . . . , vr) is the set of vectors

∑r
i=1 aivi, where vi ∈ Zd,

ai ∈ N. (We denote the set of nonnegative integers by N.)

Integer cone Hitting Problem (IHP)
INPUT: a square matrix Φ of order d; a d-dimensional vector x0; a family of
vectors vi ∈ Zd, i = 0, 1, . . . , r.
OUTPUT: ‘yes’ if the orbit OrbΦ x0 intersects the translate of the integer cone
v0 + N(v1, . . . , vr) and ‘no’ otherwise.
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Lemma 2 ([5, Lemma 6]). The WWHP is Turing reducible to the IHP.

At first we prove the following lemma.

Lemma 3. Let a, b be vertices of a digraph Γ colored in s colors and let W (a, b)
be the set of weights of all walks from the vertex a to the vertex b. The set W (a, b)
is a finite union of translates of integer cones in Zs.

The list of the cones and the vectors of translation is constructed algorithmi-
cally.

Proof. Writing a sequence of colors along a walk gives a word in the s-letter
alphabet. The collection of such words for all walks from the vertex a to the
vertex b forms a regular language.

The weight of a walk is just the Parikh image of the corresponding word. So
the statement of the lemma follows from Parikh’s theorem [4]. ��
Lemma 3 implies that to check the condition (6) it is sufficient to check several
conditions of the form

Φnx0 ∈ v0 + W, (7)

where v0 in an integer s-dimensional vector and W is an integer cone in Zs. It
gives a reduction of the WWHP to the IHP. This completes the proof of lemma 2.

2 Decidable Variations of PB-Realizability Problem

It turns out that IB- (resp. SB-)realizability is reducible to a restricted version
of the integer cone hitting problem. Decidability of this restricted IHP follows
from specific properties of maps Φ defined in Section 1.

We use the componentwise partial order on the integer orthant Zd
+

x ≺ y ⇔ xi ≤ yi for all i. (8)

Up-hitting Problem
INPUT: a square matrix Φ of order d; a d-dimensional vector x0; a family of
vectors vi ∈ Zd, i = 0, 1, . . . , r.
OUTPUT: ‘yes’ if the orbit up-shadow intersects the translate of the integer
cone v0 + N(v1, . . . , vr) = v0 + W and ‘no’ otherwise. It means that

Φnx0 ≺ y (9)

holds for some integer n and y ∈ v0 + W .
The Down-hitting problem is defined similarly except for the condition (9)

which is replaced by the condition

y ≺ Φnx0. (10)

Lemma 4. The IB-realizability problem is Turing reducible to the down-hitting
problem.
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Proof. Repeat the arguments from the proof of Lemma 1. Now it is possible that
some binary words in a block word are missed. It means that the condition (6)
is replaced by

w(τ) ≺ Φnx0. (11)

Applying the arguments from Lemma 2 we see that (11) is transformed to (10)
for cones appeared in the reduction from Lemma 2. ��
In a similar way we reduce the surjective filter.

Lemma 5. The SB-realizability problem is Turing reducible to the up-hitting
problem.

Proof. In a block word taken from the SB all binary words of the length n appear
(possibly, several times). It leads to the condition (9) for cones appeared in the
reduction from Lemma 2. ��
Dickson’s lemma claims that there are no infinite antichains in the poset (Zd

+,≺).
So an orbit up-shadow is a finite union of translated copies of the orthant Zd

+.
In the case of an orbit down-shadow copies of the orthant are replaced by
‘parallelepipedons’ (the Cartesian products of segments). Thus the up-hitting
problem as well as the down-hitting problem is reduced to the nonemptiness
check for intersections of integer cones, which is an integer linear program-
ming problem, provided the representations mentioned above can be constructed
algorithmically.

To construct the aforementioned representations we use specific properties of
asymptotic behavior of the orbit points Φnx0, where Φ is determined by (4).

Recall that an e(g)-component of Φnx0 is expressed as the number νn(g) of
walks of the length n from the vertex id to the vertex g in the graph Γ . The
vertex set of the graph Γ is V (Γ ) = QQ and the edge set E(Γ ) consists of pairs
in the form (f, ff0) or (f, ff1). (See Section 1 for a detailed exposition.)

Note that the integer νn(g) is the number of words of the length n in a regular
language. This language is recognized by an automaton with the transition graph
Γ . Thus the generating function ϕg(t) =

∑∞
n=0 νn(g)tn for the language is a

rational function and its representation in the form P (t)/Q(t) can be found
algorithmically.

In the arguments below we need some properties specific to generating func-
tions of regular languages and it is more suitable to analyze the asymptotic
behavior in combinatorial settings by considering walks on the graph Γ .

Proposition 1. For any vertex g ∈ V (Γ ) the set Pg = {n : νn(g) > 0} is a
semilinear set (a finite union of an exceptional finite set and finite collection of
arithmetic progressions) and its description can be constructed algorithmically.

Proof. Regard the Γ as the transition graph of a nondeterministic automaton
over a 1-letter alphabet. Now the proposition follows from Parikh’s theorem. ��
Remark 3. Differences of all progressions in Proposition 1 are the cycle lengths
in the graph Γ . So they are divisors of the least common multiple of integers
from 1 to |V (Γ )|. In the sequel we denote this common multiple by N .
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Take a vertex g on a directed cycle of the length 	. The following inequality

νn+�(g) ≥ νn(g). (12)

holds. Indeed, one can extend any walk of the length n by the cycle.
Now we divide the vertices of the graph Γ into three groups.

– V1 consists of vertices v such that some directed cycle (possibly, a loop) goes
through the vertex v.

– V2 consists of vertices v such that there is a walk starting at the id, finishing
at the v and passing through a vertex from the set V1.

– V3 consists of all other vertices.

Proposition 2. If g ∈ V3 then νn(g) = 0 for n > |V (Γ )|.
Proof. Any walk of the length n > |V (Γ )| from id to g must contain repeating
vertices. It means that a part of the walk is a directed cycle. So the walk passes
a vertex from the set V1. ��
Proposition 3. The inequality

νn+N (g) ≥ νn(g), (13)

where N = LCM(1, . . . , |V (Γ )|), holds for all g ∈ V (Γ ) and n > |V (Γ )|.
Proof. For g ∈ V3 apply Proposition 2.

For g ∈ V1 the inequality (13) follows from (12) and Remark 3.
Now take a vertex g ∈ V2. The set Vg ⊆ V1 consists of vertices g′ ∈ V1 such

that g′ belongs to a walk from id to g and for all walks of this type all vertices
after the g′ along a walk are in the set V2. The subgraph Γg is induced by the
edges of all walks from a vertex in Vg to g.

Let observe the following properties of the Γg.
By definition of Vg no edges of Γg point to vertices of Vg.
There are no edges outgoing from the vertex g in the graph Γg. Otherwise one

would detect a directed cycle passing through g.
From these properties we conclude that the graph Γg is acyclic. By definition

there are no directed cycles passing through vertices in the set V2. Other vertices
in the Γg are in the set Vg. There are no directed cycles passing through these
vertices because there are no edge ingoing to them.

Note also that the maximum of the path length from g′ ∈ Vg to g does not
exceed |V (Γ )|.

From all the properties above we get

νn(g) =
∑

g′∈Vg

k≤|V (Γ )|

pg′,kνn−k(g′), (14)

where pg′,k is the number of paths from g′ and g in the Γg.
Applying the inequality (13) to all terms in the right-hand side of (14) we get

the same inequality for the left-hand side, i.e. for the vertex g. ��
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Theorem 2. The SB-realizability problem is decidable.

Proof. It follows from Lemma 5 that it is enough to construct an integer cone
representation for an orbit up-shadow. Proposition 3 implies that the orbit up-
shadow is

⋃N
i=0

(
Φix0 +Nm

)
, where m is a dimension, i.e. the cardinality of QQ.

So the problem is reduced to the integer linear programming problem. ��
To prove decidability of the injective filter we should determine for each 0 ≤
r < N unbounded components of ΦnN+rx0 and the limit values of the bounded
components.

All subsequences trg(n) = νnN+r(g), where 0 ≤ r < N , are nondecreasing due
to Proposition 3.

A subsequence trg(n), where g ∈ V3 stabilizes for n > |V (Γ )| and the limit
value for it is 0.

It follows from (14) that a subsequence trg(n), where g ∈ V2, tends to infinity
iff at least one of the subsequences tr−k

g′ (n) tends to infinity, where pg′,k �= 0.
The remaining case trg(n), where g ∈ V1, is covered by the following proposi-

tion.

Proposition 4. Let g ∈ V1. Then lim
n→∞ trg(n) = ∞ iff there exist a directed

cycle C passing through g and an edge (g′, g′′) such that

(i) the edge (g′, g′′) is not included in the cycle C;
(ii) the cycle C passes through the vertex g′′;
(iii) νnN+r−�−1(g′) > 0, where 	 is the distance from g′′ to g along the cycle C.

Note that due to Remark 3 the conditions (iii) are equivalent for all n. It is clear
that (i)–(iii) can be verified algorithmically.

Proof. The ‘if’ part of the proposition follows from

ν(n+1)N+r(g) ≥ νnN+r(g) + ν(n+1)N+r−�−1(g′) > νnN+r(g). (15)

To prove the ‘only if’ part suppose that νnN+r(g) = T for n > n0. For any
directed cycle C passing through g and any edge satisfying (i)–(ii) the first
inequality in (15) implies that νnN+r−�−1(g′) = 0 for n > n0. ��
Theorem 3. The IB-realizability problem is decidable.

Proof. Determine all unbounded components for all subsequences ΦnN+rx0 and
the limit values for bounded components. For this purpose use Proposition 4 and
the observations preceding it. Then the down-shadow is the union of the sets⎧⎨⎩ yg ≥ 0, if lim

n→∞(ΦnN+rx0)g = ∞,

y∞
g ≥yg ≥ 0, if lim

n→∞(ΦnN+rx0)g = y∞
g .

over all 0 ≤ r < N . Here yg are coordinates in the space QQQ

.
So the problem is reduced to the integer linear programming problem. ��
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3 An Undecidable Problem

Theorem 4. There are alphabets Σ1, Σ2 such that the (PerΣ1‖PΣ2)-realizability
problem is undecidable.

A suitable undecidable problem that is reduced to the (PerΣ1‖PΣ2)-realizability
problem is the following.

Zero in the Upper Right Corner Problem. (The ZURC problem.) For a
given collection of D×D integer matrices A1, . . . , AN check whether the multi-
plicative semigroup generated by {Ai} contains a matrix M such that M1D = 0.

In other words the problem is to check the existence of an integer sequence
j1, . . . , j�, where 1 ≤ jt ≤ N , such that

(Aj1Aj2 . . . Aj�
)1D = 0. (16)

Theorem 5 ([1]). The ZURC problem is undecidable for N = 2 and D = 18.

We will reduce the ZURC problem with N = 2, D = 18 to the (PerΣ1‖PΣ2)-
realizability problem, where

Σ1 = [1, . . . , N ], Σ2 = [1, . . . , D]× [1, . . . , D]× {0, 1}. (17)

The reduction is similar to the reduction in [5, Section 4].
Let A1, . . . , AN be an instance of the ZURC problem for D = 18, N = 2.

Rewrite the matrices in the form

Aj =

⎛⎜⎜⎝
εj
11m

j
11 εj

12m
j
12 . . . εj

1Dmj
1D

εj
21m

j
21 εj

22m
j
22 . . . εj

2Dmj
2D

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

εj
D1m

j
D1 . . . εj

D (D−1)m
j
D (D−1) εj

DDmj
DD

⎞⎟⎟⎠ ,

where mj
ik > 0 and εj

ik ∈ {±1, 0}. Let M be the maximum of mj
ik.

Fix now a sequence Aj1 , Aj2 , . . . , Aj�
. Matrix elements in the product

Aj1Aj2 . . . Aj�
have the form(

Aj1Aj2 . . . Aj�

)
ik

=
∑

τ

ε(τ)m(τ), (18)

where τ runs over all sequences of pairs (iαkα) such that the length of a sequence
is 	 and i1 = i, k� = k, iα+1 = kα,

ε(τ) =
�∏

α=1

εjα

iαkα
, m(τ) =

�∏
α=1

mjα

iαkα
. (19)

Using the expansion (18, 19) we define the partition of words of the length
	 ·	log2 M
 over the alphabet Σ1×Σ2 into three sets T +

ik(j), T−
ik(j) and T bad

ik (j),
where j = j1, . . . , j�. (Below we drop out j while the sequence j is fixed.)
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It is convenient to represent a word over the alphabet Σ1 × Σ2, where Σi

are given by (17), by a 4-row table. A table column represents a symbol in the
word. The first row bears symbols from Σ1 while the remaining three columns
represent symbols from Σ2 (they have three components as indicated in (17)).

A word in the set T +
ik (T−

ik) can be divided in 	 subwords of the length 	log2 M
.
The α-th subword has the form⎛⎜⎜⎝

jα jα . . . jα

iα iα . . . iα
kα kα . . . kα

β0 β1 . . . β�log2 M�−1

⎞⎟⎟⎠ . (20)

in the table representation defined above. The upper three elements in each row
are the same in (20). Note that jα is the α-th element of the sequence j. The
fourth row is a binary representation of an integer β.

A word in the set T +
ik should satisfy the following requirements (a) i1 = i; (b)

k� = k; (c) iα+1 = kα; (d) β < mjα

iαkα
; (e) ε(τ) = 1, where τ is the sequence of

pairs (iα, kα) and ε(τ) is given by (19).
A word in the set T−

ik should satisfy the requirements (a)–(d) and the modified
requirement (e′) ε(τ) = −1.

The set T bad
ik collects the rest of words.

Proposition 5. In the notation above
(
Aj1Aj2 . . . Aj�

)
ik

= |T +
ik | − |T−

ik |.

Proof. Restricting words in the set T +
ik to the upper three rows one obtains all

correct sequences τ such that ε(τ) = 1. The same restriction for the set T−
ik gives

the sequences τ such that ε(τ) = −1.
The multiplicity of a sequence τ in the set T±

ik depends on fourth rows of the
tables. According to the requirement (d) and the permutation property there
are exactly mjα

iαkα
subwords bearing (jα, iα, kα) in the upper three rows. So the

multiplicity of the sequence τ is m(τ), where m(τ) is given by (19). ��
It follows from the above that the sets T $

ik(j), where $ ∈ {+,−, bad}, are disjoint
for different j because the sequence j is recovered from the first row in the table
representation.

Proposition 6. For a fixed collection of matrices A1, . . . , AN and for each pair
i, k the language T all, $

ik =
⋃

j T $
ik(j) is regular for $ ∈ {+,−, bad}. ��

Proof. The requirements (a)–(d) are verified by local check on the subwords of
the fixed length 	log2 M
.

Computing the sign ε(τ) can be done in the cyclic group of two elements.
So the sets T all, ±

ik are regular. But the class of regular languages is closed
under the complement. Thus the set T all, bad

ik is also regular. ��
Sketch of proof of Theorem 4. We repeat the construction from [5, Section 4].
The reduction algorithm takes an instance of the ZURC problem (N =2, D=18)
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and constructs an automaton C such that the condition (16) holds for some
element in the semigroup generated by the input matrices if and only if L(C) ∩
PerΣ1‖PΣ2 �= ∅.

The automaton expects an input w from the language PerΣ1‖PΣ2 such that
block rank is 	 · 	log2 M
 and the word w is a certificate for zero representa-
tion (16). A period in the first (periodic) component determines the sequence
j = j1, . . . , j� such that (16) holds. The automaton expects that each symbol in
the sequence j is repeated 	log2 M
 times. In the second (permutation) compo-
nent the automaton expects that the blocks from the sets T +

1D(j), T−
1D(j) are

paired and are followed by the blocks from the set T bad
1D . Note that such a pairing

exists iff |T +
1D| = |T−

1D|.
The correctness of the reduction is proved in a way similar to the arguments

in [5, Section 4]. If the automaton accepts a word w in the language PerΣ1‖PΣ2

then one can extract the sequence j from the first components of symbols in the
word w. The check in the second components guarantees that (16) holds for the
sequence j. We apply here Proposition 5.

In other direction, if (16) holds for a sequence j then there exists a word in
the language PerΣ1‖PΣ2 satisfying the properties expected (and verified) by the
automaton C. Thus L(C) ∩ PerΣ1‖PΣ2 �= ∅.

Remark 4. By suitable encoding the symbols of the alphabets Σ1 and Σ2 one
can prove that the (PerB‖PB)-realizability problem is also undecidable.
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Abstract. In this paper we extend several results from Mazurkiewicz
trace theory to the framework of cut-bounded languages. First the ex-
pressive power of shared-memory systems in terms of recognized sets of
labeled partial orders is characterized by means of the notion of cut-
bound plus the condition to be regular, or equivalently MSO-definable.
Next weakly unambiguous systems with deterministic rules are proved to
be as expressive as any system, contrary to deterministic or strongly un-
ambiguous systems considered previously. Finally we extend the rational
description of regular trace languages by loop-connected specifications
within a new algebraic framework called shared-memory charts. In that
way we present also several generalizations of results from the theory of
regular sets of message sequence charts.

Introduction

Mazurkiewicz traces are a well-known and intensively studied class of labeled par-
tial orders which benefits from a rich theory and also still open problems [10,18,22].
In particular, they are closely related to the semantics of distributed devices,
called asynchronous automata, which communicate by means of synchronizations
[23]. For the communication paradigm based on message passing, an analogous
theory has been developed in the past years for message sequence charts,
see e.g. [16]. In this paper we consider systems that communicate by means of
shared variables and present a generalization of several key results from the the-
ory of Mazurkiewicz traces and message sequence charts [4,15,16,18,22,23].

As opposed to our previous works [19,20], we consider in this paper shared-
memory systems without any restriction, neither determinism [19], nor strong
unambiguity [20]. This requires to focus on the notion of chain covering from
[12,17], or equivalently the definition of cut-bound. We prove first that a set of
labeled partial orders corresponds to the behaviours of a shared-memory sys-
tem if and only if it is cut-bounded and regular, a notion borrowed from [14].
To do so, we extend the connection between MSO-logic and regularity from
Mazurkiewicz traces [22] to cut-bounded languages. We consider also in this pa-
per the notions of deterministic rules and (weak) unambiguity. As opposed to
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deterministic or strongly unambiguous systems, we prove that the language of
any shared-memory system is also the language of an unambiguous system with
deterministic rules.

In order to describe behaviours of shared-memory systems in some algebraic
way, we introduce next the notion of shared-memory charts. Interestingly this
framework can be regarded formally as a generalization of Mazurkiewicz traces
and message sequence charts. Moreover, similarly to [18], we can characterize
the cut-bounded languages that are regular by considering shared-memory chart
specifications that are loop-connected. We explain also how to decide whether
the language of a given shared-memory chart specification is cut-bounded. To do
so we adapt the definition of communication graph [4,16] from message sequence
charts to shared-memory charts and next generalize the corresponding criterion
for non-divergence [4] to the notion of cut-bound.

Preliminaries. A labeled partial order, partial word, or pomset (for partially
ordered multiset) over a finite alphabet Σ is a triple t = (E,�, ξ) where (E,�) is
a finite partial order and ξ is a mapping from E to Σ without autoconcurrency:
ξ(x) = ξ(y) implies x � y or y � x for all x, y ∈ E. As usual we shall not
distinguish between isomorphic pomsets. We denote by P(Σ) the class of all
pomsets over Σ. A pomset can be seen as an abstraction of an execution of
a concurrent system. In this view, the elements x of E are events and their
label ξ(x) describes the action performed by the system when event x occurs.
Moreover the ordering x � y means that x happens before y.

An ideal of a pomset t = (E,�, ξ) is a subset H ⊆ E such that x ∈ H and
y � x imply y ∈ H . Then the restriction t|H = (H,� ∩(H ×H), ξ ∩ (H × Σ))
is called a prefix of t and we write t′ � t. For all z ∈ E, we denote by ↓z the
ideal of events below z, i.e. ↓z = {y ∈ E | y � z}. We write x ·≺ y and say that
y covers x if x ≺ y and x ≺ z � y implies y = z.

Let us recall some basic notions of Mazurkiewicz trace theory [9,10]. The con-
currency of a distributed system is often represented by an independence relation
over the alphabet of actions Σ, that is a binary, symmetric, and irreflexive re-
lation ‖ ⊆ Σ × Σ. Then a Mazurkiewicz trace over the independence alphabet
(Σ, ‖) is a pomset t = (E,�, ξ) over Σ satisfying the two next requirements:

M1: For all events e1, e2 ∈ E with ξ(e1)� ‖ξ(e2), we have e1 � e2 or e2 � e1;
M2: For all events e1, e2 ∈ E with e1 ·≺ e2, we have ξ(e1)� ‖ξ(e2).

We denote by M(Σ, ‖) the class of all Mazurkiewicz traces over (Σ, ‖).

1 Communication with Shared Variables

Throughout the paper we fix some finite alphabet Σ. The notion of a shared-
memory system we consider is based on a finite set I of processes together with
a distributed alphabet (Σi)i∈I where Σi ⊆ Σ for every process i. For each action
a ∈ Σ, the location Loc(a) = {i ∈ I | a ∈ Σi} collects all processes involved in
action a. Intuitively each occurrence of action a induces a synchronized step of
all processes from Loc(a). For that reason we assume that Loc(a) is non-empty
for all a ∈ Σ, i.e.

⋃
i∈I Σi = Σ.
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1.1 Shared-Memory Systems

Processes of a shared-memory system can communicate by means of a finite set
R of shared variables (or registers) taking values from a common finite set of
data D; in particular the initial content of this shared memory is described by a
configuration ı : R→ D that associates to each register r ∈ R a value ı(r) ∈ D.
Intuitively each action corresponds to reading the values of a subset of registers
(the guard) and next writing new values in some other registers (the update).
For convenience, we shall allow distinct processes to read the value of a register
concurrently; but we forbid the writing of a new value in the same register by two
different processes simultaneously, that is, we shall consider Concurrent-Read
Exclusive-Write systems, only. A valuation is a partial function ν : R ⇀ D;
it will correspond to the reading or the writing of some values in a subset of
registers. The domain dom(ν) of a valuation ν is the set of registers r for which
ν(r) is defined. We denote by V the set of all valuations. Given a configuration
q : R → D and a subset of registers R ⊆ R, we let q|R denote the valuation
with domain R such that q|R(r) = q(r) for all r ∈ R. We denote by Q the set
DR of all configurations. A rule is a triple (ν, a, ν′) where a ∈ Σ and ν, ν′ ∈ V
are two valuations.

Definition 1.1. A shared-memory system (for short, an SMS) consists of a
set of rules Δ ⊆ V ×Σ × V, some initial configuration ı : R → D and a subset
F ⊆ Q of final configurations.

We stress here that we consider in this paper only systems over finite alpha-
bets with finitely many registers and data. Intuitively action a can occur syn-
chronously on all processes from Loc(a) in some configuration q if there exists
some rule (ν, a, ν′) ∈ Δ such that ν = q|dom(ν), i.e. the guard ν is satisfied. In
that case processes from Loc(a) may write the new values ν′(r) in registers from
the domain of ν′. The step consisting of all these readings and all these writings
is considered atomic. For convenience we put ρ = (νρ, aρ, ν

′
ρ), Rρ = dom(νρ) and

Wρ = dom(ν′
ρ) for each rule ρ ∈ Δ. A rule ρ is enabled in the configuration q if

q|Rρ = νρ.

1.2 Partial-Order Semantics of Shared-Memory Systems

Let ρ, ρ′ ∈ Δ be two rules. We put ρ‖ρ′, and we say that ρ and ρ′ are independent,
if Loc(aρ)∩Loc(aρ′) = ∅, Wρ∩ (Rρ′ ∪Wρ′) = ∅, and Wρ′ ∩ (Rρ∪Wρ) = ∅. Thus
two rules are independent if they correspond to actions performed by disjoint sets
of processes and if each rule does not modify the registers read or written by the
other. These conditions are known as Bernstein’s conditions [5]. Let t = (E,�, ξ)
be a pomset over the set of actions Σ. In order to reason about which registers
are read by each event of t and how events change the values of registers, we make
use of the notion of run. A run of t over the SMS S is a mapping ρ : E → Δ
which maps each event e ∈ E to some rule ρ(e) ∈ Δ such that aρ(e) = ξ(e),
which means simply that the rule ρ(e) corresponds to the action ξ(e) performed
by e. We say that a run ρ of t = (E,�, ξ) is valid if the following conditions are
satisfied:
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V1: For all events e1, e2 ∈ E with ρ(e1)� ‖ρ(e2), we have e1 � e2 or e2 � e1;
V2: For all events e1, e2 ∈ E with e1 ·≺ e2, we have ρ(e1)� ‖ρ(e2).

The first condition ensures that two dependent rules cannot occur concurrently.
In particular if e and e′ are two events that change the value of some register r
then e and e′ must be comparable w.r.t. �. The second condition asserts that
each covering relation between two events results from some ordering constraint.
We distinguish three cases in this situation. First the two rules ρ(e1) and ρ(e2)
occur on a common process or write a new value in a common register. Second
ρ(e1) writes a value in some register and this value is expected by the guard of
ρ(e2). Third ρ(e1) reads a register that is rewritten by ρ(e2). Observe here that
V1 and V2 amount to require that the triple (E,�, ρ) is a Mazurkiewicz trace
from M(Δ, ‖).

We assume now that ρ is a valid run for t. If t describes a concurrent com-
putation of the SMS S where each event e applies rule ρ(e) then any prefix of
t should correspond to some partial computation of S. Let H ⊆ E be an ideal
of t. The configuration qρ,H after H corresponds intuitively to a snapshot of the
system when all events of H have occurred along the execution of t w.r.t. ρ: The
value of each register is the value written by the last event that has modified
this value. Formally qρ,H is the configuration such that for all registers r ∈ R,
qρ,H(r) = ν′

ρ(e)(r) if e is the greatest event in H such that r ∈ Wρ(e), and
qρ,H(r) = ı(r) if there is no such event. A valid run ρ of t is applicable in the
SMS S if the rule ρ(e) is enabled in the configuration qρ,↓e\{e} for all events
e ∈ E. Moreover an applicable run of t = (E,�, ξ) is accepting if qρ,E ∈ F .

Definition 1.2. The language L(S) recognized by S collects all pomsets which
admit an accepting run.

1.3 Asynchronous Automata and Zielonka’s Theorem

The notion of asynchronous automata originates from the seminal work by
Zielonka [23]. The definition adopted in [10, chap. 7] can be identified with a
subclass of shared-memory systems such that I = R, which means intuitively
that each register corresponds to the local state of a process. In this setting each
action is assigned a read domain Ra ⊆ R and a write domain Wa ⊆ R such that
Loc(a) = Wa ⊆ Ra. It is required that for any rule ρ ∈ Δ with aρ = a we have
Rρ = Ra and Wρ = Wa. Then the set of rules associated with a can be regarded
as a subset δa ⊆ DRa × DWa . Now we can define an independence relation ‖Σ

over Σ such that a‖Σb if Wa ∩ (Rb ∪Wb) = ∅ and Wb ∩ (Ra ∪Wa) = ∅. These
conditions imply that Loc(a)∩Loc(b) = ∅. Then the language recognized by such
an asynchronous automaton according to Definition 1.2 consists of Mazurkiewicz
traces over (Σ, ‖Σ). This language coincides with the usual semantics of asyn-
chronous automata.

Consider now a finite independence alphabet (Σ, ‖). A trace language L ⊆
M(Σ, ‖) is called regular if the collection of all linear extensions is a regular word
language. Zielonka’s theorem captures this notion of regularity with the help of
asynchronous automata as follows.
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Theorem 1.3. [23] Let L ⊆ M(Σ, ‖) be a set of Mazurkiewicz traces over some
finite independence alphabet (Σ, ‖). Then L is regular if and only if it is recog-
nized by some asynchronous automaton.

2 Expressive Power of Shared-Memory Systems

The first goal of this work is to extend Theorem 1.3 to the general setting of
shared-memory systems. To do so we need to introduce the notion of cut-bound.

2.1 Cut-Bounded Languages

Definition 2.1. Let t = (E,�, ξ) be a pomset over Σ and t′ = (E′,�′, ξ′) be
a prefix of t. The cut-width of the pair (t′, t) is the number of events from E′

that are covered by some event from E \ E′ in t. The cut-bound of a language
L ⊆ P(Σ) is the least upper bound B ∈ N ∪ {∞} of the cut-widths of all pairs
(t′, t) where t′ � t and t ∈ L. A language is cut-bounded if its cut-bound is
finite.

Example 2.2. Consider the alphabet Σ = {a, b}. A ladder is a pomset over Σ
that consists of a chain of n a-events and a chain of n b-events and such that
the kth b covers the kth a and no b is below any a. An example of a ladder is
depicted in Figure 1. Clearly the set of all ladders is not cut-bounded.

It is easy to see that the set of all Mazurkiewicz traces over some finite inde-
pendence alphabet (Σ, ‖) is cut-bounded with cut-bound at most |Σ|2. Consider
now an SMS S. Each concurrent computation t = (E,�, ξ) from L(S) corre-
sponds to an accepting run ρ : E → Δ (where Δ denotes the set of rules) and
some Mazurkiewicz trace t◦ = (E,�, ρ). Therefore L(S) is cut-bounded and its
cut-bound is at most |Δ|2. Thus,

Lemma 2.3. The language of any shared-memory system is cut-bounded.

In this section we shall characterize which cut-bounded languages are recognized
by shared-memory systems. Before that, it is interesting to relate the class of
cut-bounded languages to an equivalent notion introduced by Kuske.

Definition 2.4. [17] Let k ∈ N and t = (E,�, ξ) be a pomset over Σ. A family
(Ci)i∈[1,k] of subsets of E is called a k-chain covering of t if

1. each Ci is a chain in (E,�), i.e. (Ci,� ∩(Ci × Ci)) is a linear order;
2. E =

⋃
i∈[1,k] Ci;

3. ∀e, f ∈ E: (e ·≺ f ⇒ ∃i ∈ [1, k], {e, f} ⊆ Ci).

We let Pk(Σ) collect all pomsets over Σ that admit a k-chain covering.

By Dilworth’s theorem [11], the first two requirements are equivalent to saying
that the width of (E,�) is at most k. So the crucial part is the third requirement.
It enforces that not only the partial order (E,�) is covered by the chains, but
that in addition the end points of any covering relation belong to some common
chain. It is clear that the cut-bound of any pomset language within Pk(Σ) is at
most k. Conversely Dilworth’s theorem can be used to show that any pomset
language with cut-bound at most k is included in Pk(Σ).
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2.2 Refinements of Cut-Bounded Languages

Let Σ1 and Σ2 be two alphabets and π : Σ1 → Σ2 be a mapping from Σ1 to
Σ2. This mapping extends into a morphism from Σ�

1 to Σ�
2 . It extends also in

a natural way into a function that maps each pomset t = (E,�, ξ) over Σ1 to
the triple π(t) = (E,�, π ◦ ξ). The latter might not be a pomset over Σ2 in case
some autoconcurrency appears in it (see preliminaries). This situation occurs if
π(a) = π(b) for two distinct actions a, b ∈ Σ while there are two events in t that
are not comparable and that are labelled by a and b.

Definition 2.5. Let L1 and L2 be two sets of pomsets over Σ1 and Σ2 respec-
tively and π : Σ1 → Σ2 be a mapping from Σ1 to Σ2. Then π is a refinement
from L2 onto L1 if π(L1) = L2 and π : L1 → L2 is a bijection.

The condition π(L1) = L2 implies that π(t) shows no autoconcurrency for any
t ∈ L1. It implies also that L1 and L2 have the same cut-bound. This definition
of refinement is weaker than the notion of strong refinement from [19,20] which
requires additionally that π induces a bijection from Pref(L1) onto Pref(L2). We
stress that we keep here the requirement that π induces a bijection from L1 onto
L2 in order to be able to apply our results to the restricted case of unambiguous
shared-memory systems with deterministic rules at the end of this section.

Let L be a pomset language over Σ with cut-bound B < ∞ and t = (E,�, ξ)
be a pomset from L. We consider two actions a, b ∈ Σ. For each cover ea ·≺ eb

with ξ(ea) = a and ξ(eb) = b we denote by |ea, eb|a,b the number of covers e′a ·≺ e′b
with ξ(e′a) = a, ξ(e′b) = b, and e′a � ea. Note that these conditions imply that
e′b � eb. We denote by Γ the set of all partial functions from Σ to [0, B − 1]
and we write γ(x) = ⊥ if γ ∈ Γ , x ∈ Σ, and γ(x) is undefined. We construct
a new labeling ξ◦ : E → Σ × Γ × Γ such that for each event e ∈ E we have
ξ◦(e) = (ξ(e), γ, γ′) where for all x ∈ Σ:

– γ(x) = |e, f |ξ(e),x mod B if there exists some event f such that e ·≺ f and
ξ(f) = x, and γ(x) = ⊥ otherwise.

– γ′(x) = |f, e|x,ξ(e) mod B if there exists some event f such that f ·≺ e and
ξ(f) = x, and γ′(x) = ⊥ otherwise.

Note that in both cases f is unique if it exists, because t shows no autocon-
currency. We denote by t◦ the pomset t◦ = (E,�, ξ◦). We provide now the
new alphabet Σ◦ = Σ × Γ × Γ with some independence relation ‖◦ such that
(a, γa, γ′

a)� ‖◦(b, γb, γ
′
b) if a = b, γa(b) = γ′

b(a) �= ⊥ or γb(a) = γ′
a(b) �= ⊥. Clearly

‖◦ is irreflexive and symmetric.

Lemma 2.6. For each t ∈ L, we have t◦ ∈ M(Σ◦, ‖◦).
In that way we have built a refinement π : Σ◦ → Σ from L onto the Mazurkiewicz
trace language L◦ = {t◦ | t ∈ L} over the finite independence alphabet (Σ◦, ‖◦).
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2.3 Büchi’s Theorem for Cut-Bounded Languages

In language theory, a set of words L ⊆ Σ� is called regular if it has finitely
many residuals. For a given word u, the residual at u consists of all words v such
that u.v ∈ L. In particular, if u is not a prefix of some word from L then the
residual at u is empty. By analogy with these classical definitions, a definition
of regularity for pomset languages was introduced in [14] in order to extend this
classical notion.

Let L be a pomset language and t1 = (E1,�1, ξ1) be a pomset over Σ. The
residual L \ t1 consists of all pomsets t2 = (E2,�2, ξ2) such that there exists
some pomset t = (E,�, ξ) in L satisfying the following conditions:

1. E = E1 ∪ E2, E1 ∩ E2 = ∅, and E1 is an ideal of t,
2. t1 is the restriction of t to events in E1, and
3. t2 is the restriction of t to events in E2.

Definition 2.7. Let L be a set of pomsets. Given two pomsets t and t′, we put
t ≡r t′ if L \ t = L \ t′. Then L is regular if the equivalence relation ≡r is of
finite index.

As observed in [14], this notion of regularity coincides with the usual notions
of regularity for Mazurkiewicz traces [10], or message sequence charts [16], and
more generally consistent sets of pomsets [3].

In his seminal paper [7] Büchi gave a logical characterization of regular word
languages by means of MSO logic. Formulae of the MSO logic that we con-
sider involve first-order variables x, y, z... for events and second-order variables
X, Y, Z... for sets of events. They are built up from the atomic formulae Pa(x)
for a ∈ Σ (which stands for “the event x is labeled by the action a”), x � y, and
x ∈ X by means of the Boolean connectives ¬,∨,∧,→,↔ and quantifiers ∃, ∀
(both for first order and for set variables). We denote by MSO(Σ) the set of all
formulae of MSO. Formulae without free variables are called sentences.

The satisfaction relation |= between pomsets and sentences is defined canon-
ically with the understanding that first order variables range over events of E
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and second order variables over subsets of E. The set of pomsets which satisfy
a sentence ϕ is denoted by Mod(ϕ). We say that a set of pomsets L is MSO-
definable if there exists a sentence ϕ such that L = Mod(ϕ).

It was shown by Thomas [22] that regularity corresponds to MSO-definability
for any set of Mazurkiewicz traces. We extend easily this connection to any
cut-bounded language.

Theorem 2.8. A cut-bounded language is MSO-definable if and only if it is
regular.

Proof. Let L ⊆ P(Σ) be a cut-bounded language. By Lemma 2.6, there exists
some refinement π : Γ → Σ from L onto L′ ⊆ M(Γ, ‖) where (Γ, ‖) is a finite
independence alphabet. Let L′′ = π−1(L)∩M(Γ, ‖). Then π(L′′) = L. Moreover
L is regular (resp. MSO-definable) iff L′′ is regular (resp. MSO-definable). The
result follows then from [22].

We have already observed in [20, Prop. 1.6] that the language recognized by some
SMS is MSO-definable. Since it is cut-bounded (Lemma 2.3), it is also regular.
Our first main result establishes the converse property and states the expected
generalization of Zielonka’s theorem.

2.4 Generalizations of Zielonka’s Theorem

Consider now a regular and cut-bounded pomset language L ⊆ P(Σ). We can ap-
ply the construction of Subsection 2.2 and get a Mazurkiewicz trace language L◦.
The latter is clearly MSO-definable because L is MSO-definable (Theorem 2.8).
It follows that L◦ is regular. By means of Theorem 1.3 we get an asynchronous
automaton that recognizes L◦. We can apply then [20, Lemma 2.6] and get an
SMS that recognizes L. More precisely, the proof of [20, Lemma 2.6] assumes that
π : Σ◦ → Σ is a strong refinement from L onto L(S◦), but it applies verbatim
under the weaker assumption that π is only a refinement. (The only difference is
that the weaker refinements that we consider now do not preserve the property
of quasi-unambiguity.)

Theorem 2.9. Let L ⊆ P(Σ). The following conditions are equivalent:

(i) L is cut-bounded and regular.
(ii) L is recognized by some SMS.
(iii) There exists a refinement from L onto a regular Mazurkiewicz trace lan-

guage.

Proof. We have proved above that (i) ⇒ (iii) ⇒ (ii). On the other hand we have
already explained why (ii) implies (i).

There are three sources of non-determinism in shared-memory systems. When-
ever the system executes an action, it first guesses the registers to read, next
chooses which registers to modify, and finally determine which new values to
write. Asynchronous automata however have only the last source of non-determi-
nism, since each action determines a fixed subset of processes/registers to read
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and modify. Deterministic shared-memory systems investigated in [19] have no
choice: There is at most one enabled rule for a given action in a given reachable
configuration. The expressive power of deterministic shared-memory systems was
characterized in [19]. In particular the pomset languages recognized by those
systems are regular and consistent, which means that any two prefixes from the
language that share a common linear extension must be equal. The reason for
that is that each event from this linear order corresponds to a unique rule and
the partial order between events derives from the corresponding rules. It is clear
that any set of Mazurkiewicz traces (or message sequence charts) is consistent.
Now we say that an SMS has deterministic rules if the two last sources of non-
determinism are void: Formally we require that (ν, a, ν′) ∈ Δ ∧ (ν, a, ν′′) ∈ Δ
implies ν′ = ν′′. As opposed to determinism, the restriction to shared-memory
systems with deterministic rules does not affect their expressive power, as stated
by Theorem 2.10 below.

A shared-memory system is strongly unambiguous if any pomset admits at most
one applicable run. Note here that any deterministic SMS is strongly unambigu-
ous, but not vice-versa. We showed in [20] that a pomset language is recognized
by some strongly unambiguous SMS iff it is MSO-definable and media-bounded,
a new notion similar to being cut-bounded. Consider some t ∈ L and some prefix
t′ � t. An event e in t′ is active in L if t′ is a prefix of some pomset t′′ ∈ L in
which e is covered by some event f ∈ t′′ \ t′. A language is called media-bounded
if the number of active events in its prefixes is bounded. It is easy to see that any
media-bounded language is cut-bounded (Fig. 2). Example 3.1 below will exhibit
a pomset language that is cut-bounded but not media-bounded. We consider now
another notion of unambiguity closer to the usual ones [2,8]: An SMS S is sim-
ply called unambiguous if any pomset from L(S) admits a unique accepting run.
Thus any strongly unambiguous system is unambiguous. Similarly to determinis-
tic rules, this notion of unambiguity does not affect the expressive power of shared-
memory systems, as stated by the next result.

Theorem 2.10. For any shared-memory system S there exists an unambiguous
shared-memory system S′ with deterministic rules such that L(S) = L(S′).

Proof sketch. Consider a regular and cut-bounded language L. There exists
some refinement π from L onto a regular trace language L◦ ⊆ M(Γ, ‖) and
an asynchronous automaton A that recognizes L◦. We may assume that A is
deterministic. The construction of an SMS S from A developped in [20, Lemma
2.6] and already considered above preserves deterministic rules and unambiguity,
because π is a bijection from L◦ onto L. As a result, S is unambiguous with
deterministic rules.

3 Shared-Memory Charts

So far we have established that cut-bounded regular pomset languages are the
domain of shared-memory systems, in the same way as Mazurkiewicz traces
correspond to asynchronous automata and message sequence charts to message-
passing systems. In this section we introduce an algebraic framework for pomset
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languages in order to give a rational description of regular cut-bounded lan-
guages, similarly to analoguous results known for Mazurkiewicz traces and mes-
sage sequence charts (see [16, Th. 6.4] and [9, Th. 6.3.13]).

Example 3.1. Let Σ = {a, b}. A flag is a pomset over Σ that consists of n
events labeled by a plus an event labeled by b. It is required that this additional
event covers one a-event and is covered by some a-event. An example of flag is
depicted in Fig. 3. Since the language of all flags is regular and cut-bounded, it
is recognized by some SMS. Note here that this language is not media-bounded.
An automaton-based specification for this language is depicted in Fig. 4. The
idea is twofold. First each transition of the automaton carries a pomset. Second
each event is provided with some additional information, in the abstract form of
a subset of gates, that formalizes which events appearing on distinct transitions
should be linearly ordered.

3.1 Gates and Shared-Memory Charts

Let G be a finite and non-empty set of gates. We put Γ = Σ × 2G \ {∅}. We
denote by π1 : Γ → Σ and π2 : Γ → 2G \ {∅} the two projections and consider
the independence relation ‖Γ over Γ such that (a, H)‖Γ (a′, H ′) if H ∩H ′ = ∅
and a �= a′. Thus two actions from Γ are depend if they carry the same action
from Σ or if they share a common gate.

Definition 3.2. A shared-memory chart (for short: an SMC) is a pomset t =
(E,�, ξ) over Γ such that we have either e1 � e2 or e2 � e1 for any two events
e1 and e2 with ξ(e1)� ‖Γ ξ(e2). We denote by SMC the set of all SMCs.

Thus we require that any two events that carry the same action from Σ or share
a common gate must be comparable. It follows that all events sharing a given
gate form a linear order. Moreover the structure π1(t) shows no autoconcurrency
for any SMC t. Note that shared-memory charts are simply pomsets satisfying
the first requirement M1 of Mazurkiewicz traces over the independence alphabet
(Γ, ‖Γ ). However an SMC need not to be a Mazurkiewicz trace over (Γ, ‖Γ )
because we do not require M2. For that reason the chains defined by gates of an
SMC need not to build a chain covering (Def 2.4).

Remark 3.3. Let (Σ, ‖) be some finite independence alphabet and G = � ‖ ⊆
Σ × Σ, that is, gates are pairs of dependent actions. Then any Mazurkiewicz
trace from M(Σ, ‖) can be regarded as an SMC where each event labeled by a
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is associated with the set of all gates that contain a. Similarly any message
sequence chart can be regarded as an SMC where gates are processes and each
event is associated with the (single) process where it occurs. Thus SMCs appear
as a generalization of both Mazurkiewicz traces and message sequence charts.

3.2 Asynchronous Product of Shared-Memory Charts

Shared-memory charts are provided with the following concatenation operation.
Given two SMCs t1 = (E1,�1, ξ1) and t2 = (E2,�2, ξ2) the asynchronous prod-
uct t1 · t2 is the pomset t = (E,�, ξ) where E = E1 ∪ E2, ξ = ξ1 ∪ ξ2, and � is
the transitive closure of �1 ∪ �2 ∪{(e1, e2) ∈ E1 ×E2 | ξ(e1)� ‖Γ ξ(e2)}. Thus an
event e1 ∈ E1 is above an event e2 ∈ E2 if they carry the same action from Σ or
share a common gate. Clearly the product of two SMCs is again an SMC. This
product is associative and admits the empty pomset as unit. It generalizes the
product of Mazurkiewicz traces and the product of message sequence charts.

Definition 3.4. An SMC specification is an automaton A = (Q, ı,−→, F )
where Q is a finite set of states, with initial state ı, −→⊆ Q × SMC × Q is
a finite set of transitions labeled by SMCs, and F ⊆ Q is a subset of final states.

As usual, the SMC language LΓ (A) recognized by an SMC specification A col-
lects all SMCs obtained as the product of the SMCs along a path from ı to
some final state. On the other hand, we denote by LΣ(A) the set of pomsets
LΣ(A) = π1(LΓ (A)) called the pomset language recognized by A. Clearly LΓ (A)
is cut-bounded iff LΣ(A) is cut-bounded. For convenience we will assume that
all states of any SMC specification are reachable from the initial state and co-
reachable from the final states.

Remark 3.5. The languages recognized by SMC specifications are precisely the
rational languages of the monoid SMC. Similarly to message sequence charts,
we could have considered here an equivalent model where SMCs are attached to
states instead of transitions.

In the sequel of this section we focus on two natural issues. Given an SMC
specification A, we first wonder how to decide whether the pomset language
LΣ(A) is cut-bounded. Second we aim at describing any regular cut-bounded
language by some SMC specification.

3.3 Checking Cut-Boundedness of an SMC Specification

Similarly to the characterization of divergence-free MSC specifications [4], we
present now a criterion for cut-boundedness of SMC specifications that is based
on the following definition of communication graph.

Definition 3.6. Let t = (E,�, ξ) be an SMC. The communication graph of t
is the directed graph CG(t) = (V,→) over the set V =

⋃
e∈E π2(ξ(e)) of active

gates in t such that g → g′ if

– either there are e, e′ ∈ E for which g ∈ π2(ξ(e)), g′ ∈ π2(ξ(e′)) and e ·≺ e′,
– or there are e, e′ ∈ E for which g ∈ π2(ξ(e)), g′ ∈ π2(ξ(e′)) and ξ(e)� ‖Γ ξ(e′).
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Example 3.7. The language of the SMC specification depicted on Fig. 5 con-
sists of all ladders (Fig. 1). The communication graph of any loop is connected
but not strongly connected. However, if we add gate x to event b then the
language consists of linear orders: It is thus cut-bounded. Moreover the commu-
nication graph of any loop is strongly connected because of the second condition
from Definition 3.6.

Interestingly the communication graph of a message sequence chart [4,16] is
very close to the communication graph of the corresponding SMC defined in
Remark 3.3: They share a common set of vertices and moreover the connected
(resp. strongly connected) components of these two graphs coincide. Now the
class of cut-bounded specifications can be characterized similarly to [4, Th. 5].

Theorem 3.8. The language of an SMC specification is cut-bounded if and only
if for any loop q0

t1−→ q1...qn−1
tn−→ qn = q0, all connected components of the

communication graph CG(t1 · ... · tn) are strongly connected.

As a consequence, checking cut-boundedness of a given SMC specification is
co-NP. Since this problem coincides with non-divergence in the case of message
sequence charts, we know that this problem is actually co-NP-complete [1, Th. 7].

Remark 3.9. Continuing Example 3.7, observe here that the statement of The-
orem 3.8 fails if we remove the second condition from Definition 3.6: The simple
loop of the SMC specification considered would be connected but not strongly
connected although its language is cut-bounded.

3.4 Loop-Connected SMC Specifications

We cannot decide whether an SMC specification describes a regular pomset
language, since this question is already undecidable for Mazurkiewicz traces.
However, we can exhibit a subclass SMC specifications that describe all regular
cut-bounded languages: Similarly to the theory of Mazurkiewicz traces [18,21]
or message sequence charts [16], we consider now loop-connected SMC specifica-
tions. To do so, we focus on connected SMCs: An SMC is called connected if it
is connected when regarded as a directed graph on its underlying set of events.

Definition 3.10. An SMC specification is called loop-connected if for all loops
q0

t1−→ q1...qn−1
tn−→ qn = q0 the SMC t1 · ... · tn is connected.

Note that the communication graph of a connected SMC is connected. The
converse property fails for shared-memory charts in general, but not for the
particular case of message sequence charts. Consequently the notion of a loop-
connected SMC specification correspond to globally-cooperative high-level mes-
sage sequence charts [15] and checking whether an SMC specification is loop-
connected is co-NP-complete [15, Prop. 6].

We can prove now the next preliminary observation by means of a folklore
technique.

Lemma 3.11. Let L be a set of connected SMCs. If L is MSO-definable then
so is L�, the Kleene iteration of L in the monoid SMC.
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It is clear that the SMC language LΓ (A) of any loop-connected SMC specifica-
tion A can be described by a rational expression where iteration operates only
over sets of connected SMCs. It follows from Lemma 3.11 that the SMC language
LΓ (A) and the pomset language LΣ(A) are MSO-definable. If LΣ(A) is also cut-
bounded, then it is regular (Theorem 2.8). Conversely, we can prove that any
regular cut-bounded pomset language is described by some loop-connected SMC
specification by means of the analoguous result for Mazurkiewicz traces [18,21].

Theorem 3.12. A cut-bounded language is regular if and only if it is the lan-
guage of a loop-connected SMC specification.

Moreover Theorem 3.8 ensures that if a loop-connected SMC specification rec-
ognizes some cut-bounded language then the communication graph of any loop
is strongly connected. Note that Theorem 3.12 fails if we drop the assumption
that the language is cut-bounded: The language of all ladders (Example 2.2) is
recognized by a loop-connected SMC specification (Example 3.7) but it is not
regular.

4 Related Work

The model of asynchronous cellular automata investigated in [12] can be identi-
fied with a subclass of shared-memory systems. However the semantics adopted
in [12] differs from ours since the pomset languages recognized by these devices
need not to be cut-bounded. Moreover, as opposed to shared-memory systems,
asynchronous cellular automata with deterministic rules (called deterministic in
[12]) are less expressive than non-deterministic ones, even if one restricts accep-
tance to some fixed class Pk(Σ).

Concurrency monoids of stably concurrent automata [6,13] form another gen-
eralization of Mazurkiewicz traces and message sequence charts which enjoys
both a rational and a logical characterization of recognizable languages. These
languages are also closely related to deterministic shared-memory systems [19].
Consequently this framework cannot deal with non-consistent sets of pomsets
such as the language of flags from Example 3.1.
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Abstract. We report on the status of the CSP Dichotomy Conjecture and survey
recent results and approaches to this problem.

1 Introduction

The Constraint Satisfaction Problem (CSP) has proved to be a very convenient frame-
work that makes it possible to express a wide variety of both practical and theoretical
problems. In applications, problems from scheduling, design, computer vision can be
uniformly represented as a CSP, and then solved by a universal constraint solver. In the-
oretical areas, the CSP serves as a natural generalization of graph problems, it is used in
logic, and over the last decade its complexity has been a subject of intensive research,
including both, the decision and optimization versions.

In this paper we focus on one research problem related to the CSP, or more precisely,
its complexity. The Dichotomy Conjecture claims that the CSP parameterized by the set
of allowed constraints is either solvable in polynomial time or is NP-complete. Posed
by Feder and Vardi in 1993, in spite of significant progress made, it remains open for
nearly 20 years. By now it has grown into a beautiful research area that uses and unifies
tools from various branches of mathematics and computer science: graph theory, logic,
games, and algebra. We outline some of these connections, report on the current status
of the dichotomy conjecture, and discuss some ideas on possible future development.
We start off with two alternative definitions of the CSP and some important examples.
Then we discuss a logic characterization of the CSP, and why this problem is so in-
teresting from the point of view of possible dichotomy results. After that two types of
algorithms for the CSP will be explained along with logic formalism, Datalog, captur-
ing one of them. Next we outline the connection between the CSP and algebra, making
conjectures and results more precise. In particular, the exact scopes of applicability of
the two algorithms will be given. Finally we outline the two existing approaches to
combine the two algorithms. Much of the material covered can also be found in [10,11]

2 CSP, Homomorphisms, Logic

The notation we use is fairly standard. The set {1, . . . , n} will be denoted by [n]. For a
set A the set of all n-tuples of elements from A is denoted by An. Tuples are denoted
in boldface, say, a, and we use a[i] to refer to the ith entry of tuple a. If ϕ is a mapping
from set A to a set B, we write ϕ(a) to denote the n-tuple (ϕ(a[1]), . . . , ϕ(a[n]) from

A. Kulikov and N. Vereshchagin (Eds.): CSR 2011, LNCS 6651, pp. 331–344, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Bn. An n-ary relation over A is any subset of An, and a set of relations over A is
called a constraint language. Constraint satisfaction problems we consider here are
parameterized by constraint languages. Although in most cases a constraint language
can be any, finite or infinite, sometimes we will need the assumption that a constraint
language is finite.

Definition 1. Let Γ be a constraint language over a set A. An instance of CSP(Γ ) is a
pair (V, C) where V is a set of variables, and C is a set of constraints. Each constraint
is again a pair 〈s, R〉, where s is a tuple of variables from V (say, of length k), and R
is a k-ary relation from Γ .

A solution of (V, C) is given by a mapping ϕ : V → A such that ϕ(s) ∈ R for every
constraint 〈s, R〉 ∈ C. The goal in CSP(Γ ) is, given an instance, decide whether or not
it has a solution.

The following examples of the CSP will frequently occur in the paper.

Example 1. (1) Let H = (W, E) be a (di)graph. In the H -COLORING problem, given
a (di)graph G, the goal is to decide whether or not there is an H-coloring of G, that
is, an assignment ϕ of vertices from W to vertices of G such that for every edge vw
of G the pair ϕ(v)ϕ(w) is an edge of H . The H -COLORING problem is equivalent to
CSP({E}). To see this we treat the set of edges E of H as a binary relation; and convert
a given input (di)graph G = (V, F ) into a CSP-instance as follows: Let the variables be
the vertices of G, and for each vw ∈ F we introduce a constraint 〈(v, w), R〉.
(2) In the SATISFIABILITY problem the question is if a given CNF has a satisfying as-
signment. Every clause in a CNF has the form va1

1 ∨ . . . ∨ vak

k , where va denotes v
if a = 0 and ¬v if a = 1, and satisfied by any assignment of v1, . . . , vk except for
(a1, . . . , ak). The corresponding CSP can be defined as follows. For every n and every
n-tuple a from {0, 1}n, let Ra = {0, 1}n − {a} be an n-ary relation over {0, 1}. Then
SATISFIABILITY is equivalent to CSP(Γsat), where the constraint language Γsat is de-
fined to be {Ra | a ∈ {0, 1}n, n ∈ N}. Let Φ be a CNF and V its set of variables. The
CSP-instance IΦ has the same set V of variables, and for each clause va1

1 ∨ . . . ∨ vak

k

contains the constraint 〈(v1, . . . , vk), Ra〉 for a given by a[i] = ai, i ∈ [k].
(3) A linear equation over a finite field naturally represents a constraint on the allowed
values of variables it involves. To make the connection more formal assume that we
consider equations over GF(r) and an equation contains k variables. Then the set of as-
signments satisfying the equation is a coset of a k−1-dimensional subspace of GF(r)k .
Let Γlin(r) denote the set of all relations R over GF(r) such that R is is a coset of a k−1-
dimensional subspace of GF(r)k , and k is the arity of R. It is then straightforward that
the problem LINEAR EQUATIONS(r) of checking the consistency of a system of linear
equations over GF(r) is equivalent to CSP(Γlin(r)).

Feder and Vardi [16] observed that the CSP can also be defined as a problem about ho-
momorphisms. For this alternative definition of the CSP we need a few more definitions.
A collection of relational symbols σ = {R1, . . . , Rm} each with arity associated with
it is called a vocabulary. A relational structure A = (A, RA

1 , . . . , RA
m) with vocabulary

σ is a set A enhanced with an ri-ary relation RA
i for each Ri. The set A is called the

base set of A. Sometimes, when it does not lead to a confusion we omit the superscript
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A. A homomorphism of a relational structure A = (A, RA
1 , . . . , RA

m) to a relational
structure B = (B, RB

1 , . . . , RB
m) with the same vocabulary is a mapping ϕ : A → B

such that for any Ri and any a ∈ RA
i , the image, ϕ(a), belongs to RB

i .

Definition 2. Let A be a relational structure over vocabulary σ. In the problem CSP(A)
the question is: Given a relational structure B over the same vocabulary σ, decide if
there is a homomorphism from B to A.

As is easily seen for any relational structure A = (A, RA
1 , . . . , RA

m) the problem
CSP(A) is equivalent to the problem CSP(ΓA) where ΓA = {RA

1 , . . . , RA
m}. Indeed,

for any instance B of CSP(A) we construct an instance IB = (V, C) of CSP(ΓA)
by setting V = B (the base set of B) and including into C the constraint 〈a, RA

i 〉 for
each i ∈ [m] and ri-tuple a ∈ RB

i . For the reverse inversion, given a (finite) constraint
language Γ = {Q1, . . . , Qm} on a set A, create a vocabulary {R1, . . . , Rm}, set the
arity of Ri to be that of Qi. Then CSP(Γ ) is equivalent to CSP(AΓ ) where the base
set of AΓ is A and RAΓ

i = Qi. Observe that the reverse conversion does not fully
work because while a constraint language can be infinite, the set of relational symbols
in a vocabulary is finite. Although allowing (formally) relational structures to have infi-
nite vocabularies would fix this problem, some results we mention later depend on the
finiteness of a vocabulary.

Example 2. H -COLORING: For (di)graphs H and G every H-coloring of G is a homo-
morphism from G to H . So the H -COLORING problem is equivalent to CSP(H).
3-SAT: As noted above CSPs requiring infinite constraint languages such as SATIS-
FIABILITY cannot be represented in the homomorphic form. However, restricted ver-
sions of SATISFIABILITY can be represented this way, for example, 3-SAT, in which
all clauses of a given CNF contains exactly 3 literals. Then 3-SAT is equivalent to
CSP(A3-sat) where A3-sat = ({0, 1}, Ra1, . . . , Ra8) and a1, . . . ,a8 are the eight 3-
tuples on {0, 1}. Note that, since only the number of 0s in ai matters, the number of
relations can be reduced to 4.

LINEAR EQUATIONS(r): By the same reason LINEAR EQUATIONS(r) has to be trans-
formed before converting it into a CSP. Observe that any system of linear equations can
be transformed into an equivalent system each equation of which contains at most 3
variables (one may need to add extra variables). Therefore LINEAR EQUATIONS(r) is
polynomial time equivalent to CSP(A3-lin(r)) where the base set of A3-lin(r) is GF(r)
and the relations are the cosets of 2-dimensional subspaces of GF(r)3.

The homomorphic definition of the CSP allows us to make several simple but useful
observations. If there is a homomorphism from relational structure B to structure A,
we write B → A. Then CSP(A) will also denote the set {B | B → A}, that is the
set of yes-instances of the problem CSP(A). Relational structures A and B are said to
be homomorphically equivalent if A → B and B → A. If A,B are homomorphically
equivalent, then CSP(A) = CSP(B). A retraction of a relational structure A is a
homomorphism ϕ : A → A such that ϕ acts identically on every element of its image,
or, in other words, if ϕ(ϕ(a)) = ϕ(a) for a ∈ A. A structure is called a core if its only
retraction is the identity mapping. Any structure A contains an induced substructure
that is a core (take the substructure induced by a minimal image of a retraction), and
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any two such core substructures are isomorhic. This unique, up to an isomorphism,
core substructure is called the core of A and denoted core(A). As is easily seen, A
and core(A) are homomorphically equivalent. Therefore in what follows we assume
relational structure to be a core every time we need it.

Observe that the class CSP(A) is closed under homomorphic preimages, that is, if
B ∈ CSP(A) and B′ → B then B′ ∈ CSP(A). With this observation one can easily
suggest examples of problems that are not representable in the form CSP(A) for any
A; for example, HAMILTONIAN PATH.

3 CSP vs. MMSNP, Dichotomy

The research direction we focus on in this paper concerns the complexity of the CSP.
The early results on the complexity of the CSP characterize problems solvable in poly-
nomial time and suggest that a CSP can be complete in a somewhat limited number of
complexity classes. We mention two of these results: The first one is Schaefer’s classi-
fication of boolean CSPs (or GENERALIZED SATISFIABILITY as he called it), that is,
problems CSP(Γ ) or CSP(A) where Γ is a constraint language on {0, 1} and A is a 2-
element relational structure [33]. We give details of this result in Section 5. The second
one, the complexity classification of the H -COLORING problem by Hell and Nesetril
[19]. In both cases every problem considered turned out to be either polynomial time
solvable, or NP-complete. Recall, however, that by [28] if P �=NP, there are infinitely
many different complexity classes between P and NP.

These two results motivated Feder and Vardi [15,16] to pose a conjecture that is now
known as the Dichotomy Conjecture.

Conjecture 1 (Dichotomy Conjecture). For any relational structure A (for any con-
straint language Γ ) the problem CSP(A) (the problem CSP(Γ )) is either polynomial
time solvable or NP-complete.

While at that point the Dichotomy Conjecture was a long shot and no particular property
that distinguishes the two cases were suggested, later there have been obtained many
results that clarifies the boundary between the two cases and witness in favor of the
conjecture. We survey many of these results in subsequent sections.

One additional research problem motivated by the Dichotomy Conjecture is the so-
called Meta-Problem: Given a relational structure A (a finite constraint language Γ ),
decide if CSP(A) is polynomial time solvable. In both cases considered in [33,19] the
Meta-Problem is polynomial time solvable.

One of the most intriguing results of [16] suggests that the CSP is in some sense
the largest class of problems that can enjoy the dichotomy type properties. Feder and
Vardi introduced a logically defined class MMSNP in an attempt to capture the CSP
through syntax of logic formulas. Fagin’s Theorem [14] states that the class NP con-
sists of problems that can be expressed by existential second-order formulas. In a sim-
ilar way, the class SNP (Strict NP) [25] consists of problems that can be described by
existential second-order formulas with universal first-order part, that is, by formulas
∃S′∀x Φ(x,S,S′) where Φ is a quantifier free first-order formula that contains predi-
cates from S,S′ applied to variables from x. The class of formulas representing CSPs
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can be narrowed down even more. In a monadic SNP formula the predicates from S′

must be unary; in a monotone SNP formula the relations from S have the same polarity
in Φ; that is, for any R ∈ S the polarity of every its occurrence in Φ is either positive
(if it is contained in an even number of nested subformulas with negation applied to
them), or negative (if this number is odd). Finally, an SNP formula is said to be without
inequality if the equality, as well as its negation, inequality, relation is not used in it. The
class of problems that can be expressed by an SNP formula that is monotone, monadic,
and without inequality is denoted by MMSNP.

Theorem 1 ([16,26]). Every CSP belongs to MMSNP, and every problem from
MMSNP is polynomial time equivalent to a CSP.

That CSP⊆MMSNP is easily verifiable. Feder and Vardi [16] showed that every prob-
lem from MMSNP is equivalent to a CSP up to a polynomial time randomized reduc-
tion. Later Kun [26] derandomized this reduction.

If one of these three conditions on the class SNP is omitted, the resulting class of
problems is polynomial time equivalent to the entire class NP, and therefore Ladner’s
result [28] refutes the possibility of a dichotomy for such classes.

Theorem 2 ([16]). The following classes are polynomial time equivalent to NP: mono-
tone SNP without inequality, monadic SNP without inequality, monotone monadic SNP.

The class MMSNP admits several alternative characterizations such as lifts and shadows
[27], and forbidden patterns [31].

4 Algorithmic Approaches

It would be natural to expect a wide variety of algorithms solving the CSP in those
cases in which it can be solved in polynomial time. However, surprisingly, up to now
only two types of such algorithms are known, and for each type there is ’the most
general’ algorithm, which means that basically only two CSP algorithms exist.

4.1 Propagation Algorithms

The first type can be described as propagation algorithms. We describe one such algo-
rithm, applicable whenever any other propagation algorithm solves the problem. Let Γ
be a constraint language over a set A and I = (V, C) an instance of CSP(Γ ). For an
integer k ≥ 1 the k-consistency algorithm [18] works as follows:

- For every k-element set W ⊆ V introduce a new constraint 〈W, RW 〉 where RW

consists of all partial solutions of I, that is, solutions of the problem IW = (W, CW )
such that CW ⊆ C and 〈s, R〉 ∈ C belongs to CW if and only if every entry of s is in W .
Let I ′ be the resulting problem.

- Repeat the following step as long as possible: If there is a k-element set W ⊆ V , a
variable v ∈ V − W , and a tuple a ∈ RW such that a cannot be extended to a solution
of I ′

W∪{v}, remove a from RW and update I ′.
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It is not hard to see [18] that if the k-consistency returns an instance with empty rela-
tions RW then I has no solution. The converse is however not true, see Example 3(4)
below. We say that the k-consistency algorithms solves CSP(Γ ) if every instance I
of CSP(Γ ), on which the algorithm returns non-empty constraints, has a solution. The
minimal k such that the k-consistency algorithm solves CSP(Γ ) is called the width of
the problem. The problem CSP(Γ ) is said to be of bounded width if it has width k for
some k.

Example 3. (1) The 2-SAT problem has bounded width, more precisely, width 2.

(2) The H -COLORING problem has width 2 when graph H is bipartite, and NP-complete
otherwise.

(3) The HORN-SAT is the SATISFIABILITY problem restricted to Horn clauses, i.e.
clauses of the form x1 ∧ . . . ∧ xk → y. Let Γk-Horn be the constraint language con-
sisting of relations expressible by a Horn clause with at most k premises. The problem
k-HORN-SAT equivalent to CSP(Γk-Horn) and allowing only clauses of restricted arity
has width k.

(4) LINEAR EQUATIONS provides an archetypical example of a CSP that does not
have bounded width. Indeed, for any k consider the system of equations given by
x21 + x12 + xk+21 + x1k+2 = 1 and xi+1j + xij+1 + xi−1j + xij−1 = 0 for any
other i, j ∈ [k + 2]. While this system is inconsistent, the k-consistency algorithm
returns an instance with non-empty constraints.

4.2 Gaussian Elimination

The simplest algorithm of the second type is known from basic linear algebra — Gaus-
sian elimination. While propagation algorithms cannot solve LINEAR EQUATIONS, it
is solvable by Gaussian elimination. A similar algorithm solving group constraints, de-
fined in terms of finite groups, was suggested in [16]. In Section 6 we consider further
generalizations of the Gaussian elimination algorithm.

4.3 Logic Characterizations

The two types of algorithms were first identified in [16]. In the same paper Feder and
Vardi suggested a logic framework for problems of bounded width — Datalog. Data-
log is a language of logic programming that can be applied to relational structures of
suitable vocabulary. It uses two types of predicate symbols. Symbols of the first type,
Extensional Database Predicates or EDB are the relations of the input structure and do
not change in the course of the execution of the program. Symbols of the second type,
Intensional Database Predicates or IDB, do not belong to the vocabulary of the input
structure and change until a fixed point is reached. The semantics of Datalog is best
illustrated by the following example program consisting of three rules that works on
graphs:

oddpath(x, y) : − edge(x, y)
oddpath(x, y) : − oddpath(x, z), edge(z, t), edge(t, y)
oddcycle : − oddpath(x, x)
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The predicate edge is an EDB and edge(v, w) indicates that there is an edge between
v and w in the input graph. The first rule states that IDB oddpath(v, w) is true whenever
vw is an edge. Then the second rule amounts to say that whenever oddpath(v, w) is
true and there is a path of length two from w to u, then oddpath(v, u) is also true. Thus,
oddpath has to be true on all pairs of vertices connected with a path of odd length.
Finally, the second IDB, oddcycle is true if and only if the input graph contains an odd
cycle. In this sense the Datalog program decides whether or not a graph is bipartite, or,
equivalently, solves the problem CSP(H), where H is a bipartite graph.

More precisely, let A be a relational structure and P a Datalog program with a desig-
nated null-ary IDB Q. Then P solves the problem CSP(A) if, for any structure B with
the same vocabulary as A, the program P applied to B ends up with Q true if and only
if B �∈ CSP(A). The left side of a Datalog rule is called its head, and the right side of
the rule is called the body.

Theorem 3 ([24]). For a relational structure A the problem CSP(A) has width k if
and only if there is a Datalog program P that solves CSP(A) such that each rule of P
contains at most k + 1 variable, and the head of each rule contains at most k variable.

In an attempt to characterize relational structures that give rise to problems of bounded
width [16] introduces the property of ability to count that in a nutshell means that
LINEAR EQUATIONS(2) can be simulated via CSP(A). It proves that if a structure
A has the ability to count then CSP(A) does not have bounded width, and conjectures
that the reverse is also true.

Gaussian elimination type algorithms turned out to be more difficult to formalize. So
far no logic condition is known that would capture, say, LINEAR EQUATIONS(2). On
the contrary, [1] shows that this problem eludes even very powerful logic languages.

Unfortunately, logic characterizations of the CSP and problems of bounded width do
not allow one to formulate a precise criterion distinguishing polynomial time solvable
CSPs from NP-complete ones, nor to give a concise and verifiable characterization of
problems of bounded width.

5 Algebraic Background

5.1 Polymorphisms

In [23] Jeavons et al. observed that certain invariance properties of constraints com-
pletely characterize the complexity of the CSP. Let R be a (say, n-ary) relation over
a set A. An operation f : Am → A is called an polymorphism of R if for any
a1, . . . ,am ∈ R the tuple f(a1, . . . ,am) obtained by component-wise application of
f also belongs to R. Operation f is a polymorphism of a constraint language Γ over A
(or a relational structure A = (A, R1, . . . , Rk)) if it is a polymorphism of each relation
from Γ (each relation Ri). The set of all polymorphisms of Γ and A is denoted by
Pol(Γ ), Pol(A), respectively. For a set F of operations on A by Inv(F ) we denote the
set of relations on A that are invariant under each f ∈ F , that is, f is a polymorphism
of all relations in Inv(F ).
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Theorem 4 ([23]). Let Γ1, Γ2 be constraint languages over the same set. If Pol(Γ1) ⊆
Pol(Γ2) then CSP(Γ2) is polynomial time reducible to CSP(Γ1)1.

Theorem 4 made it possible to state some of the existing complexity results in a more
concise form, and also to discover new more general classes of CSPs solvable in poly-
nomial time or having bounded width. Some of these results are summarized in the
following example.

Example 4 ([23,22,8]). (1) A binary operation f on a set A is said to be semilattice
if for any x, y ∈ A the following equations hold: f(x, x) = x, f(x, y) = f(y, x),
f(f(x, y), z) = f(x, f(y, z)). If a relational structure A has a semilattice polymor-
phism then CSP(A) has bounded width. (Note that this property may not be true for
infinite constraint languages. Although in this case a different notion of width works,
see, e.g. [12].)

(2) A k-ary operation g on A is called a near-unanimity operation, or NU if
g(y, x, . . . , x) = g(x, y, x, . . . , x) = . . . = g(x, . . . , x, y) = x for any x, y ∈ A.
A ternary NU is also referred to as a majority operation. If a relational structure A has
an NU polymorphism then CSP(A) has bounded width.

(3) A ternary operation h on A is called Mal’tsev if h(x, y, y) = h(y, y, x) = x for
any x, y ∈ A. If a relational structure A has a Mal’tsev polymorphism then CSP(A)
is solvable in polynomial time, although does not necessarily have bounded width. The
structure A3-lin(r) encoding LINEAR EQUATIONS(r) has the Mal’tsev polymorphism
x − y + z where + and − are the operations of GF(r).
(4) A structure A is a core if and only if every its unary polymorphism is a bijective
mapping. If A is a core and every its polymorphism f is such that f(x1, . . . , xn) = xi

for some i and all x1, . . . , xn ∈ A then CSP(A) is NP-complete.

(5) Schaefer’s Theorem [33] can be stated in terms of polymorphisms. Let A be a 2-
element relational structure (we assume its base set to be {0, 1}) which is a core. The
problem CSP(A) is solvable in polynomial time if and only if one of the following
operations is a polymorphism of A: semilattice operations of conjunction and disjunc-
tion, the majority operation on {0, 1} (there is only one such operation), or a Mal’tsev
operation x− y + z where + and − are modulo 2. Otherwise CSP(A) is NP-complete.

5.2 Algebras

A (universal) algebra is a set equipped with a collection of operations on it. It is con-
venient to represent an algebra as a pair A = (A, F ) where A is the base set or the
universe of A and F is the set (finite or infinite) of its basic operations; operations
from Pol(Inv(F )) are called term operations of A. Any relational structure A (with
base set A) can be paired up with the algebra Alg(A) = (A, Pol(A)). On the other
hand, an algebra A = (A, F ), can be associated with a class of problems CSP(A)
where A = (A, R1, . . . , Rk) is such that R1, . . . , Rk ∈ Inv(F ), denoted by CSP(A).

1 Using the result of [32] that the ST-CONNECTIVITY problem is in L the reduction can be made
log space. Later Larose and Tesson [29] proved that it can even be made AC0.



On the CSP Dichotomy Conjecture 339

If all problems from CSP(A) are solvable in polynomial time A is called tractable, if
CSP(A) contains an NP-complete problem, A is called NP-complete.

An algebra A = (A, F ) is said to be idempotent if f(x, . . . , x) = x for any f ∈ F
and any x ∈ A. Any algebra can be made idempotent, Id(A) denotes the idempotent
reduct of A, the algebra (A, F ′) where F ′ is the set of all idempotent term operations
of A. If a relational structure A is a core then Alg(A) is tractable (NP-complete) if and
only if Id(Alg(A)) is tractable (NP-complete) [9]. Thus, we may assume all algebras
we deal with to be idempotent.

Relations from Inv(F ) can also be viewed in the algebraic way. The kth power of A
is the algebra Ak such that the universe of Ak is Ak, and for each basic operation f ∈ F
algebra Ak has the basic operation fk that acts on elements of Ak , that is, k-tuples over
A, component-wise as f . If B ⊆ A is such that f(x1, . . . , xn) ∈ B for any f ∈ F and
x1, . . . , xn ∈ B the algebra B = (B, FB), where operations in FB are restrictions of
those from F onto B, is called a subalgebra of A. As is easily seen, a k-ary relation
from Inv(F ) is a subalgebra of Ak.

In the 1980’s Hobby and McKenzie developed tame congruence theory that studies
the local structure of algebras [20]. They discovered that the local structure of universal
algebras is surprisingly well behaved and can be classified into just five types. Each
type is associated with a certain basic algebra, and if an algebra admits a type, it means
that its local structure resembles that of the corresponding basic algebra. The five basic
algebras and corresponding types are:

1. A unary algebra whose basic operations are all permutations (unary type);
2. A one-dimensional vector space over some finite field (affine type);
3. A 2-element boolean algebra whose basic operations include conjunction, disjunc-

tion, and negation (boolean type);
4. A 2-element lattice whose basic operations include conjunction and disjunction

(lattice type);
5. A 2-element semilattice whose basic operations include a semilattice operation

(semilattice type).

Omitting or admitting types is strongly related to the complexity of the CSP.

Theorem 5 ([9]). If a relational structure A is such that Alg(A) is idempotent and
admits the unary type then CSP(A) is NP-complete.

Theorem 5 allows one to make the Dichotomy Conjecture more precise.

Conjecture 2. If a relational structure A is such that Alg(A) is idempotent, then
CSP(A) is solvable in polynomial time if and only if Alg(A) does not admit the unary
type. Otherwise it is NP-complete.

If Conjecture 2 is true, the Meta-Problem (that is, given a relational structure A or an al-
gebra A, deciding the complexity of CSP(A), CSP(A)) is solvable in polynomial time
if an algebra is given, or the size of the base set of a relational structure is bounded [17].
In the remaining case of an arbitrary relational structure its complexity is unknown.
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6 Algebras and Algorithms

6.1 Datalog and Bounded Width

The property of a relational structure to have ability to count can be expressed in al-
gebraic terms. Larose et al. [30] proved that a relational structure A does not have the
ability to count (and therefore can have bounded width) if and only if Alg(A) omits the
unary and affine types. Finally, Barto and Kozik, and Bulatov independently proved this
algebraic characterization of bounded width.

Theorem 6 ([3,7]). For a relational structure A the problem CSP(A) has bounded
width if and only if Alg(A) omits the unary and affine types.

The Meta-Problem in this case is solvable in polynomial time.

6.2 Gaussian Elimination and Few Subpowers

Algebraic techniques make it possible to generalize the Gaussian elimination algorithm.
The algorithm from [8] solving CSP(A) for a relational structure A with a Mal’tsev
polymorphism can be viewed as a generalization of Gaussian elimination in the fol-
lowing sense. Similar to the output of Gaussian elimination it constructs some sort of a
basis or a compact representation of the set of all solutions of a CSP. To generate such
a compact representation the algorithm uses the property of rectangularity of relations
with a Mal’tsev polymorphism. A (say, n-ary) relation R over a set A is said to be rect-
angular if for any a,b, c ∈ R such that a[i] = b[i] for i ∈ [n − 1] and b[n] = c[n] the
tuple d given by d[i] = c[i] for i ∈ [n − 1] and d[n] = a[n] also belongs to R.

Due to rectangularity if R has a Mal’tsev polymorphism, it admits a simple descrip-
tion. Let Sig(R) be a set of triples (i, a, b), i ∈ [n], a, b ∈ A, given by: (i, a, b) ∈ Sig(R)
if and only if there are tuples a,b ∈ R such that a[j] = b[j] for j ∈ [i−1], and a[i] = a,
b[i] = b. Such a pair of tuples is said to witness (i, a, b). Rectangularity implies that
if (i, a, b) ∈ Sig(R) then for any a ∈ R with a[i] = a there is b ∈ R such that a,b
witness (i, a, b). A compact representation of R is any set of tuples Q from R such that
for any (i, a, b) ∈ Sig(R) it contains a pair of tuples witnessing the triple.

The relation R can be reconstructed from its compact representation Q by means of a
Mal’tsev polymorphism h. Indeed, suppose a ∈ R and we have managed to reconstruct
a tuple b such that b[j] = a[j] for j ∈ [i − 1]. Then a,b witness that (i,a[i],b[i]) ∈
Sig(R), and therefore there are c,d ∈ Q that witness this. Using Mal’tsev identities we
see that the tuple e = h(a, c,d) is such that e[j] = a[j] for j ∈ [i].

Suppose Γ is a constraint language over A with a Mal’tsev polymorphism. Given an
instance (V, C) of CSP(Γ ) the algorithm considers the set of all solutions as a single
relation. It starts with a compact representation of R0 = A|V |, and then adds constraints
from C one by one, generating relations R1, . . . , R|C| such that Ri consists of the tuples
(assignments to variables from V ) that satisfy the first i constraints. Every relation Ri is
given by its compact representation, which is used to compute a compact representation
of Ri+1.

Dalmau [13] generalized this algorithm so that it is applicable to constraint languages
with a generalized majority minority (GMM) polymorphism. A GMM operation some-
times behaves like a Mal’tsev operation, and sometimes as an NU operation.
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It is thought that the property of relations to have a compact representation, where
compactness is understood as having size polynomial in the arity of the relation, is
the right generalization of linear algebra problems where Gaussian elimination can be
used. Let A = (A, F ) be an algebra. It is said to be an algebra with few subpowers if
every relation over A invariant under F admits a compact representation [21]. The term
‘few subpowers’ comes from the observation that every relation invariant under F is a
subalgebra of a direct power of A, and if the size of compact representation is bounded
by a polynomial p(n) then at most 2p(n) n-ary relations can be represented, while the
total number of such relations can be as large as 2|A|n .

Algebras with few subpowers are completely characterized by Idziak et al. [21].

Theorem 7 ([21]). An algebra A is an algebra with few subpowers if and only if for
some k it has a k-edge term operation f , that is a k + 1-ary operation satisfying for
any x, y ∈ A the following identities:

f(x, x, y, y, y, . . . , y, y) = y,

f(x, y, x, y, y, . . . , y, y) = y,

f(y, y, y, x, y, . . . , y, y) = y,

f(y, y, y, y, x, . . . , y, y) = y,

· · ·
f(y, y, y, y, y, . . . , y, x) = y.

A minor generalization of the algorithm from [13] solves CSP(Γ ) in which Γ consists
of relations admitting compact representation.

The complexity of the Meta-Problem for algebras with few subpowers (deciding
whether or no a given relational structure gives rise to an algebra with few subpowers)
is unknown.

7 Combining the Two Approaches

As we discussed in Section 6, the two algorithmic approaches to the CSP are well un-
derstood. However, for a more general CSP one is likely to need a combination of them.
In this section we consider some ideas and results on possible combined algorithms.

The two general dichotomy results that show how the approaches interact are the
dichotomy theorem for 3-element relational structures [6] and that for conservative
structures [4], see also [2]. Recall that a relational structure A is said to be conser-
vative if for any its polymorphism f (say, n-ary) and any x1, . . . , xn ∈ A we have
f(x1, . . . , xn) ∈ {x1, . . . , xn}. Conservative structures correspond to so-called List
Homomorphism problems, where one can specify for each variable a set of its allowed
values. In both cases Conjecture 2 is confirmed.

We give some details on the approach taken in [4,2] and then discuss how it can be
generalized. We proceed in several steps. First, given a relational structure A we show
how to isolate the parts of A that look similar to those having few subpowers, and there-
fore problems over such parts can hopefully be solved by a GMM-type algorithm. Then,
given an instance I of CSP(A) we show how after applying a propagation algorithm I
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can be split into subproblems that satisfy three conditions: (1) Each of the subproblems
is a problem over some ‘few subpowers’ parts, (2) if all the subproblems have a solution
then I has a solution, and (3) if one of the subproblems does not have a solution, I can
be simplified by reducing the sets of possible values of some variables.

Since A is conservative, every its 2-element subset B is a subalgebra. As we assume
that CSP(A) is solvable in polynomial time, there must be a polymorphism that on B
is one of the operations listed in Schaefer’s Theorem (Example 4(5)). More precisely,
there are polymorphisms f, g, h of A such that all pairs ab of elements of A (we call
them edges) can be divided up into three categories: semilattice edges, on which f is
a semilattice operation; majority edges, which are not semilattice, but g is a majority
operation on each of them; affine edges, which are not of the previous types, and h is
a Mal’tsev operation on each of them. Then A is treated as a complete graph whose
edges are colored with the three colors. Note that semilattice edges are directed since
elements are not symmetrical with respect to a semilattice operation. Now the ‘few
subpowers’ parts of A are defined to be the minimal subsets D ⊆ A such that there
are no semilattice or affine edge ab with a ∈ D, b �∈ D. Such subsets are called as-
components.

In [2] the role of as-components is played by minimal absorbing subuniverses. Let
f be an n-ary term operation of A = Alg(A). A set D ⊆ A is called an absorbing
subuniverse with respect to f , if D is a subalgebra of A and for any k ∈ [n] and any
x1, . . . , xn ∈ A such that xi ∈ D for all i �= k, the element f(x1, . . . , xn) belongs
to D. If D is a proper subset of A, the absorbing subuniverse is called proper. The
absorbing subuniverse D is called minimal if subalgebra D = (D, Pol(A)D) does not
have proper absorbing subuniverses with respect to any its term operation.

Let I = (V, C) be an instance of CSP(B), and the 2-consistency algorithm being
applied to I does not change it. Let Sv, Svw denote the set of possible values of v, and
the set of pairs of values that can be taken by variables v, w ∈ V simultaneously. It can
be proved that there are as-components Dv ⊆ Sv for each v ∈ V such that Svw∩(Dv×
Dw) �= ∅ for any v, w ∈ V . Two variables are called connected if for any (a, b) ∈ Svw

we have a ∈ Dv if and only if b ∈ Dw. The connectedness of variables defines a
partition of V into classes V1, . . . , Vk. The problem I can now be split into subproblems
I1, . . . , Ik as follows: Set Ij = (Vj , Cj), where for every C = 〈s, R〉, s = (v1, . . . , vn),
the set Cj includes the constraint Cj = 〈sj , Rj〉 such that sj = (vi1 , . . . , vi�

) consists
of all elements of s belonging to Vj , and Rj = {(a[i1], . . . ,a[i�]) | a ∈ R}.

To solve the problems Ij it is either possible to use the GMM algorithm straightfor-
wardly, or Ij can be further reduced using a different approach and then processed by
the GMM algorithm. If one of the Ij has no solution then the problem I can be simpli-
fied by removing as-components Dv, v ∈ Vj , from sets Sv and starting the procedure
again. If all the Ij have a solution, they combine to produce a solution of I.

Proposition 1. If every Ij has a solution ϕj , I has a solution ϕ such that ϕ(v) = ϕj(v)
whenever v ∈ Vj .

Switching to minimal absorbing subuniverses does not change the overall approach,
only solving the problems Ij is significantly simpler.
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Some of these steps remain working in the case of general relational structures. Ab-
sorbing subuniverses do not depend whether or not the structure is conservative. It is
shown in [5] that an edge-colored graph can be defined for arbitrary relational structure
as well. Splitting a problem can also be done in a similar way. However, if some Ij has
no solution, the problem cannot be simplified in the same straightforward way. Also
Proposition 1 is not true anymore. We believe that overcoming these two difficulties
either using colored graphs or absorbing subuniverses will eventually lead to settling
the Dichotomy Conjecture.
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Abstract. In this paper we introduce a sub-family of synchronized al-
ternating pushdown automata, Deterministic Synchronized Alternating
Pushdown Automata, and a sub-family of conjunctive grammars, LR(0)
Conjunctive Grammars. We prove that deterministic SAPDA and LR(0)
conjunctive grammars have the same recognition/generation power, anal-
ogously to the classical equivalence between acceptance by empty stack
of deterministic PDA and LR(0) grammars. These models form the the-
oretical basis for efficient, linear, parsing of a rich sub-family of conjunc-
tive languages, which properly includes all the boolean combinations of
context-free LR(0) languages.

1 Introduction

Context-free languages lay at the very foundations of Computer Science, proving
to be one of the most appealing language classes for practical applications. On
the one hand, they are quite expressive, covering such syntactic constructs as
necessary, e.g., for mathematical expressions. On the other hand, they are poly-
nomially parsable, making them practical for real world applications. However,
research in certain fields, e.g., Computational Linguistics [4,8], has raised a need
for computational models which extend context-free languages.

Conjunctive Grammars (CG) are an example of such a model. Introduced by
Okhotin in [9], CG are a generalization of context-free grammars which allow
explicit conjunction operations in rules, thereby adding the power of intersec-
tion. CG were shown by Okhotin to accept all finite intersections of context-free
languages, as well as some additional languages. Okhotin proved the languages
generated by these grammars to be polynomially parsable [9,12,13], making the
model practical from a computational standpoint, and therefore, of interest for
applications in various fields such as, e.g., programming languages.

Alternating automata models were first introduced by Chandra, Kozen and
Stockmeyer in [3]. Alternating Pushdown Automata were further explored in
[7], and shown to accept exactly the exponential time languages. As such, they
are too strong a model for Conjunctive Grammars. Synchronized Alternating
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Pushdown Automata (SAPDA), introduced in [1], are a weakened version of
Alternating Pushdown Automata, which, in particular, accept intersections of
context-free languages. In [1], SAPDA were proven to be equivalent1 to CG.

Deterministic context-free languages are a sub-family of context-free lan-
guages which can be accepted by a deterministic PDA. In [6], Knuth introduced
the notion of LR(k) grammars, and proved their equivalence to deterministic
PDA. Through this equivalence, he developed a linear time LR parsing algo-
rithm for deterministic context-free languages, which quickly became the basis
of modern-day compilation theory. Furthermore, Knuth proved that LR(0) lan-
guages (those which can be parsed with no lookahead) are equivalent to deter-
ministic PDA accepting by empty stack.

In [11], Okhotin presented an extension of Tomita’s Generalized LR parsing
algorithm [14] for CG. The algorithm utilizes non-deterministic LR parsing, and
works for all conjunctive grammars in polynomial time. When applied determin-
istic context-free languages, the run-time is linear.

In this paper we introduce a sub-family of SAPDA, Deterministic SAPDA
(DSAPDA), and a sub-family of CG, LR(0) Conjunctive Grammars. We prove
these sub-families are equivalent, analogously to the context-free case. Further-
more, we present a sophisticated and efficient implementation of DSAPDA,
which forms the basis of a deterministic linear time parsing algorithm for LR(0)
conjunctive languages. This class of languages properly contains the context-free
LR(0) languages, thus expanding upon previous results.

2 Preliminaries

In this section, we recall the definitions of CG from [9], and SAPDA, from [1].

2.1 Conjunctive Grammars

Definition 1. A Conjunctive Grammar is a tuple G = (V, Σ, P, S), where V, Σ
are disjoint finite sets of non-terminal and terminal symbols, S ∈ V is the desig-
nated start symbol, and P is a finite set of rules of the form A → (α1 & · · · & αn)
s.t. A ∈ V and αi ∈ (V ∪ Σ)∗, i = 1, . . . , n. If n = 1, we just write A → α1.

Definition 2. Conjunctive formulas over V ∪Σ∪{(, ), &} are defined as follows.

– All symbols of V ∪ Σ, as well as ε, are conjunctive formulas.
– If A and B are formulas, then AB is a conjunctive formula.
– If A1, . . . ,An are formulas, then (A1 & · · · & An) is a conjunctive formula.

We call each Ai, i = 1, . . . , n, a conjunct of A.2

Definition 3. For a CG G, the relation of immediate derivability, ⇒G, on the
set of conjunctive formulas is defined as follows.

1 We call two models equivalent if they accept/generate the same class of languages.
2 Note that this definition is different from Okhotin’s definition in [9].
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1. s1 A s2 ⇒G s1(α1 & · · · & αn)s2, for A → (α1 & · · · & αn) ∈ P , and
2. s1 (w& · · · &w) s2 ⇒G s1 w s2, for w ∈ Σ∗,

where s1, s2 ∈ (V ∪Σ ∪ {(, ), &})∗. We refer to 1 and 2 as production and con-
traction rules, respectively. As usual, ⇒∗

G is the reflexive and transitive closure
of ⇒G, and the language of G is L(G) = {w ∈ Σ∗ | S ⇒∗

G w}.
Example 1. ([9, Example 1]) The following CG G generates the non-context-
free multiple agreement language {anbncn|n ≥ 0}. G = (V, Σ, P, S), where V =
{S, A, B, C, D}, Σ = {a, b, c}, and P consists of the following rules:

S → (A & C) ; A → aA | B ; C → Cc | D ; B → bBc | ε ; D → aDb | ε

L(A) = {ambncn|m, n ≥ 0}, and L(C) = {ambmcn|m, n ≥ 0}. Therefore,
L(G) = L(A) ∩ L(C) = {anbncn|n ≥ 0}. For example, abc can be derived by

S ⇒ (A & C) ⇒ (aA & C) ⇒ (aB & C) ⇒ (abBc & C) ⇒ (abc & C)
⇒ (abc & Cc) ⇒ (abc & Dc) ⇒ (abc & aDbc) ⇒ (abc & abc) ⇒ abc .

2.2 Synchronized Alternating Pushdown Automata

Introduced in [1], SAPDA extend standard PDA by adding the power of intersec-
tion. In an SAPDA, transitions are made to a conjunction of states. The model
is non-deterministic, i.e., several conjunctions may be possible from a given con-
figuration. If all conjunctions are of one state, the automaton is a standard PDA.

The stack memory of an SAPDA is a tree. Each leaf has a processing head
which reads the input and writes to its branch independently. When a conjunc-
tive transition is applied, the stack branch splits into multiple branches, one for
each conjunct. When sibling branches empty, they must empty synchronously,
i.e. after reading the same portion of the input, and in the same state, after
which the computation continues from the parent branch.

Definition 4. A synchronized alternating pushdown automaton is a tuple A =
(Q, Σ, Γ, δ, q0,⊥), where δ is a function that assigns to each element of Q× (Σ∪
{ε})× Γ a finite subset of

{(q1, α1) ∧ · · · ∧ (qk, αn) | n = 1, 2, . . . , qi ∈ Q and αi ∈ Γ ∗, i = 1, . . . , n} .

Everything else is as in the standard PDA model. Namely, Q is a finite set of
states, Σ and Γ are the input and the stack alphabets, respectively, q0 ∈ Q is the
initial state, and ⊥ ∈ Γ is the initial stack symbol, see, e.g., [5, pp. 107–112].

Definition 5. Let A be an SAPDA and let w ∈ Σ∗.

– The computation of A on w begins in state q0 and with ⊥ in the stack.
– Each step, a transition is applied to one of the non-empty branches.
– Sibling branches that are empty, in state q, and with the same remaining

input, are collapsed, and the computation continues from the parent branch
in state q.
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– An accepting computation is one where the entire input is read, and the stack
is emptied (i.e., all branches are emptied and collapsed).

L(A) is the language of all w ∈ Σ∗ s.t. A has an accepting computation on w.3

Example 2. [2, Example 6.2, pp. 64–65] We construct an SAPDA which accepts
the language

Linf = {ai1b ai2b2 · · · ainbn $ bai1 bai2 · · · bain $ | n ≥ 1 and i1, . . . , in ≥ 1} .

For this, we construct two automata, each in charge of a specific aspect of the
language. The first, A1, checks that the series of bs before the first $ sign starts
at 1 and increases by 1 at each step. The second, A2, checks that the numbers
of as before and after the first $ match up appropriately. We then define an
SAPDA A such that A accepts the intersection of the languages of A1 and A2.
Following, we present the full construction of A2. For the construction of A1 and
A, see [2, Example 6.2, pp. 64–65]. The SAPDA A2 = (Q2, Σ, Γ2, q0,⊥, δ2) is
defined as follows. Q2 = {q0, q

′
0, q1, q

′
1, q2, q3, qe}, Γ2 = {⊥, a, b}, and

(1) δ2(q0, a,⊥) = (q1, a⊥) ∧ (q′0,⊥) (2) δ2(q′0, a,⊥) = (q′0,⊥)
(3) δ2(q′0, b,⊥) = (q0,⊥) (4) δ2(q0, b,⊥) = (q0,⊥)
(5) δ2(q0, $,⊥) = (qe,⊥) (6) δ2(q1, a,⊥) = (q1, a⊥)
(7) δ2(q1, a, a) = (q1, aa) (8) δ2(q1, b, a) = (q′1, ba)
(9) δ2(q′1, b, b) = (q′1, bb) (10) δ2(q′1, a, b) = (q2, b)
(11) δ2(q2, a, b) = (q2, b) (12) δ2(q2, b, b) = (q2, b)
(13) δ2(q2, $, b) = (q3, b) (14) δ2(q′1, $, b) = (q3, b)
(15) δ2(q3, b, b) = (q3, ε) (16) δ2(q3, a, b) = (q3, b)
(17) δ2(q3, a, a) = (q′3, ε) (18) δ2(q′3, a, a) = (q′3, ε)
(19) δ2(q′3, b,⊥) = (qe,⊥) (20) δ2(q′3, $,⊥) = (qe, ε)
(21) δ2(qe, a,⊥) = δ2(qe, b,⊥) = (qe,⊥) (22) δ2(qe, $,⊥) = (qe, ε)

The automaton recursively opens a new branch for every first a in a series aij

that it sees. These branches subsequently store aij bj in their stacks, and wait for
the $ sign. After the $ is read, each branch “counts” to the jth series of a’s by
popping one b for each b encountered in the input. Thus, aij will appear at the
top of the stack after j b’s have been read. If all aij series before and after the
$ match, upon reading the final $ sign, all branches will be able to empty their
stacks, and collapse back to the root. See Figure 1 for sample configurations.

3 Deterministic SAPDA Model Definition

We define the notion of a deterministic SAPDA analogously to the classical
definition of a deterministic PDA.

Definition 6. An SAPDA A = (Q, Σ, Γ, q0, δ,⊥) is deterministic if
3 For a detailed definition of SAPDA, see [2].
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Fig. 1. Configurations of the automaton A2, (1) after reading aababb, (2) after reading
aababb$ba, and (3) after reading aababb$baaba$

– If δ(q, σ, X) �= ∅ for some σ ∈ Σ, then δ(q, ε, X) = ∅.
– For all q ∈ Q, σ ∈ Σ ∪ {ε}, X ∈ Γ, |δ(q, σ, X)| ≤ 1.

By Definition 6, a deterministic SAPDA has at most one computation on any
given input word.4 Note that the automaton A2 from Example 2 is in fact a
deterministic automaton, as is the full automaton for A for Linf , see [2, Example
6.2, pp. 64–65].

3.1 Linear Membership for DSAPDA

We show that the membership problem for DSAPDA is decidable in linear time.

Remark 1. For the purposes of our discussion, we assume the automaton does
not have an infinite series of ε transitions. As in the classical case, this assumption
is not limiting (see [5, Lemma 10.3, p 236]), as ε-loops can be detected.

To proceed, we shall need the following notation. Let A = (Q, Σ, Γ, q0,⊥, δ) be a
DSAPDA. We denote by NA the maximal number of branches opened in a single
transition, and we denote by MA the total number of different configurations
possible for a branch head, i.e., MA = |Q| × |Γ ∪ {ε}|.

We consider an implementation model where the computation proceeds in
rounds such that in each round, every branch takes one step. Note that this
model is equivalent to the one where branches take steps in arbitrary order.

Consider a single stack-branch. As it behaves exactly like a standard deter-
ministic PDA without ε-loops, it performs a linear number of steps in the input
length. At each step, at most NA new branches are opened from each existing
branch. Therefore, the total number of branches is O(NA

n), where n is the num-
ber of input letters read. It follows that a DSAPDA can perform an exponential
number of steps in the length of the input.

To achieve linear-time membership for DSAPDA languages, we must circum-
vent the potentially exponential number of stack branches that the automaton
can open. To do so, we require the following immediate lemmas.

4 Up to permutations on the order in which the branches were chosen for transitions.
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Lemma 1. During the computation, at any given time, there are at most MA

different state and stack-symbol configurations among the heads of the stack-
branches of the automaton.

Lemma 2. If two branches have the same stack-head configuration, then they
behave identically on the same input, as long as the stack height does not dip
below the initial height of the head.5

By these two lemmas, we do not need the full exponential power of SAPDA
to decide membership for DSAPDA. The core concept of the implementation
is to execute the minimal number of branches necessary (at most MA). When
a number of branch heads have the same configuration, they are combined to
be one head. The computation then continues on the merged branch, as long
as its stack is not empty. Once the merged branch empties, the computation
continues on the original branches. Thus, at any given computation step, at
most MA branch heads are necessary, and we achieve linear time. Note that this
implementation yields a DAG structure rather than a tree, see Figure 2.

q p

b

q

b(1)

q p

a

q

b b

b

a b(3)

pq

b

a b(2)

Fig. 2. Example of a stack structure in its initial state, after merging the two leftmost
heads, and after applying a transition to the resulting structure

Theorem 1. The membership problem for DSAPDA is decidable in linear time.

The correctness of Theorem 1 stems from the observation that during each iter-
ation, at most a constant number of stack symbols are added to the structure,
and therefore it is always linearly bounded. For a full proof, see [2, Section 6.2,
pp. 67–71].

Remark 2. There is a one-to-one correlation between the full configuration of a
DSAPDA and its above compact representation, see [2, Remark 6.8, p. 71].

4 LR(0) Conjunctive Grammars

In this section, we extend the classical notion of an LR(0) grammar (see [5, pp.
248–252]) to CG. We begin with some preliminary definitions.

Definition 7. Let G = (V, T, P, S) be a CG. The trace grammar of G is a
context-free grammar GT = (V, T, PT , S) where PT is defined as follows:
5 This lemma stems from the fact that the automaton is deterministic.
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1. X → α ∈ PT for all X → α ∈ P .
2. X → αi ∈ PT for all X → (αi& · · ·&αn) ∈ P and i = 1, . . . , n.

Rules of type 2 are called projections of the original conjunctive rules they were
obtained from. Applications of these rules are referred to as conjunct selections.

Definition 8. Let G be a conjunctive grammar, and let GT be its trace gram-
mar. A derivation in GT is called a trace derivation of G. One-step trace deriva-
tions are denoted by ⇒T , and their closure by ⇒∗

T .

Definition 9. Let G be a conjunctive grammar, and let GT be its trace gram-
mar. Let α ⇒∗ B be a derivation in G, and let α ⇒∗

T β be a trace derivation
in GT . We say that the trace derivation is a projection of the full derivation if
it follows one of the possible conjunctive paths of the derivation, i.e., the con-
junct selections in the trace match the conjunctive rules applied along the path
of the full derivation, and the “regular” rules applied in the trace match the non-
conjunctive rules applied in the path. If two trace derivations are both projections
of the same full derivation, we say that they are sibling traces.6

Consider the derivation of the word abc in the CG from Example 1. The traces
S ⇒ A ⇒ aA ⇒ aB ⇒ abBc ⇒ abc and S ⇒ C ⇒ Cc ⇒ Dc ⇒ aDbc ⇒ abc are
both projections of this derivation, and therefore siblings.

Definition 10. A derivation X ⇒∗ A is a rightmost(leftmost) derivation if
all its projections are rightmost(leftmost) in the classical sense. One-step right-
most(leftmost) derivations are denoted by⇒R(⇒L), and their closure by⇒∗

R(⇒∗
L).

To facilitate in the construction of a parser, we define an augmented form for
CG, which “marks” conjunctive rules using specified new variable symbols. The
augmentation process is linear in the number of conjunctive rules in the gram-
mar, and can be implemented as a simple pre-processing step in the construction
of a parser.

Definition 11. Given a conjunctive grammar G = (V, Σ, P, S), we define an
augmented grammar G′ by adding the following variables and rules.

– We add a new start symbol S′, and add a rule S′ → S.
– Let n be the maximal number of conjuncts in a rule of P . Let m be the

number of conjunctive rules in P . For every rule X → (α1& · · ·&αk) ∈ P
that is the j-th conjunctive rule in P , we do the following.
• Add new variables Sj

1, . . . , S
j
n and Sj,

• replace the rule with X → Sj, and add the rule Sj → (Sj
1& · · ·&Sj

n),
and the rules Sj

i → αi for i = 1, . . . , k and Sj
i → αk for i = k +1, . . . , n.

Clearly, for any conjunctive grammar G and its augmentation G′, L(G′) = L(G).
Henceforth, we only consider augmented grammars.

6 For an inductive definition of projections see [2, Definition 4.3, pp. 32–33].
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Following is a very simple example of a conjunctive grammar in augmented
form. The example will be used for illustrative purposes, to elucidate the parser
construction.

Example 3. The following CG, G = (V, Σ, P, S), is an augmented grammar
which derives the regular language {ab} ∪ {a6n$ | n ≥ 1}.
– V = {S′, S, A, B, S1, S1

1 , S1
2}, and

– P consists of the following rules:
S′ → S ; S → ab | S1 ; S1 → (S1

1 & S1
2) ; S1

1 → aaA ; S1
2 → aaaB ;

A → aaA | $ ; B → aaaB | $

We proceed to define the basic building blocks of LR grammars, e.g., items,
viable prefixes, and valid prefixes. We define these by applying the classical
definitions to the trace grammar.

Definition 12. Let G = (V, Σ, P, S) be a CG. The set of LR(0) items of G is
the set of classical LR(0) items of the trace grammar GT ,7 i.e.,

– X → α · β is an LR(0) item if X → αβ ∈ P , and
– Sj → · Sj

i and Sj → Sj
i · s.t. Sj → (Sj

1& · · ·&Sj
n) ∈ P are LR(0) items.

Definition 13. We say that γ ∈ (V ∪ Σ)∗ is a viable prefix of G if it is a
viable prefix of GT , i.e., if there is a rightmost trace derivation of GT of the
form S ⇒∗

TR δXw ⇒TR δβw s.t. γ is a prefix of δβ.

Definition 14. We say an item X → α · β is valid for a viable prefix γ if there
is a trace derivation S ⇒∗

TR δXw ⇒TR δαβw, X → αβ ∈ P , and γ = δα.

Example 4. Consider the augmented grammar G from Example 3. The deriva-
tion S ⇒ S1 ⇒ S1

1 ⇒ aaA ⇒ aaaaA is a trace derivation of G. Therefore, all
prefixes of aaaaA are viable prefixes of G. It follows that the items A → a · aA
and A → aa · A are valid for the viable prefixes aaa and aaaa respectively.

We proceed to define a DSAPDA that acts as an LR parser for conjunctive
languages. To do so, we define a canonical set of item-sets and two functions,
action and goto, which together make up the parsing table for a given grammar.
As in the classical case, goto recognizes valid items for viable prefixes, and action
decides which step the automaton takes, based on the set of valid items supplied
by goto. The main difference from the classical case is that when an item of the
form X → · Sj is valid (i.e., a conjunctive rule can be applied), the DSAPDA
makes a conjunctive transition and each branch processes one of the conjuncts
Sj

1 , . . . , S
j
n. This is to avoid conflicts in the parser caused by items from sibling

traces.
We begin with goto. A goto function receives a set of items I and a symbol

X ∈ V ∪Σ ∪{ε}.8 The function is applied to two types of item sets: regular and

7 Note that the only assumption we make on G is that it is in augmented form.
8 Note that in the classical goto function, X ∈ V ∪ Σ.
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split, see below. When a goto function g is applied to regular sets, it behaves
exactly as in the classical case, i.e., if I is the set of valid items for some viable
prefix γ and X �= ε then g(I, X) is the set of valid items for viable prefix γX .

When a goto function is applied to a split set, it only has ε-transitions. Namely,
it has n ε-transitions to n item-sets, each containing exactly one of the Sj → · Sj

i

items, thus separating items from sibling traces. These transitions correlate with
the conjunctive transitions in the DSAPDA parser. To accommodate for these
“multiple transitions”, the goto function maps to sets of item-sets, as opposed
to exactly one item-set, as in the classical case.

Definition 15. Let I be a set of LR(0) items. We define the item-closure of I,
denoted [I] as the smallest set of items such that I ⊆ [I], and if X → δ · Y α ∈ [I]
and Y �= Sj , j = 1, · · · , m, then Y → · β ∈ [I] for all Y → β ∈ P .

This definition is the same as the classical item-closure definition, except that
items of the form X → ·Sj are not expanded. This is because their expansions
need to be separated, and they are therefore expanded in a separate step.

Definition 16. A set of items I is split if it contains an item of the form
X → · Sj, yet it does not contain the items Sj → · Sj

i . In this case, we also say
that Sj is split in I. If an item set is not split, it is called regular.

Note that by Definitions 15 and 16, the item-closure of a regular item-set corre-
sponds to the classical item-closure definition.

Definition 17. A function g is a valid goto function if for each regular item-set
I, split item-set J , and symbol X ∈ V ∪ Σ, the following holds.

– g(I, X) = { [{Z → αX · β | Z → α · Xβ ∈ I}] }, and g(I, ε) = {I}.
– g(J, X) = ∅, and g(J, ε) = {[J1], . . . , [Jn]} where J1, · · · , Jn are minimal

item-sets such that
• J ⊆ Jk for k = 1, . . . , n, and
• for each j such that Sj is split in J , and for each i = 1, . . . , n, there exists

1 ≤ k ≤ n such that Sj → ·Sj
i ∈ Jk, and for no i′ �= i, Sj → ·Sj

i′ ∈ Jk.

Note that in transitions from split-sets, exactly one Sj → · Sj
i item from

each conjunctive rule in J appears in each resulting item-set. In particular,
if J contains only one item of the form X → ·Sj, then for k = 1, . . . , n,
Jk = [J ∪ {Sj → ·Sj

ik
} ], for some 1 ≤ ik ≤ n. Furthermore, note that when ap-

plied to regular sets, a valid goto function behaves exactly like the classical one.

Example 5. Continuing our discussion of the grammar G from Example 3, con-
sider the item-set I0 = {S′ → ·S, S → ·ab, S → ·S1}. Note that I0 is split.
Therefore, a valid goto function can be defined by g(I0, ε) = {I1, I2}, where
I1 = I0 ∪ {S1 → ·S1

1 , S1
1 → ·aaA}, and I2 = I0 ∪ {S1 → ·S1

2 , S1
2 → ·aaaB}.

The sets I1 and I2 are regular. Therefore, e.g., as in the classical case, g(I1, a) =
{S → a · b, S1

1 → a · aA}.
Next, we define the set of canonical item-sets of a conjunctive grammar, with
respect to a valid goto function.
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Definition 18. Let G = (V, Σ, P, S) be a conjunctive grammar and g a valid
goto function. We define the canonical collection of item-sets of G with respect
to g to be the smallest set Cg such that

– [{S′ → · S}] ∈ Cg, and
– if I ∈ Cg and X ∈ V ∪ Σ ∪ {ε}, then g(I, X) ⊆ Cg.

We denote the item-set [{S′ → · S}] ∈ Cg by I0.

We now proceed to define the notion of an LR(0) grammar.

Definition 19. We say that an item-set I is conflict free if the following holds.

– If X → α · ∈ I, then there is no other Y → β · ∈ I, Y �= X or α �= β.
– If X → α · ∈ I, then there is no item Y → β · σγ ∈ I, σ ∈ Σ.

The first is a reduce-reduce conflict, and the second is a shift-reduce conflict.

Definition 20. A conjunctive grammar G = (V, Σ, P, S) is LR(0) if there is a
valid goto function g for which Cg is conflict free.

Remark 3. Finding a conflict free grouping is a pre-processing step, and, there-
fore, does not impact the run-time of the parsing algorithm. Moreover, in Section
5, we will see that for every LR(0) grammar, there exists an equivalent LR(0)
grammar, where any choice of grouping is guaranteed not to cause conflicts.

Let g be a valid goto function for a CG G, and let Cg be the resulting canonical
set of item-sets. Together, g and Cg define a finite-state automaton where g
is the transition function and Cg is the set of states. The automaton is non-
deterministic, as g may have multiple ε-transitions from the same state. Let ĝ
be the standard extension of a non-deterministic transition function to strings
and sets of states, see [5, pp. 24–25]. Then, for a set of item-sets Q ⊆ Cg and
a string γ ∈ (V ∪ Σ)∗, ĝ(Q, γ) contains all the item-sets J reachable from some
set I ∈ Q by reading γ.

Figure 3 describes a partial construction of the canonical set of item-sets and
a valid goto function g for the grammar G from Example 3. Note that the first
set, I0 is split. Therefore, g(I0, ε) = {I1, I2} where I1 and I2 each contain one of
the items S1 → ·S1

1 , S → ·S1
2 . Furthermore, we can see that, e.g.,

ĝ({I0}, a) = {I7, I9} =

{ {S → a · b, S1
1 → a · aA} , {S → a · b, S1

2 → a · aaB} } ,

and
ĝ({I0}, ab) = I8 = {S → ab ·} .

In the classical construction of an LR(0) item automaton, goto(I0, γ) contains
all the valid items for the viable prefix γ. We show that this also holds for a
valid goto function of a conjunctive grammar. This stems from the fact that for
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Fig. 3. Partial construction of the canonical set of item-sets and valid goto function

a conjunctive grammar G, the classical LR(0) item-set automaton constructed
for its trace, GT , is the deterministic counterpart of our new item-set automaton
construction applied to G. Therefore, the classical item-set automaton’s capa-
bility to find valid items for viable prefixes is translated to the new construction
as well, and we have the following lemma.

Lemma 3. Let γ be a viable prefix of G and let g be a valid goto function. Then⋃
ĝ({I0}, γ) contains an item X → α · β if and only if X → α · β is valid for γ.

We can now define a deterministic SAPDA that recognizes the language of an
LR(0) grammar G. For each branch, the automaton writes grammar symbols
and item-sets from the canonical set of item-sets to its stack, thus keeping track
of valid items for the viable prefix it has reduced so far. The transitions of the
automaton are determined by the action function, and a valid goto function g.
The initial symbol in the stack is the item-set I0. The action function receives
a current item-set from the top of the stack I, and the next symbol from the
input σ ∈ Σ (if such a symbol exists), and returns the following:

1. If I contains the item S′ → S ·, the stack is emptied (accept).
2. If I is regular and contains an item X → α · σβ then σ is shifted onto the

stack, and g(I, σ) is placed above it (shift). Note that g(I, σ) returns a
single item-set as a non-epsilon transition is applied.
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3. If I is regular and contains an item X → α ·, then the symbols of α and the
padding item-sets9 are removed from the stack, revealing some item set J
at the top of the stack. Now, X is written to the stack above J , and then
g(J, X) is written on top of that (reduce).

4. If I is split, then it is removed from the stack, n new branches are opened,
and the n g(I, ε) item sets are put into them, one for each branch (split).

We now proceed to show that the automaton does, in fact, accept exactly the
language of the grammar. As in the classical case, the automaton attempts to
construct a rightmost derivation of the input. To do so, it stores the (tree) prefix
of the derivation that it has managed to reduce so far in the stack. At each
point, the top symbols of the branches in the stack are the item-sets obtained by
applying the goto function to this prefix. By Lemma 3, these are exactly the valid
items for the prefix, and therefore, they are the candidate derivation rules that
can be added next to the rightmost derivation. The automaton continues to shift
input symbols onto the stack, until the set of valid items contains an item of the
form X → α · . This signals that X → α is the correct choice, and the symbols of
α on the stack are replaced with X , thus simulating the reduction. Because the
grammar is LR(0), the item-sets are guaranteed to be conflict free, and therefore
the automaton is well defined, i.e., it only has one valid transition defined for any
given configuration. For a full proof that the rightmost derivation the automaton
constructs is correct, see [2, pp. 80–83]. From our automaton construction, we
have the following theorem.

Theorem 2. If a language is generated by an LR(0) conjunctive grammar, then
it is accepted by a deterministic SAPDA.

From Theorems 1 and 2, we obtain the following corollary.

Corollary 1. Every LR(0) conjunctive language can be parsed in linear time.

This result extends the context-free LR(0) algorithm, as LR(0) conjunctive
languages properly contain all finite intersections of classical LR(0) languages.
When applied to context-free LR(0) grammars, the parsing algorithm is identical
to the classical LR(0) algorithm.

Remark 4. Both classical and conjunctive LR(0) languages are not closed under
complement (because the prefix property is not maintained) and under union.
However, our linear parser can be modified to work for the boolean closure of
conjunctive LR(0) languages as follows. The complement of a language can be
determined by running the parser and checking whether the final configura-
tion is accepting or not. As the parser is deterministic, this method will cor-
rectly identify the words not in the language. The union of any finite number
of languages can be recognized by simply making several parsing runs, one for
each language. Thus, we have linear parsing for the boolean closure of LR(0)
conjunctive languages, and in particular, the boolean closure of classical LR(0)

9 The padding item-sets are the item-sets pushed to the stack in type 2 transitions.
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languages. Furthermore, in Proposition 1 at the end of the following section, we
will see that conjunctive LR(0) languages strictly contain the boolean closure of
context-free LR(0) languages.

5 Constructing an LR(0) Grammar from a DSAPDA

In this section, we address the converse of Theorem 2, i.e., the construction of
an LR(0) conjunctive grammar from a deterministic SAPDA.

Theorem 3. If a language is accepted by a deterministic SAPDA, then it is
generated by an LR(0) conjunctive grammar.

Theorem 3 is proved similarly to the classical proof, see e.g., [5, pp. 256–260], by
modifying the standard translation of an SAPDA into a CG. The constructed
grammar has an important quality whereby for every possible valid goto func-
tion, the canonical set of item-sets constructed is conflict free. For the full con-
struction and proof see [2, Section 6.4, pp. 84–96].

We conclude this section with the following proposition.

Proposition 1. LR(0) conjunctive languages contain a language that does not
belong to the boolean closure of deterministic classical context-free languages.

The proof of Proposition 1 can be derived directly from the fact that the language
Linf from Example 2 is not a finite intersection of context-free languages, see
[2, Theorem 6.44, pp. 95–96].

In [11], Okhotin’s generalized LR parsing algorithm promises linear-time pars-
ing only for the boolean closure of context-free languages. As such, our result
makes a stronger claim regarding the class of linearly-parsable languages.

In [10], Okhotin presents an LL(k) parsing algorithm for conjunctive lan-
guages . In the paper, it is stated that it is an open question whether LL(k)
conjunctive grammars can generate a language which is not a finite intersection
of context-free languages. Therefore, it is an open question whether languages
such as Linf can be generated by LL(k) conjunctive grammars. The LL(k)
parsing algorithm utilizes a specialized tree-type structure as part of the pars-
ing process. This tree-structure can be viewed as a special case of our SAPDA
model, which aligns with the fact that the context-free versions of the LL(k) al-
gorithms is based on Pushdown Automata. Thus, it is reasonable to assume that
the parsing algorithm could be modified to work with SAPDA, thus yielding a
unified formal approach.

6 Concluding Remarks

We have introduced DSAPDA as a sub-family of SAPDA, and LR(0) CG as
a sub-family of CG, and shown that, as in the classical case, acceptance by a
DSAPDA is equivalent to generation by an LR(0) CG. This equivalence also
forms the basis for a linear time parsing algorithm for an interesting language
class comprised of the union closure of conjunctive LR(0) languages.
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It would prove interesting to define the notion of LR(k) conjunctive gram-
mars, and specifically LR(1) conjunctive grammars. It would also be interesting
to explore uses for DSAPDA based compilers. Two directions seem especially
promising. The first is to look for examples where conjunctive grammars give a
more succinct representation of a classical LR(k) grammar, therefore leading to
more efficient parsing. The second is to find examples of LR(k) conjunctive lan-
guages which can be used to describe sophisticated constructs beyond the scope
of context free languages. Such examples could prove useful for areas where con-
text free languages have been known to be lacking, such as Natural Language
Parsing.
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Two-Way Automata versus Logarithmic Space
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Abstract. We strengthen previously known connections between the
size complexity of two-way finite automata (2fas) and the space com-
plexity of Turing machines. We prove that

– every s-state 2nfa can be simulated on all poly(s)-long inputs by
some poly(s)-state 2dfa if and only if NL ⊆ L/poly and

– every s-state 2nfa can be simulated on all 2poly(s)-long inputs by
some poly(s)-state 2dfa if and only if NLL ⊆ LL/polylog.

Here, 2dfas and 2nfas are the deterministic and nondeterministic 2fas,
NL and L/poly are the standard space complexity classes, and NLL and
LL/polylog are their counterparts for O(log log n) space and poly(log n)
bits of advice. Our arguments strengthen and extend an old theorem
by Berman and Lingas and can be used to obtain variants of the above
statements for other modes of computation or other combinations of
bounds for the input length, the space usage, and the length of advice.

1 Introduction

The question whether nondeterministic computations can be more powerful than
deterministic ones is central in complexity theory. Numerous instantiations have
been studied, for a variety of computational models under a variety of resource
restrictions. This article investigates the connection between two kinds of such
instantiations, those for Turing machines (tms) under space restrictions and
those for two-way finite automata (2fas) under size restrictions.

On the one hand, the question whether nondeterminism makes a difference in
space-bounded tms is among the oldest in complexity theory. Formally, it asks
whether there is a bound f with DSPACE(f) � NSPACE(f).(1) For f(n) = n, this
appeared already in [11]. We know that every such bound must be Ω(log log n),
since otherwise all languages involved are regular [17,6,1], and that such bounds
exist in Θ(log log n) ∪ Ω(log n) iff log log n is already one [13,18]. Since compu-
tation in space Ω(log n) is more natural than in space o(log n), research focused
on the log n bound and on the corresponding conjecture that L � NL. An early
observation [2] was that, even if L � NL, a deterministic tm (dtm) of space
O(log n) may still be able to simulate a nondeterministic one if it is allowed
nonuniform behavior. This led to the introduction of the class L/poly of lan-
guages recognizable in space O(log n) by dtms accessing poly(n) ≡ nO(1) bits of

� Research funded by a Marie Curie Intra-European Fellowship (pief-ga-2009-253368)
within the European Union Seventh Framework Programme (fp7/2007-2013).
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nonuniform advice [10], and to the stronger conjecture that even L/poly � NL.
Note that, for only O(log n) advice bits, the resulting conjecture L/log � NL is
equivalent to L � NL [10] and that the classes DSPACE(f)/2O(f) for varying f
have been studied in [8] under the names NUDSPACE(f).

On the other hand, the question whether nondeterminism makes a difference
in size-bounded 2fas was posed already in [14]. Formally, it asks whether there
exist s-state 2nfas that admit no equivalent 2dfa with poly(s) states. A robust
theoretical framework around this question appeared in [12], with the introduc-
tion of the complexity classes 2D and 2N. The former consists of every family
of languages (Lh)h≥1 recognizable by a family of poly(h)-state 2dfas, while the
latter is the corresponding class for 2nfas. The original question is thus equiv-
alent to whether 2D � 2N. We remark that the answer is known to be positive
if the 2dfas must obey certain restrictions [14,15,7,9]; and negative if the 2dfas
are allowed quasi-polynomially many states and the languages are unary [4]. For
the general case, the answer has been conjectured to be positive [14,12].

The above two questions are connected via the lengths of the strings necessary
to confirm the conjecture 2D � 2N. To explain this, let us consider a language
family L = (Lh)h≥1 witnessing the conjecture. Then L ∈ 2N but L /∈ 2D.
The latter means that every family B = (Bh)h≥1 of poly(h)-state 2dfas fails to
recognize L, in the sense that at least one Bh fails to recognize the respective Lh.
This is equivalent to saying that every such B contains infinitely many failing Bh

(because, if some B contains only finitely many of them, then replacing those with
larger ones that succeed we restore correctness without hurting polynomiality).
Of course, a Bh fails to recognize Lh iff it errs on at least one input xh. Putting
everything together, we see that L /∈ 2D iff for every family B of poly(h)-state
2dfas there is a family of inputs X = (xh)h≥1 such that Bh errs on xh for
infinitely many h. Intuitively, these inputs constitute hard instances.

Definition. A family of hard instances of L for B is any (xh)h≥1 where there
exist infinitely many h such that Bh accepts xh ⇐⇒ xh /∈ Lh.

For each B, we can always find hard instances of at most exponential length.

Lemma 0. Let L ∈ 2N. If L /∈ 2D then for every family of poly(h)-state 2dfas
there is a family of 2poly(h)-long hard instances of L.

However, in the proof of this lemma,(2) the degree of the polynomial for the 2dfas
lower-bounds the degree of the polynomial exponent for the hard instances.
Hence, as the 2dfas become polynomially larger, the guaranteed hard instances
become super-polynomially longer. We thus have no exponential global upper
bound, for the lengths of hard instances over all families of poly(h)-state 2dfas.

Definition. A g-long witness for 2D � 2N is an L ∈ 2N such that for every
family of poly(h)-state 2dfas there is a family of g(h)-long hard instances of L.

So, by Lemma 0, if 2D � 2N then super-exponentially long witnesses (g-long,
where g = Ω(g′) for all g′ ∈ 2poly(h)) are guaranteed to exist. But what about
exponentially long witnesses? Are they guaranteed? Moreover, what about sub-
exponentially long witnesses, e.g., quasi-polynomially or polynomially long ones?



Two-Way Automata versus Logarithmic Space 361

It has long been known, through a theorem by Berman and Lingas [3], that
a polynomially long witness would imply that L � NL. Here we strengthen that
connection: a polynomially long witness would even imply that L/poly � NL;
furthermore, the converse implication is also true.

Theorem 1. 2D � 2N has poly(h)-long witnesses iff L/poly � NL.

Moreover, exponentially long witnesses and space log log n are similarly linked.

Theorem 2. 2D � 2N has 2poly(h)-long witnesses iff LL/polylog � NLL.

Here, LL/polylog = NUDSPACE(log log n) [8] is the class of languages recogniz-
able in space O(log log n) by dtms with poly(log n) bits of advice, and NLL is
the corresponding class for nondeterministic tms (ntms) and no advice.

These two theorems are the most representative ones in a list of variants that
can be proved by similar arguments. One group of these variants focus on lengths
of other growth rates. E.g., for quasi-polynomial lengths we get:

Theorem 3. Let k ≥ 1 and ε = 1/k. Then 2D � 2N has 2O(logkh)-long witnesses
iff DSPACE(logεn)/2O(logεn) � NSPACE(logεn).

Another group of variants focus on other modes of computation. E.g., consider
alternating 2fas and the corresponding complexity class 2A. As for 2N, we con-
jecture that 2D � 2A and consider global upper bounds for the lengths of hard
instances of an L ∈ 2A \ 2D over all families of poly(h)-state 2dfas. We get:

Theorem 4. 2D � 2A has poly(h)-long witnesses iff L/poly � P.

(Notice our use of the fact that AL = ASPACE(log n) = DTIME
(
poly(n)

)
= P.)

For the most part, the proofs of these theorems elaborate on standard, old
ideas [3,12,18]. Perhaps their main value is what they imply for how we approach
the two questions being connected. E.g., consider Theorems 1–3 and suppose that
indeed 2D � 2N. On the one hand, people interested in size-bounded 2fas can
use our theorems to extract evidence about how hard it is for a certain proof
strategy towards 2D � 2N to succeed: e.g., a strategy that will eventually deliver
a super-exponentially long witness is likely to succeed more easily than one that
promises exponentially long witnesses, because the latter implies an additional
breakthrough in understanding space-bounded ntms, while the former does not.
(All proof techniques currently available are of the former kind.) On the other
hand, people interested in tms of space Ω(log log n) ∩ O(log n) can find in the
2D v 2N question a single unifying setting to work in: separating 2D and 2N
with a super-exponentially long witness can be seen as the first step in a gradual
approach that sees dtms and ntms separate for larger and larger space bounds as
improved proof techniques establish shorter and shorter witnesses for 2D � 2N.

We conclude this introduction with a different strengthening of the Berman-
Lingas Theorem, from [5]: in the case of unary automata 2D � 2N implies
L � NL irrespective of the lengths of hard instances. Our research has been
largely motivated by this recent theorem—and our title tries to reflect this.
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2 Preparation

For n ≥ 1, we let [n] := {0, . . . , n−1} and lg n := max(1, �log2 n�). For S a set,
|S| denotes size. If Σ is an alphabet and x ∈ Σ∗, then |x| is the length of x;
xi is its ith symbol; xi is the concatenation of i copies of it; and 〈x〉 is its binary
encoding, into |x| blocks of lg |Σ| bits each (under a fixed ordering of Σ); ε is
the empty string. A (promise) problem over Σ is a pair L = (L+, L−) of disjoint
subsets of Σ∗, the positive and negative instances of L; if L+ ∪L− = Σ∗ then L
is a language. To solve L means to accept all x ∈ L+ but no x ∈ L−.

2.1 Machines

We assume familiarity with standard notation for 2fas and tms [16]. Our 2fas
consist of a finite control and a read-only input tape. Our tms are 2fas with two
extra tapes: a read-only advice tape and a read-write work tape. Each tape is
accessed via a dedicated two-way head. A transducer is a tm without advice tape
but with a write-only output tape accessed via a one-way head. Details follow.

A (s, σ)-2nfa is any A = (S, Σ, δ, q0, F ) with |S| = s, |Σ| = σ, q0 ∈ S, F ⊆ S,
and δ ⊆ S×(Σ∪{�,�})×S×{l,r}, where �,� /∈ Σ are endmarkers and l,r are
directions. An x ∈ Σ∗ is presented on the input tape as �x� and is considered
accepted if δ allows a computation that starts at q0 on � and eventually falls
off � into a q ∈ F . The language of A is the set L(A) := {x ∈ Σ∗ | A accepts x}.
The binary encoding of A is the string 〈A〉 := 0s10σ1uvw where u, v, w encode
δ, q0, F with 2s2(σ + 2), lg s, and s bits respectively (in the obvious ways, under
fixed orderings of S and Σ). Note that |〈A〉| = O(s2σ).

A (s, σ, γ)-ntm is any M = (S, Σ, Δ, Γ, δ, q0, qf ) with |S|=s, |Σ|=σ, |Γ |=γ,
q0, qf ∈ S, and δ ⊆ S × (Σ ∪{�,�})× (Δ∪{�,�})× (Γ ∪{�})×S ×Γ ×{l,r}3,
where � /∈ Γ is the blank symbol. An x ∈ Σ∗ and a y ∈ Δ∗ are presented on the
input and advice tapes as �x� and �y� respectively, and are considered accepted
if δ allows a computation which starts at q0, with blank work tape and the input
and advice heads on �, and eventually falls off � on the input tape into qf . We
say M is in internal configuration (q, i, j, w) if its state is q, its advice and work
heads are at positions i and j, and its nonblank work tape content is w ∈ Γ ∗.

For Y = (ym)m≥0 a family of strings over Δ, the language of M under Y is
L(M, Y) := {x ∈ Σ∗ | M accepts x and y|x|}; if Y is the empty advice (ε)m≥0,
we just write L(M). We say Y is strong advice for M if, for all x and m ≥ |x|,
M accepts x and y|x| iff it accepts x and ym. The length of Y is the function
m �→ |ym|. A function f is strong space bound for M under Y if, for all x and
m ≥ |x|, all computations on all x and ym visit at most f(m) work tape cells; if
this is guaranteed just for the accepted x and ym and then only for at least one
accepting computation, then f is weak. Note that under strong advice ym, M
uses space ≤ f(m) and is correct on all x with |x| ≤ m (and not just |x| = m).
This deviation from standard definitions is unimportant for advice of length
poly(m) or longer (because we can always replace ym with the concatenation
of y0, y1, . . . , ym). For shorter advice, though, it is not clear whether there is a
difference. Our theorems need the strong version.
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For G a set of functions, NSPACE
(
f
)
/G consists of every L(M, Y) where M is

a ntm, Y is strong advice for M , with length in G, and f is strong space bound
for M under Y. If G = {0} then only the empty advice is possible, and we just
write NSPACE(f). Then NL := NSPACE(log n) and NLL := NSPACE(log log n).

A machine is deterministic (2dfa, dtm) if its δ allows at most one computa-
tion per input. We define DSPACE(f)/G, DSPACE(f), L, LL analogously, and let
L/poly :=DSPACE(log n)/poly(n), LL/polylog :=DSPACE(log log n)/poly(log n).

A function f is fully space constructible if there is a dtm which, on any input x
and any advice, halts after visiting exactly f(|x|) work tape cells.

Lemma 1. Consider a ntm M under strong advice Y of length g, obeying a
weak space bound f . For each length m, there is a 2O(f(m)+lg g(m))-state 2nfa Am

that agrees with M under Y on all instances of length at most m.
If M is deterministic, then so is Am. If Y is empty, then Am also agrees

with M under Y on all negative instances (of any length). If f is fully space
constructible, then there is a transducer T which, given m (in unary) and the
corresponding ym, computes Am (in binary) in space O(f(m) + lg g(m)).

Proof. Let M be a (s, σ, γ)-ntm and Y = (ym)m≥0, g, f as described. Fix m and
consider M working on any input (of any length) and on ym. Let Sm be the set
of all internal configurations that can occur with ≤ f(m) work tape cells. Then

|Sm| ≤ s(|ym|+2)
∑f(m)

t=0 (t + 2)γt = O
(
g(m)f(m)2γf(m)

)
= 2O(f(m)+ lg g(m)) .

We let Am := (Sm, Σ, δm, q0, Fm) where Σ is M ’s input alphabet, q0 and Fm

are the initial and accepting internal configurations in Sm, and (c, a, c′, d) ∈ δm

iff, reading a ∈ Σ, M under ym can change its internal configuration from c to c′

moving the input head towards d. Clearly, if M is deterministic, then so is Am.
Now fix any input x (of any length). Let τm be the computation tree of M

on x and ym, and τ ′
m the computation tree of Am on x. It should be clear that

each branch β in τm using ≤ f(m) work tape cells is fully simulated in τ ′
m by an

equally long branch β′, which accepts iff β does. In contrast, each β using > f(m)
work tape cells is only partially simulated, by a shorter β′ which hangs (at a
rejecting state). Moreover, the β′ of these two cases cover all branches in τ ′

m.
Now suppose |x| = n ≤ m. Let τn be the computation tree of M on x and yn.

We know τn accepts iff τm does (because Y is strong). Thus, if x ∈ L(M, Y), then
τn accepts and so does τm; hence, some accepting branch β in τm uses ≤ f(m)
work tape cells (because f is a weak space bound); hence, its counterpart β′

in τ ′
m completes the simulation and accepts, too; so, Am accepts x. Conversely,

if x /∈ L(M, Y), then τn does not accept and neither does τm; hence, every branch
in τ ′

m is nonaccepting (because it either fully simulates a nonaccepting branch
of τm or hangs after partially simulating one); so, Am does not accept x.

If Y is empty, then Am agrees also on all x /∈ L(M, Y) with n > m. Because
then yn = ym = ε implies τn = τm, so τm does not accept, and neither can τ ′

m.
If f is fully space constructible, then 〈Am〉 can be computed from 0m and ym,

as follows. We first mark exactly f(m) work tape cells, by running on 0m the
dtm that fully constructs f . Using these cells and ym, we then mark another
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lg s + lg(|ym| + 2) + lg
(
f(m) + 2

)
cells. Now the marked region is as long as

the longest description of a c ∈ Sm. This makes it possible to iterate over all
c ∈ Sm or pairs thereof (by lexicographically iterating over all possible strings
and discarding non-descriptions). From this point on, computing the bits of 〈Am〉
is straightforward. Overall, O(f(m) + lg g(m)) cells will suffice. ��
Corollary 1. (a) For each ntm M (under empty advice) of weak space O(log n)
there is a log-space transducer which, given a length m (in unary), computes a
2nfa Am (in binary) that has poly(m) states and may disagree with M only on
positive instances longer than m. If M is deterministic, then so is Am.

(b) For each ntm M (under empty advice) of weak space O(log log n) and each
length m there is a poly(log m)-state 2nfa Am that may disagree with M only
on positive instances longer than m. If M is deterministic, then so is Am.

2.2 Reductions

Let L1, L2 be problems over alphabets Σ1, Σ2. A homomorphic reduction of L1 to
L2 [12] is any function r : Σ1∪{�,�} → Σ∗

2 such that x ∈ L+
1 =⇒ r(�x�) ∈ L+

2

and x ∈ L−
1 =⇒ r(�x�) ∈ L−

2 , where r(�x�) := r(�)r(x1) · · · r(x|x|)r(�). If
there exists such an r, we write L1 ≤h L2. The expansion of r is the function
n �→ max{|r(�x�)| | x ∈ Σ∗

1 and |x| = n}. The ternary encoding 〈r〉 of r is the
string 〈r(�)〉#〈r(a1)〉# · · ·#〈r(aσ1 )〉#〈r(�)〉, for a1, . . . , aσ1 a fixed ordering of Σ1.

Lemma 2 ([12]). If L1 ≤h L2 via a reduction r and L2 is solvable by an s-state
2nfa A2, then L1 is solvable by a 2s-state 2nfa A1. If A2 is deterministic, then
so is A1. Moreover, there exists a log-space transducer Th which, given r (in
ternary) and a deterministic A2 (in binary), computes A1 (in binary).

Proof. Let Σ1 and Σ2 be the alphabets of L1 and L2, and consider r and A2 =
(Q2, Σ2, δ2, q2, F2) as in the statement, where |Q2| = s.

On input x ∈ Σ∗
1 , the new automaton A1 simulates A2 on r(�x�) piece-by-

piece: on each symbol a on its tape, A1 does what A2 would eventually do on
the corresponding infix r(a) on its own tape (if a is � or �, this corresponding
infix is �r(�) or r(�)�). This way, each branch β in the computation tree of A2

on r(�x�) is simulated by a branch in the computation tree of A1 on x, which
is accepting iff β is. Thus, x is accepted iff r(�x�) is. Hence, if x ∈ L+

1 , then
r(�x�) ∈ L+

2 (by the selection of r), hence A2 accepts, and so does A1; if x ∈ L−
1 ,

then r(�x�) ∈ L−
2 (as before), hence A2 does not accept, and neither does A1.

To perform this simulation, A1 keeps track of the current state of A2 and the
side (l or r) from which A2 enters the current corresponding infix. Formally,
A1 :=

(
Q2×{l,r}, Σ1, δ1, (q2,l), F2×{l}), where δ1 is easily derived from the

above informal description. E.g., if a ∈ Σ1 then
(
(p,l), a, (q,l),r

) ∈ δ1 iff δ2

allows on r(a) a computation that starts at p on the leftmost symbol and even-
tually falls off the rightmost boundary into q (thus entering the following infix
from its left side); and

(
(p,l),�, (q,r), l

) ∈ δ1 iff δ2 allows on r(�)� a computa-
tion that starts at p on the leftmost symbol and eventually falls off the leftmost
boundary into q (thus entering the preceding infix from its right side).
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If A2 is deterministic, then clearly A1 is also deterministic. Plus, 〈A1〉 can be
computed from 〈r〉 and 〈A2〉 in logarithmic space. To see how, let σ1 := |Σ1| and
σ2 := |Σ2|, and recall that 〈A1〉 = 02s10σ11u1v1w1 and 〈A2〉 = 0s10σ21u2v2w2,
where the u, v, w encode respectively the transition functions, the start states,
and the sets of final states. Each part of 〈A1〉 can be computed from the corre-
sponding part of 〈A2〉 (using no work tape), except for 0σ1 and u1. The former is
computed from 〈r〉, by counting #s. For the latter, we mark 2 lg s+lg(σ1+2)+3 =
O
(
log(σ1s)

)
work tape cells and use them to iterate over all encodings of tuples(

(p,d), a, (q,d′), d′′
)

where p, q ∈ [s] and a ∈ Σ1 ∪ {�,�} and d, d′, d′′ ∈ {l,r},
outputing 1 bit per tuple. To decide each bit, we locate 〈r(a)〉 in 〈r〉 and simulate
A2 on r(a) (or on the appropriate endmarked version, if a is � or �) starting
at p on side d, until we either exceed s · |〈r(a)〉|/ lg σ2 steps or fall off the string;
if we fall off side d′′ into q and d′ �= d′′ then we output 1, otherwise we output 0.
This simulation needs only a finite number of pointers into 〈r〉 and u2, plus the
aforementioned counter. Overall, the space used is logarithmic in |〈r〉+〈A2〉|. ��

For h ≥ 1, the alphabet Γh consists of every directed graph with two columns
of h nodes each (like the ones on the left, for h = 5). Easily, |Γh| = 2(2h)2. Each

x ∈ Γ ∗
h defines a multicolumn graph, derived by identifying adjacent columns

(as shown on the right, for the three symbols on the left); if this graph contains a
path from its leftmost to its rightmost column, we say x is live. We let twlh :=
{x ∈ Γ ∗

h | x is live} (where ‘twl’ abbreviates ‘two-way liveness’). Then the
family twl := (twlh)h≥1 is 2N-complete [12], because of the following.

Lemma 3 ([12]). Let A be any s-state 2nfa. Then L(A) ≤h twl2s via a reduc-
tion which has expansion n + 2 and is log-space constructible from 〈A〉.(3)

The binary encoding 〈a〉 of an a ∈ Γh is a string of (2h)2 bits that describes a
(in the obvious way, under a fixed ordering of the 2h nodes). Using these encod-
ings, we can “join” all languages twlh into the single binary language

twl join := {0h1〈a1〉〈a2〉 · · · 〈al〉10t | h ≥ 1 & h divides t &
l ≥ 0 & each ai ∈ Γh & a1a2 · · ·al is live} ,

where the h leading 0s determine the interpretation: the leftmost and rightmost
1s must be separated by 0 or more (2h)2-long blocks of bits (the “middle bits”),
and the multicolumn graph described by these blocks must contain a path from
its leftmost to its rightmost column; finally, the number t of trailing 0s must
be a multiple of h.(4) If this last condition that “h divides t” is replaced by the
stronger condition that “every j ≤ h divides t” (“Szepietowski-padding” [18]),
we get an alternative join, which we call twl long-join.
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Let a2nfa := {〈A〉#〈x〉 | A is a 2nfa and A accepts x} be the acceptance
problem for 2nfas, and a2dfa the corresponding problem for 2dfas. Note that
no alphabet is fixed: solving these problems involves checking that the bits after #
can be interpreted as an input for the 2fa that is encoded by the bits before #.

Lemma 4. Let A be an (s, σ)-2nfa. Then L(A) ≤h-reduces to each of a2nfa,
twl join, and twl long-join via reductions of expansion O(s2σn), O(s2n),
and 2O(s)n.(5) The first two reductions are log-space constructible from 〈A〉.
Proof. For Σ = {a0, . . . , aσ−1} the alphabet of A, let r1 be the homomorphism
that maps � to 〈A〉#, each ai to the lg σ-long binary code of i, and � to ε. Then
each n-long x is sent to r1(�x�) = 〈A〉#〈x〉, of length (|〈A〉|+1) + n lg σ + 0 =
O(s2σ) + n lg σ = O(s2σn), which (clearly) is in a2nfa iff x ∈ L(A).

For r : Σ ∪ {�,�} → Γ2s the reduction from Lemma 3, let r2 be the homo-
morphism that maps � to 02s1〈r(�)〉, each ai to 〈r(ai)〉, and � to 〈r(�)〉102s.
Then each n-long x is sent to r2(�x�) = 02s1〈r(�)〉〈r(x1)〉 · · · 〈r(xn)〉〈r(�)〉102s,
of length (2s+1) + (n+2)(4s)2 + (1+2s) = O(s2n), which is in twl join iff
r(�)r(x1) · · · r(xn)r(�) is live (all other conditions in the definition of twl join
are satisfied), namely iff r(�x�) ∈ twl2s, which is true iff x ∈ L(A).

Let r3 be the homomorphism that differs from r2 only in that it maps � to
〈r(�)〉10λ(2s), where λ(2s) is the least common multiple of all j = 1, . . . , 2s.
Since λ(2s) = 2Θ(s) [18, Lemma, part (b)], now each n-long x is sent to r3(�x�),
of length (2s+1) + (n+2)(4s)2 + (1+2Θ(s)) = 2O(s)n, which (as before) is in
twl long-join iff r(�)r(x1) · · · r(xn)r(�) is live, and thus iff x ∈ L(A). ��
Lemma 5. a2nfa and twl join are NL-complete and twl long-join ∈ NLL.

Proof. That a2nfa is NL-complete is well-known; in fact, NL-hardness follows
from Corollary 1a and Lemma 4. The NL-hardness of twl join follows similarly.

To solve twl join by a ntm in space O(log n), we work in two stages. First,
we deterministically verify the format: we check that there are at least two 1s,
count the number h of leading 0s, check that h divides the number of trailing
0s (by scanning and counting modulo h) and that (2h)2 divides the number
of “middle bits” (similarly). Then, we nondeterministically verify liveness, by
simulating on the “middle bits” the 2h-state 2nfa solving twlh [12]. Each stage
can be performed in space O(log h). Since h ≤ n, twl join ∈ NL.

To solve twl long-join we use the same algorithm, but with a preliminary
stage [18]. This starts by incrementing a counter from 1 upto the first number, t̃,
that does not divide the number t of trailing 0s (divisibility is always tested by
scan-and-count, as above). On reaching t̃, we compare it with the number h of
leading 0s (scan-and-count, again). If t̃ ≤ h, we reject; otherwise we continue
to the two main stages. Correctness should be clear. The space used in the
preliminary stage is O(log t̃). The two main stages cost O(log h), as above, which
is also O(log t̃) because we get to them only if h < t̃. Since t̃ = O(log t) [18,
Lemma, part (d)] and t ≤ n, the total space used is O(log log n). ��
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3 The Berman-Lingas Theorem

The Berman-Lingas Theorem [3, Th. 6] is usually cited as: if L = NL then every
s-state 2nfa can be simulated on poly(s)-long inputs by some poly(s)-state 2dfa.
However, Berman and Lingas actually claim a stronger statement [3, p. 17]:(6)

L = NL iff for each alphabet Σ there exists a log-space dtm TΣ which, on
input a 2nfa A over Σ (in binary) and a length m (in unary), outputs a
2dfa B (in binary) that has poly(sm) states, for s the number of states
in A, and may disagree with A only on positive instances longer than m.

Namely, the promised 2dfa is log-space constructible from the 2nfa and the
length bound and, with this into account, the converse is also true. Then, the
preceding citation is a corollary for the special case where m = poly(s).

However, these statements are valid only if Σ is constant. If instead the alpha-
bet grows with s, which is true for some 2N-complete problems, then the bound
for the states in B might even be exponential in s. To highlight this subtle point,
we state and prove the theorem under no assumptions for alphabet size.

Theorem (Berman-Lingas [3]). L ⊇ NL iff there exists a log-space dtm T which,
on input a 2nfa A (in binary) and a length m (in unary), outputs a 2dfa B (in
binary) that has poly(sσm) states, for s and σ the number of states and symbols
in A, and may disagree with A only on positive instances longer than m.

Proof. [⇒] Suppose L ⊇ NL. Then a2nfa ∈ L. Hence, some dtm M solves a2nfa

under empty advice and in space strongly bounded by log n.
Pick any (s, σ)-2nfa A and length m. By Lemma 4, we know L(A) ≤h a2nfa

via a reduction that has expansion μ(n) = O(s2σn) and is constructible from 〈A〉.
Hence (Lemma 2), constructing a 2dfa B for L(A) and lengths ≤ m reduces to
constructing a 2dfa B̃ for L(M) and lengths ≤ μ(m). This latter construction
is indeed possible, by Corollary 1a. We thus employ the series of transductions:

〈A〉#0m T1−→ 〈A〉#0μ(m) TM−→ 〈A〉#〈B̃〉 T2−→ 〈r〉#〈B̃〉 Th−→ 〈B〉 .

First, a simple log-space transducer T1 converts the original input 〈A〉#0m into
〈A〉#0μ(m), by doing the algebra. Then the log-space transducer TM guaran-
teed by Corollary 1a for M converts 0μ(m) into a 2dfa B̃ that has poly

(
μ(m)

)
states and can disagree with M only on positive instances longer than μ(m).
Then the log-space transducer T2 guaranteed by Lemma 4 for L(A) ≤h a2nfa

converts 〈A〉 into the encoding of the underlying homomorphism r. Finally, the
log-space transducer Th from Lemma 2 converts 〈r〉#〈B̃〉 into the desired 2dfa B
of 2 · poly

(
μ(m)

)
= poly(sσm) states. By the transitivity of log-space transduc-

tions, the full algorithm can also be implemented in logarithmic space.
[⇐] Suppose the log-space dtm T of the statement exists. Then a2nfa can be
reduced to a2dfa in logarithmic space, which implies L ⊇ NL (since a2nfa is NL-
hard, a2dfa ∈ L, and L is closed under log-space reductions). The reduction works
in two log-space steps. We first run a simple log-space transducer to convert the
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input 〈A〉#〈x〉 into 〈A〉#0m#〈x〉, where m := |x| = |〈x〉|/ lg σ, for σ the size of
the alphabet of A. We then apply T on 〈A〉#0m to produce 〈B〉#〈x〉, where B a
2dfa that agrees with A on all inputs of length at most m, including x. ��

It is now clear that, in the special case where we restrict to inputs of length
m = poly(s), the bound for the states in B is just poly(sσ). Hence, for an A
over an alphabet of size σ = 2Ω(s) (e.g., a 2nfa for twls), our bound for the
states in a 2dfa simulating A on poly(s)-long inputs is just 2poly(s). We stress
that this looseness is inherent in the Berman-Lingas argument, and not just
in our analysis of it: a larger alphabet for A implies longer encoding 〈A〉, thus
longer inputs to the alleged log-space dtm M for a2nfa, more space available
for M on its work tape, more internal configurations, more states in the 2dfa B̃
simulating M , and thus more states in the final 2dfa B simulating B̃.

It is also clear that the above theorem cannot be an equivalence without a con-
structive relationship between the given 2nfa A and length m and the promised
2dfa B. That is, if in the converse direction we are promised that for each A
and m a fitting B simply exists, as opposed to it being log-space constructible,
then the argument fails. This is an additional obstacle in connecting with the
2D v 2N question, which is purely existential: a proof that 2D ⊇ 2N needs no
log-space conversion of s-state 2nfas to equivalent poly(s)-state 2dfas.

The next theorem removes both of the above dependences, on alphabet size
and on log-space constructibility. To remove dependence on alphabet size, we
switch to another NL-complete problem; to remove dependence on constructibil-
ity, we switch to nonuniform L. The main structure of the argument is similar.

Theorem 1. L/poly ⊇ NL iff for every 2nfa A and length m there is a 2dfa B
that has poly(sm) states, for s the number of states in A, and agrees with A on
all instances of length at most m.

Proof. [⇒] Suppose L/poly ⊇ NL. Then twl join ∈ L/poly. Hence, some dtm M
solves twl join under strong advice Y of length g(m) = poly(m) in space
strongly bounded by f(m) = log m.

Pick any (s, σ)-2nfa A and length m. By Lemma 4, L(A) ≤h twl join with
expansion μ(n) = O(s2n). Hence (Lemma 2), a poly(sm)-state 2dfa B for L(A)
and lengths ≤ m exists if there exists a poly(sm)-state 2dfa B̃ for L(M, Y) and
lengths ≤ μ(m). Such a B̃ is given by Lemma 1 for M and Y: both f(μ(m)) and
lg g
(
μ(m)

)
are O

(
log(sm)

)
, and thus 2O(f(μ(m))+lg g(μ(m))) = poly(sm).

[⇐] Suppose that for every s-state 2nfa A and length m there is a poly(sm)-
state 2dfa B that agrees with A on all instances of length ≤ m.

Pick any L ∈ NL. Let Σ be its alphabet and M some ntm that solves it (under
empty advice) in space strongly bounded by log n. We know (Corollary 1a) that
for each length m there is a poly(m)-state 2nfa Am over Σ that agrees with M on
lengths ≤ m. Applying our assumption to each Am and m, we find a 2dfa Bm

over Σ that has poly(poly(m) · m) = poly(m) states and agrees with Am on
lengths ≤ m, meaning that it decides L correctly on lengths ≤ m.

Now let Y = (ym)m≥0 := (〈Bm〉)m≥0 and consider the dtm U over Σ which,
on input x and advice y, reads y as the encoding of a 2dfa and simulates it on x.
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Then L(U, Y) = {x ∈ Σ∗ | U accepts x and y|x|} = {x ∈ Σ∗ | B|x| accepts x} =
{x ∈ Σ∗ | x ∈ L} = L. Note that Y is strong advice: if |x| ≤ m then U accepts
x and ym ⇔ Bm accepts x ⇔ x ∈ L ⇔ B|x| accepts x ⇔ U accepts x and y|x|.
Also, |ym| = |〈Bm〉| = O(poly(m)2 · |Σ|) = poly(m) since Σ is constant, and
the simulation uses space strongly logarithmic in the number of states in Bm,
namely O

(
log poly(m)

)
= O(log m), irrespective of x. Overall, L ∈ L/poly. ��

We remark that the two dependences, on alphabet size and constructibility, do
not need to be removed from the Berman-Lingas Theorem simultaneously. Each
can also be removed individually, leading to two more variants of the original
theorem: one that differs from it only in that the bound for B is poly(sm), and
one that differs from Theorem 1 only in that the bound for B is poly(sσm).

Our second extension of the Berman-Lingas Theorem reduces the dependence
on the input lengths exponentially, by connecting to the stronger statement that
nondeterminism can be nonuniformly removed even on the log log n level. The
argument is again similar, we just need to switch to the long join of twl.

Theorem 2. LL/polylog ⊇ NLL iff for every 2nfa A and length m there is a
2dfa B that has poly(s log m) states, for s the number of states in A, and agrees
with A on all instances of length at most m.

Proof. [⇒] If LL/polylog ⊇ NLL then twl long-join ∈ LL/polylog, so a dtm M
solves twl long-join under strong advice Y of length g(m) = poly(log m) in
space strongly bounded by f(m) = log log m. As above, for any (s, σ)-2nfa A and
length m, we know L(A) ≤h twl long-join via a reduction of expansion μ(n) =
2O(s)n (Lemma 4). So (Lemma 2), it suffices to find a poly(s log m)-state 2dfa B̃
for L(M, Y) on lengths ≤ μ(m). This is given by Lemma 1, as both f(μ(m)) and
lg g
(
μ(m)

)
are O

(
log(s + log m)

)
, and so 2O(f(μ(m))+lg g(μ(m))) = poly(s log m).

[⇐] Suppose for each s-state 2nfa A and length m there is a poly(s log m)-
state 2dfa B that agrees with A on lengths ≤ m. As above, we pick any L ∈ NLL
over some Σ and let M be a ntm solving L in space strongly bounded by log log n.
Corollary 1b guarantees that for each m some poly(log m)-state 2nfa Am over Σ
agrees with M on lengths ≤ m. Hence (by our assumption), there is also a
2dfa Bm over Σ with poly(poly(log m) · log m) = poly(log m) states that agrees
with Am on lengths ≤ m, and thus correctly decides L on these lengths. So, we
consider Y = (ym)m≥0 := (〈Bm〉)m≥0. Under this advice, the same dtm U as
above (over the specific Σ) solves L. The advice is strong for the same reasons,
but its length now is |ym| = |〈Bm〉| = O(poly(log m)2 · |Σ|) = poly(log m),
causing the space usage to be O

(
log poly(log m)

)
= O(log log m). ��

A third extension is proved via the variants of twl join where the padding
condition “h divides t” is replaced by “every j ≤ logkh divides t”, for k ≥ 1.

Theorem 3. DSPACE(logεn)/2O(logεn) ⊇ NSPACE(logεn), where ε = 1/k ≤ 1,
iff for every 2nfa A and length m there is a 2dfa B that has poly(s2logεm)
states, for s the number of states in A, and agrees with A on all instances of
length at most m.
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4 Conclusion

We can now observe that Theorems 1-3 of the previous section are respectively
equivalent to Theorems 1-3 of the Introduction. For the pair of Theorems 1 this
is shown by the following lemma. Similar lemmas are possible for the other pairs.

Lemma 6. 2D � 2N has no poly(h)-long witnesses iff for every 2nfa A and
length m there is a 2dfa B that has poly(sm) states, for s the number of states
in A, and agrees with A on all instances of length at most m.

Proof. [⇒] Suppose 2D � 2N has no poly(h)-long witnesses. In particular, twl is
not an h-long witness. Hence, some family B′ = (B′

h)h≥1 of poly(h)-state 2dfas
admits no h-long hard instances of twl: i.e., for each family X = (xh)h≥1 of
such instances, B′ errs on X only finitely often. Hence, only finitely many B′

h fail
to be correct on all ≤ h-long instances of twlh. Replacing the failing B′

h with
larger 2dfas that do not fail, we get a new family B = (Bh)h≥1 of poly(h)-state
2dfas where Bh decides twlh correctly on all ≤ h-long instances, for all h.

Pick any s-state 2nfa A and length m. Let τ := max(2s, m+2). By Lemma 3,
we know L(A) ≤h twl2s with expansion μ(n) = n+2. Also, twl2s ≤h twlτ

with expansion μ′(n) = n (simply map �,� to ε, and each a ∈ Γ2s to the a′ ∈ Γτ

that has only the arrows of a). So, L(A) ≤h twlτ with expansion μ′(μ(n)). So
(Lemma 2), a 2dfa B for L(A) on lengths ≤ m can be derived from a 2dfa
for twlτ on lengths ≤ μ′(μ(m)) = m+2 ≤ τ . Such a 2dfa is Bτ , with poly(τ)
states. Hence, B has 2 · poly(τ) ≤ 2 · poly(2s + (m+2)) = poly(sm) states.

[⇐] Suppose for each s-state 2nfa and length m there is a poly(sm)-state
2dfa agreeing on all ≤ m-long instances. Pick any L = (Lh)h≥1 ∈ 2N and
p ∈ poly(h). Since L ∈ 2N, there is a q ∈ poly(h) and a family A = (Ah)h≥1

of q(h)-state 2nfas solving L. Applying our assumption on each Ah and p(h),
we find a 2dfa Bh that agrees with Ah on all ≤ p(h)-long instances and has
poly(q(h)p(h)) = poly(h) states. Hence, (Bh)h≥1 is a family of poly(h)-state
2dfas that admit no family of p(h)-long hard instances of L. ��

In closing, we suggest some notation that may facilitate discussions like ours.
Consider any 2fa family A = (Ah)h≥1, any family of promise problems L =
(Lh)h≥1, and any two function classes F ,G. We say A is F -large if Ah has ≤ f(h)
states, for some f ∈ F and all h; and that L is G-long if |x| ≤ g(h), for some
g ∈ G and all h and x ∈ L+

h ∪L−
h . Then the class 2NSIZE(F)/G consists of every

G-long family of promise problems solvable by some F -large family of 2nfas
—if we just write 2N/G, we mean F = poly(h); if we just write 2NSIZE(F), we
mean G contains all functions. We specifically let 2N/poly := 2N/poly(h) and
2N/exp := 2N/2poly(h). For 2dfas, we define the classes 2DSIZE(F)/G, 2D/G,
2DSIZE(F) analogously. Now, Theorems 1, 3, and 2 can be restated as:

2D ⊇ 2N/poly ⇐⇒ L/poly ⊇ NL

2D ⊇ 2N/2O(logk n) ⇐⇒ DSPACE(logεn)/2O(logεn) ⊇ NSPACE(logεn)
2D ⊇ 2N/exp ⇐⇒ LL/polylog ⊇ NLL

where ε = 1/k ≤ 1. Note that, next to a tm complexity class, “/·” bounds the
advice length; next to a 2fa complexity class, it bounds the length of the inputs.
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Notes

(1)Note the unusual form ‘A � B’. Whenever A ⊆ B, this is of course equivalent
to the more familiar ‘A � B’. Still, we will be studying cases where A ⊆ B is false
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(e.g., A = L/poly & B = NL) and thus ‘A � B’ is appropriate. We thus stick to
it throughout the article, so that every statement is easy to compare with any
other. We read and think of ‘A � B’ as ‘A does not cover B’ or ‘B eludes A’.

(2)Proof (Lemma 0). The behavior of a 2nfa A on a string x is the set of
tuples (p, d, q, e) of states p, q and sides d, e ∈ {l,r} such that A can exhibit a
computation that starts at p on the dmost symbol of x and eventually falls off
the emost symbol of x into q. Easily, if A has s states, then it can exhibit at most
2(2s)2 distinct behaviors. For a 2dfa, this number is (2s+1)2s = 22s lg(2s+1).

Now suppose L ∈ 2N\2D. Pick any 2dfa family B = (Bh)h≥1 where Bh has
O(hb) states, for a constant b. Since L /∈ 2D, B admits a family X = (xh)h≥1 of
hard instances: Bh errs on xh for infinitely many h. Since L ∈ 2N, there is a 2nfa
family A = (Ah)h≥1 where Ah solves Lh with O(ha) states, for a constant a.

The number of distinct behaviors that Ah and Bh can exhibit on a particular
input are respectively 2O(h2a) and 2O(hb log h). Hence, the number gh of distinct
pairs of behaviors of Ah and Bh is 2O(h2a+hb log h) = 2O(hc), if c = max(2a, b+1).
If xh is longer than gh, then it contains two prefixes on which Ah behaves the
same and Bh behaves the same, too. Removing the infix of xh between the right
boundaries of these prefixes, we get a shorter input x′

h that neither Ah nor Bh

can distinguish from xh. In particular, Bh errs on x′
h iff it errs on xh. Repeating

this process, we eventually bring the length of x′
h below gh.

The family of inputs X′ = (x′
h)h≥1 obtained this way is also a family of hard

instances of L for B, and their lengths are 2O(hc) = 2poly(h). Notice that, for a
family B′ of polynomially larger 2dfas (i.e., b′ > b and b′ ≥ 2a), our argument
will return a family of super-polynomially longer hard instances (i.e., c′ > c —to
be precise, they will be quasi-polynomially longer). ��

(3)Proof (Lemma 3). The reduction maps each a ∈ Σ∪{�,�} to a single symbol
r(a) ∈ Γ2s that fully encodes the “behavior of A on a” (as defined in Note 2,
see [12] for details). Hence, |r(�x�)| = |x| + 2 for all x ∈ Σ∗. Constructing 〈r〉
out of 〈A〉 is easily done with a finite number of pointers into 〈A〉. ��

(4)The suffix 10t and the condition ‘h divides t’ are redundant. They are in-
cluded only for symmetry, as the respective suffix and condition are needed in the
variants of twl join (twl long-join and the one described before Theorem 3).

(5)More tightly, the first expansion is O(s2σ)+n log σ. But the looser O(s2σn)
is simpler and does not harm conclusions, since it is later ([⇒] of B-L Theorem)
fed to an unspecified polynomial. Similar looseness is adopted elsewhere, too.

(6)The actual statement of [3, Th. 6] is very close to the usual citation given in
our text. However, it also includes a pointer to a Remark on p. 17, which explains
that the promised 2dfa can be constructed in logarithmic space and that with
this observation the theorem becomes an equivalence.

Also note that the second, complete statement in our text uses m as the
length bound. The actual statement of [3, Th. 6] uses s · m, for s the number of
states in the 2nfa. These two statements are equivalent. We have opted for the
one that is simpler and facilitates comparison with subsequent statements.
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Abstract. A binary matrix has the Consecutive Ones Property (C1P) if
there exists a permutation of its columns (i.e. a sequence of column swap-
pings) such that in the resulting matrix the 1s are consecutive in every row.
A Minimal Conflicting Set (MCS) of rows is a set of rows R that does not
have the C1P, but such that any proper subset of R has the C1P. In [5],
Chauve et al. gave a O(Δ2mmax(4,Δ+1)(n +m + e)) time algorithm to de-
cide if a row of a m× n binary matrix with at most Δ 1s per row belongs
to at least one MCS of rows. Answering a question raised in [2], [5] and
[25], we present the first polynomial-time algorithm to decide if a row of a
m × n binary matrix belongs to at least one MCS of rows.

1 Introduction

A binary matrix has the Consecutive Ones Property (C1P) if its columns can be
ordered in such a way that all 1s on each rows are consecutive. Both deciding if
a given binary matrix has the C1P and finding the corresponding columns per-
mutation can be done in linear-time [4, 11, 12, 15–17, 19, 22]. A characterization
of matrices having the C1P is given in [23]. The C1P of matrices has a long
history and it plays an important role in combinatorial optimization, including
application fields such as scheduling [1, 13, 14, 28], information retrieval [18],
and railway optimization [20, 21, 24] (see [8] for a recent survey).

This paper is devoted to Minimal Conflicting Sets (MCS), i.e., minimal sets
of rows or columns that prevent the matrix from having the C1P. A Minimal
Conflicting Sets of Rows (MCSR) (resp. Minimal Conflicting Sets of Columns
(MCSC)) is a set of rows R (resp. columns C) of a matrix that does not have the
C1P but such that any proper subset of R (resp. C) has the C1P. Dom [9] has
given an algorithm to find a minimum conflicting set in a given matrix. Recent
research in comparative genomics has proved MCS to be of particular interest.
Indeed, Bergeron et al. [2] and Stoye et al. [25] have shown how to compute
parsimonious evolution scenarios of gene clusters by ranking rows according to
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their Conflicting Index (CI), i.e., the number of MCSR involving a row. In both
papers, the problems of efficiently computing the CI of a row and of generating
all the MCS of a matrix problems were explicitly raised. Chauve et al. [5] gave the
first results for those two problems by presenting a O(Δ2mmax(4,Δ+1)(n+m+e))
time algorithm to decide if a row of m × n binary matrix with at most Δ 1s
per row has a positive CI. Note that this algorithm is practical only for small Δ
and Chauve et al. left as an open problem the question of whether there exists
a polynomial-time algorithm to decide if a row has a positive CI. In this paper
we give a positive answer to this open problem by combining characterization of
matrices having the C1P with graph pruning techniques.

This paper is organized as follows. In Section 2, we recall basic definitions
and formally introduce the problem we are interested in. We give in Section 3
a polynomial-time algorithm to decide if a row has a positive CI, and propose
in Section 4 some natural extensions. Due to space constraint, most proofs are
omitted.

2 Preliminaries

We assume readers have basic knowledge about graph theory [7] and we shall
thus use most conventional terms of graph theory without defining them (we
only recall basic definitions). Let G = (V, E) be a graph. The neighborhood of a
vertex v ∈ V is the set N(v) = {u : {u, v} ∈ E}. Two distinct vertices u, v ∈ V
are called twins if they have the same neighborhood, i.e., N(u) = N(v). For any
V ′ ⊆ V , we denote by G[V ′] the subgraph of G induced by V ′ with the addi-
tional property that all isolated vertices have been deleted (whereas the latter
requirement is non-standard it will prove useful to simplify the presentation). A
path from vertex u to vertex v is abbreviated to a uv-path. Finally, for any path
p in G, we let V (p) ⊆ V stand for the set of all vertices involved in p.

A matrix M is simple if it does not contain two identical columns or rows,
and simplifying a matrix is the (polynomial-time) process of deleting identical
rows and columns. In the sequel, we assume any matrix to be simplified. A (0, 1)-
matrix is a matrix in which each entry is either zero or one. Let M be a m × n
(0, 1)-matrix. Its corresponding vertex-colored bipartite graph G(M) = (R, C, E)
is defined as follows: for every row (resp. column) of M there is a black (resp.
white) vertex in R (resp. C), and there is an edge between a black vertex vi and
a white vertex vj , i.e., an edge between the vertices that correspond to the ith

row and the jthth column of M , if and only if M [i, j] = 1. Equivalently, M is
the reduced adjacency matrix of G(M). We shall usually write R = {ri : 1 ≤
i ≤ m} and C = {cj : 1 ≤ j ≤ n}. In the sequel, we shall speak indistinctly
about binary matrices and their corresponding vertex-colored bipartite graphs.
An asteroidal triple is an independent set of three vertices such that each pair
is joined by a path that avoids the neighborhood of the third. Tucker [27] has
proved that if a (0, 1)-matrix contains an asteroidal triple then it does not have
the C1P. Furthermore, Tucker has given a complete characterization of matrices
containing asteroidal triples.
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Theorem 1 ([27], Theorem 9). A (0, 1)-matrix has the C1P if and only if it
contains none of the matrices MIk

, MIIk
, MIIIk

(k ≥ 1), MIV and MV depicted
in Figure 1.

Write T = {MIk
, MIIk

, MIIIk
, MIV , MV }. Let M be a (0, 1)-matrix. Accord-

ing to Theorem 1, for any MCSR RT of M , G(M)[RT ∪ C] contains at least
one Tucker configuration T = (RT , CT , E′) ∈ T , and for any R′

T � RT ,
G(M)[R′

T ∪ C] has the C1P, i.e., it does not contain a Tucker configuration. A
similar observation can be done for MCSC. For the sake of brevity, any Tucker
configuration contained in an MCSR (or MCSC) will be said to be responsible
for this MCSR (or MCSC).

Fig. 1. Forbidden bipartite graphs [27]. Black (resp. white) vertices correspond to rows
(resp. columns) of the corresponding matrices. Gray vertices and light edges are not
part of the Tucker configurations but represent the extra columns that our algorithm
will report. For G(MIk ), any triple of white vertices forms an asteroidal triple. For all
other forbidden structures, there are exactly one asteroidal triple (cx, cy , cz).

Following our previous work on Tucker forbidden structures [3], our algo-
rithm is based on shortest paths and two graph pruning techniques (graph prun-
ing techniques were introduced by Conforti et al. [6]). Let us define the clean
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and anticlean pruning operations. Let M be a binary matrix and G(M) =
(R, C, E) be the corresponding vertex-colored bipartite graph. For any vertex
v ∈ R (resp. v ∈ C), clean(v) results in the graph G(M)[R ∪ (C \ N(v))] (resp.
G(M)[(R \ N(v)) ∪ C]). In other words, clean(v) results in a graph where any
neighbor of v has been deleted. For any node v ∈ R (resp. v ∈ C), anticlean(v)
results in the graph G(M)[R ∪ (C \ {u : u �∈ N(v)})] (resp. G(M)[(R \ {u :
u �∈ N(v)}) ∪ C]). In other words, anticlean(v) results in a graph where any
node that does not belong to the same partition nor the neighborhood of v has
been deleted. By abuse of notation, we shall write clean(u1, u2, . . . , uk) for the
sequence clean(u1), clean(u2), . . . , clean(uk) (a similar abuse will be used for
anticlean).

Remark 1. It is of particular importance to note that we shall always consider
that vertices given as inputs to our algorithms will never be affected (i.e., deleted)
by the clean and anticlean operations.

3 Finding an MCSR Involving a Given Row

We present in this section a polynomial-time algorithm for reporting (if it exists)
an MCSR involving a given row. Our main result can be stated as follows.

Proposition 1. Let M be m × n (0, 1)-matrix. For any row r of M , decid-
ing whether there exists an MCSR involving row r is solvable in O(m6n5(m +
n)2 log(m + n)) time.

To prove Proposition 1, we provide a sequence of polynomial-time algorithms
for finding a minimal Tucker configuration of a given type T ∈ T = {MIk

,
MIIIk

, MIIk
, MIV , MV } (in this particular order) responsible for an MCSR in-

volving a given row (if it exists). The following easy lemma will prove to be
extremely useful in the sequel.

Lemma 1. Let T = (RT , CT , ET ) be a Tucker configuration responsible for an
MCSR involving a given row r in G(M) = (R, C, E). Then RT is an MCSR
involving r and there is no smaller Tucker configuration – in terms of number
of rows (or black nodes) – in G(M)[RT ∪ C].

3.1 MIk Tucker Configurations

Proposition 2. Let M be a (0, 1)-matrix with corresponding vertex-colored bi-
partite graph G(M) = (R, C, E), and r be any row of M . Finding (if it exists)
a minimum cardinality RT ⊆ R responsible for an MCSR involving row r such
that G(M)[RT , CT ] = G(MIk

) for some CT ⊆ C and some k ≥ 1 is a O(m4n4)
time procedure.

Observe that MIk
is a hole (a chordless cycle of length at least 6), and hence

without loss of generality we associate r to rA in G(MIk
) (see Figure 1). We

need to consider three cases: k = 1, k = 2 and k > 2. We first try to find
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Algorithm 1. Check-MIk
(cx, cy, rA, rB , rC)

Require: A bipartite graph G(M) = (R, C, E), three black vertices rA, rB , rC ∈ R (r
identified to rA) and two white vertices cx, cy ∈ C such that (rC , cy , rA, cx, rB) is a
path in G(M). It is assumed that G(M) does not contain any G(MI1) or G(MI2)
involving row r.

Ensure: Return RT ⊆ R such that G(MIk ) = (RT , CT , E′) for some CT ⊆ C is an
MCSR involving row r, or return the failure message “NO” if such a configuration
does not exist.

1: if N(rA) ∩ N(rB) ∩ N(rC) �= ∅ then
2: return “NO”
3: end if
4: clean(c) for all c ∈ N(rA) \ N(rB)
5: clean(c) for all c ∈ N(rA) \ N(rC)
6: clean(rA, cx, cy)
7: delete vertex rA

8: if there exists a rBrC-path in the pruned graph then
9: let P be a shortest rBrC-path in the pruned graph

10: return return {rA} ∪ {ri : ri ∈ V (P ) ∩ R}
11: else
12: return “NO”
13: end if

some G(MI1) = (RT , CT , E′) involving row r using any brute-force algorithm.
If we succeed, we are done since any proper subset of RT – of size at most 2 –
cannot contain any other Tucker configuration. Otherwise, using any brute-force
algorithm, we try to find some G(MI2) = (RT , CT , E′) involving row r with the
additional property that there do not exist R′

T � RT and C′
T ⊆ C such that

G(MIII1) = G(M)[R′
T ∪ C′

T ]. This latter additional constraint is necessary and
sufficient since G(MIII1) is the only smaller Tucker configuration involving row
r that could occur in G(M). If both tries failed, we turn to k > 2 and apply
Algorithm 1 for every tuple of parameters (cx, cy, r, rB, rC), where cx, cy ∈ C,
rB, rC ∈ R, and (rC , cy, r, cx, rB) is a path in G(M). Among the non-failure
answers (if any), we return the smallest one.

Lemma 2. If there exist an MCSR RT ⊆ R with {rA = r, rB , rC} ⊆ RT

such that G(M)[RT , CT ] = G(MIk
) for some k > 2 and some CT ⊆ C with

{cx, cy} ⊆ CT , then Algorithm 1 for parameters (cx, cy, rA = r, rB , rC) finds it.

We now turn to evaluating the time complexity of one call to Algorithm 1.
Checking that N(ri)∩N(rB)∩N(rC) is empty is a O(n) time procedure. Cleaning
any white vertex can be done in O(m) time and cleaning rA can be done in O(n)
time. Using a BFS search, finding a shortest rBrC -path is O(n +m + mn) time.
Summing up, the total time complexity of Algorithm 1 is O(mn).

Correctness of Proposition 2 follows from Lemma 2. What is left is to prove
the total time complexity. According to Lemma 2, for any row r, we can call
Algorithm 1 for parameters (cx, cy, rA = r, rB , rC) to find an MCSR (if it exists)
involving row r. There are O(m2n2) such tuples, and hence we have a O(m3n3)
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time procedure for k > 2. As for k = 1 and k = 2, a brute-force algorithm yields a
O(m4n4) time procedure, the dominant term in our approach for G(MIk

) Tucker
configurations.

3.2 MIIIk Tucker Configurations

We assume in this subsection that there does not exist a G(MIk
) Tucker config-

uration in G(M) responsible for an MCSR involving a given row r.

Proposition 3. Let M be a (0, 1)-matrix with corresponding vertex-colored bi-
partite graph G(M) = (R, C, E), and r be any row of M . Assuming that there
does not exist a G(MIk

) in G(M) responsible for an MCSR involving row r,
finding (if it exists) a minimum cardinality RT ⊆ R responsible for an MCSR
involving row r such that G(M)[RT , CT ] = G(MIIIk

) for some CT ⊆ C and some
k ≥ 1 is a O(m5n5(m + n)2 log(m + n)) time procedure.

If such a G(MIIIk
) Tucker configuration exists and is responsible for an MCSR

involving row r, then r can be any of the black vertices of G(MIIIk
). However,

thanks to symmetries, it is enough to suppose that row r is identified to rA, rD

or rF in G(MIIIk
).

Our algorithm is as follows. If we don’t succeed in finding some G(MIk
)

Tucker configuration responsible for an MCSR involving row r (see Subsec-
tion 3.1), we look for some T = G(MIII1) = (RT , CT , ET ) Tucker configuration
involving row r (brute-force algorithm). If such a G(MIII1) Tucker configura-
tion exists, RT is certainly an MCSR (involving row r). If we fail, we call Al-
gorithm 2 for every tuple of arguments (cx, cy, cz, r, rB, rF ) with rB, rF ∈ R
and cx, cy, cz ∈ C, and next call Algorithm 3 for every tuple of arguments
(cv, cw, cx, cy, cz , rA, rB, rC , r, rE , rF ) with rA, rB , rC , rE , rF ∈ R and cv, cw,
cx, cy, cz ∈ C. Among the non-failure solutions, we return the smallest one.

Lemma 3. If there exists an MCSR RT ⊆ R involving row r (identified to rA

or rB) such that {rA, rB, rF } ⊆ RT and {cx, cy, cz} ∈ CT , and G(M)[RT , CT ] =
G(MIIIk

) for some k > 1 and some CT ⊆ C, then Algorithm 2 for arguments
(cx, cy, cz, rA, rB , rF ) finds it.

Lemma 4. If there exists an MCSR RT ⊆ R involving row r (identified to
rD) such that {rA, rB , rC , rD, rE , rF } ⊆ RT and {cv, cw, cx, cy, cz} ∈ CT , and
G(M)[RT , CT ] = G(MIIIk

) for some k > 1 and some CT ⊆ C, then Algorithm 3
for arguments (cv, cw, cx, cy, cz, rA, rB, rC , r, rE , rF ) finds it.

We now turn to evaluating the time complexity of Algorithm 3 (the time com-
plexity of Algorithm 2 is clearly negligible with that of Algorithm 3). There are
O(m5n5) calls to Algorithm 3, and hence the whole procedure (summing up all
calls to Algorithm 3) is O(m5n5(m+n)2 log(m+n)) time. As for the exhaustive
search for G(MIII1) Tucker configurations, it is O(m3n4) time. Therefore, the
algorithm, as a whole, is O(m5n5(m + n)2 log(m + n)) time. Proposition 3 is
proved.
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Algorithm 2. Check-MIIIk
(cx, cy, cz, rA, rB , rF )

Require: A bipartite graph G(M) = (R, C, E), three black vertices rA, rB , rF ∈ R
and three white vertices cx, cy, cz ∈ C such that rA ⊆ N(cx), rB ⊆ N(cy), and
rF ⊆ N(cz). Row r is identified to rA or rB . It is assumed that G(M) does not
contain any G(MIk ) or G(MIII1) Tucker configuration involving row r.

Ensure: Return RT ⊆ R such that where G(MIIIk ) = (RT , CT , E′) for some CT ⊆ C
is a (row-) minimal MCSR involving row r if it exists, or the failure message “NO”
if such a configuration does not exist.

1: clean(cx, cy, cz)
2: clean(c) for all c /∈ N(rA)
3: anticlean(rA)
4: remove vertex rA

5: if there exists a rBrF -path in the pruned graph then
6: let P be a shortest rBrF -path in the pruned graph
7: return return {rA} ∪ {r : r ∈ V (P ) ∩R}
8: else
9: return “NO”

10: end if

Algorithm 3. Check-MIIIk
(cv, cw, cx, cy, cz, rA, rB , rC , rD, rE , rF )

Require: A bipartite graph G(M) = (R, C, E), six black vertices rA, rB , rC , rD,
rE , rF ∈ R and five white vertices cv , cw, cx, cy , cz ∈ C such that rA ⊆ N(cx) ∩
N(cv) ∩ N(cw), rB ⊆ N(cy), rF ⊆ N(cz), rC ⊆ N(cv), rD ⊆ N(cv) ∩ N(cw), and
rE ⊆ N(cw). Row r is identified to rD. It is assumed that G(M) does not contain
any G(MIk ) or G(MIII1) Tucker configuration involving row r.

Ensure: Return RT ⊆ R such that G(MIIIk ) = (RT , CT , E′) for some CT ⊆ C is
a (row-) minimal MCSR involving row r, or the failure message “NO” if such a
configuration does not exist.

1: if N(rC) ∩ N(rD) ∩ N(rE) �= ∅ or (N(rC) ∪ N(rD) ∪ N(rE)) \ N(rA) �= ∅ then
2: return “NO”
3: end if
4: clean(c) for all c ∈ N(rD)
5: clean(cv , cw, cx, cy, cz)
6: clean(c) for all c /∈ N(rA)
7: anticlean(rA)
8: remove the node rA

9: if there exists a rBrF -path using rD in the pruned graph then
10: let P be a shortest such rBrF -path in the pruned graph
11: return return {rA} ∪ {r|r ∈ V (P ) ∩R}
12: else
13: return “NO”
14: end if

3.3 MIIk Tucker Configurations

We assume in this subsection that there does not exist a G(MIk
) nor a G(MIIIk

)
Tucker configuration in G(M) responsible for an MCSR involving a given row r.
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Proposition 4. Let M be a (0, 1)-matrix with corresponding vertex-colored bi-
partite graph G(M) = (R, C, E), and r be any row of M . Assuming that there
does not exist a G(MIk

) in G(M) responsible for an MCSR involving row r,
finding (if it exists) a minimum cardinality RT ⊆ R responsible for an MCSR
involving row r such that G(M)[RT , CT ] = G(MIIk

) for some CT ⊆ C and some
k ≥ 1 is a O(m6n5(m + n)2 log(m + n)) time procedure.

Notice that if such a G(MIIk
) Tucker configuration does exist and is responsible

for an MCSR involving row r then r can be any of the black vertices of G(MIIk
)

(see Figure 1). However, thanks to symmetries, it is enough to suppose that row
r is identified to rA, rC or rE in G(MIIk

) (all other possibilities are equivalent
up to a straightforward renaming). Although at first odd, it is also crucial for
correctness to assume that no G(MIk

) is responsible in G(M) for an MCSR
involving row r.

Our algorithm is as follows. If we don’t succeed in finding some G(MIk
)

Tucker configuration responsible for an MCSR involving row r (see Subsec-
tion 3.1), we next look for some G(MII1) = (RT , CT , E′) Tucker configuration
involving row r using any brute-force algorithm. If we succeed, we are done
since any proper subset of RT – of size at most 3 – cannot contain any other
Tucker configuration. Otherwise, we use a three-step procedure. We first call
Algorithm 4 for every tuple (cx, cy, cz, rA, rB , rC , rH) with rA = r, rB , rC , rH ∈
R and cx, cy, cz ∈ C, and next for every tuple (cx, cy, cz, rA, rB, rC , rH) with
rA, rB , rC = r, rH ∈ R and cx, cy, cz ∈ C. Finally, we call Algorithm 5 for every
tuple (cv, cw, cx, cy, cz , rA, rB, rC , rH , rD, r, rF ), rA, rB, rC , rD, rF , rH ∈ R and
cv, cw, cx, cy, cz ∈ C. Among the non-failure solutions, we return the smallest
one.

Lemma 5. If there exists an MCSR RT ⊆ R involving row r (either identified
to rA or rC) such that {rA, rB, rC , rH} ⊆ RT , {cx, cy, cz} ⊆ CT for some
CT ⊆ C, and G(M)[RT , CT ] = G(MIIk

) for some k > 1, then Algorithm 4 for
arguments (cx, cy, cz, rA, rB , rC , rH) finds it.

Lemma 6. If there exists an MCSR RT ⊆ R involving row r (identified to rE)
such that {rA, rB , rC , rD, rE , rF , rH} ⊆ RT , {cv, cw, cx, cy, cz} ⊆ CT for some
CT ⊆ C, and G(M)[RT , CT ] = G(MIIk

) for some k > 1, then Algorithm 5 for
arguments (cv, cw, cx, cy, cz, rA, rB, rC , rD, r, rF , rH) finds it.

We now turn to evaluating the time complexity of Algorithm 5 (the time com-
plexity of Algorithm 4 is clearly negligible with that of Algorithm 5). We first
observe that, in a graph of order n, one can find a shortest uv-path that goes
through a given node w in O(n2 log n) time [26]. Indeed, it is enough to add a new
vertex x, N(x) = {u, v}, and use the algorithm of Suurballe to find two vertex-
disjoint paths between a source (i.e., w) and a sink (i.e., x) with minimum sum
length. Testing emptiness of N(rH) ∩ N(rA) \ N(rB), N(rC) ∩ N(rB) \ N(rA),
N(rD) ∩ N(rE) ∩ N(rF ), and (N(rD) ∪ N(rE) ∪ N(rF )) \ (N(rA) ∩ N(rB))) is
a simple O(n) time procedure. Cleaning any white node can be done in O(m)
time, and cleaning rA and rB in O(n) time. Moreover, according to the above,
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Algorithm 4. Check-MIIk
(cx, cy, cz, rA, rB , rC , rH)

Require: A bipartite graph G(M) = (R, C, E), four black vertices rA, rB , rC , rH ∈ R
and three white vertices cx, cy , cz ∈ C such that (rC , cy , rA, cx, rB , cz, rH) is a path
in G(M). Row r is identified either to rA or rC . Furthermore, it is assumed that
G(M) does not contain any G(MIk ) or G(MII1) Tucker configuration involving
row r.

Ensure: Return RT ⊆ R such that G(MIIk ) = (RT , CT , E′) for some CT ⊆ C is an
MCSR involving row r, or the failure message “NO” if such a configuration does
not exist.

1: if N(rH) ∩ (N(rA) \ N(rB)) �= ∅ or N(rC) ∩ (N(rB) \ N(rA)) �= ∅ then
2: return “NO”
3: end if
4: clean(c) for all c /∈ N(A) ∩ N(B)
5: clean(cx, cy, cz)
6: anticlean(rA, rB)
7: remove the vertices rA and rB

8: if there exists a rCrH-path in the pruned graph then
9: let P be a shortest rCrH-path in the pruned graph

10: return {rA, rB, rC , rH} ∪ {r : r ∈ V (P ) ∩R}
11: else
12: return “NO”
13: end if

finding a shortest rCrH -path that goes through rE in the pruned graph (after
having removed rA and rB) is a in O((m+n)2 log(m+n)) procedure. Therefore,
the time complexity of one call to Algorithm 5 is O((m + n)2 log(m + n)) time.

According to Lemma 6, for a given row r, we have to call Algorithm 5 for
any tuple (cv, cw, cx, cy, cz, rA, rB, rC , rD, r, rF , rH), rA, rB, rC , rD, r, rF , rH ∈ R
and cv, cw, cx, cy, cz ∈ C, and return the smallest MCSR involving row r (if such
a Tucker configuration exists). There are O(m6n5) such tuples for a given row
r, and hence trying all tuples results in a O(m6 < n5(m + n)2 log(m + n)) time
procedure. The exhaustive search for G(MII1) is a simple O(m4n4) time proce-
dure. Therefore, one can find the smallest RT ⊆ R such that G(M)[RT , CT ] =
G(MIIk

) for some CT ⊆ C that is responsible for an MCSR involving row r in
O(m6n5(m + n)2 log(m + n)) time (if it exists). Proposition 4 is proved.

3.4 MIV and MV Tucker Configurations

Proposition 5. Let M be a (0, 1)-matrix with corresponding vertex-colored bi-
partite graph G(M) = (R, C, E), and r be any row of M . Finding (if it exists)
a minimum cardinality RT ⊆ R responsible for an MCSR involving row r such
that G(M)[RT , CT ] = G(MIV ) (resp. G(MV )) for some CT ⊆ C and some k ≥ 1
is a O(m3n6) (resp. O(m3n5)) time procedure.

Proof. The proof is by brute-force searching for a G(M)[RT , CT ] = G(MIV )
(resp. G(MV ))) Tucker configuration involving row r (identified to rA, see Fig. 1).
The running time for both cases follows easily.
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Algorithm 5. Check-MIIk
(cv, cw, cx, cy, cz, rA, rB , rC , rD, rE , rF , rH)

Require: A bipartite graph G(M) = (R, C, E), seven black vertices rA, rB, rC , rD, rE,
rF , rH ∈ R and five white vertices cv, cw, cx, cy , cz ∈ C such that both (rC , cy, rA,
cx, rB, cz, rH) and (rD, cv, rE , cw, rF ) are paths in G(M) and {cv, cw} ⊆ N(rA) ∩
N(rB). Row r is identified to rE . It is assumed that G(M) contains neither a
G(MIk ) or a G(MII1) Tucker configuration involving row r.

Ensure: Return RT ⊆ R such that G(MIIk ) = (RT , CT , E′) for some CT ⊆ C is row-
minimal MCSR involving row r if it exists, or the failure message “NO” is such a
configuration does not exist.

1: if N(rH)∩N(rA)\N(rB) �= ∅ or N(rC)∩N(rB)\N(rA) �= ∅ or N(rD)∩N(rE)∩
N(rF ) �= ∅ or (N(rD) ∪ N(rE) ∪ N(rF )) \ (N(rA) ∩ N(rB) then

2: return “NO”
3: end if
4: clean(c) for all c ∈ N(rE)
5: clean(c) for all c /∈ N(A) ∩ N(B)
6: clean(cx, cy, cz, cv, cw)
7: anticlean(rA, rB)
8: remove the black vertices rA and rB

9: if there exists a rCrH-path that goes though rE in the pruned graph then
10: let P be a shortest rCrH-path that goes though rE in the pruned graph
11: return return {rA, rB, rC , rD, rE , rF , rH} ∪ {r : r ∈ V (P ) ∩R}
12: else
13: return “NO”
14: end if

What is left is to prove that G(M)[RT , C] does not contain any smaller
Tucker configuration. We first prove correctness for G(M)[RT , CT ] = G(MIV ).
Indeed, focus on G(M)[RT , C] and suppose that there exists some white
vertex cs ∈ C \ CT that is not a clone of some white vertex in CT . Then it follows
that N(cs) = {rA, rB}, N(cs) = {rA, rD}, N(cs) = {rB, rD}, or N(cs) = {rc}. If
N(cs) = {rc) we are done. Otherwise, G(M)[RT , C] contains a (smaller) G(MI1)
Tucker configuration. A contradiction since G(M) is assumed not to contain a
MIk

Tucker configuration involving row r. We now turn to prove correctness
for G(M)[RT , CT ] = G(MV ). Focus on G(M)[RT , C] and suppose that there
exists some white vertex cs ∈ C \ CT that is not a clone of some white
vertex in CT . Then it follows that N(cs) = {rA, rB}, N(cs) = {rA, rC}, N(cs) =
{rA, rD}, or N(cs) = {rB, rD}. If N(cs) = {rA, rC} we are done. Otherwise,
G(M)[RT , C] contains a (smaller) G(MI1) Tucker configuration. A contradiction
since G(M) is assumed not to contain a MIk

Tucker configuration involving
row r. ��

3.5 Summing Up

Table 1 summarizes our results.
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Table 1.

Tucker configuration Running time

MIk O(m3n4)

MIIk O(m6n5(m + n)2 log(m + n))

MIIIk O(m5n5(m + n)2 log(m + n))

MIV O(m2n6)

MV O(m3n5)

Total O(m6n5(m + n)2 log(m + n))

4 Applying Our Framework to Related Problems

Our graph pruning techniques can be used for solving related combinatorial
problems. We briefly discuss these related points.

First, the property we have considered was C1P, where a matrix has C1P
when the columns can be sorted in such a way that on each row the 1s are
consecutive. It is simple to check that our framework can also consider the case
when the property is the transpose, i.e., the rows can be sorted in such a way
that on each column the 1s are consecutive.

More interestingly, let us point out that our framework also implies an
polynomial-time algorithm for the Circular Ones Property (Circ1P) studied in
[10]. A matrix has the Circ1P if its columns can be ordered in such a way that all
1s or all 0s (possibly both) on each row are consecutive (it may help to consider
the matrix as being wrapped around a vertical cylinder). Indeed, according to
[10], Corollary 2.2, given an m×n matrix M and an arbitrary integer 1 ≤ j ≤ n,
one can compute a matrix M ′ such that M has the Circ1P if and only if M ′ as
the C1P. Therefore, we can check in polynomial-time if a given row is involved
in an MCSR for both C1P and Circ1P.

References

1. Bartholdi, J.J., Orlin, J.B., Ratliff, H.D.: Cyclic scheduling via integer programs
with circular ones. Oper Res. 28(5), 1074–1085 (1980)

2. Bergeron, A., Blanchette, M., Chateau, A., Chauve, C.: Reconstructing ancestral
gene orders using conserved intervals. In: Jonassen, I., Kim, J. (eds.) WABI 2004.
LNCS (LNBI), vol. 3240, pp. 14–25. Springer, Heidelberg (2004)

3. Blin, G., Rizzi, R., Vialette, S.: A Faster Algorithm for Finding Minimum Tucker
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Two Combinatorial Criteria for BWT Images

Konstantin M. Likhomanov and Arseny M. Shur
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Abstract. Burrows–Wheeler transform (BWT) is a block data trans-
formation, i. e. a function on finite words. This function is used in loss-
less data compression algorithms and possesses interesting combinatorial
properties. We study some of these properties. Namely, we prove two nec-
essary and sufficient conditions concerning BWT images. The first one
describes the words that are BWT images, while the second one explains
which words can be converted to BWT images using a natural “pump-
ing” procedure. Both conditions can be checked in linear time.

1 Introduction to BWT

In 1994, M. Burrows and D. J. Wheeler introduced a new lossless data com-
pression scheme based on a preprocessing algorithm which is now known as
Burrows–Wheeler transform (BWT). BWT maps any finite string (word) w over
an ordered alphabet to its permutation bwt(w) defined as follows. Take all cyclic
shifts of w, including w itself, sort them lexicographically and write them one
under another to obtain a square table denoted by T(w). The word written in
the last column of this table is bwt(w). For example, bwt(banana) = nnbaaa
provided that a < b < n:

T(banana) =

⎡
⎢⎢⎢⎢⎢⎢⎣

a b a n a nnn
a n a b a nnn
a n a n a bbb
b a n a n aaa
n a b a n aaa
n a n a b aaa

⎤
⎥⎥⎥⎥⎥⎥⎦

The use of BWT in data compression is based on the context dependence in most
data sources: almost each symbol heavily depends on preceding symbols (“left
context”) as well as on subsequent symbols (“right context”). For example, in an
English text, only the letter ‘e’ (and rarely ‘E’) can precede the segment ‘xample’.
BWT groups the symbols with similar right context (the rows beginning with
‘xample’ end by ‘e’) and thus produces long runs of identical symbols. So, the
output of BWT is a very good source for standard run-length or move-to-front
compressing techniques. The existence of efficient algorithms to calculate both
mappings bwt and bwt−1 allows one to build BWT-compressors for practical
use. A short list of such compressors can be found in [2]. For more basics on
BWT-based data compression the reader is addressed to [9]. Some of the recent
studies on different aspects of BWT are gathered in [6].

A. Kulikov and N. Vereshchagin (Eds.): CRS 2011, LNCS 6651, pp. 385–396, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Besides all possible implementations, BWT is a quite natural combinatorial
mapping possessing nice properties. The results obtained in this direction mainly
concerns words having “simple” BWT images [7,8,10,11] and permutations asso-
ciated with BWT (see, e.g., [4,5]). In this paper, we study the following natural
question: are there any words whose BWT image has a given prescribed form?

We consider two versions of this question. The first version is the simplest
one: decide, whether a given word is a BWT image. E. g., is there a word w such
that bwt(w) = banana? For the second version, consider the representation of
any word u in the form bi1

1 . . . bik

k , where b1, . . . , bk are letters, bj �= bj+1 for all
j < k, and i1, . . . , ik ∈ IN. We say that the word b1 . . . bk is the block sequence of
u. Note that if u is a BWT image of a context dependent fragment of data, then
the block sequence of u is usually much shorter than u itself. So, the question is
whether there exists a BWT image with a given block sequence. E. g., is there a
word w such that bwt(w) = bi1ai2ni3ai4ni5ai6 for some i1, . . . , i6 ∈ IN? Note that
the papers [8,10,11] were devoted to the study of the words over the alphabet
{a1 < . . . < an} whose BWT images have the block sequence an . . . a1.

In the paper, we answer the above question, providing efficiently testable
necessary and sufficient conditions for both mentioned versions of this question.
After necessary preliminaries, in Sect. 3 we characterize the property “to be
a BWT image” in terms of permutations and give a linear-time algorithm to
check the characterizing condition. This algorithm can be also used for efficient
calculation of BWT preimages. In Sect. 4, we find a combinatorial property (of
words) which is equivalent to the property “to be a block sequence of a BWT
image”. This property can be checked in linear time also. In addition, we show
that a block sequence of a BWT image is a block sequence of infinitely many
BWT images and provide a quadratic-time algorithm that builds BWT images
from a block sequence.

2 Definitions and Preliminaries

Let Σ = {a1, a2, . . . , an} be a fixed ordered alphabet with a1 < a2 < . . . < an.
The induced lexicographic ordering on the set Σ∗ of all finite words over Σ will
be also denoted by <. Unless explicitly specified, we consider the words over Σ.
A word u is primitive if the equality u = wk implies k = 1. The length of a word
u is denoted by |u|. Let r be the right cyclic shift operation on Σ∗: r(uc) = cu
for any u ∈ Σ∗, c ∈ Σ. Words u and v are conjugates if u = ri(v) for some i. A
word u has |u| distinct conjugates if and only if u is primitive.

Take a word u and let m = |u|. The m × m BWT table T(u) and the BWT
image bwt(u) are defined above.

As usual, Sm denotes the set of all permutations of the set {1, . . . , m}. Let
θ ∈ Sm, i ∈ {1, . . . , m}. The set {i, θ(i), θ2(i), θ3(i), . . .} is an orbit of θ. The
orbits of θ form a partition of the set {1, . . . , m}. For an m-element sequence
y = (y1, . . . , ym) of any origin (e.g. for a word), the action of θ on y is defined
by θ(y1, . . . , ym) = (yθ(1), . . . , yθ(m)).

Let w = c1 . . . cm be a word. There is a unique permutation σw ∈ Sm such
that (1) if ci < cj , then σw(i) < σw(j) and (2) if ci = cj , then the difference
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σw(i)−σw(j) has the same sign as i−j. This permutation is said to be the stable
sorting of w. The difference σw(i)−i will be called the shift of the i-th letter of
w under the stable sorting and denoted by sw(i). Thus, σw(i) = i+sw(i).

Every word w has a unique representation w = cp1
1 . . . cpl

l such that ci �= ci+1

for all i < l. The words cpi

i are blocks of w. It is easy to see that the stable
sorting of w moves each block as a whole, so that the shifts of all letters in a
block coincide. Then we can define the shift of a block under the stable sorting as
the shift of its letters. We write Sbw(t) for the shift of the block cpt

t . To calculate
this shift, look at the blocks preceding cpt

t in the word w and in the “stably
sorted” word σw(w). If ci = ct, then the stable sorting preserves the mutual
location of the blocks cpi

i and cpt

t . Let ci �= ct. If i < t, then cpi

i is on the left
of the block cpt

t in the word w; the stable sorting moves cpi

i to the right of cpt

t

if and only if ci > ct. Similarly, the stable sorting moves the block c
pj

j from the
right to the left of cpt

t if and only if j > t and cj < ct. Since |cpi

i | = pi, we get

Sbw(t) =
∑
i<t,

ci>ct

pi −
∑
j>t,

cj<ct

pj (1)

3 BWT and Structure of Permutations

Proposition 1. Let u be a primitive word. Then σbwt(u) has a single orbit.

Proof. The rows of the table T(u) represent the conjugates of u and hence are
all different. Let us move the rightmost column of T(u) to the leftmost position,
obtaining the table T′. In this way, each row v of T(u) will be transformed to
r(v), so the set of rows will not change. Thus, if we write the rows of T′ in
lexicographic order, we will get the table T(u) once again. This transformation
is the action of some permutation on the sequence of rows of the table T′. Let
us denote this permutation by θ. Since the first column of T′ contains the word
w = bwt(u), we see that θ(w) is the sequence of all letters of u (as well as of w)
written in lexicographical order.

Let us show that θ is the stable sorting of w. Indeed, for any v, v′ ∈ Σ∗ and
c ∈ Σ, the condition |v| = |v′| implies the equivalence of the relations cv < cv′,
v < v′, and vc < v′c. Take the numbers i < j such that wi = wj = c. Let vic
and vjc be the i-th and the j-th rows of T(u), respectively. Then vic < vjc, and
hence cvi < cvj . The word cvi [cvj ] is the ith [respectively, the jth] row of the
table T′, and hence, the θ(i)th [respectively, θ(j)th] row of T(u). Thus, if i < j
and wi = wj , then θ(i) < θ(j). So, θ = σw by definition.

Let the words u, r(u), . . . , r|u|−1(u) occupy the rows i0, . . . , i|u|−1 of T(u), re-
spectively. By definition of θ, we have

θ(i0) = i1, θ(i1) = i2, . . . , θ(i|u|−1) = i0.

So, {i0, . . . , i|u|−1} is an orbit of θ. Since all conjugates of u are different, this
orbit contains |u| elements and hence is the only orbit of θ. ��
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Proposition 2. Let w = cdp1
1 cdp2

2 . . . cdpl

l , w̄ = cp1
1 . . . cpl

l . Then the orbits of
σw are exactly the sets {di1−r, di2−r, . . . , dik−r} such that {i1, i2, . . . , ik} is an
orbit of σw̄ and 0 ≤ r < d. In particular, d divides the number of orbits of σw.

Proof. It follows from (1) that d divides Sbw(t) for all t = 1, . . . , l, that is,
divides sw(i) for all i = 1, . . . , |w|. Hence, σw(i) = i + sw(i) ≡k i and the set
A = {d, 2d, . . . , |w| = |w̄|d} is invariant under σw. Then the restriction σw|A of
σw to A is a permutation on A. Being the stable sorting of w, σw induces the
stable sorting of the subsequence formed by the dth, (2d)th, . . . , (|w̄|d)th letters
of w. This subsequence is equal to w̄, so σw|A is isomorphic to σw̄ . Hence, for each
orbit {i1, i2, . . . , ik} of σw̄ there is an orbit {di1, di2, . . . , dik} of σw. Now consider
an arbitrary number between 1 and |w|. It can be uniquely represented as dj−r
with 0 ≤ r < d. Since d divides the lengths of all blocks of w, the (dj−r)th
and (dj)th letters of w belong to the same block, whence sw(dj−r) = sw(dj).
But then σw(dj−r) = dj − r + sw(dj−r) = dj + sw(dj) − r = σw(dj) − r.
So, if dj belongs to the orbit (di1, di2, . . . , dik), then dj−r belongs to the orbit
(di1−r, di2−r, . . . , dik−r). Thus, the permutation σw indeed has all the required
orbits. Since these orbits exhaust the set {1, . . . , |w|}, the proof is complete. ��
Corollary 1. If u is a primitive word, then the lengths of blocks in the word
bwt(u) are relatively prime.

The following statement is a stronger version of a well-known property of BWT
[7].

Proposition 3. For a word u, bwt(u) = ckp1
1 . . . ckpl

l if and only if there exists
a word v such that u = vk and bwt(v) = cp1

1 . . . cpl

l .

Proof. Sufficiency trivially follows from the fact that if u = vk, then there are k
instances of the row v̄k in the table T(u) for each row v̄ of T(v).

Now prove necessity. Let ū be the primitive word such that u = ūt. Then
bwt(ū) = cp̄1

1 . . . cp̄l

l , where tp̄i = kpi (compare to the previous paragraph). The
numbers p̄i are relatively prime by Corollary 1. Hence, t is the greatest common
divisor of the lengths of blocks in u. Therefore, t = kt̄ for some t̄. Then pi = t̄p̄i

and the word v = ūt̄ satisfies the required conditions. ��
Now we can prove the main theorem of this section.

Theorem 1. A word w is a BWT image if and only if the number of orbits of
σw equals the greatest common divisor of the lengths of blocks in w.

Proof. To prove necessity, suppose that w = bwt(ud), where u is a primitive word
and d ≥ 1. Let w̄ = bwt(u) = cp1

1 . . . cpl

l . By Proposition 3, w = cdp1
1 . . . cdpl

l . Then
σw has d orbits by Proposition 2, because σw̄ has a single orbit by Proposition 1.
By Corollary 1, the numbers p1, . . . , pl are relatively prime, so d is the greatest
common divisor of the lengths of blocks in w.

Now let us prove sufficiency. Let d be the greatest common divisor of the
lengths of blocks in w, m = |w|. First consider the case d = 1. We create a table T
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of size m×m, ith column of which contains the word σi
w(w) for any i = 1, . . . , |w|

(note that σm
w (w) = w). The word in the ith row of T will be denoted by ui.

The action of σw on the sequence of rows of T can be considered as the action of
σw on each column of T . The resulting table σw(T ) will contain in its columns,
starting from the left, the words σ2

w(w), . . . , σm
w (w), σw(w), respectively. Hence,

if we move the rightmost column of σw(T ) to the leftmost position, we will
get the table T again. During this transformation from T back to T , we first
move the word u1 from row 1 to the row σw(1) and then replace u1 by r(u1).
So, uσw(1) = r(u1). Similarly, the word uσw(1) is moved to the row σ2

w(1) and
then replaced by its right shift, and so on. Thus, uσi

w(1) = ri(u1) for all i. Since
σw has a single orbit, we have {1, σw(1), σ2

w(1), . . . , σm
w (1)} = {1, 2, . . . , m}, and

then the set of rows of T coincides with the set of cyclic shifts of the word u1.
Now let us prove that the rows of T are lexicographically ordered. Suppose

they are not. Then i < j and ui > uj for some i, j. Among all such pairs (i, j),
choose the one for which the longest common prefix of ui and uj has minimal
length. The letters in the first column of T are lexicographically ordered by
definition of σw, so ui and uj must begin with the same letter. Let ui = cvi,
uj = cvj , σ−1

w (i) = i′, σ−1
w (j) = j′. In the previous paragraph we learned that in

this case ui = r(ui′), uj = r(uj′ ). So, ui′ = vic, uj′ = vjc. Then ui > uj implies
that ui′ > uj′ . Since the words ui′ and uj′ have shorter common prefix than ui

and uj , we have i′ > j′. But both the i′th and the j′th letters of w are equal to c,
and the inequality σw(i′) = i < j = σw(j′) contradicts to the definition of stable
sorting. Thus, we have proved that the rows of T are lexicographically ordered
cyclic shifts of the word u1. Since the last column of T contains the word w, we
have w = bwt(u1) by definition.

Now let d > 1. Denote the word formed by the dth, (2d)th, . . . , mth letters
of w by w̄. It follows from Proposition 2 that the number of orbits of the per-
mutation σw is d times the number of orbits of σw̄ . Hence, σw̄ has a single orbit,
and w̄ = bwt(u) for some u, as we have already proved. Then w = bwt(ud) by
Proposition 3. The theorem is proved. ��
Corollary 2. If w is a BWT image having at least two different letters, then
σw has no fixed points.

Following [3], we call a permutation θ ∈ Sm indecomposable if no set {1, . . . , k}
with k < m is invariant under θ.

Corollary 3. If w is a BWT image having at least two different letters, then
σw is indecomposable.

Proof. Note that a set invariant under θ is a union of orbits of θ. Let d be the
greatest common divisor of the lengths of blocks in w and suppose that the set
{1, . . . , k} is invariant under σw. By Theorem 1 and Proposition 2, the numbers
1 and |w|−d+1 belong to the same orbit of σw, yielding k ≥ |w|−d+1. But some
other orbit contains both d and |w|. Since d < |w|−d+1, we get k = |w|. ��
The criterion given in Theorem 1 can be checked in O(|w|) time. To do this,
create a list for each letter of Σ and process w in one pass, recording each
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letter’s position in the corresponding list. For example, if w = nnbaaa, then
the lists look as follows: a : [4, 5, 6], b : [3], n : [1, 2]. Concatenating these lists
according to the order on Σ, one recovers the permutation σ−1

w which has the
same orbits as σw. In our example, σ−1

w =
(

1 2 3 4 5 6
4 5 6 3 1 2

)
. While traversing w, we

can also compute the greatest common divisor d of the lengths of blocks (by
keeping the length of the current block and the greatest common divisor of the
lengths of all previous blocks). In view of Proposition 2, it remains to choose an
arbitrary integer j ∈ [1, |w|] and check whether the orbit of σ−1

w containing j is
of length |w|

d . For the word w = nnbaaa, it is the case, while for w = banana
the permutation σ−1

w has the orbits {1, 2, 4} and {3, 5, 6}, thus indicating that
banana is not a BWT image.

Remark 1. If a word w is a BWT image, the algorithm described in the previous
paragraph allows one to restore any prescribed row of the corresponding BWT
table T . Indeed, ith column of T contains the word σi(w) (see the proof of
Theorem 1). Hence, the ith letter of some jth row of T is the σ−i

w (j)th letter
of w. When calculating the length of the orbit of σ−1

w containing the number j,
we compute the numbers σ−1

w (j), σ−2
w (j), etc. Writing down the letters in the

corresponding positions of the word w, we obtain a prefix u1 of the jth row of T

such that |u1| = |w|
d and w = bwt(ud

1). Thus, having a word which is supposed to
be a BWT image, one can do two things simultaneously: check the correctness
of the word and find any of its preimages.

Remark 2. The use of lists in the considered algorithm can be avoided. Namely,
if we scan w in advance, counting the occurrences of each letter, we can directly
record the permutation σ−1

w in a |w|-element array. This requires storing the
numbers up to |w|, so formally the algorithm uses O(|w| log |w|) additional space.
However, assuming we use one-byte letters, the required space is 3|w| if the size of
processed input word does not exceed 16Mb, while 4|w| space allows to process
the words up to 4 Gb.

4 Block Structure of BWT Images

In this section we describe a transformation of words which preserves the prop-
erty “to be a BWT image”. This transformation is then used to characterize
possible block sequences of BWT images and to build an algorithm constructing
BWT images with a given block sequence.

Let us introduce the concept of generalized blocks. Let w = cp1
1 . . . cpl

l for some
ci ∈ Σ, pi ≥ 0 (note that the letters ci and ci+1 may coincide and pi may be
equal to zero). The words cpi

i are generalized blocks of w, and the word c1 . . . cl

is a generalized block sequence of w. The above factorization of w is not unique,
so when we need to fix it, we use the notation [w] = [cp1

1 , cp2
2 , . . . , cpl

l ]. If the
factorization is fixed, we can define block shifts under the stable sorting using
the same formula (1) as for usual blocks. This allows us to define shifts for
generalized blocks of zero length. For example, the stable sorting of w = ab6a2

maps [w] = [a1, b3, a0, b1, b2, a2] to [a1, a0, a2, b3, b1, b2], so we have Sb[w](3) = −3.
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Our main idea is to change the length of a generalized block by a multiple of
its shift.

Proposition 4. Suppose that [w] = [cp1
1 , cp2

2 , . . . , cpt

t , . . . , cpl

l ] and k ∈ ZZ. Then
gcd(p1, . . . , pt, . . . , pl) = gcd(p1, . . . , pt+kSb[w](t), . . . , pl).

Proof. Let d = gcd(p1, . . . , pt, . . . , pl), d′ = gcd(p1, . . . , pt + kSb[w](t), . . . , pl),
and d1 = gcd(p1, . . . , pt−1, pt+1, . . . , pl). Since the formula for Sb[w](t) does
not include pt, the number d1 divides Sb[w](t). Then d = gcd(pt, d1) =
gcd(pt+kSb[w](t), d1) = d′. ��
Proposition 5. Suppose that [w] = [cp1

1 , . . . , cpt

t , . . . , cpl

l ], an integer k satisfies

the inequality pt+kSb[w](t) ≥ 0, and [w]′ = [cp1
1 , . . . , c

pt+kSb[w](t)
t , . . . , cpl

l ]. Then
the permutations σw and σw′ have the same number of orbits.

Proof. The case kSb[w](t) = 0 is trivial. Note that it is sufficient to prove the
proposition for the case k = sgn(Sb[w](t)). Indeed, Sb[w′](t) = Sb[w](t), so the
statement can be proved by induction for every k having the same sign as
Sb[w](t). Changing the roles of w and w′, we similarly operate with the case
kSb[w](t) < 0.

Suppose Sb[w](t) > 0 (and k = 1). Let P = p1 + p2 + . . . + pt and define an
injective function f as follows:

f(i) =

{
i, if 1 ≤ i ≤ P ;
i + Sb[w](t), if P < i ≤ |w|.

Note that if the ith letter of w is the kth letter of the jth block, then the f(i)th
letter of w′ is also the kth letter of the jth block.

Let 1 ≤ i ≤ |w| and let the ith letter of w belong to the jth block. Then
σw(i) = i + sw(i) = i + Sb[w](j) and similarly σw′(f(i)) = f(i) + Sb[w′](j). We
aim to prove that if the permutation σw maps i to i′, then the numbers f(i) and
f(i′) belong to the same orbit of σw′ . Six cases are to be considered.

Case 1 : j ≤ t, σw(i) ≤ P . Then either j = t or the jth block of w precedes the
tth one both before and after sorting. Either way, the expression (1) for Sb[w](j)
does not include pt, so we have Sb[w′](j) = Sb[w](j) and

σw′(f(i)) = f(i) + Sb[w′](j) = i + Sb[w](j) = σw(i) = f(σw(i)).

Case 2 : j ≤ t, σw(i) > P + Sb[w](t). Then the jth block of w precedes the tth
one before sorting, but not after it. Hence, pt appears in the expression (1) for
Sb[w](j) with the + sign and Sb[w′](j) = Sb[w](j) + Sb[w](t). So,

σw′(f(i)) = f(i)+Sb[w′](j) = i+Sb[w](j)+Sb[w](t) = σw(i)+Sb[w](t) = f(σw(i)).

Case 3 : j > t, σw(i) ≤ P . Here the jth block of w precedes the tth one after
sorting, but not before it. Then pt is included in the expression (1) for Sb[w](j)
with the − sign and we have Sb[w′](j) = Sb[w](j) − Sb[w](t). Hence,

σw′(f(i)) = f(i)+Sb[w′](j) = i+Sb[w](t)+Sb[w](j)−Sb[w](t) = σw(i) = f(σw(i)).
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Case 4 : j > t, σw(i) > P + Sb[w](t). Since the jth block of w follows the tth
block both before and after sorting, pt does not appear in the expression (1) for
Sb[w](j), so Sb[w′](j) = Sb[w](j). Then we have

σw′(f(i)) = f(i)+Sb[w′](j) = i+Sb[w](t)+Sb[w](j) = σw(i)+Sb[w](t) = f(σw(i)).

Case 5 : j ≤ t, P < σw(i) ≤ P +Sb[w](t). As in case 1, Sb[w′](j) = Sb[w](j). Note
that σw(i)th letter of w′ belongs to its tth block, so we have

σ2
w′(f(i)) = σw′(f(i) + Sb[w′](j)) = σw′(i + Sb[w](j)) =

σw′(σw(i)) = σw(i) + Sb[w′](t) = σw(i) + Sb[w](t) = f(σw(i)).

Case 6 : j > t, P < σw(i) ≤ P + Sb[w](t). As in case 3, Sb[w′](j) = Sb[w](j) −
Sb[w](t). Since σw(i)th letter of w′ belongs to its tth block, we have

σ2
w′(f(i)) = σw′(f(i) + Sb[w′](j)) = σw′(i + Sb[w](t) + Sb[w](j) − Sb[w](t)) =

σw′(σw(i)) = σw(i) + Sb[w′](t) = σw(i) + Sb[w](t) = f(σw(i)).

Thus, if some set {i1, i2, . . . , ir} is an orbit of σw, then the numbers f(i1),
f(i2), . . . , f(ir) with possible inclusion of some numbers from the set
{P+1, . . . , P+Sb[w](t)} form an orbit of σw′ . No orbit can be fully contained
in the set of positions of the tth block of w′, because all these positions have
the shift Sb[w](t) > 0. Hence there is a bijection between the sets of orbits of
permutations σw and σw′ .

Now let Sb[w](t) be negative. Then k = −1 and |w′| = |w|−Sb[w](t). Con-
sider the ordered alphabet

←−
Σ obtained from Σ by reversing the order. Sup-

pose that the words v, v′ ∈ ←−
Σ are given by their generalized block sequences

[v] = [cpl

l , . . . , cpt

t , . . . , cp1
1 ] and [v′] = [cpl

l , . . . , c
pt−Sb[w](t)
t , . . . , cp1

1 ]. It is easy to
see that the action of the stable sorting σv on (|w|, . . . , 1) is the same as the
action of σw on (1, . . . , |w|) and the action of σv′ on (|w′|, . . . , 1) is the same as
the action of σw′ on (1, . . . , |w′|). Also, Sb[v](l−t+1) = −Sb[w](t). Hence, σv and
σv′ have the same number of orbits by the above argument for positive shifts,
and so do σw and σw′ . ��

Combining Theorem 1, Proposition 4, and Proposition 5, we get

Corollary 4. Under the conditions of Proposition 5, if w is a BWT image, then
so is w′.

Before formulating the main result of this section, we need to introduce and
study one more notion. We say that a word w has a global ascent if it can be
factorized as w = uv, where u, v are nonempty and the maximal letter of u is
less than or equal to the minimal letter of v.

Proposition 6. If w is a BWT image having at least two different letters, then
it has no global ascents.
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Proof. If w = uv is a decomposition corresponding to a global ascent, then
the set {1, . . . , |u|} is invariant under σw by definition of stable sorting. This
contradicts to Corollary 3. ��
Proposition 7. If a nonempty word has no global ascents, then we can delete
one of its letters so that the remaining word will have no global ascents as well.

Proof. Suppose that w have no global ascents. The case |w| ≤ 2 is trivial, so
suppose |w| ≥ 3. Let c and b be the maximal and second maximal letters of w,
respectively. Also, let i (respectively, j) be the rightmost position of w in which
the letter c (respectively, b) occurs. Assume that if we delete c in ith position,
we will get a word with a global accent (otherwise we are done with the proof).
Then w = uv, where after the removal of c both words u and v remain nonempty
and the maximal letter of u is no greater than the minimal letter of v. So, the
removal of c changes either the maximal letter of u or the minimal letter of v.
The latter possibility obviously cannot take place; hence, the ith position lies
inside u and contains the only occurrence of c in w.

Now consider the jth position. If j < i, then u contains b’s while v does
not. This contradicts to the assumption that u and v form a global ascent after
removing the letter c. Thus, j > i. It remains to check that the word obtained
from w by deleting b in jth position has no global ascents. Let w = xy be an
arbitrary factorization of w into two nonempty words. If the ith position is in x,
then the maximal letter of x is greater than any letter of y, and this situation
would not change if we delete the letter b somewhere. If the ith position is in
y, then the minimal letter of y is less than b, because otherwise w has a global
ascent. Hence, the deletion of b in y does not change the minimal letter of y
and then does not produce a global ascent. Therefore, the deletion of b in jth
position results in a word with no global ascents. ��
We are approaching the main result of this section, which characterizes the words
v = c1 . . . cl that can be transformed to BWT images by a sort of “pumping”:
each letter ci can be replaced by cpi

i for an arbitrary positive number pi. In
particular, we characterize the words that are block sequences of BWT images.

Theorem 2. Let v = c1 . . . cl be an arbitrary word with at least two different
letters. A BWT image of the form cp1

1 . . . cpl

l , where pi > 0 for all i, exists if and
only if v has no global ascents.

Proof. If v has a global ascent, then any word of the form cp1
1 . . . cpl

l also has a
global ascent. By Proposition 6, such a word is not a BWT image.

We prove the converse statement by induction on l. The inductive base is
trivial: if l = 2, then c1 > c2 and bwt(v) = v = c1c2. For the inductive step,
let l > 2. By Proposition 7, there exists a number t ∈ {1, . . . , l} such that the
word c1 . . . ct−1ct+1 . . . cl has no global ascents. By the inductive assumption,
there exists a BWT image u which can be factorized in generalized blocks as
[u] = [cp1

1 , . . . , c
pt−1
t−1 , c

pt+1
t+1 , . . . , cpl

l ]. Consider one more factorization of u, namely,
[u]′ = [cp1

1 , . . . , c
pt−1
t−1 , c0

t , c
pt+1
t+1 , . . . , cpl

l ]. If |Sb[u]′(t)| = k > 0, then by Corollary 4
the factorization [cp1

1 , . . . , c
pt−1
t−1 , ck

t , c
pt+1
t+1 , . . . , cpl

l ] defines a BWT image.
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Now let Sb[u]′(t) = 0. Consider the formula (1) for Sb[u]′(t). If the right-
hand expression is empty, then ct ≥ ci for i < t and ct ≤ ci for i > t. But
then v obviously has a global ascent. Hence the formula includes pj for some
j > t. Since the block c

pj

j of [u]′ is nonempty, we have |Sb[u]′(j)| = q > 0 by
Corollary 2. We replace the block c

pj

j in [u]′ by c
pj+q
j , obtaining a factorization

[ū] of a new word ū. The word ū is a BWT image by Corollary 4 and clearly
|Sb[ū](t)| = q. So, applying Corollary 4 once again we deduce that the word
[cp1

1 , . . . , c
pt−1
t−1 , cq

t , c
pt+1
t+1 , . . . , c

pj+q
j , . . . , cpl

l ] is a BWT image. The inductive step
is proved. ��
Remark 3. The check of v for global ascents takes O(l) time. One needs to
traverse v one time in each direction to calculate the maximum letters of all
prefixes and the minimum letters of all suffixes, respectively. E. g., the word
banana has no global ascents and then is a block sequence of some BWT image.

The proof of Theorem 2 gives us the following algorithm to “pump” a word to
a BWT image. Note that Corollary 4 ensures that the obtained image can be
“pumped” further to get infinitely many BWT images.

Algorithm. (After some steps, comments are given.)
Input : a word v = c1 . . . cl with at least two different letters.
Output : a BWT image of the form cp1

1 . . . cpl

l with p1, . . . , pl > 0, or “NO”.

1. Check whether v has a global ascent. If it does, return “NO” and stop.
(Theorem 2)

2. Construct a sequence of words without global ascents v1 = v, v2, . . . , vl−1,
each being obtained by deleting one letter from the previous one. (Proposi-
tion 7)

3. Let [wl−1] = [c1
1, c

1
2], where vl−1 = c1c2; let j = l−1.

4. If j = 1, return w1 and stop. (An exit point of the main loop)
5. Let vj−1 = c1 . . . cl−j+2. Word vj was obtained from vj−1 by deleting some

letter, say, ck, the factorization [wj ] = [cp1
1 , . . . , c

pk−1
k−1 , c

pk+1
k+1 , . . . , c

p1−j+2
l−j+2 ] of

the word wj is already built. Let [wj ]′ = [cp1
1 , . . . , c

pk−1
k−1 , c0

k, c
pk+1
k+1 , . . . , c

p1−j+2
l−j+2 ].

Let q = Sb[wj]′(k).
6. If q �= 0, then let [wj−1] = [cp1

1 , . . . , c
pk−1
k−1 , cq

k, c
pk+1
k+1 , . . . , c

p1−j+2
l−j+2 ], decrease j

by 1 and go to step 4.
7. We come here if q = 0. Find any i such that the formula (1) for

Sb[w]′(k) includes pi; w. l. o. g., i < k. Let r = |Sb[w]′(i)|, [wj−1] =
[cp1

1 , . . . , cpi+r
i , . . . , c

pk−1
k−1 , cr

k, c
pk+1
k+1 , . . . , c

p1−j+2
l−j+2 ], decrease j by 1 and go to

step 4.

Example. In order to demonstrate all steps of the above algorithm, we construct
a BWT image from the word dacbcda. The word has no global ascents, so this
is possible.

By deleting letters in the way, described in the proof of Proposition 7, we get
v1 = v = dacbcda, v2 = dacbca, v3 = dacba, v4 = daba, v5 = daa, v6 = da.
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Then we put [w6] = [d1, a1] and enter the main cycle to obtain, subsequently,
[w6]′ = [d1, a1, a0], Sb[w6]′(3) = −1, [w5] = [d1, a1, a1];
[w5]′ = [d1, a1, b0, a1] and Sb[w5]′(3) = p4 − p1 = 0; take i = 1; Sb[w5]′(1) = 2,

[w4] = [d3, a1, b2, a1];
[w4]′ = [d3, a1, c0, b2, a1], Sb[w4]′(3) = p4 +p5−p1 = 0; take i = 4; Sb[w4]′(4) =

−2, [w3] = [d3, a1, c2, b4, a1];
[w3]′ = [d3, a1, c2, b4, c0, a1], Sb[w3]′(5) = −2, [w2] = [d3, a1, c2, b4, c2, a1];
[w2]′ = [d3, a1, c2, b4, c2, d0, a1], Sb[w]′1(6) = 1, and finally,
[w1] = [d3, a1, c2, b4, c2, d1, a1].
The obtained word is indeed a BWT image:
dddaccbbbbccda = bwt(abcbcdaddbcbcd).

Remark 4. Let us estimate the time complexity of the above algorithm. Rather
than actually constructing the word sequence {v1, . . . , vl−1} we can just enumer-
ate the letters of v in the order of their removal. From the proof of Proposition 7
it follows that to determine the next letter in this order we need to find two great-
est letters among the remaining ones and check one word for global ascents. This
takes linear time (see Remark 3), so the whole enumeration can be performed
in O(l2) time. After that, we set lengths of the two remaining blocks to 1 and
all other lengths of blocks — to 0. Then on each step we compute the shift of
the current block (O(l) time); if it is equal to zero, we find another block whose
length we need to change (O(l) time) and compute its shift (also O(l) time).
This procedure will be repeated l−2 times, so our algorithm has quadratic time
complexity overall.

Let us note that if some of the words vi obtained on step 2 is a BWT image, we
can suppose wi = vi and immediately jump to step 4. If we perform a linear-time
check for BWT image on each of vi, this won’t affect the worst-case asymptotics,
but will improve the best-case complexity: the algorithm will run in linear time
if v itself is a BWT image.
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Polynomial Identity Testing (PIT) is a fundamental problem in algebraic com-
plexity: We are given a circuit computing a multivariate polynomial, over some
field F, and we have to determine whether it is identically zero or not. Note that
we want the polynomial to be identically zero and not just to be equal to the
zero function so, for example, x2−x is the zero function over F2 but not the zero
polynomial. The importance of this problem follows from its many applications:
Algorithms for primality testing [2, 3], for deciding if a graph contains a perfect
matching [19, 20, 8] and more, are based on reductions to the PIT problem (see
the introduction of [18] for more applications).

There are two well studied scenarios in which the PIT problem is considered.
The first is the so called black-box model in which the circuit is given as a black-
box and we can access it only by querying its value on inputs of our choice. It is
clear that every such algorithm must produce a test set for the circuit. Namely,
a set of points such that if the circuit vanishes on all the points in the set then
the circuit computes the zero polynomial. Another well studied scenario is the
non black-box case in which the circuit is given to us as input. In particular, we
have access to the polynomials that are being computed at various gates of the
circuit. Clearly this is an ‘easier’ version of the problem, yet PIT is extremely
difficult in this model as well.

Determining the complexity of PIT is one of the greatest challenges of theo-
retical computer science. It is one of a few problems for which we have coRP
algorithms but no sub-exponential time deterministic algorithms. Indeed, many
clever randomized algorithms are known for the general PIT question [26, 29,
10, 9, 18, 2] whereas sub-exponential time deterministic algorithms are known
only for very restricted models. One explanation for this state of affairs is the
strong relation between PIT and lower bounds for arithmetic circuits. Although
seemingly very different, the problem of derandomizing PIT (i.e., that of giv-
ing efficient deterministic algorithms for the problem) is closely related to the
problem of proving super-polynomial lower bounds for arithmetic circuits. In
[14] Kabanets and Impagliazzo showed that efficient deterministic algorithms
for PIT imply that NEXP does not have polynomial size arithmetic circuits.
Specifically, if PIT can be solved deterministically in polynomial time, even in
the non black-box model, then either the Permanent cannot be computed by
polynomial size arithmetic circuits or NEXP �⊆ P/poly. That is, we get a su-
per polynomial lower bound either for NEXP or for the Permanent. In [14] it

A. Kulikov and N. Vereshchagin (Eds.): CSR 2011, LNCS 6651, pp. 397–400, 2011.
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was also shown that from super-polynomial lower bounds for arithmetic circuits
one can design a deterministic quasi-polynomial time algorithm for PIT. In [12]
(almost) analogous results for bounded depth circuits were obtained. In [13, 1]
it was observed that polynomial time derandomization of PIT, in the black-box
model, implies exponential lower bounds for arithmetic circuits. These results
show the strong connection between PIT and lower bounds and indicate how
difficult and important this problem is.

Because of the strong connection to proving lower bounds it is not surprising
that the PIT problem becomes very interesting already for bounded depth cir-
cuits. Specifically, [4] proved that polynomial time derandomization of PIT for
depth 4 circuits already implies exponential lower bounds for general arithmetic
circuits. In combination with the results of [14] this gives a quasi-polynomial
time derandomization of PIT for general arithmetic circuits. Hence, the problem
of derandomizing PIT for depth 4 circuits is as difficult (and as important) as
the problem for general arithmetic circuits.

Currently, deterministic subexponential PIT algorithms are known for non-
commutative arithmetic formulae [21], for depth 3 circuits with a small top
fan-in [11, 17, 15, 16, 24], for read-k formulas [5] and for multilinear depth 4
circuits with bounded top fan-in (as well as several other restricted versions of
depth 4 circuits [6, 23, 27, 25]). It is not known whether derandomizing PIT
for depth 4 multilinear circuit implies a derandomization of PIT for general
multilinear circuits. However, such a derandomization does imply an exponential
lower bound for general multilinear circuits, thus improving the slightly super
linear bound of [22].

Another line of research concerning PIT focused on better understanding
the relation to other computational problems. In [28] a relation between PIT
and multivariate polynomial factorization was found. Specifically, [28] showed
that one can derandomize PIT if and only if one can derandomize the problem
of computing variable disjoint factors of a given multilinear polynomial (that
relation holds both in the black-box and non black-box models). In [7] a relation
between deterministic PIT to circuit lower bounds and the isolation lemma was
found.

In this talk we shall survey some of the results on PIT that were mentioned
above and give a list of what we think are the most accessible and important
open problems.
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Abstract. A grammar-compressed (GC) string is a string generated
by a context-free grammar. This compression model includes LZ78 and
LZW compression as a special case. We consider the longest common
subsequence problem and the local subsequence recognition problem on
a GC-text against a plain pattern. We show that, surprisingly, both prob-
lems can be solved in time that is within a polylogarithmic factor of the
best existing algorithms for the same problems on a plain text. In a wider
context presented elsewhere, we use these results as a stepping stone to
efficient approximate matching on a GC-text.

1 Introduction

String compression is a classical area of computer science. It is natural to ask
whether compressed strings can be processed efficiently without decompression.
Early examples of such algorithms were given e.g. by Amir et al. [1] and by
Rytter [13].

We consider the following general model of compression.

Definition 1. Let t be a string of length n (typically large). String t will be
called a grammar-compressed string (GC-string), if it is generated by a context-
free grammar, also called a straight-line program (SLP). An SLP of length n̄,
n̄ ≤ n, is a sequence of n̄ statements. A statement numbered k, 1 ≤ k ≤ n̄,
has one of the following forms: tk = α, where α is an alphabet character, or
tk = titj, where 1 ≤ i, j < k.

We identify every symbol tr with the string it expands to; in particular, we have
t = tn̄. In general, the plain string length n can be exponential in the GC-string
length n̄.

Grammar compression includes as a special case the classical LZ78 and LZW
compression schemes by Ziv, Lempel and Welch [22,20]. It should also be noted
that certain other compression methods, such as e.g. LZ77 and run-length com-
pression, do not fit directly into the grammar compression model.
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(DIMAP), University of Warwick, and by the Royal Society Leverhulme Trust Senior
Research Fellowship.

A. Kulikov and N. Vereshchagin (Eds.): CSR 2011, LNCS 6651, pp. 401–414, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



402 A. Tiskin

The algorithms in this paper will take as input a grammar-compressed text
string t of length n, generated by an SLP of length n̄, and a plain pattern string
p of length m. We aim at algorithms with running time that is a low-degree
polynomial in m, n̄, but is independent of n (which could be exponential in n̄).

In this paper, we consider the longest common subsequence (LCS) prob-
lem, and the local subsequence recognition problem on a GC-text against a
plain pattern. We show that, surprisingly, both problems can be solved in time
O(m log m · n̄), which is within a polylogarithmic factor of the best existing algo-
rithms for the same problems on a plain text against a plain pattern. In a wider
context presented in [14], we use these results as a stepping stone to efficient
approximate matching on a GC-text.

2 General Techniques

In this section and the next, we recall the algorithmic framework of semi-local
string comparison, developed in [15,16,18], and fully presented in [14].

2.1 Preliminaries

For indices, we will use either integers, or odd half-integers :

{. . . ,−2,−1, 0, 1, 2, . . .} {
. . . ,− 5

2 ,− 3
2 ,− 1

2 , 1
2 , 3

2 , 5
2 , . . .

}
For ease of reading, odd half-integer variables will be indicated by hats (e.g. ı̂,
ĵ). Ordinary variable names (e.g. i, j, with possible subscripts or superscripts),
will normally denote integer variables, but can sometimes denote a variable that
may be either integer, or odd half-integer. We denote integer and odd half-integer
intervals by

[i : j] = {i, i + 1, . . . , j − 1, j} 〈i : j〉 =
{
i + 1

2 , i + 3
2 , . . . , j − 3

2 , j − 1
2

}
When dealing with pairs of numbers, we will often use geometric language and
call them points. We will write (i0, j0) � (i1, j1) if i0 < i1, j0 < j1, and (i0, j0) ≶
(i1, j1) if i0 < i1, j0 > j1. We will call these strict partial orders �- and ≶-
dominance. When visualising points, we will use the matrix indexing convention:
the first coordinate in a pair increases downwards, and the second coordinate
rightwards.

We use standard terminology for geometric dominance and other partial or-
ders. In particular, a set of elements forms a chain, if they are pairwise compa-
rable, and an antichain, if they pairwise incomparable. Note that a �-chain is
a ≶-antichain, and vice versa. An element in a partially ordered set is minimal
(respectively, maximal), if, in terms of the partial order, it does not dominate
(respectively, is not dominated by) any other element in the set. All minimal
(respectively, maximal) elements in a partially ordered set form an antichain.

Given two index ranges I, J , it will be convenient to denote their Cartesian
product by (I | J). We extend this notation to Cartesian products of intervals:

[i0 : i1 | j0 : j1] = ([i0 : i1] | [j0 : j1])
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〈i0 : i1 | j0 : j1〉 = (〈i0 : i1〉 | 〈j0 : j1〉)

Given index ranges I, J , a vector over I is indexed by i ∈ I, and a matrix over
(I | J) is indexed by i ∈ I, j ∈ J . We will denote by AT the transpose of
matrix A.

Definition 2. Let D be a matrix over 〈i0 : i1 | j0 : j1〉. Its distribution matrix
DΣ over [i0 : i1 | j0 : j1] is defined by

DΣ(i, j) =
∑

ı̂∈〈i:i1〉,ĵ∈〈j0:j〉 D(̂ı, ĵ)

for all i ∈ [i0 : i1], j ∈ [j0 : j1].

Definition 3. A permutation (respectively, subpermutation) matrix is a zero-
one matrix containing exactly one (respectively, at most one) nonzero in every
row and every column.

Typically, (sub)permutation matrices will be indexed by odd half-integers. When
dealing with such matrices, we will write “nonzeros” for “index pairs correspond-
ing to nonzeros”, as long as this does not lead to confusion. We will normally
assume that a (sub)permutation matrix with n nonzeros is given implicitly by
a compact data structure of size O(n), that allows constant-time access to each
nonzero both by the row and by the column index.

2.2 Semi-local LCS

We will consider strings of characters taken from an alphabet. Two alphabet
characters α, β match, if α = β, and mismatch otherwise. In addition to alphabet
characters, we introduce a special non-alphabet wildcard character ‘ ’, which
matches itself and all other characters.

It will be convenient to index strings by odd half-integer, rather than integer
indices, e.g. string a = α 1

2
α 3

2
. . . αm− 1

2
. We will index strings as vectors, writing

e.g. a(̂ı) = αı̂, a〈i : j〉 = αi+ 1
2

. . . αj− 1
2
. String concatenation will be denoted by

juxtaposition.
Given a string, we distinguish between its contiguous substrings, and not

necessarily contiguous subsequences. Special cases of a substring are a prefix and
a suffix of a string. Unless indicated otherwise, our algorithms will take as input
a string a of length m, and a string b of length n.

Definition 4. Given strings a, b, the longest common subsequence (LCS) prob-
lem asks for the length of the longest string that is a subsequence of both a and
b. We will call this length the LCS score of strings a, b.

A classical solution to the global LCS problem is given by the dynamic program-
ming algorithm [12,19], which runs in time O(mn). The best known algorithms
for the LCS problem [10,4,2] improve this running time by (model-dependent)
polylogarithmic factors.
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c

a
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•

Fig. 1. Alignment dag Ga,b, a highest-scoring path, nonzeros of Pa,b as seaweeds

Definition 5. Given strings a, b, the semi-local LCS problem asks for the LCS
scores as follows: a against every substring of b (the string-substring LCS scores);
every prefix of a against every suffix of b (the prefix-suffix LCS scores); symmet-
rically, the substring-string LCS scores and the suffix-prefix LCS scores, defined
as above but with the roles of a and b exchanged.

It turns out that, although more general than the LCS problem, the semi-local
LCS problem can also be solved within (model-dependent) polylogarithmic fac-
tors of O(mn).

A special case of the semi-local LCS problem is the local subsequence recog-
nition problem, which, given a text t and a pattern p, asks for the substrings in
t containing p as a subsequence. This problem can also be regarded as a basic
form of approximate pattern matching.

In certain contexts, such as when one of the input strings (say, a) is very long,
we may not wish to deal with all the substrings of the longer string, but still to
consider the other three components of the semi-local LCS problem.

Definition 6. Given strings a, b, the three-way semi-local LCS problem asks
for the prefix-suffix, suffix-prefix and substring-string LCS scores, but excludes
the string-substring LCS scores.

2.3 Alignment Dags and Score Matrices

It is well-known that an instance of the LCS problem can be represented by
a dag (directed acyclic graph) on a rectangular grid of nodes, where character
matches correspond to edges scoring 1, and mismatches to edges scoring 0.

Definition 7. An alignment dag is a weighted dag, defined on the set of nodes
vl,i, l ∈ [l0 : l1], i ∈ [i0, i1]. The edge and path weights are called scores. For all
l ∈ [l0 : l1], l̂ ∈ 〈l0 : l1〉, i ∈ [i0, i1], ı̂ ∈ 〈i0 : i1〉, the alignment dag contains:
horizontal edge vl,ı̂− 1

2
→ vl,ı̂+ 1

2
and vertical edge vl̂− 1

2 ,i → vl̂+ 1
2 ,i, both with score

0; diagonal edge vl̂− 1
2 ,ı̂− 1

2
→ vl̂+ 1

2 ,ı̂+ 1
2

with score either 0 or 1.

An alignment dag can be viewed as an (l1 − l0) × (i1 − i0) grid of cells. An
instance of the semi-local LCS problem on strings a, b corresponds to an m× n
alignment dag Ga,b; a cell indexed by l̂ ∈ 〈0 : m〉, ı̂ ∈ 〈0 : n〉 is called a match
cell, if a(l̂) matches b(̂ı), and a mismatch cell otherwise (recall that the strings
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may contain wildcard characters). The diagonal edges in match cells have score
1, and in mismatch cells score 0. Clearly, the diagonal edges with score 0 do not
affect maximum node-to-node scores, and can therefore be ignored.

Example 1. Figure 1 shows the alignment dag for strings a = “baabcbca”, b =
“baabcabcabaca”. All edges are directed left-to-right and top-to-bottom; the blue
(respectively, red) colour1 corresponds to edge weight 0 (respectively, 1). The
highlighted path of score 5 corresponds to the string-substring LCS score for
string a against substring b〈4 : 11〉 = “cabcaba”.

The semi-local LCS problem is equivalent to the problem of finding the highest-
scoring paths for each of the four possible path types (top-to-bottom, left-to-
bottom, top-to-right, and left-to-right), and every conforming pair of endpoints
on the boundary of the alignment dag. The analysis of different path types
can be simplified by padding one of the input strings with wildcard characters.
Accordingly, we need to consider an extended alignment dag for string a over
〈0 : m〉 against string  m b  m over 〈−m : m + n〉.
Definition 8. Given strings a, b, the corresponding semi-local score matrix is a
matrix over [−m : n | 0 : m + n], defined by Ha,b(i, j) = max score(v0,i � vm,j),
where i ∈ [−m : n], j ∈ [0 : m + n], and the maximum is taken across all
paths between the given endpoints v0,i, vm,j in the m × (2m + n) alignment dag
Ga, m b m . If i = j, we have Ha,b(i, j) = 0. By convention, if j < i, then we let
Ha,b(i, j) = j − i < 0.

Example 2. Figure 2 shows the matrix Ha,b, giving all semi-local LCS scores for
strings a, b as in the previous examples. The entry Ha,b(4, 11) = 5 is circled.

The solution for each of the four components of the semi-local LCS problem can
be obtained from the semi-local score matrix Ha,b by simple linear transforma-
tions; see [14] for details.

Theorem 1. We have

Ha,b(i, j) = j − i − PΣ
a,b(i, j) = m − PTΣT

a,b (i, j)

where Pa,b is a permutation matrix over 〈−m : n | 0 : m + n〉. In particular,
string a is a subsequence of substring b〈i : j〉 for some i, j ∈ [0 : n], if and
only if PTΣT

a,b (i, j) = 0. (Note that the expression PTΣT
a,b involves two matrix

transpositions.)

Proof. The proof is based on a careful analysis of the properties of semi-local
score matrices. See [14, Section 3.2] for details. ��
The key idea of our approach is to view Theorem 1 as a description of an implicit
solution to the semi-local LCS problem. The semi-local score matrix Ha,b is
represented implicitly by the nonzeros of the permutation matrix Pa,b.

1 For colour illustrations, the reader is referred to the online version of this paper.
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−6−5−4−3−2−1 0 1 2 3 3 4 4 5 5 6 7 7 8 8 8 8
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−13−12−11−10−9−8−7−6−5−4−3−2−1 0 1 2 3 4 5 6 7 8

5

Fig. 2. Matrices Ha,b and Pa,b

Definition 9. Given strings a, b, the semi-local seaweed matrix is a permuta-
tion matrix Pa,b over 〈−m : n | 0 : m + n〉, defined by Theorem 1.

Example 3. Figure 2 shows the unit-anti-Monge property of matrix Ha,b by a
coloured grid pattern, where the red (respectively, blue) lines separate matrix
elements that differ by 1 (respectively, by 0). The nonzeros of the semi-local
seaweed matrix Pa,b over 〈−8 : 13 | 0 : 8 + 13〉 are shown by green bullets.

The nonzeros of Pa,b that are ≶-dominated by the point (4, 11) correspond to
the green bullets lying below and to the left of the circled entry. Note that there
are exactly two such nonzeros, therefore PΣ

a,b(4, 11) = 2, and that Ha,b(4, 11) =
11 − 4 − PΣ

a,b(4, 11) = 11 − 4 − 2 = 5.
The nonzeros of Pa,b that ≶-dominate the point (4, 11) correspond to the

green bullets lying above and to the right of the circled entry. Note that there are
exactly three such nonzeros, therefore PTΣT

a,b (4, 11) = 3, and that Ha,b(4, 11) =
8 − PTΣT

a,b (4, 11) = 8 − 3 = 5.

Example 4. Figure 1 shows matrix Pa,b as a seaweed braid, laid out directly
on the alignment dag Ga,b. The nonzeros correspond to seaweeds, laid out as
paths in the dual graph. We say that a seaweed goes from ı̂ to ĵ, if it originates
between the nodes v0,ı̂− 1

2
and v0,ı̂+ 1

2
, and terminates between the nodes v8,ĵ− 1

2

and v8,ĵ+ 1
2
. In particular, every nonzero Pa,b(̂ı, ĵ) = 1, where ı̂, ĵ ∈ 〈0 : 13〉, is

represented by a seaweed going from ı̂ to ĵ. The remaining seaweeds, originating
or terminating at the sides of the dag, correspond to nonzeros Pa,b(̂ı, ĵ) = 1,
where either ı̂ ∈ 〈−8 : 0〉 or ĵ ∈ 〈13 : 8 + 13〉 (or both). For the purposes of
this example, the specific layout of the seaweeds between their endpoints is not
important.
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The full set of 8+13 = 21 nonzeros corresponds to the full set of 21 seaweeds in
Figure 1. The two nonzeros that are≶-dominated by the point (4, 11) correspond
to the two seaweeds (from 4.5 to 6.5 and from 7.5 to 9.5) fitting completely
between the two dashed vertical lines i = 4 and j = 11. The three nonzeros that
≶-dominate the point (4, 11) correspond to the three seaweeds (from 0.5 to the
right boundary; from 1.5 to 13.5; from 3.5 to the right boundary) piercing both
these vertical lines.

With minimal modification, the definition of seaweed matrix can also be applied
separately to each component of the semi-local LCS problem.

Definition 10. Given strings a, b, the corresponding string-substring, prefix-
suffix, suffix-prefix and substring-string seaweed matrices are respectively the
following subpermutation submatrices of the semi-local seaweed matrix Pa,b:

Pa,b = Pa,b〈0 : n | 0 : n〉 Pa,b = Pa,b〈0 : n | n : m + n〉
Pa,b = Pa,b〈−m : 0 | 0 : n〉 Pa,b = Pa,b〈−m : 0 | n : m + n〉

Example 5. Figure 2 shows the partition of Pa,b in Definition 10 by thin dot-
ted lines. The string-substring, prefix-suffix, suffix-prefix and substring-string
submatrices are respectively on the bottom-left, bottom-right, top-left and top-
right. Note that the substring-string submatrix Pa,b is trivial, with all the entries
equal to 0; this is due to the fact that the whole string a is a subsequence of b.

The nonzeros of each matrix introduced in Definition 10 can be regarded as an
implicit solution to the corresponding component of the semi-local LCS problem.
Similarly, the last three matrices taken together can serve as an implicit solution
to the three-way semi-local LCS problem.

2.4 Score Matrix Composition

We now describe how the previously introduced techniques can be applied within
a divide-and-conquer framework.

Let b′, b′′ be nonempty strings of length n′, n′′ respectively. Given the con-
catenation string b = b′b′′ of length n = n′ + n′′, a substring b〈i′ : i′′〉 with
i′ ∈ [0 : n′−1], i′′ ∈ [n′ +1 : n] will be called a cross-substring. In other words, a
cross-substring of b is a concatenation of a nonempty suffix of b′ and a nonempty
prefix of b′′.

Definition 11. Given strings a and b = b′b′′, the corresponding seaweed cross-
matrix is the subpermutation matrix Pa,b′,b′′ = Pa,b〈−m : n′ | n′ : m + n〉.
In contrast with the seaweed matrices in Definition 10, the dimensions of the
seaweed cross-matrices introduced by Definition 11 depend on the lengths of
individual component strings in the concatenation. Hence, the notation for these
matrices involves three, rather than two, string subscripts.
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Theorem 2. Given the nonzeros of matrices Pa,b′ , Pa,b′ , Pa,b′ , Pa,b′′ , Pa,b′′ ,
Pa,b′′ , it is possible to compute the nonzeros of matrices Pa,b, Pa,b, Pa,b, as well
as Pa,b′,b′′ , in time O

(
m log min(m, n′, n′′)

)
.

Proof. The algorithm is based on a recent result [18] that allows fast distance
multiplication of unit-Monge matrices (i.e. distribution matrices of permutation
metrices). See [14, Section 3.3] for details. ��

3 Subsequences in Compressed Strings

3.1 Three-Way Semi-local LCS

Previous work. We recall that the LCS problem on a pair of plain strings can
be solved within a (model-dependent) polylogarithmic factor of O(mn). The LCS
problem on a pair of GC-strings has been considered by Lifshits and Lohrey [9],
and proven to be NP-hard.

Recall that we aim at algorithms on a GC-text against a plain pattern, with
running time independent of n (which could be exponential in n̄). This rules out
any attempt at solving the full semi-local LCS problem, since the resulting semi-
local seaweed matrix would require memory O(m+n). However, we are still able
to consider the three-way semi-local LCS problem, excluding the computation
of LCS on substrings of t.

A GC-text is a special case of a context-free language, which consists of a single
string. Therefore, the LCS problem between a GC-text and a plain pattern can
be regarded as a special case of the edit distance problem between a context-
free language given by a grammar of size n̄, and a pattern string of size m.
For this more general problem, Myers [11] gave an algorithm running in time
O(m3n̄+m2 · n̄ log n̄). In [17], we gave an algorithm for the three-way semi-local
LCS problem between a GC-text and a plain pattern, running in time O(m1.5n̄).
Lifshits [8] asked whether the LCS problem in the same setting can be solved in
time O(mn̄).

New result. A new algorithm for the three-way semi-local LCS problem, run-
ning in time O(m log m · n̄), can be obtained by an application of the techniques
described in Section 2. The resulting algorithm improves on existing algorithms
in running time, and approaches an answer to Lifshits’ question within a loga-
rithmic factor.

Algorithm 1 (Three-way semi-local LCS).

Input: SLP of length n̄, generating text t of length n; plain pattern p of length
m.

Output: nonzeros of matrices Pp,t, Pp,t, Pp,t.

Description. First, we observe that, although the output matrices contain at
most m nonzeros, the index range of these nonzeros is of size m + n, which may
be exponentially larger. To avoid an exponential growth of the indices, we will
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clean up the range by removing unused indices, and deleting the corresponding
zero row-column pairs from the matrices. Formally, we describe this process as
an order-preserving remapping of the index range.

First phase. Recursion on the input SLP generating t.

Recursion base: n = n̄ = 1. The output can be computed by a linear sweep of
string p.

Recursive step: n ≥ n̄ > 1. Let t = t′t′′ be the SLP statement defining string t.
We call the algorithm recursively to obtain the nonzeros of matrices Pp,t′ , Pp,t′ ,
Pp,t′ , Pp,t′′ , Pp,t′′ , Pp,t′′ . The total number of nonzeros in each matrix triple is
between m and 2m. Conceptually, these matrices are submatrices of Pp,t′ over
〈−m : n′ | 0 : m + n′〉, and Pp,t′′ over 〈−m : n′′ | 0 : m + n′′〉. However, the
actual remapped index range after the recursive calls is 〈−m : 2m | 0 : 3m〉 for
both matrix triples. We now compute the composition seaweed matrices Pp,t,
Pp,t, Pp,t by Theorem 2. The total number of nonzeros in this matrix triple is
again between m and 2m. Conceptually, these matrices are submatrices of Pp,t

over 〈−m : n | 0 : m + n〉. However, the actual remapped index range after
the composition is 〈−m : 4m | 0 : 5m〉. Therefore, there are at least 2m indices
ı̂ ∈ 〈0 : 4m〉, such that the row P (̂ı, ∗) and the column P (∗, ı̂) both contain
only zeros. We now delete exactly 2m such rows and columns from the respective
matrices, and remap the index range to 〈−m : 2m | 0 : 3m〉, while preserving
the linear order of the indices.

(End of recursive step.)

Second phase. We now have the nonzeros of the output matrices, remapped to
the index range 〈−m : 2m | 0 : 3m〉. This is already sufficient to query the
global LCS score, or substring-string LCS scores for p against t. However, if
explicit indices of the nonzeros in the output seaweed matrices are required, the
index range can be remapped back to 〈−m : n | 0 : m + n〉 by reversing every
remapping step in the recursion.

Cost analysis.

First phase. The cost of a recursive step is dominated by the seaweed matrix
composition, which runs in time O(m log m) by Corollary 2. There are n̄ recursive
steps in total, therefore the first phase runs in time O(m log m · n̄).

Second phase. For each nonzero, the inverse remapping can be performed recur-
sively in time O(n̄). There are m nonzeros in total, therefore the second phase
runs in time O(mn̄).

Total. The overall running time is O(m log m · n̄).

Algorithm 1 provides, as a special case, an algorithm for the LCS problem
between a GC-string and a plain string, running in time O(m log m · n̄); the LCS
score can easily be queried from any one of the algorithm’s three output matrices
by Theorem 1.
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Extensions. Hermelin et al. [6] considered the weighted alignment problem on
a pair of GC-strings a, b of total compressed length r̄ = m̄ + n̄, parameterised
by the strings’ total plain length r = m+n. In the case of rational weights, they
gave an algorithm running in time O(r1.2r̄1.4).

Based on the results of this section, this running time can be improved by
the following straightforward algorithm. First, we uncompress one of the input
strings — say, string b. Then, we run Algorithm 1 on the GC-string a as a text
against the plain string b as a pattern. The resulting running time is O(m log m ·
n̄) = O(r log r · r̄). In an unpublished work by Hermelin et al. [5], this running
time is further improved to O

(
r log(r/r̄) · r̄).

3.2 Local Subsequence Recognition

The local subsequence recognition problem was introduced in Subsection 2.2 as a
special case of the semi-local LCS problem. In the context of local subsequence
recognition, a substring of text t is called a matching substring, if it contains
the pattern p as a subsequence. A matching substring will be called minimally
matching, if it is inclusion-minimal, i.e. it has no proper matching substring.

Local subsequence recognition can take the following forms: the minimum-
window subsequence recognition problem, which asks for the locations of all
substrings of t that are minimally matching, and the fixed-window subsequence
recognition problem, which asks for the locations of all the matching substrings of
a fixed length w. A combination of these two problems is the bounded minimal-
window subsequence recognition problem, which asks for the locations of all the
minimally matching substrings below a fixed length w.

Clearly, the output size for the described reporting versions of these problems
may be exponential in n̄; therefore, we have to parameterise the running time
by the output size, which we denote by output . An algorithm for the reporting
version of any of the above problems can typically be converted to solve the
corresponding counting version of the problem. Such a counting algorithm, in-
stead of reporting all the matching substrings, only returns their overall number.
The running time of the counting versions for all algorithms described in this
subsection will correspond to the running time of the reporting algorithm with
output = O(1).

Previous work. The minimal-window, fixed-window and bounded minimal-
window subsequence recognition problems for a GC-text against a plain pattern
have been considered by Cégielski et al. [3]. For each problem, they gave an
algorithm running in time O(m2 log m · n̄+output). In [17], we gave an improved
algorithm for these problems, running in time O(m1.5n̄).

New result. We now give a more efficient local subsequence recognition al-
gorithm, running in time O(m log m · n̄ + output). The algorithm is based on
Algorithm 1, which we extend as follows. In addition to the seaweed matrices
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Pp,t, Pp,t, Pp,t, we now also make use of the seaweed cross-matrix Pp,t′,t′′ . We
extend every recursive step by the reporting of minimally matching substrings
that are cross-substrings in the current seaweed matrix composition.

Algorithm 2 (Local subsequence recognition).

Input: SLP of length n̄, generating text t of length n; plain pattern p of length
m.

Output: locations (or count) of minimally matching substrings in t.

Description. Similarly to Algorithm 1, index remapping has to be performed
in the background in order to avoid an exponential growth of the indices. To
simplify the exposition, we now assume constant-time index arithmetic, keeping
the index remapping implicit.

First phase. Recursion on the input SLP generating t.

Recursion base: n = n̄ = 1. As in Algorithm 1, the seaweed matrices Pp,t, Pp,t,
Pp,t can be computed by a linear sweep of string p. String t is matching, if and
only if m = 1 and t = p; in this case, t is also minimally matching.

Recursive step: n ≥ n̄ > 1. Let t = t′t′′ be the SLP statement defining string
t. We run a recursive step of Algorithm 1, obtaining the seaweed matrices Pp,t,
Pp,t, Pp,t. In addition, we obtain the seaweed cross-matrix Pp,t′,t′′ by Theorem 2.
This matrix has exactly m nonzeros. Let

L =
{(

ı̂ 1
2
, ĵ 1

2

)� (
ı̂ 3
2
, ĵ 3

2

)� · · · � (
ı̂s− 1

2
, ĵs− 1

2

)}
be the �-chain of all ≶-maximal nonzeros in Pp,t′,t′′ , where s = |L| ≤ m.

By Theorem 1, a substring t〈i : j〉 is matching, if and only if PTΣT
p,t (i, j) = 0,

i.e. the point (i, j) is not ≶-dominated by any nonzeros in the seaweed matrix
Pp,t. Recall that a substring t〈i : j〉 is a cross-substring, if i ∈ [0 : n′ − 1],
j ∈ [n′+1 : n]; in other words, a cross-substring consists of a non-empty suffix of
t′ and a non-empty prefix of t′′. A point (i, j) corresponding to a cross-substring
can only be ≶-dominated by nonzeros within the seaweed cross-matrix Pp,t′,t′′ .
Therefore, a cross-substring t〈i : j〉 is matching, if and only if point (i, j) is not
≶-dominated by any of the nonzeros in Pp,t′,t′′ , or, equivalently, by any point in
L.

Consider the set of all points in [−m : n′ | n′ : m + n], not ≶-dominated
by any point in L. The ≶-minimal points in this set, excluding the irrelevant
boundary points

(⌊
ı̂ 1
2

⌋
, n′) and

(
n′,
⌈
ĵs− 1

2

⌉)
, are interleaved with the points of

L, and form themselves a �-chain of size s − 1:

M =
{(⌊

ı̂ 3
2

⌋
,
⌈
ĵ 1

2

⌉)� (⌊
ı̂ 5
2

⌋
,
⌈
ĵ 3

2

⌉)� · · · � (⌊
ı̂s− 1

2

⌋
,
⌈
ĵs− 3

2

⌉)}
Let i ∈ [0 : n′ − 1], j ∈ [n′ + 1 : n]. Then, a cross-substring t〈i : j〉 is minimally
matching, if and only if (i, j) ∈ M. The number of such points (i, j) is at most
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|M| = m − 1 (it could be strictly less, since some points in M may lie outside
the range [0 : n′ − 1 | n′ + 1 : n], and therefore not correspond to any cross-
substrings).

(End of recursive step)

Second phase. For every SLP symbol, we now have the locations of its mini-
mally matching cross-substrings. Furthermore, every non-trivial substring of t
corresponds to a cross-substring for some SLP symbol, under an appropriate
transformation of indices. By another recursion on the structure of the SLP,
it is now straightforward to obtain either the locations or the count of all the
minimally matching substrings in t.

Cost analysis.

First phase. As in Algorithm 1, each seaweed matrix composition runs in time
O(m log m). The �-chains L and M can be obtained in time O(m). Hence, the
running time of a recursive step is O(m log m). There are n̄ recursive steps in
total, therefore the whole recursion runs in time O(m log m · n̄).

Second phase. For every SLP symbol, there are at most m−1 minimally match-
ing cross-substrings. Given the output of the first phase, the locations of all
minimally matching substrings in t can be reported in time O(mn̄ + output).

Total. The overall running time is O(m log m · n̄ + output).

Example 6. Figure 3 shows a snapshot of a recursive step in the first phase
of Algorithm 2. Subfigure 3a shows the seaweed cross-matrix Pp,t′,t′′ ; in this
particular example, all its nonzeros belong to the string-substring seaweed matrix
Pp,t′,t′′ . Subfigure 3b shows the corresponding seaweed braid. Matrix Pp,t′,t′′

contains m = 5 nonzeros, shown by green bullets in Subfigure 3a, and by green
seaweeds in Subfigure 3b. Out of these five nonzeros, three are ≶-maximal; they
are shown by larger bullets (respectively, by thicker seaweeds). The three ≶-
maximal nonzeros form the �-chain L. Consequently, there are 3−1 = 2 points
in the interleaved �-chain M. In Subfigure 3a, these two points are shown
by asterisks; in Subfigure 3b, the corresponding two substrings of t are shown
by dotted brackets. The interleaving between �-chains L and M is shown in
Subfigure 3a by solid black lines. Both points of M lie within the range [0 :
n′ − 1 | n′ + 1 : n], and therefore each of them corresponds to a minimally
matching cross-substring in t.

By Theorem 1, a substring in t is matching, if and only if the correspond-
ing rectangle in the alignment dag is not pierced by a seaweed entering at its
left-hand boundary and leaving at its right-hand boundary. Notice that the
bracketed substrings of t in Figure 3b are exactly the two inclusion-minimal
cross-substrings satisfying this property.

Algorithms for the fixed-window and the bounded minimal-window subse-
quence recognition problems can be obtained by straightforward modifications
of Algorithm 2; see [14] for details. The running time of both modifications is
still O(m log m · n̄ + output).
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(b) Corresponding seaweed braid

Fig. 3. A snapshot of Algorithm 2 (local subsequence recognition)

4 Conclusions

Using the techniques of semi-local string comparison and fast seaweed matrix com-
position, we have obtained improved algorithms for LCS computation and local
subsequence recognition between a GC-text and a plain pattern. The local sub-
sequence recognition problem can be regarded as a rudimentary form of the ap-
proximate matching problem, which asks for substrings in the text that are close
to the pattern in terms of the edit distance. In a wider context presented in [14],
we extend the techniques of the current paper to solve this more general problem.

It remains an open problem whether our results can be extended to other
compression models, e.g. LZ77 [21] or collage systems [7].
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Abstract. Consider a system composed of n sensors operating in syn-
chronous rounds. In each round an input vector of sensor readings x is
produced, where the r-th entry of x is a value, selected in a finite set
of potential values, produced by the r-th sensor. The sequence of input
vectors is assumed to be smooth: exactly one entry of the vector changes
from one round to the next one. The system implements a fault-tolerant
averaging consensus function f . This function returns, in each round, a
representative output value v of the sensor readings x. Assuming there
are a + 1 equal entries of the vector, f is required to return a value that
appears at least a + 1 times in x.

We study strategies that minimize the instability of a fault-tolerant
consensus system. More precisely, we find the strategy that minimizes, in
average, the frequency of output changes over a random walk sequence
on input vectors (where each component of the vector corresponds to a
particular sensor reading).

1 Introduction

Consider a system composed of n sensors sampled at synchronous rounds. In
each round an input vector of sensor readings is produced, where the r-th entry
of the vector is a value from some finite set V produced by the r-th sensor. To
simplify the presentation, the sampling interval is assumed to be short enough,
to guarantee that the sequence of input vectors is smooth: exactly one entry of
a vector changes from one round to the next one.

There are situations where, for fault-tolerant purposes, a number of sensors
are placed in the same location. Ideally, in such cases, all sensor readings should
be equal. But this is not always the case; discrepancies may arise due to dif-
ferences in sensor readings or to malfunction of some sensors. Thus, the system
must implement some form of fault-tolerant averaging consensus function f that
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returns a representative output value of the sensor readings. Assuming that there
are a+1 equal entries of the vector, f is required to return a value that appears
in more than a entries of x.

The same questions arise when consensus is done not between the values of
sensors, but between the opinions of actors. Suppose for example that you have a
server which can give several types of data to a bunch of clients. At a given time,
each client has a favorite type of data it wants to receive, but the server can only
broadcast one type of data to all the clients. If there is a cost to switching between
requests (say, because one can no longer use cached data), then in order to serve
as much clients as possible in the long-run, it might be wise to sometimes give a
content that fewer of them want, but which we have already started serving.

In a social setting, the same kind of question arises whenever a group has to
make a consensual decision. For example, consider a disc-jockey in a wedding
party. There are both older people, who fancy dancing to a nice waltz, and
younger ones, eager to get their kicks on techno music. Our disc-jockey has to
make sure that the dance-floor is never too empty according to who is ready
to dance at a given time. But if he changes the music too often, then nobody
is going to be happy: stability matters. More seriously, in an election system,
one might want to have a decision that is at the same time representative and
stable, so that the policies which are decided have the time to be applied (for a
caricatural example, the decision between war or peace needs some stability). In
a setting where there is no term-mandate and decision-making is done live, we
show that the stability can be enforced through election rules (i.e., the decision
function).

In this context, the most natural function f is the one that returns the most
common value of vector x. However, the instability of such function is high. In
fact, as the next example shows (n = 5 and a = 1), the output value computed
by this f could change from one round to the next one unnecessarily often:

inputs: 00011 → 10011 → 10010 → 11010 → · · ·
outputs: 0 → 1 → 0 → 1 → · · ·

If instead of the previous f we consider the one that decides the smallest value in
x that appears at least a+1 times, then no output changes would have occurred
in the previous sequence (in the example 0 < 1 and a + 1 = 2). Moreover, in
order to reduce further the instability, we could consider a function that tries to
stay with the output of previous rounds.

The worst case instability of consensus functions was studied in two previous
papers [4,7]. The input sequence considered in those papers was assumed to be,
in addition to smooth, geodesic: the r-th entry of the input vector was allowed
to change at most once over the sequence. The instability of a consensus func-
tion was given by the largest number of output changes over any such sequence,
called a geodesic path. Notice that a geodesic path must be finite, since the set
V from which the input vectors draw their values is finite. The case V = {0, 1}
of binary input vectors was considered in [7]. The case of multi-valued input
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vectors, where the set V is arbitrary, turned out to be much more difficult and
required higher-dimensional topological methods [4]. Recently, instability under
byzantine failures was studied in [6].

The notion of geodesic stability is not totally satisfying. For example, for
a = 0, the function consisting in following the result of a fixed sensor has a
minimal instability. In [1] , we introduced, as an alternative measure, a more
natural (and subtle) notion called average instability. We removed the geodesic
requirement and therefore the smooth sequences of input vectors we considered
were random walks over the hypercube. If P = x0, x1, . . . is such a walk, then
the average instability of a consensus function f is given by the fraction of time
f changes its output over P .

We studied in [1] the case when the input is binary (S = {0, 1}), and found
optimal strategies, without memory and with memory. In [13], we analyzed the
three value case (S = {0, 1, 2}), when the process has no memory. In the present
paper, we treat the general case (S = {0, 1, 2, ....m− 1}) with finite memory. We
prove that a very simple function, only taking account the current input vector
and the previous consensus value is actually optimal. This proves that a small
memory (of size log m) is sufficient, in order to maximize the stability.

The paper is divided as follows. In section 2, we give formal definitions of
concepts above, and present our optimal solution, and our result. In section 3,
we introduce a lightly different consensus model, the auxiliary process, which
enforces symmetry properties. In this framework, we prove that our solution is
optimal, even if a finite horizon is fixed (i.e. random walks of fixed finite length
are used). In section 4, we use a technique using the law of large numbers to
deduce our result from the result about the auxiliary process.

As noted in [7], studying the instability of consensus functions may have
applications in various areas of distributed computing, such as self-stabilization
[5] (indeed, see [9]), Byzantine agreement [2], real-time systems [10], complexity
theory [8] (boolean functions), and VLSI energy saving [3,11,14] (minimizing the
number of transitions).

2 Average Instability

2.1 Framework

Let n, m be positive integers and a be a non negative integer such that n > m a.
The set = {0, 1, ...., m−1} is denoted by �m. The input space of dimension n, is
a graph whose vertex set is Vn = (�m)n, called input vectors. The edges En are
all (unordered) pairs of vertices whose vectors differ in exactly one component.
We assume that an initial probability distribution, denoted by λ is fixed on Vn.

The distance d(x1, x2) between two input vectors x1, x2 is equal to the number
of entries in which they differ. Thus, d(x1, x2) = d if and only if the shortest
path between x1 and x2 in Vn is of length d.

For any input vector x and b ∈ �m, we denote by #b(x) the number of entries
in x that are equal to b. We also denote by dom(x) the lowest integer b such that
#b(x) is maximal.
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A system is a tuple D = (m, n, a, S, τ, f), where S is a finite set called the
memory that includes a special initial symbol ⊥ ∈ S, τ : Vn × S → S is the
memory function, and f : Vn × S → �m is the decision function.

Threshold condition: The fault-tolerance requirement that f must satisfy is
the following. With the notation above, we must have:

f(x, s) = b ⇒ #b(x) > a.

We say that f is a consensus function when it satisfies the threshold constraint
above.

A pair (x, s) is a configuration of the system. Each configuration is given a
consensus value b = f(x, s) An execution of the system is a sequence (x0, s0) →
(x1, s1) → . . ., where s0 = ⊥, xk+1 is a neighbor of xk, and sk+1 = τ(xk , sk).

We assume that if x is the current input vector, then the next input vector
x′ is taken in a random uniform way from the vectors at distance one from x in
the hypercube. The initial input vector is chosen according to some distribution
λ. Once the initial state s0 = ⊥ is determined, so is the initial configuration,
(x0, s0). The next configuration is produced by choosing at random a neighbor
of x0, say x1, and we get the next configuration (x1, s1), where s1 = τ(x0, s0).

Formally, we have a Markov process (P, λ) whose set of states is Vn and there
is a transition from x to x′ if {x, x′} ∈ En. The probability of such a transition
is 1

(m−1)n , which defines the transition matrix P . The initial vector distribution
is λ.

Let Xk denote the random variable of this process after k steps. We succes-
sively define the random variables S0, S1, .... by S0 = ⊥ and Sk+1 = τ(Xk, Sk).
We also state Zk = (Xk, Sk), Bk = f(Zk) = f(Xk, Sk) and

Fp(D) =
1
p

p−1∑
k=0

δ(Bk, Bk+1)

(where δ is the function defined on (�m)2 by δ(s, s′) = 1 when s = s′, and
δ(s, s′) = 0 otherwise). Thus, Fp(D) gives the change frequency during a walk
of length p.

The sequence Z0, Z1, ..... is given by the Markov process (P ′, μ0) whose set of
states is Vn × S and there is a transition from (x, s) to (x′, s′) if {x, x′} ∈ En

and τ(x, s) = s′ with probability 1
(m−1)n . The probability μ0 is the probability

product λ
⊗

δ⊥ where δ⊥ denotes the Dirac distribution on S concentrated in
⊥, (i.e. the unique probability on S such that δ⊥(⊥) = 1).

We give here a version of the ergodic theorem on Markov chains, which will
be used below. We recall that a Markov chain is irreducible if it is possible to
get to any state from any state by a sequence of transitions, and a probability
distribution is invariant (or stationary) if the distribution does not change when
a step of the Markov chain is executed. It is well known that an irreducible
Markov chains admits a unique invariant distribution.
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Theorem 1. Consider an irreducible discrete time Markov process (Zn)n∈N on
a finite space V . For any bounded function f : V → �, we have

�

(
lim
l→∞

(
1
p

p−1∑
k=0

f(Zk)) =
∑
v∈V

πvf(v)
)

= 1

where (πv)v∈V denotes the unique invariant distribution.
Therefore, even without the irreducibility hypothesis, there exists a value f

such that we have

�

(
lim

p→∞(
1
p

p−1∑
k=0

f(Zk)) = f
)

= 1.

The first part is a classical version of the ergodic theorem, the second part is
trivially obtained by decomposition of the probability distribution of X0 on irre-
ducible components. The main idea is that the computation average on random
walk is reduced to the computation of the stationary distribution.

Proposition 1. For any consensus system D, The average instability of D,
defined by:

inst(D) = �( lim
p→∞ Fp(D))

exists and does not depend on the initial distribution λ.
Moreover we have,

inst(D) = lim
p→∞�(Fp(D))

Proof. Consider the Markov chain in which each state is an ordered couple
((x, s), (x′, s′)) of (Vn × S)2 such that {x, x′} is and edge of En, s′ = τ(x, s),
and there is a transition of probability 1

(m−1)n from each state ((x, s), (x′, s′)) to
each state ((y, u), (y′, u′)) such that (x′, s′) = (y, u). The function defined over
the set of states (the arcs) is φ((x, s), (x′, s′)) = δ(s, s′). Applying Theorem 1
(with μ0

⊗
�(μ0) as origin distribution), we get the first part of the proposition.

The second part is a direct application of the famous Lebesgue’s dominated
convergence theorem.

In particular, for the study of the instability, the theorem above allows to assume
without loss of generality that the distribution λ is the uniform distribution on
Vn. We will work with this hypothesis in the remaining of the paper.

2.2 The Result

Let f0 denotes function, defined on Vn × (�m ∪ {⊥}), by

– f0(x,⊥) = dom(x).
– if b ∈ �m and #b(x) > a, then f0(x, b) = b,
– if b ∈ �m and #b(x) ≤ a, then f0(x, b) = dom(x),
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Informally, f0 encodes the laziest natural strategy: the consensus value remains
unchanged as long as its is possible. When it has to be flipped, the dominant
value is taken. Notice that the only information stored is an element of �m,
whose size does not depend on the number n of sensors. This result below proves
that a surplus of memory is useless.

Theorem 2. Let D0 be the consensus system: D0 = (m, n, a,�m ∪ {⊥}, f0, f0)
For any system D = (k, n, t, S, τ, f) satisfying the threshold condition, we have

inst(D) ≥ inst(D0).

Clearly, the ideal best strategy with a fortune-teller would be to keep previous
consensus as long as possible and, being forced to change it, to ask the fortune-
teller which of the new acceptable values will have the longest lifetime. The
theorem shows that we can get rid of such a fortune-teller.

If the result is quite natural, the proof is far from trivial. In a first step,
we need to introduce an auxiliary modified process, which enforces symmetries.
Then we study the (equivalent of) instability with a finite fixed number of steps,
for the auxiliary process (section 3). Symmetries added allow us to prove that
the function given above is the optimal one for instability with a finite horizon.
This part contains most of original ideas of the paper.

Afterwards (section 4), we use a technique using the law of large numbers
to deduce the theorem, as it is stated above, from the previous results on the
auxiliary process.

3 The Auxiliary Process and Its Optimal Strategy

3.1 The Auxiliary Process

Let D = (m, n, a, S, τ, f) be a system. The corresponding auxiliary process is
given by a uniform random walk on the (undirected) graph (V ′

n, E′
n) with V ′

n =
Vn ∪ En, and each element {e, x} of E′

n is formed from an input vector x of Vn

and an edge e of En containing x. Informally an additional node is placed in each
edge. When the walk reaches such a node, an endpoint of the edge is chosen,
uniformly at random, for the following position of the walk, while the memory
remains unchanged.

Let e = {x, x′} be an edge of En. Assume that x = (b1, b2, ....bn) and x′ =
(b′1, b

′
2, ....b

′
n). the edge e can be seen as an n-uple e = (c1, c2, ...., cn) with, for

1 ≤ r ≤ n, cr = br when br = b′r and cr is the unordered pair {br, b
′
r} when

br 	= b′r. Thus, exactly one component of the n-uple e is a pair. For each b of �m,
we define #b(e) by #b(e) = (#b(x) + #b(x′))/2.

Let X ′
0, E0, X

′
1, E1, X

′
2, E2, .... be the random variables giving the successive

positions during the uniform random walk on (V ′
n, E′

n) (with the distribution of
X ′

0 being uniform on Vn). We define the random variable S′
k by:

– if X ′
k+1 = X ′

k, then S′
k+1 = Sk,

– if X ′
k+1 	= X ′

k, then S′
k+1 = τ(Sk).
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We also define B′
k = f(X ′

k, S′
k) and the random variable

F ′
p(D) =

1
p

p−1∑
k=0

δ(B′
k, B′

k+1),

in a similar way than in the original process.

3.2 Trajectory Colorings

For the study of the modified process, it is easier to allow consensus strate-
gies which depend on the whole history. This is why we present the following
framework.

A trajectory of length p is a 2p + 1-uple t = (x0, e0, x1, e1, ...., xp−1, ep−1, xp)
such that, for each integer k such that 0 ≤ k < p, {xk, ek} and {ek, xk+1}
both are elements of E′

n (it may happen that xk = xk+1). A trajectory has the
median property (which does not exist in the original process): let k and k′ be
integers such that 0 ≤ k < k′ ≤ p, and b and b′ be elements of S such that
#b(xk) > #b′(xk) and #b(xk′ ) < #b′(xk′ ). There exists an integer k′′ such that
k ≤ k′′ ≤ k′ and either #b(xk′′ ) = #b′(xk′′ ) or #b(ek′′ ) = #b′(ek′′). The median
property is a main reason for introducing the auxiliary process.

For k ≤ p, the prefix of length k of t, denoted by prefk(t), is the trajectory
prefk(t) = (x0, e0, x1, e1, ...., xk). The set of trajectories of length p is denoted
by Tp, and the set of trajectories of length at most p is denoted by T≤p. Hence
T≤p =

⋃
0≤k≤p Tk =

⋃
0≤k≤p,T∈Tp

prefk(t). The set of all trajectories is denoted
by T .

Given a consensus system D = (m, t, a, S, f, τ), the memory function on tra-
jectories is the function τ ′: T → S, inductively defined by:

– τ ′(x0) = τ(x0,⊥)
– τ ′(x0, e0, x1, e1, ...., xk+1) = τ(xk+1, τ

′(x0, e0, x1, e1, ...., xk)) if xk+1 	= xk,
– τ ′(x0, e0, x1, e1, ...., xk+1) = τ ′(x0, e0, x1, e1, ...., xk) otherwise.

For the auxiliary process, it is easier to work with consensus values possibly
depending on the whole trajectory, and not only on a finite memory. In order do
it, we extend the notion of consensus function by introducing colorings.

A trajectory coloring g is a function Tp → �m. Informally, the notion of color-
ing allows to extend consensus values without paying attention in states. A color-
ing g is called a consensus coloring if it satisfies the following threshold condition:
for each trajectory (x0, e0, x1, e1, ...., xk), we have: g(x0, e0, x1, e1, ...., xk) = b ⇒
#b(xk) > a.

The trajectory coloring given by D is the function gD inductively defined by:

– gD(x0, e0) = f(x0,⊥)
– gD(x0, e0, x1, e1, ...., xk+1) = f(xk+1, τ

′(x0, e0, x1, e1, ...., xk, ek)).

Obviously, gD is a consensus coloring, since f is consensus function. For short,
we state: g0 = gD0 .
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For each trajectory t = (x0, e0, x1, e1, ...., xp), each trajectory coloring g, and
each integer k such that 0 ≤ k < p, we state:

δg(k, t) = δ(g(prefk(t)), g(prefk+1(t))) and changeg(t) =
p−1∑
k=0

δg(k, t).

When δg(k, t) = 1, we say that we have a g-flip in position k.
For p > 0, we define the random variable:

F ′′
p (g) = changeg(X

′
0, E

′
0, ..., X

′
p)/p.

We have: F ′′
p (gD) = F ′

p(D). If (x0, e0, x1, e1, ...., xp) and (x′
0, e

′
0, x

′
1, e

′
1, ...., x

′
p) are

trajectories, then �((X ′
0, E

′
0, ..., X

′
p) = (x0, e0, ...., xp)) = �((X ′

0, E
′
0, ..., X

′
p) =

(x′
0, e

′
0, ...., x

′
p)), which induces:

�(F ′′
p (g)) =

1
p|Tp|

∑
t∈Tp

changeg(t)

3.3 Analysis of the Auxiliary Process

Let g and g′ be two different colorings; the distance d(g, g′) between g and g′ is
2−i(g,g′) where i(g, g′) denotes the length of the shortest trajectory t such that
g(t) 	= g′(t) (we also state d(g, g) = 0).

Lemma 1. For any consensus coloring g such that d(g, g0) ≤ 2−p, there exists a
consensus coloring g′ such that �(F ′′

p (g′)) ≤ �(F ′′
p (g)) and d(g0, g

′) < d(g0, g).

Proof. Let i such that d(g, g0) = 2−i, with i ≤ p. In particular, for any trajectory
t of length at least i, we have: g(prefi−1(t)) = g0(prefi−1(t)).

We have to exhibit a consensus coloring g′ such that, for each trajectory
t of T≤i, g′(t) = g0(t), and

∑
t∈Tp

changeg′(t) ≤ ∑
t∈Tp

changeg(t). For any
trajectory t of length at most i, we are forced to state g′(t) = g0(t).

Now take a trajectory t = (x0, e0, x1, e1, ...., xj , ) with j > i. we have to define
g′(t). In order to make main ideas clearly appear, we assume in first step that
i ≥ 1. The case when i = 0 will be treated at the end.

The first idea for the construction of g′ is to change nothing when the situation
is OK. Formally, if g(prefi(t)) = g0(prefi(t)), then we state g(t) = g′(t). Thus,
when j = p, we have: changeg(t) = changeg′ (t).

The second idea for the construction of g′ is to postpone the g-flip in position
i − 1, when it is possible. Formally, if #g(prefi−1(t))(xi) > a, (i.e. if it is possible
to have δg′(i−1, t) = 0), then we state g′(t) = g(prefi−1(t)) if t is of length j = i
(in other words, we enforce that δg′(i − 1, t) = 0) and g(t) = g′(t) if j > i.

When δg(i − 1, t) = 0, using by the first idea above, we already know that
changeg(t) = changeg′(t). Otherwise, δg(i − 1, t) = 1 while δg′(i − 1, t) = 0, and
the index is i is the only other one for which it may happen that δg(k, t) 	=
δg′(k, t). Thus, when j = p, we have: changeg(t) ≤ changeg′(t).
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The difficult case arises when we have a trajectory t with the property that:
#g(prefi−1(t))

(xi) = a, which enforces that we will necessarily have δg′(i−1, t) = 1,
and g(prefi(t)) 	= dom(xi) (thus g(prefi(t)) 	= g0(prefi(t)).

To avoid abuse of notations, we will assume without loss of generality that
g(prefi−1(t)) = 0, g(prefi(t)) = 1 and dom(xi) = 2.

– Assume in a first step that, i ≤ k ≤ j. We have #2(xk) > #1(xk). In this
case, we state:
• g′(t) = 2 if g(t) = 1,
• g′(t) = g(t) otherwise.

Informally, the idea is that the value 1 can be replaced by 2, after xi.
When g(t) = 1, we have: #2(xj) > #1(xj) > a. When g(t) 	= 1, we have:
g′(t) = g(t) > a. Thus g′ satisfies the property of consensus coloring for t.
For each trajectory t of Tp of this case, the equality: changeg′(prefi(t)) =
changeg(prefi(t)) holds, and, for any position k such that k ≥ i, we have
δg′(k, t) ≤ δg(k, t). Thus: changeg′(t) ≤ changeg(t).

– When the hypothesis above is not satisfied, the direct comparison of changeg′

(t) with changeg(t) fails. So we use a method which matches trajectories
for which roles of 1 and 2 are inverted. It is the most subtle idea of the
paper. The value changeg(t) is compared with changeg(μ(t)), where μ(t) is
trajectory deduced from t, by a ‘mirror technique”.
From the median property, there exists an integer q such that q > i and either
#1(eq) = #2(eq) or #1(xq) = #2(xq). We take the smallest q satisfying this
condition. Informally, q is the first index after i for which the value 1 and 2
play the same role for consensus.
We treat the case when #1(xq) = #2(xq), (the case when #1(eq) = #2(eq)
being similar). Formally, let us state: xq = (bq,1, bq,2, ....bq,n), and let B1

(respectively B2) be the set of indices r such that bq,r = 1 (respectively
bq,r = 2). We have card(B1) = card(B2), so we can fix a bijection h from
B1 to B2, only depending on xq. Let σ be the permutation of {1, 2, ....., n},
such that:
• σ(r) = h(r) when r ∈ B1,
• σ(r) = h−1(r) when r ∈ B2,
• σ(r) = r otherwise.

Let σ1,2 be the permutation of �m, such that σ1,2(1) = 2, σ1,2(2) = 1,
and σ1,2(b) = b otherwise. We have σ2 = idn (where idn is the identical
permutation on {1, 2, ....., n}) and (σ1,2)2 = id�m , the identical permutation
on �m.
For the trajectory t = (x0, e0, x1, e1, ...., xj), we define the trajectory μ(t) =
(x′

0, e
′
0, , ....., x

′
j) as follows:

• prefq(μ(t)) = prefq(t),
• for q ≤ k ≤ j, if xk = (bk,1, bk,2, ..., bk,n) and x′

k = (b′k,1, b
′
k,2, ..., b

′
k,n),

then have: b′k,r = σ1,2(bk,σ(r)).
• for q ≤ k < j, if ek = (ck,1, ck,2, ..., ck,n) and e′k = (c′k,1, c

′
k,2, ..., c

′
k,n),

then have:
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∗ c′k,r = σ1,2(ck,σ(r)) when ck,σ(r) is not a pair,
∗ c′k,r = {σ1,2(b), σ1,2(b′)} in the case when ck,σ(r) is the pair {b, b′}.

Informally, the idea is that the sensor r has a referent, which is σ(r). For
the construction of μ(t), r simulates what is done by its referent, except for
values 1 and 2 which are transposed.

One easily checks that μ(t) is really a trajectory: if xk and ek only differ
on the index r for which ck,r = {bk,r, b

′}, then x′
k and e′k only differ on the

index σ(r) for which c′k,σ(r) = {σ1,2(bk,σ(r)), σ1,2(b′)} = {b′k,σ(r), σ1,2(b′)}. A
similar argument holds for checking the transition from e′k to x′

k+1.
For each trajectory t of this case, we state:

• g′(t) = σ1,2(g(μ(t)).

We have #g(μ(t))(xj) > a, thus #σ1,2(g(μ(t))(x′
j) > a, i.e. #g′(t)(x′

j) > a,
which ensures that g′ satisfies the threshold condition for t.
We have changeg′(prefi(t)) = changeg(prefi(t)) = changeg(prefi(μ(t)). For
i ≤ k < q, prefk(t) satisfies the previous item (q = +∞), thus δg′(k, t) ≤
δg(k, t) = δg(k, μ(t)) For q ≤ k < j, we have, by symmetry : δg′(k, t) =
δg(k, μ(t)). Thus changeg′(t) ≤ changeg(μ(t)).
On the other hand, we have: μ(μ(t)) = t, which guarantees that μ is a bijec-
tive mapping on the set T ′ of trajectories t starting by (x0, e0, x1, e1, ...., xk).
It follows that

∑
t∈T ′∩Tp

changeg′(t) ≤
∑

t∈T ′∩Tp

changeg(μ(t))

and
∑

t∈T ′∩Tp

changeg(μ(t)) =
∑

t′∈μ(T ′∩Tp)

changeg(t
′) =

∑
t∈T ′∩Tp

changeg(t)

which gives: ∑
t∈T ′∩Tp

changeg′(t) ≤
∑

t∈T ′∩Tp

changeg(t)

Adding on all possible sets T ′, the analysis above gives:
∑

t∈Tp
changeg′ (t) ≤∑

t∈Tp
changeg(t), i.e. the result.

For i = 0, the analysis is completely similar to the case when i is positive with
the properties: #g(prefi−1(t))

(xi) = a, and g(prefi(t)) 	= dom(xi).

As a corollary, we get the optimality result below.

Proposition 2. For any consensus system D = (m, n, a, S, f, τ) and any posi-
tive integer p, we have �(F ′

p(D)) ≥ �(F ′
p(D0)).
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4 From the Auxiliary Process to the Original Process

For the average point of view, Proposition 2 insures that D0 is definitely the
best consensus system, for the auxiliary process. We will now deduce that D0 is
also the best one for the original process, at least in an asymptotic way.

We first present the ideas in a informal way. Take any consensus system D,
consider, for the auxiliary process, trajectories of length 2p and study the num-
ber of input changes done during these trajectories (we have an input change
when x′

k 	= x′
k+1). In average, half of time the trajectory remains in the same

state, and half of the time an input change occurs. Therefore, for p large, the
number of input changes is close to p, with high probability. Thus, for p large,
the number of output changes in trajectories of the auxiliary process of length
2p has approximately the same distribution than the number of output changes
in the p first steps of the original process. Thus �(F ′

2p(D)) and �(Fp(D))/2 are
nearly equal, and have the same limit when p tends to infinite. By this way,
asymptotic comparisons of systems are in the same sense in the auxiliary and in
the original process.

The intuitive ideas above can be formalized by the following proposition.

Proposition 3. For any consensus system D, lim
p→∞�(F ′

2p(D)) exists and

lim
p→∞�(F ′

2p(D)) =
inst(D)

2

Proof. We fix a consensus system D. We lighten notations, stating, for each p >
0, Gp = pFp(D), G′

p = pF ′
p(D), (i.e. Gp and G′

p are the number of state changes,
respectively in a walk of length p in the original process, and in trajectory of
length p in the auxiliary process).

We also introduce Np, the number of input changes during a trajectory of
length p in the auxiliary process. Formally: N0 = 0, Nk+1 = Nk if X ′

k+1 = X ′
k,

and Nk+1 = Nk + 1 if X ′
k+1 	= X ′

k. The distribution of Np is the binomial law

B(p, 1
2 ), i.e. for 0 ≤ k ≤ p, we have �(Np = k) = (p

k)

2p .
Remark the conditional random variable G′

p|(Np = k) has the same distribu-

tion than the random variable Gk. Thus, since F ′
2p(D) = G′

2p

2p , we have:

�(F ′
2p(D)) =

1
2p

2p∑
k=0

�(N2p = k)�(G′
2p|(N2p = k)) =

1
2p

2p∑
k=0

�(N2p = k)�(Gk).

Thus

�(F ′
2p(D)) =

2p∑
k=0

�(N2p = k)�(
Gk

k
)

k

2p
=

2p∑
k=0

k

2p
�(N2p = k)�(Fk(D)).

The relation above gives a first link between average of variables F ′
k and variables

Fk.
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Let ε denote a positive real (assumed to be small). We split the sum above into
three parts. The main idea is the fact that, for p large, Np

p is approximatively
equal to 1

2 with high probability. We first have:

�(1−ε)p�∑
k=0

k

2p
�(N2p = k)�(Fk(D)) ≤

�(1−ε)p�∑
k=0

�(N2p = k) ≤ �(N2p ≤ (1 − ε)p)

Secondly, we have:

2p∑
k=�(1+ε)p�

k

2p
�(N2p = k)�(Fk(D)) ≤

2p∑
k=�(1+ε)p�

�(N2p = k) ≤ �(N2p ≥ (1+ε)p)

The law of large numbers tells that, for any pair (δ, ε) of positive integers, we
have, for p sufficiently large, �(N2p

2p < 1
2 − δ) ≤ ε. Thus, taking δ = ε

2 , we get:
�(N2p ≤ (1 − ε)p) ≤ ε. On the other hand, by symmetry, we have: �(N2p ≤
(1 − ε)p) = �(N2p ≥ (1 + ε)p). Therefore, we obtain:

0 ≤
�(1−ε)p�∑

k=0

k

2p
�(N2p = k)�(Fk(D)) +

2p∑
k=�(1+ε)p�

k

2p
�(N2p = k)�(Fk(D)) ≤ 2ε

The central term is a bit more difficult to study. For p sufficiently large, we have:
k ≥ (1 − ε)p ⇒ |�(Fk(D)) − inst(D)| ≤ ε, from Proposition 1. Thus we get

�(1+ε)p�−1∑
k=�(1−ε)p�+1

(
1 − ε

2
)�(N2p =k) (inst(D) − ε)≤

�(1+ε)p�−1∑
k=�(1−ε)p�+1

k

2p
�(N2p =k)�(Fk(D))

i. e.

(
1 − ε

2
) (inst(D)−ε)�((1−ε)p<N2p <(1+ε)p)≤

�(1+ε)p�−1∑
k=�(1−ε)p�+1

k

2p
�(N2p =k)�(Fk(D))

Finally, using the law of large number, we get, for p sufficiently large:

(
1 − ε

2
) (inst(D) − ε) (1 − 2ε) ≤

�(1+ε)p�−1∑
k=�(1−ε)p�+1

k

2p
�(N2p = k)�(Fk(D))

By similar arguments, we have:

�(1+ε)p�−1∑
k=�(1−ε)p�+1

k

2p
�(N2p = k)�(Fk(D)) ≤ (

1 + ε

2
) (inst(D) + ε)
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Thus, reconstructing the whole sum by adding the three parts, we get:

(
1 − ε

2
)(inst(D)−ε)(1−2ε)≤

2p∑
k=0

k

2p
�(N2p =k)�(Fk(D))≤(

1 + ε

2
)(inst(D)+ε)+2ε

i.e.

(
1 − ε

2
)(inst(D) − ε)(1 − 2ε) ≤ �(F ′

2p(D)) ≤ (
1 + ε

2
)(inst(D) + ε) + 2ε

which ensures the result of the proposition.

We now have the material to easily prove Theorem 2: for any consensus sys-
tem D and any p > 0, we have �(F ′

p(D)) ≥ �(F ′
p(D0)) from Proposition 2.

Thus, lim
p→∞�(F ′

p(D)) ≥ lim
p→∞�(F ′

p(D0)), which gives inst(D) ≥ inst(D0), from

Proposition 3.

5 Extensions

5.1 Infinite Memory

If we allow the memory S to be infinite, inst(D) might not exist, but the average
�(lim inf

p→∞ Fp(D)) always exists, and can be considered as a lower bound for the

cost. The theorem below proves that there is no hope to find a better consensus
function, even with an infinite memory.

Theorem 3. For any system D = (k, n, t, S, τ, f) satisfying the threshold con-
dition (with S being eventually infinite), we have:

�(lim inf
p→∞ Fp(D)) ≥ lim inf

p→∞ �(Fp(D)) ≥ inst(D0).

Proof. (sketch) The first inequality is classical in integration theory. Proposi-
tion 2 holds even when S is infinite, and Proposition 3 can be adapted for
inferior limits, when S is infinite, which gives the result.

5.2 Other Probability Distributions

The analysis above can be criticized for its particularity. The first particularity
is the fact of the initial distribution is uniform. But general theorems on Markov
chains prove that the instability does not depends on the initial distribution. In
other words, any initial distribution can be chosen to get the same results.

In a lot of cases, the use of the uniform random Markov chain seems to be
unadapted For instance, consider a scenario where the inputs are heat sensors,
indicating either “hot” or “cold”. If most of them indicate that the ambient tem-
perature is indeed “hot”, we would expect that it is the truth and there is a
higher transitional probability for changing from “cold” to “hot” than the other
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way around (and vice versa). At the opposite, in politics, if a large majority for
one side does exist, then it appears that people do not hesitate before leaving
this majority and we would expect a higher transitional probability for changing
from the majority to the opposition than in the other way.

In our analysis, the key-point is the introduction of the coupling of trajectories
with mirror-trajectories. This technique can be applied as soon as the trajectory
and its mirror have the same probability. This is guaranteed when there is a
symmetry of inputs (which can be seen as the anonymousness of agents).

Aknowledgements. The author is very grateful with Florent Becker and Ivan
Rapaport for helpful discussions in Santiago de Chile.
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Improved Online Scheduling in Maximizing

Throughput of Equal Length Jobs

Thang Nguyen Kim

LAMSADE, Université Paris Dauphine, France

Abstract. Motivated by issues raised from data broadcast and networks
using ATM and TCP/IP, we consider an online scheduling problem on a
single machine. In the problem, each job i is revealed at release time ri,
has processing time pi, deadline di and weight wi. Preemption is allowed
and there are two models of preemption: preemption with restart and
preemption with resume. The goal is to maximize the throughput — the
total weight of all jobs completed on time. In the paper, we consider the
problem where all processing time of jobs are equal and present improved
algorithms which achieve 4.24-competitive in both models of preemption.

1 Introduction

Data broadcast involves information distribution from a server to clients. The
advantage of broadcasting technologies is that different users having the same
request can be simultaneously satisfied by a broadcast. Information lies in a large
range, from movies, soccer matches to stock market news, etc. Clients are also di-
verse and have different interests in certain moments. Hence, to maximize a given
quality of service it is allowed that the server interrupts the currently broadcast
page and starts a new one. Nevertheless, to satisfy a previously-interrupted page,
the server has to broadcast again from the beginning.

ATM network has been designed to send telephone, radio, television commu-
nication as well as usual network data. In networks using ATM and TCP/IP, IP
packets have to be split into small ATM cells and fed into the ATM networks.
In general, packet sizes are bounded by the capacity of Ethernet, i.e. 1500 bytes,
and in many cases they have the same length which equals the maximal capacity.
The network transmits cells separately. In maximizing a given quality of service,
it is allowed to stop transmitting cells of some packets and start sending cells of
other ones. However, in contrast to data broadcast, in order to complete packets
that still have remaining cells unsent, the network only needs to transmit the
remaining instead of starting from the beginning.

Problem definition. These applications can be formulated as an online scheduling
problem on a single machine where each job i arrives online at its release time
ri, has processing time pi, deadline di and weight wi. The job’s parameters are
unknown until its arrival. All these quantities except possibly wi are integer. The
objective is to maximize throughput, which is the total weight of jobs completed

A. Kulikov and N. Vereshchagin (Eds.): CSR 2011, LNCS 6651, pp. 429–442, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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on time. Preemption of jobs is allowed. Motivated by the above applications, we
consider two models of preemption in the problem:

(i) the preemptive model with restart, where a job can be interrupted, but
when it is scheduled again, it must be scheduled from the beginning

(ii) the preemptive model with resume, where in contrast, when a job is sched-
uled again, the previously done work can be resumed.

The problem under these two models of preemption can be denoted as 1|online−
ri|
∑

wi(1−Ui) and 1|online− ri; pmtn|∑wi(1−Ui), respectively according to
notation in [3].

1.1 Related Work

It is known that, in both models of preemption, the deterministic competitive
ratio is unbounded if jobs’ processing times are arbitrary [1]. Dürr et al. [6]
presented an algorithm that gave a tight bound Θ(p/ log p) in both models where
the processing time of all jobs are bounded by p.

In the model of preemption with restart, a 5-competitive algorithm is given
in [9,2]. Zheng et al. [12] provided an improved algorithm Bar that was 4.56-
competitive for jobs with equal processing time, arbitrary weights. Chrobak
et al. [5] gave a tight 1.5-competitive deterministic algorithm for equal processing
time, unit weight jobs.

In the model of preemption with resume, the best known upper bound and
lower bound competitive ratio for the case of equal length and arbitrary weight
jobs are 5 [6] and 2.59 [2,6], respectively. For an interesting special case where
jobs have unit processing time (i.e. pi = 1 ∀i), the problem (related to buffer
management for packet switches [8]) is widely studied, and the deterministic
competitive ratio lies between φ(≈ 1.618) [4] and 1.83 [7]. Another direction
of research is to consider resource augmentation, and in [10] a deterministic
online algorithm was presented which has constant competitive ratio provided
that the algorithm is allowed a constant speedup of its machine compared to the
adversary.

1.2 Our Contribution

In the paper, we study the problem with jobs of equal processing time, arbitrary
weight. The variant of equal processing time jobs has been widely studied (see
[11, chapter 14]). We give algorithms which are 4.24-competitive for both models
of preemption. The algorithms are essentially the same and the analysis are
based on charging schemes. Roughly speaking, the issue is to solve the dilemma
of choice between a lower-weighted job with imminent deadline and a higher-
weighted job with later deadline.

In Section 2, we recall some standard notions. Then we illustrate the ideas
that inspire the improved algorithms. In Section 3, we consider the model of
preemption with restart in which we present the algorithm together with its
intuition and the analysis. Even though the improvement is small, the algorithm
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helps in designing an algorithm with the same competitive ratio in the model of
preemption with resume. In Section 4, we describe a 4.24-competitive algorithm
in the latter model. The structure of the proof is similar to the one in the former
model. However, the charging scheme is more subtle since the adversary may
schedule jobs in different pieces and it presents the main difficulty of the proof
in the model of preemption with resume.

2 Preliminaries

An algorithm is r-competitive if for any job sequence released by an adversary,
the algorithm gain is at least r-fraction of the optimal offline solution where the
whole sequence of jobs is known in advance.

Let p be the jobs’ processing time, i.e. pi = p ∀i. Consider an algorithm. Let
Ci be the completion time of job i by the algorithm. Let qi(t) be the remaining
processing time of job i for the algorithm at time t. When there is no confusion,
we simply write qi. In preemption with restart, if a job i is interrupted at some
time t then qi(t + 1) = p.

We say that an algorithm schedules a job at time t meaning that the algorithm
executes unit of this job in interval [t, t+1). A job i is pending for the algorithm
at time t if it has not been completed before and ri ≤ t and t + qi(t) ≤ di. A job
i is urgent at time t if di < t + qi(t) + p.

In the model of preemption with restart, let Si(t) be the latest moment before
t that an algorithm starts job i. In the model of preemption with resume, Si(t)
denotes the latest moment τ < t such that at time τ , the algorithm schedules
job i but at the previous moment (τ − 1), the algorithm schedules other job or
it is an idle-time. Again, when there is no confusion, we simply write Si.

Without loss of generality, assume that the adversary starts a job if and
only if it will complete the job; and the adversary schedules jobs in Earliest
Deadline First manner. In the analysis, we abbreviate the algorithm and the
adversary by Alg and Adv, respectively.

Starting point of improved algorithms. Consider the following algorithm for the
model of preemption with restart. If there is no currently scheduled job, schedule
the pending one with highest weight. Otherwise, if there is a new job i arriving
with weight at least twice that of the currently scheduled job then interrupt the
latter and schedule i.

This algorithm is 5-competitive [9,2]. Observe that the algorithm considers
the jobs’ deadlines only in verifying whether jobs are pending; it totally ignores
the correlation of that important parameter among the jobs. Hence, a better
algorithm should be more involved in the deadlines of jobs, not only in verifying
the pending property. An idea of improvement is that if a new released job
is urgent, even if its weight is not large, one may delay the execution of the
currently scheduled job and schedule the new job. However, postponing the
heavy currently scheduled job might result in a lost of throughput if some new
heavier job will be released later. A treatment is presented in [12] in which they
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handled implicitly the jobs’ deadlines by turning them into a function of weight.
In the paper, we deal explicitly with jobs’ deadlines and present new algorithms
with improved bounds.

3 A 4.24-Competitive Algorithm for Preemption with
Restart

The algorithm A. Let 1 < β < 3/2 be a constant to be defined later. Initially,
set Q := ∅ and α := 0. Throughout the execution of the algorithm, at any time,
Q stores the last job interrupted according to condition [A2] below.

At time t, if there is either no currently scheduled job or a job completion, then
schedule the heaviest pending job. Otherwise, let j be the currently scheduled
job. If there is no new released job, then continue to schedule j. Otherwise, let
i be a new released job with heaviest weight. Job j is interrupted if one of the
following conditions holds.

A1. if: wi ≥ 2wj and wi ≥ 2αw(Q) where w(Q) is the weight of job in Q. (Note
that if Q = ∅ then w(Q) = 0 so the second inequality requirement is always
satisfied.)
do: Schedule job i. Set α := 0 and Q = ∅.

A2. if: α = 0, βwj ≤ wi ≤ 2wj , i is urgent and j can be scheduled later, i.e.
dj ≥ t + 2p.
do: Schedule job i∗ which is the heaviest among all urgent jobs, i.e., i∗ =
arg max{w� : d� < t + 2p}. Set α = 1 and Q := {j}.

A3. if: i is urgent, wi ≥ 2wj + wj′ where j′ is the job previously interrupted by
j and there is no job � satisfying the following conditions:

Sj(t) + 2p ≤ d� < t + 2p and w� ≥ wj .

do: Schedule job i.

At any interruption, if α ≥ 1 then α := α + 1. If a job is completed then set
α = 0 and Q = ∅. Conventionally, if an interruption satisfies both conditions
[A1] and [A3] then we refer that interruption to [A1].

Informally, the counter α indicates whether there exists an interruption of
type [A2] which is not followed by an A1-interruption or a job completion. If
there exists, α also indicates the number of job interruptions from the last job q
interrupted according to [A2] and the set Q stores job q.

Intuition of the algorithm.

– The first condition [A1] lies in the same spirit as the 5-competitive algo-
rithms: if there is a new released job with heavy enough weight then schedule
that new job. In the condition, we need one more inequality (wi ≥ 2αwQ)
compared to the 5-competitive algorithm to ensure that wi can compensate
previous interruptions of different types.
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– The second condition [A2] represents the idea that it is possible to delay
the currently scheduled job if a new urgent job arrives even with non-heavy
weight. However, we do not want to interrupt many consecutive jobs due to
this condition since that may result in a small throughput. It is the reason we
introduce a control variable α and condition [A2] depends on α. Precisely, the
algorithm does not allow two A2-interruptions without an A1-interruption
or a job completion in between.

– The purpose of the last condition [A3] is to handle a situation in which a new
urgent heavy job arrives after an A2-interruption, but not heavy enough to
interrupt the currently scheduled job according to [A1]. If there exists a job
� with properties described in [A3] then scheduling i is not profitable since
we can schedule � later and scheduling i means that � will be dropped out.
Otherwise, it is beneficial to interrupt j and schedule i.

First, we make some observations before presenting the analysis of the algorithm.

Observation 1. 1. Before any A2-interruption is either a job completion or
an A1-interruption.

2. Consider a sequence of consecutive A3-interruptions. Then, before the first
(A3-) interruption of the sequence is an A2-interruption. Moreover, there
are at most two A3-interruptions in the sequence. Consequently, α is always
at most 3.

Proof. 1. By contradiction, suppose that i1 is interrupted by i2 and i2 is inter-
rupted according to condition [A2] by i3. Then the interruption of i1 by i2
is not of type [A2] since otherwise counter α ≥ 1 so i3 cannot interrupt i2
according to condition [A2]. Moreover, if i2 interrupts i1 according to [A3],
meaning i2 is urgent then i3 cannot interrupt i2 according to condition [A2]
because i2 may not be scheduled later. Therefore, the interruption between
i1 and i2 is of type [A1].

2. Before the first interruption (of type [A3]) in the sequence must be an inter-
ruption of type [A2] since otherwise that A3-interruption would have been
referred to an interruption of type [A1] as convention. We argue the second
claim by contradiction. Suppose that there are n jobs in, in−1, . . . , i0 where
n ≥ 3 and i� interrupt i�+1 according to [A3] for 0 ≤ � ≤ n − 1. Hence, by
previous claim, there exits a job in+1 which is interrupted by in according
to [A2]. We argue that in fact, i0 is heavy enough to interrupt i1 according
to [A1]. As n ≥ 3, we have:

win−3 ≥ 2win−2 + win−1 ≥ 2(2win−1 + win) + win−1

≥ 5(2win + win+1) + 2win > 24win

where the inequalities are due to condition of [A3] and win > win+1 . Hence,
in−3 satisfies condition [A1] so the interruption between in−3 and in−2 would
have been referred to [A1] by convention (contradiction).
The claim that α ≤ 3 is straightforward from previous observations. ��
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Lemma 1. Consider a sequence of jobs m, . . . , 1, 0 where job � interrupts job
(� + 1) for 1 ≤ � ≤ m− 1 and job 0 interrupts job 1 according to condition [A1].
Then

1. w� ≤ w0 · 2−� for 0 ≤ � ≤ m.
2. w�′ ≤ w0 · 2−� where �′ be a job started by Adv in [S�+1, S�) and has not

been completed by Alg. Consequently, the total weight of jobs which have
not been completed by Alg and are started by Adv in [Sm, S0) is bounded
by 2w0 − 2wm.

Proof. 1. We prove the claim by induction. It is straightforward for � = 0.
Suppose that w� ≤ w0 · 2−�. If job � interrupts job (� + 1) according to [A1]
or [A3] then w�+1 ≤ w� · 2−1 ≤ w0 · 2−�+1. The remaining case is that �
interrupts (� + 1) according to [A2]. Consider the first A1-interruption after
time S�. Assume that it is the interruption between jobs h and (h + 1). This
interruption exists since h = 0 is a candidate. By definition of [A1], w� ≤
wh ·2h−� (since α = �−h). Moreover, by induction hypothesis, wh ≤ w0 ·2−h.
Therefore, w� ≤ w0 · 2−�.

2. By contradiction, let � be the largest index such that there exists a job �′

started by Adv in [S�+1, S�), w�′ > w0 · 2−� and �′ is not completed before
by Alg. Hence, for any job h > �, wh ≤ w0 · 2−h < w�′ · 2�−h. As �′ has
not been completed by Alg, �′ may interrupt job (� + 1) according to [A1].
Hence, job �′ is job �. This contradicts that w� ≤ w0 · 2−� < w�′ .
The total weighs of jobs which have not been completed by Alg and are
started by Adv in [Sm, S0) is bounded by

∑m−1
�=0 w0 · 2−� ≤ 2w0 − 2−mw0 ≤

2w0 − 2wm. ��

Analysis. We analyze the competitiveness of the algorithm by a charging scheme.
For convenience we renumber the jobs completed by the algorithm from 1 to n,
such that the completion times are ordered C1 < . . . < Cn. Also we denote
C0 = 0. We divide the schedule of the algorithm into phases [Ci−1, Ci), for
i = 1, . . . , n. We say that [Ci−1, Ci) is the phase of job i for i = 1, . . . , n. Consider
the phase of job i. Let f(i) be the first job started by Alg in this phase. Remark
that, f(i) is not necessarily completed by Alg.

The Charging Scheme.

1. If a job i is scheduled by Adv and i has been completed by Alg before then
charge wi to job i (self-charge).

2. If a job j is started by Adv in the phase of job i and j has not been completed
before by Alg, then charge wj to i.

3. For each phase of job i, if there exists a next phase of job i + 1 such that
Sf(i+1) = Ci, i.e. meaning no idle-time between jobs i and f(i + 1), then
charge 2wf(i+1) from job i to job i + 1.

Informally, in the first two steps of the charging scheme, we charge the total
throughput of Adv to jobs which are completed by Alg. In the third step, we
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j

Fig. 1. Illustration of the charging scheme. The dashed pointer and the curly pointer
represent the self-charge and the charge of step 3, respectively.

redistribute the charges among the latter so that: each of such jobs receives a
charge within factor r of its weight where r is the desired competitive ratio.

Consider the phase of job i and let i′ be the job started by the Alg just after
finishing i. Note that in case there exists no such job i′, conventionally wi′ = 0;
in case i′ exists, i′ = f(i+1). In the analysis, we will argue that the total charge
that i receives before step 3 of the charging scheme is at most r ·wi−2wf(i)+2wi′

where r is a constant revealed later. In the redistribution step (step 3), each job
i transfers 2wi′ to other job and possibly receives 2wf(i). So the total charge
that each job i completed by Alg receives is at most r · wi, which deduces the
competitive ratio r of the algorithm. Hence, it is sufficient to prove the bound of
job i’s charge before step 3 by the term above. To simplify the exposition, until
the end of the section, we refer the charge of a job as the amount that the job
receives before redistribution (before step 3).

We say that a phase is of type 1, 2, 3 or 0 if the last interruption in the phase is
according to [A1], [A2], [A3] or there is no interruption in the phase, respectively.
If the phase of job i is 0-type then i receives at most one charge from a job j
started in [Si, Ci) and probably one self-charge. As j does not interrupt i and
j is not completed before, wj < 2wi. Hence, the total charge that i receives is
at most 3wi. In the following, we bound the charge when the job i’s phase is of
type 1, 2 and 3.

Lemma 2. If the phase of job i is of type 1 then the charge that i receives is at
most (3 + β)wi − 2wf(i) + 2wi′ .

Proof. By Lemma 1, the charge that i receives from jobs started before Si in Adv
is at most 2wi−2wf(i). Consider the job j scheduled by Adv in [Si, Ci). We have
wj < 2wi since otherwise, j can interrupt i by [A1]. If wj ≤ βwi or j has been
completed by Alg or i receives no self-charge then the total charge that i receives
is at most max{2wi − 2wf(i) + wi +βwi, 2wi − 2wf(i) + wi, 2wi − 2wf(i) + wj} ≤
(3 + β)wi − 2wf(i). The remaining case is that βwi < wj < 2wi and i receives a
self-charge. Let τ be the moment that Adv starts j.

1. j is not urgent at τ

Then j is still pending at completion time of i, so wi′ ≥ wj . Hence, the charge
that i receives in this case is 2wi − 2wf(i) + wi + wj ≤ 3wi − 2wf(i) + wi′ .

2. j is urgent at τ
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Fig. 2. Illustration of a phase of type 2

Since i receives a self-charge, di ≥ τ + 2p. As j is urgent and wj > βwi, i
would have been interrupted by j according to condition [A2], contradicts
that the phase is of type 1. ��

Lemma 3. If the phase of job i is of type 2 then the charge that i receives is at
most max

{
6
β − 1, 4

}
· wi − 2wf(i) + 2wi′ .

Proof. Let i1 be the job interrupted by i. By observation, before i1 is either a
job completion or an interruption of type [A1]. Then, by Lemma 1, the charge
that i receives from jobs started by Adv before Si1 is at most 2wi1 − 2wf(i).
Due to the fact that all jobs have the same length, there are at most two jobs j1
and j started by Adv in intervals [Si1 , Si) and [Si, Ci), respectively (Figure 2).
As i interrupts i1 according to [A2], at time Ci job i1 is still pending. So at
that moment, Alg will schedule some job i′ with weight wi′ ≥ wi1 . Moreover,
di < Si + 2p so either i receives no self-charge or j = i. Hence, the charge that i
receives is at most 2wi1 −2wf(i) +wj1 +max{wi, wj}. In the following, we prove

2wi1 + wj1 + max{wi, wj} ≤ max
{

6
β − 1, 4

}
· wi + 2wi′ .

We have wj1 < 2wi1 since otherwise, job j1 would have interrupted job i1 by
condition [A1]. If wj ≤ 2wi then 2wi1 +wj1 +max{wi, wj} ≤ 2wi1 +2wi1 +2wi ≤
4wi+2wi′ . Consider the case wj > 2wi. Let τ ∈ [Si, Ci) be the moment that Adv
starts j. If j is not urgent at τ then wi′ ≥ wj , so 2wi1 + wj1 + wj < 4wi + 2wi′ .
In the remaining, wj > 2wi and j is urgent at time τ .

1. There exists job � such that Si + 2p ≤ d� < τ + 2p and w� ≥ wi. In this
case, we have wi′ ≥ w� ≥ wi. If wj1 ≤ wi then wi′ ≥ wj1 . If wj1 > wi then
j1 is not urgent at its starting time by the Adv since otherwise, j1 would
have interrupted i1 according to [A2]. Hence, j1 is pending at Si. By the
job selection in condition [A2], j1 is not urgent at Si. Therefore, j1 is also
pending at time Ci, so wi′ ≥ wj1 . In both cases, wi′ ≥ wj1 . Besides, as j did
not interrupt i according to [A1] wj ≤ max{2wi, 4wi1}. Thus, wj ≤ 4wi1 . We
have:

2wi1 + wj1 + wj ≤ 6wi1 + wi′ ≤ (6/β − 1) · wi + 2wi′

2. There does not exist job � such that Si +2p ≤ d� < τ +2p and w� ≥ wi.
As j is urgent, wj < 2wi + wi1 since otherwise j would have interrupted job
i by [A3]. Hence,

2wi1 + wj1 + wj < 2wi1 + wj1 + 2wi + wi1
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Fig. 3. Illustration of the phase with one interruption [A3]

If dj1 ≥ Si+2p then wi′ ≥ max{wi1 , wj1}, so 2wi1+wj1+2wi+wi1 < 4wi+2wi′

(note that wi > wi1). If Si+p < dj1 < Si+2p and as j1 is not completed before
by Alg then by the choice of scheduled job at interruption [A2], wj1 ≤ wi.
If dj1 < Si + p then we also have wj1 ≤ wi since otherwise, j1 would have
interrupted i1 according to [A2]. Therefore, we also have 2wi1 + wj1 + 2wi +
wi1 ≤ 4wi + 2wi′ . ��

Lemma 4. If the phase of job i is of type 3 then the charge that i receives is at
most max

{
3β+11
2β+1 , 4 + 3−β

5β+2

}
wi − 2wf(i) + 2wi′ .

Proof. By observation, there are at most two consecutive interruptions [A3] in
the end of job i’s phase.

1. There is only one A3-interruption. Let i0(= i), i1, i2 be jobs started by
Alg in the phase such that i0, i1 interrupt i1, i2 according to [A3] and [A2],
respectively. Let j0, j1 and j2 be jobs started by Adv in [Si0 , Ci0), [Si1 , Si0) and
[Si2 , Si1), respectively (Figure 3). By Lemma 1, the charge of jobs started by Adv
from the beginning of the phase to Si2 is at most 2wi2 −2wf(i0). As job i0 is new
released and urgent at time Si0 , i0 receives no self-charge or j0 = i0. In both
cases, the total charge is bounded by 2wi2−2wf(i0)+wj2 +wj1 +max{wj0 , 2wi0}.
In the following, we argue that W := 2wi2 + wj2 + wj1 + max{wj0 , 2wi0} ≤
max

{
3β+11
2β+1 , 4

}
wi0 + 2wi′ .

Remark that j0 does not interrupt i0 according to [A1], so max{wj0 , 2wi0} ≤
max{8wi2 , 4wi1 , 2wi0} ≤ max{2, 8/(2β + 1)}wi0 ≤ 8/(2β + 1)wi0 (because β <
3/2). Note that max{8wi2 , 4wi1 , 2wi0} ≤ 2wi0 +2wi2 , so sometimes, we only need
a weaker inequality max{wj0 , 2wi0} ≤ 2wi0+2wi2 . We also use inequalities wj2 <
2wi2 (because j2 does not interrupt i2 according to [A1]), and (2β +1)wi2 ≤ wi0 .

(a) Case wj1 > wi0 . By condition [A3], we have either dj1 ≥ Si0 + 2p or dj1 <
Si1 + 2p (otherwise, j1 would have played the role of job � at time t = Si0

in the definition of [A3]). In the former, wi′ ≥ wj1 . Hence,

4wi0+2wi′ > 2wi0 + 2(2wi1 + wi2) + wj1 >

> (2wi0 + 2wi2) + wj1 + 2wi2 + 2wi2 > W.
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In the latter, job j1 is urgent at its starting time t1 by the Adv. Moreover,
we know that no job � satisfying Si1 + 2p ≤ d� < Si0 + 2p and w� ≥ wi1 by
definition of [A3]. So there is no job � satisfying Si1 + 2p ≤ d� < t1 + 2p and
w� ≥ wi1 . As wj1 > wi0 , j1 would have interrupted i1 according to condition
[A3] (contradiction).

(b) Case wj1 ≤ wi0 and wj2 > wi1 . Then j2 is not urgent at its starting
time t2 by the Adv (since otherwise, j2 would have interrupted i2). By
job selection in [A2], j2 is not urgent at Si1 neither, i.e. dj2 ≥ Si1 + 2p.
Furthermore, by definition of condition [A3], we have dj2 ≥ Si0 + 2p since
otherwise j2 would played the role of job � in the definition of [A3]. Hence,
wi′ ≥ wj2 > wi1 > wi2 . Therefore,

4wi0 + 2wi′ > wj1 + 2wi0 + (2wi1 + wi2 ) + wj2 + wi2 >

> wj1 + (2wi0 + 2wi2) + wj2 + 2wi2 ≥ W

(c) Case wj1 ≤ wi0 and wj2 ≤ wi1 . We have:

W = wj1 + wj2 + wj0 + 2wi2 < wi0 + wi1 +
8

2β + 1
wi0 + 2wi2 <

< wi0 + (wi1 +
1
2
wi2) +

8
2β + 1

wi0 +
3

2(2β + 1)
wi0 ≤ 3β + 11

2β + 1
· wi0

2. There are two A3-interruptions. This analysis is similar to the previous
one.

Let i0(= i), i1, i2, i3 be jobs started by Alg in the phase such that i0, i1, i2
interrupt i1, i2, i3 according to [A3], [A3] and [A2], respectively. Let j0, j1, j2
and j3 be jobs started by Adv in [Si0 , Ci0 ), [Si1 , Si0), [Si2 , Si1) and [Si3 , Si2),
respectively (Figure 4). By Lemma 1, the charge of jobs started by Adv from
the beginning of the phase to Si3 is at most 2wi3 − 2wf(i). As job i0 is new
released and urgent at time Si0 , either i0 receives no self-charge or if i0 receives
a self-charge then wj0 < wi0 . In the latter, the total charge of i0 is at most 2wi2−
2wf(i)+wj3+wj2+wj1+wj0+wi0 < 2wi2−2wf(i)+wj2+wj1+2wi0 . In the former,
i0 receives at most 2wi2−2wf(i)+wj3 +wj2 +wj1 +wj0 . In the following, we argue

that 2wi3+wj3+wj2 +wj1+max{wj0 , 2wi0} ≤ max
{

3β+11
2β+1 , 4 + 3−β

5β+2

}
wi0 +2wi′ .

Remark that j0 does not interrupt i0 according to [A1], so max{wj0 , 2wi0} ≤
max{2wi0 , 4wi1 , 8wi2 , 16wi3} ≤ 2wi0 + 2wi2 . Similarly, wj2 ≤ max{2wi2 , 4wi3}
and wj3 ≤ 2wi3 .

(a) Case wj1 > wi0 . Then by condition [A3], we have either dj1 ≥ Si0 + 2p or
dj1 < Si1 + 2p. In the former, wi′ ≥ wj1 . Hence,

4wi0 + 2wi′ > 2wi0 + wj1 + 3(2wi1 + wi2)
> (2wi0 + 2wi2) + wj1 + (2wi2 + 2wi3) + 2wi3 + 2wi3

> wj0 + wj1 + wj2 + wj3 + 2wi3

In the latter, job j1 is urgent at its starting time t1 by the Adv. Moreover,
we know that no job � satisfying Si1 + 2p ≤ d� < Si0 + 2p and w� ≥ wi1 by
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Fig. 4. Illustration for the phase with two interruptions [A3]

definition of [A3]. So there is no job � satisfying Si1 + 2p ≤ d� < t1 + 2p and
w� ≥ wi1 . As wj1 > wi0 , j1 would have interrupted i1 according to condition
[A3] (contradiction).

(b) Case wj1 ≤ wi0 and wj2 > wi1 . Then j2 is not urgent at its starting time t2
by the Adv since otherwise, j2 would have preempted i2 according to [A3].
By [A2], dj2 ≥ Si1 + 2p. Furthermore, by definition of condition [A3], we
have dj2 ≥ Si0 + 2p. Hence, wi′ ≥ wj2 > wi1 . Therefore,

4wi0 + 2wi′ > 2wi0 + wj1 + wi0 + wj2 + wi1

> (2wi0 + 2wi2) + wj1 + wj2 + wi0 + wi3

> wj0 + wj1 + wj2 + wj3 + 2wi3

(c) Case wj1 ≤ wi0 and wj2 ≤ wi1 . We have:

wj0 + wj1+wj2 + wj3 + 2wi3 ≤ (2wi0 + 2wi2) + wi0 + wi1 + 4wi3

≤ 3wi0 + 2wi1 + 3wi3 ≤ 4wi0 + (3 − β)wi3

≤
(

4 +
3 − β

5β + 2

)
wi0

where the last inequality is due to wi3 ≤ 1
5β+2wi0 (by combining wi0 ≥

2wi1 + wi2 , wi1 ≥ 2wi2 + wi3 and wi2 ≥ βwi3). ��

Theorem 1. The algorithm is (2 +
√

5)(≈ 4.24)-competitive while β =
√

5 − 1.

Proof: Due to previous lemmas, a job i, which is completed by Alg, receives
a charge at most r = max{4 + 3−β

5β+2 , 3 + β, 6
β − 1, 3β+11

2β+1 }. The ratio r attains
minimum value (2 +

√
5) while β =

√
5 − 1. �

4 A 4.24-Competitive Algorithm for Preemption with
Resume

The algorithm is similar to algorithm A but the conditions depend on the re-
maining processing time of jobs rather than their entire processing time.
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The algorithm B. Initially, set Q := ∅ and α := 0. At time t, if there is either
no currently scheduled job or a job completion, then schedule the heaviest job.
Otherwise, let j be the currently scheduled job. If there is no new released job,
then continue to schedule j. Otherwise, let i be a new released job with heaviest
weight. Job j is interrupted if one of the following conditions holds.

B1. if: wi ≥ 2wj and wi ≥ 2αw(Q).
do: Schedule job i. Set α := 0 and Q = ∅.

B2. if: α = 0, βwj ≤ wi ≤ 2wj , i is urgent and j can be scheduled later, i.e.
dj ≥ t + p + qj ,
do: Schedule job i∗ which is the heaviest among all urgent jobs, i.e., i∗ =
arg max{w� : d� ≤ t + p + q�}. Set α = 1 and Q := {j}.

B3. if: i is urgent, wi ≥ 2wj + wj′ where j′ is the job previously preempted by
j and there is no another job � satisfying the following conditions:

Sj + p + q�(t) ≤ d� < t + p + q�(t) and w� ≥ wj .

do: Schedule job i.

At any interruption, if α ≥ 1 then α := α + 1. If a job is completed then set
α = 0 and Q = ∅. Conventionally, if an interruption satisfies both conditions
[B1] and [B3] then we refer that interruption to [B1].

Analysis. The charging scheme in the model of restart does not carry over since
now the adversary may schedule jobs in different pieces. We present a more subtle
charging scheme in order to analyze the algorithm by exploiting the equal-length
property of jobs. Note that the algorithm considers the remaining processing
time of jobs. Hence, at some points, the picture looks like the model in which
jobs have arbitrary length. However, initially all jobs have the same length. This
property is used in proving Lemma 5, the main lemma which is not valid if jobs
have arbitrary length.

The Charging Scheme. Again we renumber the jobs completed by the algorithm
from 1 to n, such that the completion times are ordered 0 = C0 < C1 < . . . < Cn.
For every i = 1, . . . , n we divide [Ci−1, Ci) further into intervals: Let a = �(Ci −
Ci−1)/p�. The first interval is [Ci−1, Ci − (a− 1)p). The remaining intervals are
[Ci − (b + 1)p, Ci − bp) for every b = a− 2, . . . , 0. We label every interval I with
a pair (b, i) such that I = [s, Ci − bp) for s = max{Ci−1, Ci − (b + 1)p}.

The charging also consists of three steps in which the first and the last steps
are the same as the ones of the charging scheme in Section 3. The second step
will be done by the following procedure, which maintains for every interval [s, t)
a set of jobs P that are started before t by the adversary and that are not yet
charged to some job of the algorithm.

Initially P = ∅.
For all intervals [s, t) as defined above in left to right order, do
– Let (b, i) be the label of the interval.
– Add to P all jobs j started by the adversary in [s, t).
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Fig. 5. The intervals as used by the charging procedure

– If P is not empty, then remove from P the job j with the smallest
deadline and charge it to i. Mark [s, t) with j.

– If P is empty, then leave [s, t) unmarked.
– Denote by Pt the current content of P .

Note that, no job i receives any charge from job started after Ci except self-
charge. Using the fact that all jobs have the same length, we prove the following
main lemma.

Lemma 5. For every interval [s, t), all jobs j ∈ Pt are still pending for the
algorithm at time t.

Proof: Assume that Pt is not empty, and let j be the job in Pt with the smallest
deadline. First we claim that there is a time s0, such that every interval contained
in [s0, t) is marked with some job j′ satisfying s0 ≤ rj′ and dj′ ≤ dj .

Let [s′, t′) be the interval where the adversary started j. So j entered P by
the charging procedure at that interval. Job j was in P during all the iterations
until [s, t), so every interval between s′ and t is marked with some job of deadline
at most dj . Let M be the set of these jobs. If for every j′ ∈ M we have s′ ≤ rj′ ,
choose s0 = s′ and we are done. Otherwise let j′ ∈ M be the job with smallest
release time. So rj′ < s′. Let [s′′, t′′) be the interval where the adversary started
j′. By the same argment as above, during the iteration over the intervals between
s′′ and s′, job j′ was in P . Therefore every such interval was marked with some
job with deadline at most dj′ ≤ dj . Now we repeat for s′′ the argument we had
for s′. Eventually we obtain a valid s0, since P was initially empty. That proves
the claim.

Now let M be the set of jobs charged during all intervals in [s0, t). So j /∈ M.
In an Earliest Deadline First schedule of the adversary, job j would be
completed not before s0 + (|M| + 1)p. But any interval has size at most p, so
t− s0 ≤ |M|p. We conclude that dj ≥ t + p, which shows that j is still pending
for the algorithm at time t. �

Using Lemma 5, the remaining analysis follows the same structure as in the
model of restart, though with different details. The lemmas and their proofs
could be found in the full version.

Theorem 2. The algorithm B is (2+
√

5)(≈ 4.24)-competitive when β =
√

5−1.
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Abstract. When applying Gaussian elimination to a sparse matrix, it is
desirable to avoid turning zeros into nonzeros to preserve sparsity. Perfect
elimination bipartite graphs are closely related to square matrices that
Gaussian elimination can be applied to without turning any zero into
a nonzero. Existing literature on the recognition of these graphs mainly
focuses on time complexity. For n×n matrices with m nonzero elements,
the best known algorithm runs in time O

(
n3/ log n

)
. However, the space

complexity also deserves attention: it may not be worthwhile to look
for suitable pivots for a sparse matrix if this requires Ω

(
n2
)

space. We
present two new recognition algorithms for sparse instances: one with a
O (nm) time complexity in Θ

(
n2
)

space and one with a O
(
m2
)

time
complexity in Θ (m) space. Furthermore, if we allow only pivots on the
diagonal, our second algorithm is easily adapted to run in time O (nm).

Keywords: perfect elimination, algorithms, bipartite graphs, sparse
graphs.

1 Introduction

Performing Gaussian elimination on sparse matrices may have the unfortunate
side effect of turning zeros into nonzero values (fill-in), possibly even leading to
a dense matrix along the way. Clearly, this can be undesirable, for example when
working with very large sparse matrices. A natural question therefore is to ask
when we can avoid fill-in during the elimination process. Recognizing matrices
where fill-in can be avoided and selecting appropriate pivots can decrease the
required effort and space for Gaussian elimination. For several special cases,
such as symmetric (positive definite) matrices or pivots chosen along the main
diagonal, this problem has been treated extensively in literature (see e.g. [1–5]).

The general case of avoiding fill-in on square nonsingular matrices was first
treated in detail by Golumbic and Goss [6]. They describe the correspondence
between matrices that allow Gaussian elimination without fill-in and bipartite
graphs. Under the assumption that subtracting a multiple of a row from another
will always turn at most one element from nonzero to zero, an instance of the
problem can be represented by a {0, 1} matrix M where Mi,j = 1 denotes that
the original matrix contains a nonzero value at element (i, j). Given such an n×n

A. Kulikov and N. Vereshchagin (Eds.): CSR 2011, LNCS 6651, pp. 443–455, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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square matrix M with m nonzero elements, we can construct the bipartite graph
G[M ] with vertices corresponding to the rows and columns in M where vertices i
and j are adjacent iff Mi,j is nonzero. We assume each row and each column of M
contains at least one nonzero element, so G[M ] contains no isolated vertices. For
example, the matrix shown in Fig. 1(a) corresponds to the bipartite graph shown
in Fig. 1(b). Golumbic and Goss called the class of bipartite graphs corresponding
to matrices that allow Gaussian elimination without fill-in perfect elimination
bipartite graphs. This class is characterized using an elimination scheme detailed
in the next section. Based on this scheme, they also obtained a first algorithm
for the recognition of this class. Improved algorithms for the recognition of this
class of graphs and their associated matrices have subsequently been published
and are discussed briefly in what follows.

1 1 1 0

0 1 1 0

1 1 0 1

1 1 1 1

⎛
⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎠

(a)

c1 c2 c3 c4

r1 r2 r3 r4

(b)

Fig. 1. Example {0, 1}-matrix M and its bipartite graph G[M ]

The correspondence between perfect elimination bipartite graphs and matri-
ces is mainly of practical value for sparse instances: the original motivation for
investigating this class of graphs is preserving sparsity during Gaussian elimina-
tion on their associated matrices by avoiding fill-in. For the specific case of pivots
chosen on the diagonal, Rose and Tarjan [5] have described two algorithms for
finding perfect elimination orderings. Their algorithms represent the common
trade-off between time and space. One is faster but needs more space, the other
is slower but requires storage proportional to the number of nonzero elements.
However, for the general case it appears that efficient algorithms for the recog-
nition of sparse instances have not yet been investigated. The focus in literature
so far seems to be only on time complexity for dense instances. The best known
algorithms for the general case are based on a matrix multiplication which may
well result in a dense matrix, see e.g. Fig. 2.

1 1 1 1

1 0 0 0

1 0 0 0

1 0 0 0

⎛
⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎠×

1 1 1 1

1 0 0 0

1 0 0 0

1 0 0 0

⎛
⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎠=

4 1 1 1

1 1 1 1

1 1 1 1

1 1 1 1

⎛
⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎠

Fig. 2. Sparse M may lead to dense Q = MMT
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New results. In this paper, we present two algorithms for efficient recognition of
sparse instances (where ‘sparse’ is used to indicate m � n2): one with a O (nm)
time complexity in Θ

(
n2
)

space and one with a O
(
m2
)

time complexity in
Θ (m) space. We also show how our second algorithm can be adapted to solve
the problem in time O (nm) if only pivots on the diagonal are allowed.

The remainder of this paper is organized as follows: The next section describes
the class of perfect elimination bipartite graphs as well as existing literature on
algorithms for its recognition. The third section describes a new version of the
algorithm by Goh and Rotem for the recognition of perfect elimination bipartite
graphs that has been adapted to achieve a time complexity of O (nm) instead
of O

(
n3
)
. The section after that describes a new recognition algorithm with a

time complexity of O
(
m2
)

and a space complexity of Θ (m). Finally, we present
a discussion on other possible improvements as well as a few brief conclusions
regarding our results.

2 Perfect Elimination Bipartite Graphs

An edge uv of a bipartite graph is called bisimplicial if the neighbors of its end-
points Γ (u)∪Γ (v) (where Γ (u) denotes the neighbors of u) induce a complete
bipartite graph. Bisimplicial edges in G[M ] correspond to pivots that avoid fill-in
in M . Using this notion, perfect elimination bipartite graphs were first defined
by Golumbic and Goss [6] as follows:

Definition 1. A bipartite graph G = (U, V, E) is called perfect elimination bi-
partite, if there exists a sequence of pairwise nonadjacent edges [u1v1, . . . , unvn]
such that uivi is a bisimplicial edge of G−{u1, v1, . . . , ui−1, vi−1} for each i and
G − {u1, v1, . . . , un, vn} is empty. Such a sequence of edges is called a (perfect
elimination) scheme.

This definition is based on the following theorem:

Theorem 1. If uv is a bisimplicial edge of a perfect elimination bipartite graph
G = (U, V, E), then G − {u, v} is also a perfect elimination bipartite graph.

This theorem immediately implies a simple O
(
n5
)

algorithm for the recognition
of perfect elimination bipartite graphs that also leads to an elimination scheme
in case the graph is perfect elimination bipartite. Let us introduce the notion of
row and column sets Ri and Cj defined as follows:

Ri = {j ∈ {1 . . . n}|Mi,j 	= 0} (1)
Cj = {i ∈ {1 . . . n}|Mi,j 	= 0} (2)

In other words: Ri contains the column numbers of elements in row i that have
a nonzero value in M . Using these, we can describe the algorithm by Golumbic
and Goss, shown in Algorithm 1. The algorithm basically performs n iterations,
during each of which all remaining edges are completely checked for bisimpli-
ciality.
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Algorithm 1. Original recognition algorithm by Golumbic and Goss
1: I ← {1 . . . n}
2: J ← {1 . . . n}
3: while I �= ∅ do
4: f ← false
5: for all (i, j) ∈ I × J do
6: if Mi,j = 1 then
7: g ← true
8: for all (k, l) ∈ (Cj ∩ I) × (Ri ∩ J) do
9: if Mk,l = 0 then

10: g ← false
11: if g = true then
12: f = true, x ← i, y ← j
13: if f = false then
14: return false {G[M ] is not perfect elimination bipartite}
15: I ← I \ x
16: J ← J \ y
17: return true {G[M ] is perfect elimination bipartite}

Goh and Rotem [7] have presented a faster recognition algorithm based on
the following: A row Ma,∗ is said to majorize a row Mb,∗ if for each 1 ≤ j ≤ n
we have Ma,j ≥ Mb,j . According to this definition, every row majorizes itself.

Theorem 2. [7] Let M be an n×n {0, 1} matrix representing a bipartite graph
G = (U, V, E). Let �i be the number of rows in M that majorize row i and let sj

be the sum of the entries in column j of M . Then Mi,j = 1 and �i = sj iff the
edge uivj is a bisimplicial edge of G.

The values �i can be easily determined using the matrix Q = MMT : �i is
equal to the number of elements in the row Qi,∗ that are equal to Qi,i (including
Qi,i itself). Once the matrix Q is computed, finding a bisimplicial edge can be
done in O

(
n2
)

operations. If a bisimplicial edge is found, Q can be updated
in O

(
n2
)

operations to the matrix Q′ associated with G′ = G − {u, v} for
the next iteration. After at most n iterations, the algorithm terminates, so the
total time complexity of the algorithm is O

(
n3
)
, a significant improvement over

the O
(
n5
)

naive implementation. This algorithm is shown in Algorithm 2 (The
notation M ij is used to denote the (i, j) minor of M). As it needs to compute
and store the matrix Q, its space complexity is Θ

(
n2
)
.

More recently, Spinrad [8] obtained an improved algorithm with time com-
plexity O

(
n3/ logn

)
using a notion of edges that may soon become suitable

pivots during subsequent iterations as well as the faster matrix multiplication
algorithm by Coppersmith and Winograd [9].

3 Goh-Rotem on Sparse Instances

By adapting the way calculations are performed, as well as the data structures,
we obtain a new implementation of Algorithm 2 with time complexity O (nm):
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Algorithm 2. Recognition algorithm by Goh and Rotem
1: simplicial found ← true
2: compute the matrix Q = (Qi,j) where Q = MMT

3: ∀j ∈ {1 . . . n} : sj ←
∑n

i=1 Mi,j

4: while there exists an sj �= 0 and simplicial found do
5: ∀i ∈ {1 . . . n} : let �i be the number of entries in row i of Q which are equal to

Qi,i

6: if there exists a nonzero entry Mi,j in M where sj = �i then
7: Compute the matrix D = (dk,l) where dk,l = Mk,j · Ml,j

8: Q ← (Q − D)ii {Q is now equal to (M ij)(M ij)T }
9: ∀k ∈ {1 . . . n} : sk ← sk − Mi,k

10: sj ← 0
11: else
12: simplicial found ← false
13: return simplicial found

an improvement for sparse graphs. Using the row and column sets we determine
the matrix Q = MMT as

Qi,j = |Ri ∩ Rj | . (3)

Based on this new formulation, we arrive at the following lemma that will be
used below to derive the time complexity of our new algorithm:

Lemma 1. An upper bound on the sum of the elements in Q is given by∑
i,j

Qi,j ≤ nm . (4)

Proof. ∑
i,j

Qi,j =
∑
i,j

|Ri ∩ Rj | ≤
∑

i

∑
j

|Rj | = nm (5)

��
Besides the matrix Q, we require an additional n× (n+1) matrix B. To simplify
notation, we number the columns of B starting at 0 instead of at 1. The values
of B are defined by

Bi,k := |{j|j ∈ 1 . . . n, Qi,j = k}| . (6)

I.e., Bi,k contains the number of elements in row i of Q that have the value
k. After computation of Q, the matrix B can be computed in time O

(
n2
)
.

Furthermore, without increasing the time complexity of an algorithm, we can
keep B up to date if we perform any updates to elements of Q. Using B, we can
easily determine the value of �i as

�i = Bi,Qi,i . (7)
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Using our set-based calculation of Q and the new matrix B, we can adapt
the original algorithm by Goh and Rotem and arrive at our new version shown
in Algorithm 3. Apart from our use of the sets I and J to denote the rows and
columns that are still part of M during the current iteration instead of taking
minors of the involved matrices, the working of the algorithm is still basically
identical to Algorithm 2. However, the additional bookkeeping of B and the
upper bound on the sum of the elements in Q enable us to achieve an improved
time complexity for sparse instances.

Algorithm 3. Adapted Goh-Rotem algorithm
Require: Q = 0 {Q is a n × n-matrix}
Require: B = 0 {B is a n × (n + 1)-matrix}
1: I ← {1 . . . n}
2: J ← {1 . . . n}
3: for all (i, j) ∈ I × J do
4: Qi,j ← |Ri ∩ Rj |
5: Bi,Qi,j ← Bi,Qi,j + 1
6: ∀j ∈ J : sj ← |Cj |
7: while I �= ∅ do
8: f ← false
9: for all i ∈ I do

10: for all j ∈ Ri do
11: if Bi,Qi,i = sj then
12: f ← true, x ← i, y ← j
13: if f = false then
14: return false {G[M ] is not perfect elimination bipartite}
15: ∀i ∈ I : Ri ← Ri \ y
16: for all j ∈ J do
17: if x ∈ Cj then
18: sj ← sj − 1
19: Cj ← Cj \ x
20: for all (i, j) ∈ Cy × Cy do
21: Bi,Qi,j ← Bi,Qi,j − 1
22: Qi,j ← Qi,j − 1
23: Bi,Qi,j ← Bi,Qi,j + 1
24: ∀i ∈ I : Bi,Qi,x ← Bi,Qi,x − 1
25: I ← I \ x
26: J ← J \ y
27: return true {G[M ] is perfect elimination bipartite}

Theorem 3. The time complexity of Algorithm 3 is O (nm).

Proof. From Lemma 1 we know the sum of the elements of Q is bounded by
O (nm). This implies the initialization of the matrices Q and B in the loop
on line 3 can be completed within time O (nm). This leaves us with the task of



Recognizing Sparse Perfect Elimination Bipartite Graphs 449

establishing the same bound on the main loop from line 7 on down. Clearly, the
main loop is executed up to n times, either finding and processing a pivot, or
returning false during each iteration. Within the main loop, the first loop on
line 9 processes each of the O (m) edges in constant time. If a suitable pivot is
found, we first update the Ri and Cj sets in lines 15 and 16. This can be done
in time O (m).

After that, we have to update the matrices Q and B in the loop on line 20.
Every iteration of this inner loop decreases some element of Q by one. As none
of the elements are decreased below zero, Lemma 1 again gives us a bound of
O (nm) on the number of iterations of this inner loop over the course of the
entire algorithm.

Finally, the loop on line 24 decreases O (n) values of B after which I and J
are updated to reflect the removal of the pivot row and column; all of this can
be done in time O (n).

So for both the initialization and the iteration phase of the algorithm we found
a bound of O (nm) on the time complexity. ��
The space complexity of Algorithm 3 is Θ

(
n2
)

as we need to compute and store
the matrices Q and B.

4 Avoiding Matrix Multiplication

A possible disadvantage of recognition algorithms based on matrix multiplication
is the amount of space required to store the result of the matrix multiplication.
Even if an original sparse matrix M is stored efficiently using Θ (m) space, the
result of the multiplication may be a dense matrix requiring Θ

(
n2
)

space (see
Fig. 2). Avoiding matrix multiplication thus seems to be required in order to
improve the space complexity. To do this, we started over from the algorithm
originally presented by Golumbic and Goss for the recognition of perfect elim-
ination bipartite graphs. Algorithm 1 proceeds in up to n iterations. In every
iteration, every edge is checked against possibly all other edges to determine if
it is bisimplicial. To check an edge uv for bisimplicity, we need to verify that
G[M ] contains all edges u′v′ with u′ ∈ Γ (v) and v′ ∈ Γ (u). By performing this
every iteration, we obtain a time complexity of O

(
n5
)
.

The idea behind our new algorithm is as follows: in Algorithm 1 we check
every remaining edge uv against possibly all other edges during every iteration.
However, we can shave a factor n from the time complexity if we are checking uv
and find an edge u′v′ as present in G[M ] during some iteration, we avoid checking
it for uv again in subsequent iterations. A naive algorithm based on this notion
is described in Algorithm 4. Assuming the use of suitable data structures, the
time complexity of this algorithm is O

(
n2m

)
. Unfortunately, by precomputing

for every edge e the set of possible edges Ee that need to be checked, we require
a lot more space, instead of less.

Observing the usage of the sets Ee, we see they are all constructed at the
beginning and processed one element at a time in arbitrary order. The element
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Algorithm 4. A O
(
n2m

)
recognition algorithm

1: I ← {1 . . . n}
2: J ← {1 . . . n}
3: ∀e = (i, j) ∈ E : Ee = Cj × Ri

4: while I �= ∅ do
5: f ← false
6: for all e = (i, j) ∈ E do
7: g ← true
8: if i �∈ I ∨ j �∈ J then
9: g ← false

10: while (Ee �= ∅) ∧ (g = true) do
11: e′ = (i′, j′) ← arbitrary element (Ee)
12: if i′ �∈ I ∨ j′ �∈ J then
13: Ee ← Ee \ e′

14: else if Mi′,j′ = 1 then
15: Ee ← Ee \ e′

16: else
17: g ← false
18: if g = true then
19: f ← true, x ← i, y ← j
20: if f = false then
21: return false {G[M ] is not perfect elimination bipartite}
22: I ← I \ x
23: J ← J \ y
24: return true {G[M ] is perfect elimination bipartite}

under consideration is either removed from the set and followed by another
element, or it leads to the conclusion that e is not bisimplicial in the matrix
that remains in the current iteration and it will be considered again later. If we
impose a specific order on the processing of the edges e ∈ Ee, we can do away
with precomputing and storing the entire sets Ee and only store the element e′

currently under consideration for each edge e.
To implement this, we again represent M using the sets Ri and Cj , but this

time we store them as sorted lists, as shown in Fig. 3(a). To perform a pivot
and remove the associated row and column, we simply adjust the links in the
row and column lists to skip over the removed row and column, as shown in Fig.
3(b) for a pivot on (3, 4). Clearly, such a pivot operation can be implemented in
time O (m), as we can simply pass over all the elements in each of the lists and
adjust the links as we pass them. This representation requires Θ (m) space.

To check if an element Mi,j corresponds to a bisimplicial edge in G[M ], we
have to test if all edges between the neighbors of its endpoints exist. In terms of
the column sets of the matrix M , this means that for every column k ∈ Ri, we
must have that Cj ⊆ Ck. If we use the sorted list representation, the number of
comparisons for each edge e is bounded by O (m). Every comparison has one of
three possible outcomes (see Fig. 4):
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1 1 1 1

2 2 2 2

3 3 3 3

4 4 4 4

C1 C2 C3 C4

R1

R2

R3

R4

(a) original lists

1 1 1 1

2 2 2 2

3 3 3 3

4 4 4 4

C1 C2 C3 C4

R1

R2

R3

R4

(b) . . . after pivot (3, 4)

Fig. 3. Row and column lists for example matrix M from Fig. 1(a)

1

3

1

2

3

⎫⎪⎪⎬
⎪⎪⎭}

step

block

Fig. 4. Steps and blocks

1. Cj and Ck both contain the row number: the required edge is present, we
can continue checking the next row number

2. Ck contains a number not present in Cj : an additional edge is present, we
can continue checking the next row number

3. Cj contains a number not present in Ck: a required edge is missing: e is not
bisimplicial in the current matrix

We call the first two cases ‘steps’ (as they can be repeated during a single
iteration) and call the third case a ‘block’ (as it ends the checks for e during this
iteration). For a single edge e, steps can occur O (m) times during the algorithm,
whereas blocks are limited by O (n) as they can occur only once per iteration.
If there are no more comparisons left for any edge e that still remains in M at
some point during the algorithm, we have found a suitable pivot. After removing
the pivot row and column from M , we simply proceed checking the remaining
edges starting at the point where they blocked during the previous iteration. We
continue this process until either we have found a complete elimination scheme
or we cannot find a bisimplicial edge anymore. This procedure is described in
Algorithm 5.
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Algorithm 5. A new O
(
m2
)

recognition algorithm using Θ (m) space
1: I ← {1 . . . n}
2: J ← {1 . . . n}
3: Construct Ri and Cj representation
4: while I �= ∅ do
5: f ← false
6: for all e = (i, j) ∈ E do
7: g ← true
8: if i �∈ I ∨ j �∈ J then
9: g ← false

10: while g = true and we are not done checking edges do
11: e′ = (i′, j′) ← the current edge to check
12: if i′ �∈ I ∨ j′ �∈ J then
13: Proceed to the next edge to check (if any) {This can only happen during

the first iteration of this inner loop}
14: else if e′ blocks then
15: g ← false
16: else
17: Proceed to the next edge to check (if any)
18: if g = true then
19: f ← true, x ← i, y ← j
20: if f = false then
21: return false {G[M ] is not perfect elimination bipartite}
22: Update Ri and Cj links to perform pivot round (x, y)
23: I ← I \ x
24: J ← J \ y
25: return true {G[M ] is perfect elimination bipartite}

Theorem 4. The time complexity of Algorithm 5 is O
(
m2
)
.

Proof. It is possible to construct our sorted list representation in time O
(
n2
)
.

Other initialization, such as the state of the comparisons for every edge e, can
easily be done within the same time. Following the initialization, we perform
up to n iterations, during each of which we perform a pivot on our rows and
columns lists in time O (m) for a total of O (nm). During the entire algorithm
we perform O (m) ‘steps’ and O (n) ‘blocks’ for each of the m edges, leading to
an overall time complexity of O

(
m2
)
. ��

Theorem 5. The space complexity of Algorithm 5 is Θ (m).

Proof. Our sorted lists representation of M contains m edges. For each edge we
need Θ (1) space to store its progress with respect to its comparisons against its
required neighbors for a total of Θ (m). Finally, we have to store the sets I and
J to keep track of the rows and columns that still remain, both require Θ (n)
space. In total, we thus obtain a space complexity of Θ (m). ��
After establishing its running time and space requirements, we end this section
by adapting our new algorithm to the special case of finding a perfect elimination
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ordering allowing only pivots on the diagonal of the matrix. Rose and Tarjan
have studied this problem and have presented two algorithms for it also focusing
on the trade-off between time and space requirements [5]. One of their algorithms
has a time complexity of O (nm) and uses Θ (nm) space, the other one has a
time complexity of O

(
n2m

)
but uses only Θ (m) space.

It is not hard to see that our algorithm can be adapted to consider only a
subset of all the edges as pivots: this simply means we only process steps and
blocks for these edges while ignoring the other edges. If we test only c edges as
allowed pivots in this way, the running time of our algorithm is O (cm + nm)
while the space complexity remains Θ (m). By only allowing pivots on the diag-
onal (c = n) instead of anywhere (c = m), we get a time complexity of O (nm)
for this restricted case. We thus obtain a single algorithm that combines the best
time complexity of Rose and Tarjan with their best space complexity for this
restricted problem.

5 Discussion

In the previous sections, we have presented two new algorithms for the recogni-
tion of perfect elimination bipartite graphs. Both are aimed at efficient recogni-
tion of sparse instances, the trade-off between the two is in the amount of space
required, respectively Θ

(
n2
)

and Θ (m).
Besides improving time and space complexity, another interesting aspect of

algorithmic performance is the possibility of parallelization. From the algorithm
of Goh and Rotem, it is not too hard to see that finding a single bisimplicial
edge can be done in polylog time given a polynomial number of processors:
matrix multiplication can be performed in polylog time [10] as well as the post-
processing to determine the values of �i and check the individual matrix elements
for bisimpliciality. Our new algorithm can be parallelized on O

(
m2
)

processors to
find a bisimplicial edge in polylog time as all checks for all edges can be performed
in parallel and subsequently combined in polylog time to find a bisimplicial edge
if one exists. It is however unclear if it is also possible to use a polynomial number
of processors to run the entire recognition process in polylog time: all currently
known recognition algorithms are based on finding an elimination sequence of
n bisimplicial edges and this appears to be an inherently sequential process. A
fundamentally different approach might be necessary in order to achieve more
parallelism and obtain a polylog time approach for the entire recognition process.

Another subject for further investigation is that of minimizing fill-in when it
cannot be avoided completely. For symmetric positive definite matrices with
pivots chosen along the main diagonal, minimizing the fill-in in the associ-
ated chordal graphs has been shown to be NP -hard [11]. Furthermore, for
fill-in in chordal graphs an approximation algorithm has been developed [12].
As far as we know, the complexity of minimizing fill-in for general matrices
and perfect elimination bipartite graphs is unknown. Considering the practical
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applications of minimum elimination orderings, obtaining results on the com-
plexity in the general case, as well as either a polynomial time algorithm or an
approximation algorithm for minimizing fill-in seem to be good topics for further
research.

6 Conclusion

In current literature, the fastest known algorithm for the recognition of gen-
eral perfect elimination bipartite graphs is the algorithm by Spinrad [8] with
a time complexity of O

(
n3/ logn

)
. We have presented two new algorithms fo-

cused specifically on sparse instances. Our first algorithm is an adaption of the
algorithm by Goh and Rotem with a time complexity of O (nm), leading to an
improvement for instances with m = o

(
n2/ logn

)
(all but the densest instances).

The second algorithm we have presented is not based on some form of matrix
multiplication and is as such able to do away with the Ω

(
n2
)

space complexity
associated with it. This algorithm has a time complexity of O

(
m2
)

and a space
complexity of just Θ (m). For instances with m = o

(
n
√

n logn
)

this algorithm
is faster than the algorithm by Spinrad while requiring less space. We have also
shown how the restricted problem where only pivots on the diagonal are allowed
can be solved in time O (nm) using an adapted version of our algorithm.

Interesting subjects for further study might be algorithms that parallelize
better as well as problems related to the minimum fill-in on general square
matrices, such as its complexity, (exact) algorithms and approximations.
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Abstract. We present a multiple-conclusion hypersequent system for
the standard first-order Gödel logic. We provide a constructive, direct,
and simple proof of the completeness of the cut-free part of this system,
thereby proving both completeness for its standard semantics, and the
admissibility of the cut rule in the full system. The results also apply
to derivations from assumptions (or “non-logical axioms”), showing that
such derivations can be confined to those in which cuts are made only
on formulas which occur in the assumptions. Finally, the results about
the multiple-conclusion system are used to show that the usual single-
conclusion system for the standard first-order Gödel logic also admits
(strong) cut-admissibility.

1 Introduction

In [15] Gödel introduced a sequence {Gn} (n ≥ 2) of n-valued matrices in the
language of propositional intuitionistic logic. He used these matrices to show
some important properties of intuitionistic logic. An infinite-valued matrix Gω

in which all the Gns can be embedded was later introduced by Dummett in [13].
Gω, in turn, can naturally be embedded in a matrix G[0,1], the truth-values of
which are the real numbers between 0 and 1 (inclusive). It has not been difficult
to show that the logics of Gω and G[0,1] are identical, and both are known today
as “Gödel logic”.1 Later it has been shown that this logic is also characterized
as the logic of linear intuitionistic Kripke frames (see e.g. [14]). Gödel logic is
probably the most important intermediate logic, i.e. a logic between intuitionistic
logic and classical logic, which turns up in several places. Recently it has again
attracted a lot of attention because of its recognition as one of the three most
basic fuzzy logics [16].

Gödel logic can be naturally extended to the first-order framework. In partic-
ular, the standard first-order Gödel logic (the logic based on [0, 1] as the set of
truth-values) has been introduced and investigated in [21] (where it was called
“intuitionistic fuzzy logic”). The Kripke-style semantics of this logic is provided
by the class of all linearly ordered Kripke frames with constant domains.

1 It is also called Gödel-Dummett logic, because it was first introduced and axioma-
tized in [13]. The name Dummett himself has used is LC.

A. Kulikov and N. Vereshchagin (Eds.): CSR 2011, LNCS 6651, pp. 456–469, 2011.
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A cut-free Gentzen-type formulation for Gödel logic was first given by Sonobe
in [18]. Since then several other such calculi which employ ordinary sequents
have been proposed (see [10,1,11,5,12]). All these calculi have the drawback of
using some ad-hoc rules of a nonstandard form, in which several occurrences of
connectives are involved. In contrast, in [2] a cut-free Gentzen-type proof sys-
tem HG for propositional Gödel logic was introduced, which does not have this
drawback. HG uses (single-conclusion) hypersequents (a natural generalization
of Gentzen’s original (single-conclusion) sequents), and it has exactly the same
logical rules as the usual Gentzen-type system for propositional intuitionistic
logic. HG was furthermore extended by Baaz, Ciabattoni, Fermüller, and Zach
to provide appropriate proof systems for extensions of propositional Gödel logic
with quantifiers of various types and modalities (see [6] for a survey). In particu-
lar, an extension of HG for the standard first-order Gödel logic (called HIF) was
introduced in [8]. Following the work that started in [2], the framework of hy-
persequents was used by Metcalfe, Ciabattoni, and others for other fuzzy logics
(like �Lukasiewicz infinite-valued logic), and nowadays it is the major framework
for the proof theory of fuzzy logics (see [17]).

Until recently, in all the works about HG and its extensions the proofs of
completeness (either for the Gödel’s many-valued semantics or for the Kripke
semantics) and the proofs of cut-elimination have completely been separated.
Completeness has been shown for the full calculus (including cut), while cut-
elimination has been proved syntactically by some type of induction on com-
plexity of proofs.2 On the contrary, the recent [4] provided for the first time a
constructive, direct, and simple proof of the completeness of the cut-free part of
HG for its intended semantics (thereby proving both completeness of the calcu-
lus and the admissibility of the cut rule in it)3. However, [4] did not deal with the
first-order extension of HG, and it was not clear how to adapt its completeness
proof to the first-order case.

In this paper we present a hypersequent system for the standard first-order
Gödel logic, for which it is possible to provide a purely semantic, simple (and
easy to verify) proof of cut-admissibility. As usual, this proof is actually a com-
pleteness proof of the cut-free part of our system for its intended semantics.
To overcome the difficulties encountered in adapting the proof of [4] to the first-
order case, we move to the multiple-conclusion framework. The proposed system,
which we call MCG, is a multiple-conclusion hypersequent system, which can
be seen as a combination of HIF and the well-known multiple-conclusion se-
quent system for intuitionistic logic (called LJ′ in [20]). Our results apply also
to derivations from assumptions, as we actually prove strong cut-admissibility,

2 The syntactic methods are notoriously prone to errors, especially (but certainly
not only) in the case of hypersequent systems. Thus the first proof (in [8]) of cut-
elimination for HIF was erroneous. There has also been a gap in the proof given in
[2] in its handling of the case of disjunction. Many other examples, also for ordinary
sequential calculi, can be given.

3 A semantic proof of cut-admissibility for HG has been given in [9]. However, a com-
plicated algebraic phase semantics was used there, and the proof is not constructive.
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proving that derivations can be confined to those in which cuts are made only
on formulas which occur in the assumptions. Finally, at the end of the paper
we return to the original single-conclusion system HIF for Gödel logic, and use
our results about MCG to provide a new, semantic proof that this system too
admits (strong) cut-admissibility.

2 Preliminaries

Let L be a first-order language. We assume that the set of free variables and the
set of bounded variables are disjoint. We use the metavariable a to range over
the free variables, x to range over the bounded variables, p to range over the
predicate symbols of L, c to range over its constant symbols, and f to range over
its function symbols. The sets of L-terms and L-formulas are defined as usual,
and are denoted by trmL and frmL, respectively. trmcl

L and frmcl
L respectively

denote the sets of closed L-terms and closed L-formulas. Given an L-formula ψ,
a free-variable a, and an L-term t, we denote by ψ{t/a} the L-formula obtained
from ψ by replacing all occurrences of a by t.

2.1 Proof-Theoretical Preliminaries

Definition 1. A sequent is an ordered pair of finite sets of L-formulas. A hy-
persequent is a finite set of sequents.

Given a set H of hypersequents, we denote by frm[H] the set of formulas that
appear in H. We shall use the usual sequent notation Γ ⇒ Δ, and the usual
hypersequent notation s1 | . . . | sn. We also employ the standard abbreviations,
e.g. Γ, ψ⇒Δ instead of Γ ∪ {ψ}⇒Δ, and H | s instead of H ∪ {s}.
Definition 2. A sequent Γ ⇒Δ is single-conclusion if Δ contains at most one
formula. A L-hypersequent s1 | . . . | sn is single-conclusion if s1, . . . , sn are all
single-conclusion.

Next we review the single-conclusion hypersequent system HIF for the standard
first-order Gödel logic from [8].4

ϕ⇒ϕ ⊥⇒

(IW ⇒)
H | Γ ⇒E

H | Γ, ψ⇒E
(⇒IW )

H | Γ ⇒
H | Γ ⇒ψ

(EW )
H

H | Γ ⇒E

(com)
H1 | Γ1, Γ

′
1⇒E1 H2 | Γ2, Γ

′
2⇒E2

H1 | H2 | Γ1, Γ
′
2⇒E1 | Γ2, Γ

′
1⇒E2

4 What we present is actually an equivalent version of the system presented in [8].
Thus ¬ϕ is defined here as ϕ ⊃ ⊥, while the density rule is not present, since
it can be eliminated. Other insignificant differences are due to the facts that we
define hypersequents as sets of sequents rather than as multisets, and that we use
multiplicative versions of the rules rather than additive ones.
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(cut)
H1 | Γ1⇒ϕ H2 | Γ2, ϕ⇒E

H1 | H2 | Γ1, Γ2⇒E

(⊃⇒)
H1 | Γ1⇒ψ1 H2 | Γ2, ψ2⇒ E

H1 | H2 | Γ1, Γ2, ψ1 ⊃ ψ2⇒E
(⇒⊃)

H | Γ, ψ1⇒ψ2

H | Γ ⇒ψ1 ⊃ ψ2

(∨⇒)
H1 | Γ1, ψ1⇒E1 H2 | Γ2, ψ2⇒E2

H1 | H2 | Γ1, Γ2, ψ1 ∨ ψ2⇒E1, E2

(⇒∨1)
H | Γ ⇒ψ1

H | Γ ⇒ψ1 ∨ ψ2
(⇒∨2)

H | Γ ⇒ψ2

H | Γ ⇒ψ1 ∨ ψ2

(∧⇒ 1)
H | Γ, ψ1⇒E

H | Γ, ψ1 ∧ ψ2⇒E
(∧⇒ 2)

H | Γ, ψ2⇒E

H | Γ, ψ1 ∧ ψ2⇒E

(⇒∧)
H1 | Γ1⇒ψ1 H2 | Γ2⇒ψ2

H1 | H2 | Γ1, Γ2⇒ψ1 ∧ ψ2

(∀⇒)
H | Γ, ϕ{t/a}⇒E

H | Γ,∀x(ϕ{x/a})⇒E
(⇒∀)

H | Γ ⇒ϕ

H | Γ ⇒∀x(ϕ{x/a})

(∃⇒)
H | Γ, ϕ⇒E

H | Γ,∃x(ϕ{x/a})⇒E
(⇒∃)

H | Γ ⇒ϕ{t/a}
H | Γ ⇒∃x(ϕ{x/a})

The rules (⇒∀) and (∃⇒) must obey the eigenvariable condition: a must not oc-
cur in the lower hypersequent. E, E1 and E2 denote here sets of formulas contain-
ing at most one formula. Note that the sets of formulas denoted by Γ1, Γ2, Γ

′
1, Γ

′
2

need not to be disjoint. Also note that in (∨⇒): either E1 = E2 or one of them
is empty.

2.2 Semantic Preliminaries

In this paper we use the usual Kripke-style semantics for the standard first-order
Gödel logic, rather than the many-valued one. There are two differences between
this semantics and the Kripke-style semantics of first-order intuitionistic logic.
First, for Gödel logic we use linearly ordered Kripke frames. Second, for first-
order Gödel logic we need to use a constant domain, i.e. the same domain in
each world, rather than the expanding domains used for intuitionistic logic.5

Definition 3. An L-structure M is a pair 〈D, I〉 where D is a nonempty domain
and I is an interpretation of constants and function symbols of L, such that
I(c) ∈ D for every constant symbol c of L, and I(f) ∈ Dn → D for every n-ary
function symbol f of L.

Definition 4. A 〈L, D〉-predicate interpretation is a function assigning a subset
of Dn to every n-ary predicate symbol of L.

Definition 5. An L-frame is a tuple W = 〈W,≤, M, {Iw}w∈W 〉 where:

1. W is a nonempty set linearly ordered by ≤.
2. M = 〈D, I〉 is an L-structure.
5 Currently no cut-free hypersequent calculus is known for the logic of linearly ordered

Kripke frames with (non-constant) expanding domains.
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3. For every w ∈ W , Iw is an 〈L, D〉-predicate interpretation.
4. Iu(p) ⊆ Iw(p) for every elements u, w of W such that u ≤ w, and for every

predicate symbol p.

Definition 6. An 〈L, D〉-evaluation is a function assigning an element in D to
every free variable of L. Given an 〈L, D〉-evaluation e, a free variable a, and
d ∈ D, we denote by e[a:=d] the 〈L, D〉-evaluation which is identical to e except
that e[a:=d](a) = d.

Given a structure M = 〈D, I〉, the M -extension of an 〈L, D〉-evaluation e
is a function e′ : trmL → D defined as follows: e′(c) = I(c) for every con-
stant symbol c; e′(a) = e(a) for every free variable a; and e(f(t1, . . . , tn) =
I(f)(e′(t1), . . . , e′(tn)) for every function symbol f and t1, . . . , tn ∈ trmL.

Definition 7. Let W = 〈W,≤, M = 〈D, I〉, {Iw}w∈W 〉 be an L-frame, and e
be an 〈L, D〉-evaluation. The satisfaction relation � is recursively defined as
follows:

1. W , w, e � p(t1, . . . , tn) iff 〈e′(t1), . . . , e′(tn)〉 ∈ Iw(p), where e′ is the M -
extension of e.

2. W , w, e 	� ⊥.
3. W , w, e � ψ1 ⊃ ψ2 iff W , u, e 	� ψ1 or W , u, e � ψ2 for every element u ≥ w.
4. W , w, e � ψ1 ∨ ψ2 iff W , w, e � ψ1 or W , w, e � ψ2.
5. W , w, e � ψ1 ∧ ψ2 iff W , w, e � ψ1 and W , w, e � ψ2.
6. W , w, e � ∀x(ψ{x/a}) iff W , w, e[a:=d] � ψ for every d ∈ D.
7. W , w, e � ∃x(ψ{x/a}) iff W , w, e[a:=d] � ψ for some d ∈ D.

� is extended to sequents as follows: W , w, e � Γ ⇒Δ iff either W , w, e 	� ϕ for
some ϕ ∈ Γ , or W , w, e � ϕ for some ϕ ∈ Δ.

It is a routine matter to prove the following proposition:

Proposition 1. Let W = 〈W,≤, M = 〈D, I〉, {Iw}w∈W 〉 be an L-frame, and e
be an 〈L, D〉-evaluation. Let ψ be an L-formula, and u be an element of W
such that W , u, e � ψ. Then, W , w, e � ψ for every element w of W such that
u ≤ w.

Definition 8. Let W = 〈W,≤, M = 〈D, I〉, {Iw}w∈W 〉 be an L-frame.

1. W is a model of a hypersequent H iff for every 〈L, D〉-evaluation e, there
exists a component s ∈ H such that W , w, e � s for every w ∈ W .

2. W is a model of a set of hypersequents H iff it is a model of every H ∈ H.

We define the semantic consequence relation between hypersequents:

Definition 9. Let H ∪ {H} be a set of hypersequents. H �Kr H iff every L-
frame which is a model of H is also a model of H .
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3 The Multiple-Conclusion System

The system MCG is the following (multiple-conclusion) hypersequent system:

Axioms:
ϕ⇒ϕ ⊥⇒

Structural Rules:

(IW ⇒)
H | Γ ⇒Δ

H | Γ, ψ⇒Δ
(⇒IW )

H | Γ ⇒Δ

H | Γ ⇒Δ,ψ
(EW )

H

H | Γ ⇒Δ

(com)
H1 | Γ1, Γ

′
1⇒Δ1 H2 | Γ2, Γ

′
2⇒Δ2

H1 | H2 | Γ1, Γ
′
2⇒Δ1 | Γ2, Γ

′
1⇒Δ2

(split)
H | Γ ⇒Δ1, Δ2

H | Γ ⇒Δ1 | Γ ⇒Δ2

(cut)
H1 | Γ1⇒Δ1, ϕ H2 | Γ2, ϕ⇒Δ2

H1 | H2 | Γ1, Γ2⇒Δ1, Δ2

Logical Rules:

(⊃⇒)
H1 | Γ1⇒Δ1, ψ1 H2 | Γ2, ψ2⇒Δ2

H1 | H2 | Γ1, Γ2, ψ1 ⊃ ψ2⇒Δ1, Δ2
(⇒⊃)

H | Γ, ψ1⇒ψ2

H | Γ ⇒ψ1 ⊃ ψ2

(∨⇒)
H1 | Γ1, ψ1⇒Δ1 H2 | Γ2, ψ2⇒Δ2

H1 | H2 | Γ1, Γ2, ψ1 ∨ ψ2⇒Δ1, Δ2
(⇒∨)

H | Γ ⇒Δ, ψ1, ψ2

H | Γ ⇒Δ, ψ1 ∨ ψ2

(∧⇒)
H | Γ, ψ1, ψ2⇒Δ

H | Γ, ψ1 ∧ ψ2⇒Δ
(⇒∧)

H1 | Γ1⇒Δ1, ψ1 H2 | Γ2⇒Δ2, ψ2

H1 | H2 | Γ1, Γ2⇒Δ1, Δ2, ψ1 ∧ ψ2

(∀⇒)
H | Γ, ϕ{t/a}⇒Δ

H | Γ,∀x(ϕ{x/a})⇒Δ
(⇒∀)

H | Γ ⇒Δ,ϕ

H | Γ ⇒Δ,∀x(ϕ{x/a})

(∃⇒)
H | Γ, ϕ⇒Δ

H | Γ,∃x(ϕ{x/a})⇒Δ
(⇒∃)

H | Γ ⇒Δ, ϕ{t/a}
H | Γ ⇒Δ,∃x(ϕ{x/a})

The rules (⇒∀) and (∃⇒) must obey the eigenvariable condition: a must not
occur in the lower hypersequent.

Remark 1. The main difference between MCG and the system HIF of [8] is
the fact that MCG employs multiple-conclusion hypersequents. Among other
things, this involves having full internal weakening (⇒ IW ) on the right, and
allowing also right context formulas in all the rules, except for (⇒⊃). Note that
such formulas are not allowed in (⇒⊃), and so this rule looks exactly like its
single-conclusion counterpart. The communication rule is also strengthened, al-
lowing arbitrary finite sets of formula in the right-hand side of its premises. In
addition, an extra (right) split rule is added, allowing to split the formulas in
the right side of one component into two different components.

Definition 10. Let H∪ {H} be a set of hypersequents. H � H if there exists a
derivation of H from H in MCG. Given a set E of L-formulas, we write H �E H
if there exists a derivation of H from H in MCG in which the cut-formula of
every application of the rule is in E .
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Remark 2. In this notation, strong cut-admissibility means that H �frm[H] H
whenever H � H . Usual cut-admissibility is obtained as a special case when
H = ∅.
The following usual lemma will be used in the sequel.

Lemma 1. Let H ∪ {H} be a set of hypersequents, c be a constant symbol
not occurring in H ∪ {H}, and a be a free variable. Then, H �frm[H] H iff
H{c/a} �frm[H] H{c/a}.

4 Soundness, Completeness and Cut-Admissibility

In this section we prove the soundness and completeness theorem for MCG
with respect to the Kripke semantics of first-order Gödel logic (presented in
Section 2). Completeness is proved for MCG without the cut-rule, and so it
also proves cut-admissibility. We begin with the soundness theorem.

Theorem 1. Let H∪ {H} be a set of closed hypersequent. If H �frm[H] H then
H �Kr H.

Proof (Outline). Let W = 〈W,≤, M = 〈D, I〉, {Iw}w∈W 〉 be an L-frame which
is a model of H. We show that for every 〈L, D〉-evaluation e, there exists a
component s ∈ H such that W , w, e � s for every w ∈ W . Since the axioms of
MCG and the assumptions of H trivially have this property, it suffices to show
that this property is preserved also by applications of the rules of MCG. This
is a routine matter. We do here only the case of (com).

Suppose that H = H1 | H2 | Γ1, Γ
′
2⇒Δ1 | Γ2, Γ

′
1⇒Δ2 is derived from the hy-

persequents H1 | Γ1, Γ
′
1⇒Δ1 and H2 | Γ2, Γ

′
2⇒Δ2 using (com). Assume for con-

tradiction that W is not a model of H . Thus there exists an 〈L, D〉-evaluation
e, such that for every s ∈ H , there exists w ∈ W such that W , w, e 	� s. In
particular, for every s ∈ H1 ∪ H2, there exists w ∈ W such that W , w, e 	� s. In
addition, there exist w1 ∈ W such that W , w1, e 	� Γ1, Γ

′
2⇒Δ1, and w2 ∈ W such

that W , w2, e 	� Γ2, Γ
′
1⇒Δ2. By definition, W , w1, e � ψ for every ψ ∈ Γ1 ∪ Γ ′

2,
W , w1, e 	� ψ for every ψ ∈ Δ1, W , w2, e � ψ for every ψ ∈ Γ2 ∪ Γ ′

1, and
W , w2, e 	� ψ for every ψ ∈ Δ2. Since ≤ is linear, either w1 ≤ w2 or w2 ≤ w1.
Assume w.l.o.g that w1 ≤ w2. Then by Proposition 1, W , w2, e � ψ for every
ψ ∈ Γ ′

2. It follows that W , w2, e 	� Γ2, Γ
′
2⇒Δ2. But this implies that W is not a

model of H2 | Γ2, Γ
′
2⇒Δ2. ��

To prove completeness, we use extended sequents and extended hypersequents,
defined as follows:

Definition 11. An extended sequent is an ordered pair of (possibly infinite) sets
of L-formulas, written: T ⇒U . Given two extended sequents μ1 = T1⇒U1 and
μ2 = T2⇒U2, we write μ1 � μ2 if T1 ⊆ T2 and U1 ⊆ U2.
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Definition 12. An extended hypersequent is a (possibly infinite) set of extended
sequents. Given two extended hypersequents Ω1, Ω2, we write Ω1 � Ω2 (and say
that Ω2 extends Ω1) if for every extended sequent μ1 ∈ Ω1, there exists μ2 ∈ Ω2

such that μ1 � μ2.

We shall use the same notations for extended sequents and extended hyperse-
quents. For example, we write Ω | s instead of Ω ∪ {s}.
Definition 13. An extended sequent T ⇒U admits the witness property if the
following hold:

1. If ∀x(ψ{x/a}) ∈ U then there exists a constant c such that ψ{c/a} ∈ U .
2. If ∃x(ψ{x/a}) ∈ T then there exists a constant c such that ψ{c/a} ∈ T .

Definition 14. Let Ω be an extended hypersequent, and H be a set of hyper-
sequents.

1. Ω is called closed if it consists of extended sequents consisting only of closed
L-formulas.

2. Ω is called H-consistent if H 	�frm[H] H for every hypersequent H � Ω.
3. Let ψ be an L-formula. Ω is called internally H-maximal with respect to ψ

if for every T ⇒U ∈ Ω:
(a) If ψ 	∈ T then Ω | T , ψ⇒U is not H-consistent.
(b) If ψ 	∈ U then Ω | T ⇒U , ψ is not H-consistent.

4. Ω is called internally H-maximal if it is internally H-maximal with respect
to any closed L-formula.

5. Let s be a sequent of the form ψ1 ⇒ψ2. Ω is called externally H-maximal
with respect to s if either {s} � Ω, or Ω | s is not H-consistent.

6. Ω is called externally H-maximal if it is externally H-maximal with respect
to any closed sequent of the form ψ1⇒ψ2.

7. Ω admits the witness property if every μ ∈ Ω admits the witness property.
8. Ω is called H-maximal if it is closed, H-consistent, internally H-maximal,

externally H-maximal, and it admits the witness property.

Obviously, every hypersequent is an extended hypersequent, and so all of these
properties apply to (usual) hypersequents as well.

The following three propositions are easily proved in the presence of the in-
ternal and external weakening rules:

Proposition 2. A usual hypersequent H is H-consistent iff H 	�frm[H] H.

Proposition 3. Let Ω be an extended hypersequent, which is internally H-
maximal with respect to a formula ψ. For every T ⇒U ∈ Ω:

1. If ψ 	∈ T , then H �frm[H] H | Γ, ψ⇒Δ for some hypersequent H � Ω and
sequent Γ ⇒Δ � T ⇒U .

2. If ψ 	∈ U , then H �frm[H] H | Γ ⇒Δ, ψ for some hypersequent H � Ω and
sequent Γ ⇒Δ � T ⇒U .
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Proposition 4. Let Ω be an extended hypersequent, which is externally H-
maximal with respect to a sequent s. Then, either s � Ω, or there exists a
hypersequent H � Ω such that H �frm[H] H | s.

A certain H-maximal extended hypersequent serves as the set of worlds in the
refuting frame built in the completeness proof. Lemma 4 below ensures the
existence of that extended hypersequent. In turn, for the proof of Lemma 4 we
need Lemmas 2 and 3 below.

Lemma 2. Assume L has an infinite number of constant symbols. Let H be
a set of hypersequents, and H = Γ1 ⇒ Δ1 | . . . | Γn ⇒ Δn be a H-consistent
closed hypersequent. Then there exists a H-consistent closed hypersequent H ′ of
the form Γ ′

1⇒Δ′
1 | . . . | Γ ′

n⇒Δ′
n, such that Γi ⊆ Γ ′

i and Δi ⊆ Δ′
i for every

1 ≤ i ≤ n, and H ′ admits the witness property.

Lemma 3. Assume L has an infinite number of constant symbols. Let H be a
set of hypersequents, and H = Γ1⇒Δ1 | . . . | Γn⇒Δn be a H-consistent closed
hypersequent. Let ψ be a closed L-formula, and s be a closed sequent of the form
ψ1⇒ψ2. Then there exists a H-consistent closed hypersequent H ′, such that:

– H ′ = Γ ′
1⇒Δ′

1 | . . . | Γ ′
n′ ⇒Δ′

n′ , where n′ ∈ {n, n + 1}, Γi ⊆ Γ ′
i and Δi ⊆ Δ′

i

for every 1 ≤ i ≤ n.
– H ′ is internally H-maximal with respect to ψ.
– H ′ is externally H-maximal with respect to s.
– H ′ admits the witness property.

Lemma 4. Assume L has an infinite number of constant symbols. Let H be a
set of hypersequents. Every H-consistent closed hypersequent H can be extended
to a H-maximal extended hypersequent Ω.

Using Lemma 4, we turn to the completeness of the cut-free fragment of MCG.

Theorem 2. Let H0 ∪{H0} be a set of closed hypersequent. If H0 �Kr H0 then
H0 �frm[H] H0.

Proof. Assume H0 	�E H0, where E = frm[H0]. We construct an L-frame W
which is a model of H0 but not of H0. First, assume (w.l.o.g) that L has an
infinite number of constant symbols (if not, then we add infinitely many constant
symbols, and obviously H0 	�E H0 still holds). By Lemma 4, there exists a H0-
maximal extended hypersequent Ω such that H0 � Ω.
Define W = 〈W,≤, M, {Iw}w∈W 〉, as follows:

– W = Ω (obviously, W is not empty).
– For every T1⇒U1, T2⇒U2 ∈ W , T1⇒U1 ≤ T2⇒U2 iff T1 ⊆ T2.
– M = 〈D, I〉 where D is the set of all closed L-terms, I(c) = c for every con-

stant c, and I(f)(t1, . . . , tn) = f(t1, . . . , tn) for every n-ary function symbol
f and t1, . . . , tn ∈ D.

– 〈t1, . . . , tn〉 ∈ IT⇒U(p) iff p(t1, . . . , tn) ∈ T for every n-ary predicate symbol
p and t1, . . . , tn ∈ D.
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We first prove that 〈W,≤〉 is linearly ordered:

Partial Order. Obviously ≤ is reflexive and transitive. To see that it is also
anti-symmetric, let w1, w2 ∈ W such that w1 ≤ w2 and w2 ≤ w1. Assume
w1 = T1 ⇒ U1 and w2 = T2 ⇒ U2. By definition, T1 = T2 in this case.
Assume for contradiction that U1 	= U2, and let ψ ∈ U1 \ U2 (w.l.o.g.).
Since Ω is internally H-maximal, there exist a hypersequent H � Ω and a
sequent Γ ⇒ Δ � w2, such that H0 �E H | Γ ⇒Δ, ψ. Using the split rule,
we obtain H0 �E H | Γ ⇒ψ | Γ ⇒Δ. But, Γ ⇒ψ � w1, and this contradicts
Ω’s consistency. Hence U1 = U2, and so w1 = w2.

Linearity. Let T1 ⇒U1, T2 ⇒U2 ∈ W . Assume for contradiction that T1 	⊆ T2

and T2 	⊆ T1. Let ψ1 ∈ T1 \ T2 and ψ2 ∈ T2 \ T1. By Ω’s internal maximality,
there exist hypersequents H1, H2 � Ω and sequents Γ1 ⇒ Δ1 � T1 ⇒ U1

and Γ2 ⇒ Δ2 � T2 ⇒ U2 such that H0 �E H1 | Γ1, ψ2⇒Δ1 and such that
H0 �E H2 | Γ2, ψ1⇒Δ2. By applying (com) to these two hypersequents we
obtain H0 �E H1 | H2 | Γ1, ψ1⇒Δ1 | Γ2, ψ2⇒Δ2. But this contradicts Ω’s
consistency.

The following claims are proved by a standard structural induction:

– For every 〈L, D〉-evaluation e and t ∈ D, e′(t) = t.
– For every 〈L, D〉-evaluation e, t ∈ D, an L-formula ψ, a free variable a, and

w ∈ W : W , w, e[a:=t] � ψ iff W , w, e � ψ{t/a}.
Next we prove that the following hold for every w = T ⇒U ∈ W , and 〈L, D〉-
evaluation e:

(a) If θ ∈ T then W , w, e � θ.
(b) If θ ∈ U then W , w, e 	� θ.

(a) and (b) are proved together using a simultaneous induction on the complex-
ity of θ. Here we do three crucial cases.

Let w = T ⇒U ∈ W and let e be an 〈L, D〉-evaluation.

– Suppose θ is a closed atomic formula p(t1, . . . , tn). By definition, W , w, e � θ
iff 〈e′(t1), . . . , e′(tn)〉 ∈ Iw(p), where e′ is the M -extension of e (see Defini-
tion 6). By a previous claim, e′(ti) = ti for every 1 ≤ i ≤ n. And so, our
construction ensures that W , w, e � θ iff θ ∈ T . This proves (a). For (b), note
that ψ⇒ψ is an axiom (for every L-formula ψ), and since Ω is H-consistent,
θ ∈ U implies θ 	∈ T .

– Suppose θ = ψ1 ⊃ ψ2.
1. Assume that θ ∈ T . We show that for every element w′ ∈ W such that

w ≤ w′ either W , w′, e 	� ψ1 or W , w′, e � ψ2.
Let w′ = T ′ ⇒ U ′ ∈ W such that w ≤ w′ (and so, T ⊆ T ′). By the
induction hypothesis, it suffices to show that either ψ1 ∈ U ′ or ψ2 ∈ T ′.
Assume otherwise. Then by Ω’s internal maximality, there exist hyper-
sequents H1, H2 � Ω, and sequents Γ1 ⇒Δ1, Γ2 ⇒Δ2 � T ′ ⇒U ′ such
that H0 �E H1 | Γ1⇒Δ1, ψ1, and H0 �E H2 | Γ2, ψ2⇒Δ2. By applying
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(⊃⇒) we obtain H0 �E H1 | H2 | Γ1, Γ2, θ⇒Δ1, Δ2. But since θ ∈ T ,
θ ∈ T ′ and so H1 | H2 | Γ1, Γ2, θ ⇒Δ1, Δ2 � Ω. This contradicts Ω’s
consistency.

2. Assume that θ ∈ U .
First we claim that H0 	�E H | ψ1⇒ψ2 for every hypersequent H � Ω.
To see this assume for contradiction that there exists a hypersequent
H � Ω, such that H0 �E H | ψ1⇒ψ2. By applying (⇒⊃) to this hyper-
sequent we obtain H0 �E H |⇒θ. But this contradicts Ω’s consistency.
Therefore, by Ω’s external maximality, ψ1⇒ψ2 � Ω. Thus there exists
an extended sequent T ′ ⇒U ′ ∈ Ω, such that ψ1 ∈ T ′ and ψ2 ∈ U ′. By
the induction hypothesis, W , T ′⇒U ′, e � ψ1 and W , T ′⇒U ′, e 	� ψ2. It
follows that if T ⊆ T ′, then W , w, e 	� θ and we are done.
Assume now that T 	⊆ T ′. By linearity, T ′ ⊆ T , and so ψ1 ∈ T .
By the induction hypothesis, W , w, e � ψ1. Now notice that ψ2 ∈ U .
To see this assume for contradiction that ψ2 	∈ U . Then by Ω’s in-
ternal maximality, there exist a hypersequent H � Ω, and a sequent
Γ ⇒Δ � T ⇒U , such that H0 �E H | Γ ⇒Δ, ψ2. By applying the split
rule we obtain H0 �E H | Γ ⇒Δ | Γ ⇒ψ2. By applying internal weaken-
ing we obtain H0 �E H | Γ ⇒Δ | Γ, ψ1⇒ψ2. Finally, by (⇒⊃) we obtain
H0 �E H | Γ ⇒Δ | Γ ⇒θ. But this contradicts Ω’s consistency. By the
induction hypothesis, W , w, e 	� ψ2. This again implies that W , w, e 	� θ.

– Suppose θ = ∀x(ψ{x/a}).
1. Assume that W , w, e 	� θ. We show that θ 	∈ T . By definition, there exists

some t ∈ D such that W , w, e[a:=t] 	� ψ. By a previous claim, it follows
that W , w, e 	� ψ{t/a}. By the induction hypothesis, ψ{t/a} 	∈ T . Now,
using Ω’s internal maximality, there exist a hypersequent H � Ω and
a sequent Γ ⇒ Δ � T ⇒ U , such that H0 �E H | Γ, ψ{t/a} ⇒ Δ. By
applying (∀⇒), we obtain H0 �E H | Γ, θ⇒Δ. Since Ω is H-consistent,
θ 	∈ T .

2. Assume that θ ∈ U . By Ω’s witness property, there exists a constant sym-
bol c such that ψ{c/a} ∈ U . From the induction hypothesis it follows that
W , w, e 	� ψ{c/a}. By a previous claim, it follows that W , w, e[a:=c] 	� ψ.
Since c ∈ D, by definition, W , w, e 	� θ.

It remains to show that W is a model of H0 but not of H0. First, notice that for
every ψ ∈ frm[H] and T ⇒U ∈ Ω, either ψ ∈ T or ψ ∈ U . To see this, note that
otherwise, by Ω’s internal maximality, there exist hypersequents H1, H2 � Ω,
and sequents Γ1⇒Δ1, Γ2⇒Δ2 � T ⇒U , such that H0 �E H1 | Γ1, ψ⇒Δ1 and
H0 �E H2 | Γ2⇒Δ2, ψ. Now using a (legal) application of the cut rule, we obtain
H0 �E H1 | H2 | Γ1, Γ2⇒Δ1, Δ2, but this contradicts Ω’s consistency.

Now let H ∈ H0, and let e be an 〈L, D〉-evaluation. Since obviously H0 �E H ,
Lemma 2 implies that H 	� Ω. Thus there exists a sequent s ∈ H , such that
s 	� μ for every μ ∈ Ω. We prove that W , w, e � s for every w ∈ W . Let w ∈ W .
Assume w = T ⇒U and s = Γ ⇒Δ. Since s 	� w, there either exists ψ ∈ Γ such
that ψ 	∈ T , or ψ ∈ Δ such that ψ 	∈ U . This implies that there either exists ψ ∈ Γ
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such that ψ ∈ U , or ψ ∈ Δ such that ψ ∈ T . By (a) and (b), either there exists
ψ ∈ Γ such that W , w, e 	� ψ, or there exists ψ ∈ Δ such that W , w, e � ψ.
Therefore, W , w, e � s.

We end the proof by showing that W is not a model of H0. Let e be an
arbitrary 〈L, D〉-evaluation, and let Γ ⇒Δ ∈ H0. Since H0 � Ω there exists an
extended sequent w = T ⇒U ∈ Ω such that Γ ⇒Δ � w. By (a), for every ψ ∈ Γ ,
W , w, e � ψ. By (b), for every ψ ∈ Δ, W , w, e 	� ψ. Thus, W , w, e 	� Γ ⇒Δ. ��
Finally, we state the two main corollaries, easily obtained from the two previous
theorems.

Corollary 1 (Strong Soundness and Completeness)
MCG is strongly sound and complete with respect to the Kripke semantics of the
standard first-order Gödel logic, i.e. H � H iff H �Kr H for every set H∪ {H}
of closed hypersequent.

Corollary 2 (Strong Cut-Admissibility)
MCG admits strong cut-admissibility, i.e. H � H iff H �frm[H] H, for every set
H∪ {H} of closed hypersequent.

Remark 3 In [21] the following density rule was introduced and used to axiom-
atize standard first-order Gödel logic:

Γ ⇒ϕ ∨ (ψ ⊃ p) ∨ (p ⊃ θ)
Γ ⇒ϕ ∨ (ψ ⊃ θ)

where p (a metavariable for an atomic formula) does not occur in the conclusion.
In [19] this rule was proved to be admissible (using a semantic proof). The
(single-conclusion) hypersquential version of this rule has the form (see [6]):

H | Γ ⇒p | Δ, p⇒ψ
H | Γ, Δ⇒ψ

By Corollary 1, this rule is admissible in MCG.

5 Cut-Admissibility for HIF

In this section we study the relation between MCG and the single-conclusion
system HIF, and derive a semantic cut-admissibility proof for the system HIF it-
self. Denote by �≤1 the provability relation (between sets of single-conclusion hy-
persequents, and single-conclusion hypersequents) induced by HIF (see
Section 2).

Definition 15. Given a hypersequent H , H≤1 is the single-conclusion hyperse-
quent

⋃
Γ⇒Δ∈H{Γ ⇒E | E ⊆ Δ}, where E denotes sets of L-formulas which are

either singletons or empty. Let H≤1 = {H≤1 | H ∈ H}.
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The following theorem provides the relation between MCG and HIF.

Theorem 3. For every set of hypersequents H∪{H}, and set E of L-formulas,
H �E H iff H≤1 �E

≤1 H≤1.

The proof of this theorem is done as usual by induction on the length of the
proof in MCG. The most problematic case (dealing with the rule (∃⇒)) follows
from Lemma 30 in [6].

Corollary 3 (Strong Cut-Admissibility for HIF).
HIF admits strong cut-admissibility, i.e. H �≤1 H iff H �frm[H]

≤1 H, for every
set H ∪ {H} of closed single-conclusion hypersequents.

Proof. One direction is trivial. For the converse, assume H �≤1 H . In this
case, obviously, H � H . By Corollary 2, H �frm[H] H . Theorem 3 implies that
H≤1 �frm[H]

≤1 H≤1. Now, notice that for a single-conclusion hypersequent H ,
H≤1 = H ∪ {Γ ⇒∅ | Γ ⇒ϕ ∈ H}, and obviously H≤1 �∅

≤1 H and H �∅
≤1 H≤1.

It now follows that H �frm[H]
≤1 H . ��

6 Further Research

We believe that a (multiple-conclusion) hypersequent system can also be used
to provide a similar semantic proof of strong cut-admissibility in Gentzen’s LJ .
Many other (multiple or single-conclusion) hypersequent systems for various
propositional and first-order fuzzy logics and intermediate logics have only syn-
tactic proofs of (usual) cut-elimination theorem (see e.g. [17]). It should be inter-
esting to find for them too more simple semantic proofs and derive corresponding
strong cut-admissibility theorems. For other fuzzy logics, Kripke-style semantics
might not suffice.
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16. Hájek, P.: Metamathematics of Fuzzy Logic. Kluwer Academic Publishers, Dor-
drecht (1998)

17. Metcalfe, G., Olivetti, N., Gabbay, D.: Proof Theory for Fuzzy Logics. Springer,
Heidelberg (2009)

18. Sonobe, O.: A Gentzen-type Formulation of Some Intermediate Propositional Log-
ics. Journal of Tsuda College 7, 7–14 (1975)

19. Takano, M.: P Another proof of the strong completeness of the intuitionistic fuzzy
logic. Tsukuba J. Math. 11, 851–866 (1984)

20. Takeuti, G.: Proof Theory. North-Holland, Amsterdam (1975)
21. Takeuti, G., Titani, T.: Intuitionistic Fuzzy Logic and Intuitionistic Fuzzy Set

Theory. Journal of Symbolic Logic 49, 851–866 (1984)



Author Index

Aaronson, Scott 1
Agrawal, Manindra 43
Aizikowitz, Tamar 345
Avron, Arnon 456

Babai, László 162
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