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Preface

There has been a surge of interest in design science research in information sys-
tems in the last few years. The goal of the design science research paradigm is
to extend the boundaries of human and organizational capabilities by designing
new and innovative constructs, models, methods, processes, and systems. Schol-
ars from different backgrounds—such as information systems, computer science,
software engineering, and medical informatics—are actively engaged in generat-
ing novel solutions to interesting design problems in information systems.

With five successful conferences already held in Claremont, Pasadena, At-
lanta, Philadelphia, and St. Gallen, the International Conference on Design Sci-
ence Research in Information Systems and Technology (DESRIST) has become
the premier venue for exchanging design science research ideas in the IS field.
The sixth DESRIST conference in Milwaukee brought together researchers from
all over the world, including Australia, Austria, Canada, Denmark, Finland,
Germany, Liechtenstein, South Korea, Sweden, Switzerland, and the USA.

The topical theme of DESRIST 2011 was “Service-Oriented Perspectives in
Design Science Research.” Several papers in the conference proceedings conform
to the theme, focusing on topics such as service design, service-oriented architec-
ture design, design of financial services, etc. In addition to the papers addressing
the conference theme, the proceedings include cutting-edge research in several
other areas. Some papers address the need for theory development in design
science, while others formulate design science research strategies and guidelines.
There are several papers on design evaluation and design methods. Also, there
are papers that present design research exemplars in domains such as mobile
computing, telecommunications, social media, healthcare, and finance. Finally,
a couple of papers address a topic that is at the frontiers of design research in
IS: the use of neuroscience.

In all, 50 papers were submitted to the conference for review. Each paper
was reviewed by at least two referees. The reviews were double blind, meaning
that each of the two groups – authors and referees – remained anonymous to one
another. Finally, 29 papers were selected to be published as full-length research
papers, yielding an acceptance rate of 58%. Five other papers were selected to
be published as short papers.

We thank all the authors who submitted papers to the DESRIST 2011 con-
ference. We hope the readers will find the papers as interesting and informative
as we did. We would like to thank all the members of the Program Committee,
as well as the additional referees, who took the time to provide detailed and con-
structive reviews for the authors. We would also like to thank the other members
of the Organizing Committee, as well as the volunteers, whose dedication and
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effort helped bring about a successful DESRIST 2011 conference. We believe
that the papers in the DESRIST 2011 proceedings provide several interesting
and valuable insights into the theory and practice of design science, as well as
open up new and exciting possibilities for research in the discipline.

May 2011 Hemant Jain
Atish P. Sinha

Padmal Vitharana
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Abstract. Theory is a central element in research.  Due to the importance of 
theory in research, considerable efforts have been made to better understand the 
process of theorizing, i.e., development of a theory.  A review of the literature 
in this area suggests that two dominant theorizing approaches are anchored to 
deductive and inductive reasoning respectively.  In contrast, an essential part of 
theorizing for design may involve abductive reasoning.  The purpose of design 
theory is not to advance declarative logic regarding truth or falseness, but to 
guide learning and problem solving through the conceptualization of a design 
artifact.  This paper critically examines the process of theorizing for design by 
developing an idealized design theorizing framework.  The framework indicates 
that theorizing for design operates in two distinct domains: instance and ab-
stract.  Further, four key theorizing activities are identified in this framework: 
abstraction, solution search, de-abstraction, and registration.  The framework 
provides grounds for building strong design theories in the design science para-
digm by explicating the underlying theorizing process for design. 

Keywords: Design Theory, Theorizing in Design Science Research. 

1   Introduction 

Design science research holds promise as a paradigm that can establish the relevance 
of academic information systems (IS) research for IS practice [1].  However, unless 
such research develops a solid contribution to theory, the paradigm loses its impor-
tance to academia [2].  While there is substantial work that describes design science 
theories [3-4], less is known about the process of creating theories in design science.  
If design theory is indeed a particular kind of theory, it follows that design theorizing 
may be a particular kind of theorizing.  The purpose of this paper is to describe and 
illustrate an idealized process for theorizing in design science.  Such theorizing proc-
esses are important in design science research if the paradigm is to maintain its  
contribution to the IS academic tradition while simultaneously making significant 
advances in IS practice.   

The substantiation of a strong theoretical contribution is often regarded as prima 
facie evidence of high quality in scholarly work.  However, definitions of “strong” 
theory, not to mention theory itself are so contentious among academics that it may be 
easier to exclude non-theory than it is to inclusively define theory [5].  Alternatively, 
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a focus on the quality of the process of theorizing may be more meaningful than 
evaluating the quality of the theory under development [6].  Thus, the issues of the 
quality of the theory (as a product) are intertwined with the quality of the theorizing 
(as a process) because theorizing is critical in producing good theories; and necessar-
ily to high quality research that contributes substantial theories.  There are elabora-
tions of inductive theorizing [7-10], deductive theorizing [11], and richer conceptions 
of theorizing as messy, human behavior [12].  Different research paradigms take on 
different theorizing approaches that lead to different types of theory, e.g., systematic, 
formal, or axiomatic [13]. 

Theory in design science research is deemed by many authorities to be so impor-
tant that a distinct class of design theory is widely accepted [3-4].  These theories 
have specific components, for example, meta-requirements, a meta-design, a design 
method, testable product hypotheses, testable process hypotheses, etc.  Design theo-
ries will typically encompass a design process for applying a meta-design for the 
purposes of instantiating a designed artifact.  While there is an established body of 
work dedicated to explaining and understanding design theory and its components, 
there is a need for further examination of the process of theorizing for design.  In 
general, the literature recognizes that theory and theorizing are intertwined, suggest-
ing a need for more attention to design theorizing.  Understanding the theorizing of 
design is important because it should help guide design science researchers to build 
stronger design theories. 

Weick [12] recognizes that many discussions of design theorizing, like other theo-
rizing processes, are rational idealizations of a disciplined form of imagination.  The 
products of theorizing (theories) are social constructions that evolve from an ideation 
process of concurrent trials (conjectures) and errors (refutations).  It is often a variant 
of other sense-making processes such as generalization, prediction, and problem solv-
ing.  Unlike theory testing processes, theorizing is a search for plausibility rather than 
validity, and selecting one theory from among other imagined constructs may be be-
cause of its interest, believability, or beauty.  Theorizing is rarely mechanistic, but is 
often a process characterized by an “intuitive, blind, wasteful, serendipitous, creative 
quality” (p. 519). 

2   Deductive, Inductive, and Abductive Theorizing 

Theorizing refers to the process of constructing a theory [12].  It is often described as 
interim struggles in which patterns that explain the relation of one property with  
another are searched and proposed, and the truth of such proposed patterns is exam-
ined through experience [6, 14].  Also, theorizing may be a form of disciplined imagi-
nation in which concurrent trial-and-error thinking is iterated through imaginary  
experiments [12].  Weick [12] suggests that theorizing largely consists of three  
components: problem statements, thought trials, and selection criteria.  It is a process 
that involves concurrency and iteration in each of these components.  Kaplan [15] 
made a distinction between knowledge growth by extension and knowledge growth 
by intension.  Knowledge growth by extension concerns exploring new areas by  
applying the existing knowledge in one area to adjacent areas, whereas knowledge 
growth by intention concerns seeking more complete knowledge that operates within 
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a single area.  The assumption underlying these two theorizing strategies is the intel-
lectual reasoning method; knowledge growth by extension corresponds to inductive 
reasoning in which new knowledge is explored, whereas knowledge growth by inten-
tion corresponds to deductive reasoning in which existing knowledge is refined and 
tested.  Inductive and deductive reasoning have been two dominant theorizing ap-
proaches in many research disciplines. 

The origin of deductive reasoning dates back to ancient philosophy; Plato denied 
the validity of inductive sense making from experience, and asserted that only logical 
deduction is a valid method for developing theory, i.e., the hypothetico-deductive 
method.  Deductive theorizing involves deducing a conclusion from a general prem-
ise, i.e., a known theory, to a specific instance (i.e., an observation).  For instance, (a) 
premise: failure to incorporate user requirements leads to low user satisfaction, (b) 
instance: a system has failed to incorporate user requirements, (c) conclusion: the 
users of this system have low satisfaction.  At the heart of deductive reasoning is 
falsification which suggests that a theory can only be shown to be wrong, but never be 
proven to be right [11].  Theorists using a deductive approach deduce hypotheses 
from general knowledge and attempt to falsify them in a variety of settings; thus, a 
surviving theory is deemed to become more complete. 

In contrast, Aristotle recognized inductive reasoning as a valid method for generat-
ing knowledge, proceeding from particulars to generals.  Bacon later conceptualized 
inductive reasoning by arguing that a theory can be inductively developed through 
discovering essential nature of observations.  Inductive theorizing involves drawing a 
conclusion from specific instances.  For instance, (a) instance: every system that failed 
to incorporate user requirements has resulted in low user satisfaction, (b) conclusion: 
failure to incorporate user requirements leads to low user satisfaction.  Inductive  
theorizing is recognized a valid theorizing method by modern researchers [7-9, 16].  

While the literature on deductive and inductive reasoning crystallizes two contrast-
ing ways in which researchers can approach theorizing, Weick [12] criticizes such 
methodical views on theorizing, claiming that the process of theorizing is depicted as 
mechanistic when in fact it is intuitive and creative thinking process.  Weick further 
argues that theorizing should be seen as sense making in that it involves a searching 
process where explanatory relationships are sought in concepts observed in the real 
world [17-18].  Theorizing may go beyond just a mechanistic approach based on 
deductive or inductive reasoning when it indeed involves making sense out of a phe-
nomenon in a complex and open system.  Furthermore, the product that comes out of 
theorizing may not always be a singular truth, but rather a situated truth that explains 
the given phenomenon well enough per human’s intuition and creativity.   

Simon [19] associated design logic with imperative logic, contrasting this with the 
declarative logic that inhabits both inductive and deductive reasoning.  Recognizing 
that imperative logic is complicated by value judgments, Simon used the term satis-
ficing to refer to the fact that the optimal solution is difficult to obtain, and “figures of 
merit permit comparison between designs in terms of ‘better’ and ‘worse’ but seldom 
provide a judgment of ‘best’” (p. 138).  Neither deductive nor inductive theorizing 
seems to correspond with Simon’s description of optimal solution, but rather a dis-
covery process of trial-and-error searching through declarative space.  This search 
process echoes Weick’s sense-making theorizing concept. 
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In the management field, design thinking has been adopted as a new concept, and it 
refers to “the designer’s sensibility and methods to match people’s needs with what is 
technologically feasible and what a viable business strategy can convert into cus-
tomer value and market opportunity.” [20, p. 2].  Martin [21] argues that design 
thinking relies on abductive reasoning in which sense making of an observation oc-
curs through drawing inference to the best explanation.  Peirce [22] argues that “ab-
duction is, after all, nothing but guessing” (p. 137) in that its goal is to derive a possi-
ble conclusion in terms of what can be possibly true as opposed to declarative logic 
whose goal is to determine a proposition to be true or false.  Abductive reasoning 
involves drawing a possible precondition from a specific consequence.  For instance, 
one might conclude that (b) failure to incorporate user requirements leads to low user 
satisfaction from the specific instance that (a) a newly developed system did not lead 
to high user satisfaction.  Such reasoning is considered a fallacy in deductive logic 
(affirming the consequent), but is acceptable in abduction.  Such a conclusion is an 
acceptable explanation in abduction because (1) it is one of many possible explana-
tions for instance, (2) it is useful in understanding the phenomena, and (3) it can serve 
as a basis for solving the problem.  Comparison of three reasoning approaches is 
shown in Table 1. 

Table 1. Three Theorizing Approaches 

 Deductive Inductive Abductive 
Purpose Declarative Declarative Post Hoc Ergo Propter 

Hoc (i.e., "after this, 
therefore because of 

this") 
Operating 

Ground 
Closed System Open System Open System 

Logic Deriving an  
explanation for a given 

instance from the 
existing body of 

knowledge 

Inferring a general 
conclusion from a 
specific instance 

Inferring satisficing 
explanation for a 

specific consequence 

The abductive reasoning approach is useful for design theorizing, because the pur-
pose of design theory is to enable search for a satisficing solution for a given design 
problem.  Its purpose is not to derive a hypothesis from the existing body of knowl-
edge and test it in a closed system (deductive theorizing); nor does it intend to infer a 
conclusion from an observation in an open system (inductive theorizing).  Consistent 
with this, Gregor [23] argues that deductive reasoning alone is insufficient in address-
ing design problems, because for most design problems there exist a range of  
potential solutions rather than a single standout solution.  Deductive and inductive 
reasoning are certainly applicable and useful for design theorizing, but abductive 
reasoning may be more important and more common among researchers.  Quite pos-
sibly, deductive and inductive claims may often be useful as rhetorical vehicles, 
 post-hoc rationalizations of messy design theorizing processes, that explain why the 
design theories that proceed from design science research ought to be accepted as 
scientifically valid [24]. 
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3   Design Theorizing 

There is a substantial body of literature concerning the definition of design theory and 
what constitutes a design theory.  Walls et al [4] define an information system design 
theory (ISDT) as “a prescriptive theory which integrates normative and descriptive 
theories into design paths intended to produce more effective information systems” 
(p. 36).  In the IS design science research community, design theories are believed to 
be prescriptive, practical, basis for action, principles-based, and dualist constructs 
[3, 25].  Although design theory is generally believed to be practical, it is argued by 
many that design theory needs to be grounded in relevant reference theories, e.g., 
kernel theories [4, 26].  Further, Walls et al [4] elaborate seven components that a 
design theory should have, including meta-requirements, meta-design, design method, 
kernel theories, etc.  Focusing on the dualistic assumption of design theory, Basker-
ville and Pries-Heje [25] present a simplified view of design theory that consists of 
two parts: design practice theory concerning “the theoretical component about design 
practice” and explanatory design theory concerning “the theoretical component 
about the design artifact” (p. 273). 

With respect to theorizing for design, Walls et al [4] implicitly discuss how a  
design theory can emerge by showing the relationships between the components of 
design theory.  Also, Gregor and Jones [3] discuss the relations between different types 
of theory, implying that theory for design and action can by guided by other types of 
theory, such as theory for explaining and prediction, theory for predicting, etc.  More 
recently, Gregor [23] presents a high-level framework along with seven principles for 
design theory development by drawing on distinct characteristics of design science 
research.  While these seminal essays have significantly enhanced our understanding of 
design theory development, what appears to be missing is a granular understanding of 
design theorizing process, i.e., what are specific elements and activities involved in the 
design theorizing process?  While we recognize that theory building is a highly  
creative, thought process that cannot be easily captured in an explicit manner,  
development of an idealized process for design theorizing can aid both design science 
researchers and designers in solving so called wicked design problems [27]. 

One reason as to why theorizing for design is not well understood (besides its intui-
tive and creative nature) may have something to do with lack of consensus on what 
constitutes a theoretical contribution in design science research.  Motivated by this 
issue, Aier and Fischer [28] present a set of six criteria that can be used to evaluate 
progress in design theories.  Further, Keuchler and Vaishnaive [29] suggest that  
developing a design theory is inextricably bound to refinement and extension of  
kernel theories, and what may emerge in this theory refinement process is in fact  
mid-range theory that is particularly useful for constructing information systems  
artifact.  However, a closer examination of design theorizing process which operates 
within the human mind is warranted to reveal how theorizing for design actually  
unfolds. Further, the role that theories play may vary across different design science 
research projects, i.e., kernel theories, mid-range theories, post-hoc rationalizations of 
design theorizing processes, etc.  Although we do not discuss this issue explicitly in 
this paper, development of an idealized theorizing process may lead to a more  
differentiated discussion of the necessity of theory and theorizing process in design 
science research. 
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4   A Design Theorizing Framework 

The need for a focus on design theorizing suggests the potential value of a framework 
to aid understanding of how we theorize for design and what key activities are  
involved in developing a design theory.  The purpose of the framework is not to  
prescribe a mechanical method that a researcher can follow to theorize for design, but 
rather to identify and organize the essential activities in the theorizing process  
(see Figure 1). 

 

Fig. 1. Design Theorizing Framework 

4.1   Theorizing Domains 

A key underlying assumption of this framework is that theorizing for design operates 
in two distinct domains: an abstract domain and an instance domain.  In the abstract 
domain, a solution search process occurs in which an abstract solution is searched for 
an abstract problem.  Simon [19] uses the highway design example to illustrate that 
solution search process operates at the conceptual level in which specific construction 
plans, such as particular locations, are not specified.  The abstract domain is general-
ized, operating at a theoretical with a “class of problems”, a “class of goals”, or a 
“class of artifacts” [4, p. 42] rather than particulars.  In contrast, the instance domain 
refers to where an instance (particular) solution is applied to address an instance  
(particular) problem.  Further, the two theorizing domains operate on their own  
independent ground; specifically, there are fewer constraints on the development of 
abstract solution search process.  For instance, the abstract solution is not constrained 
to or restrained by an instance problem.  Following Weick’s notion of disciplined 
imagination, operations within the abstract domain often build on a basis that is ex-
plicit, novel, and interesting in a way that “stands out in [one’s] attention in contrast 
to the web of routinely taken-for-granted propositions” [30, p. 311].  In contrast, an 
instance domain may not be as novel, and interesting as an abstract domain; most 
interesting theoretical insights are discovered when researchers think independently 
from their observations/data [6, 31-32] . 
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These two theorizing domains highlight the notable duality in design theories.  
Most pronunciations of design theory elements demonstrate two fundamental parts: a 
design practice theory and an explanatory design theory [25].  This duality can be 
drawn from Simon’s original work [19] and is very clearly represented in the Walls et 
al. framing of design theory [4] to include such elements as design methods,  
meta-requirements, and meta-designs.  In the transition from the abstract domain to 
the instance domain we can locate design practice theory and design methods.  Design 
practice theory mainly concerns bringing a proposed design artifact to life; it emerges 
by moving from abstract domain to instance domain, i.e., development of an instance 
solution based on an abstract solution.  Design methods operate similarly.  In the 
abstract domain, we can locate explanatory design theory, meta-requirements, and 
meta-designs.  Explanatory design theory concerns “principles that relate require-
ments to an incomplete description of an object” [25, p.273].  Therefore, explanatory 
design theory emerges out of abstract solution search process where a search for the 
right set of command variables takes place, and abstract requirements of a design 
artifact are identified [19].  Walls et al. [4] used the term ‘meta-requirements’ to show 
how the functional requirements and basic features that constitute a class of design 
artifacts are abstract. 

4.2   Theorizing Activities 

There are four activities in the theorizing framework, each represented by an arrow in 
Figure 1. These activities are abstraction, solution search, de-abstraction, and  
registration.  Given that all four of these activities may take place as human thought, it 
may be possible that these occur not cyclically (as represented in Figure 1), or in the 
order implied by the arrows, but perhaps may arise simultaneously.  In terms of ac-
tivities, please recognize that the framework is an idealization to aid in understanding 
and comprehending what can be involved in design theorizing.  Each activity is  
described below.  

Abstraction. A theory is said to have generalizability when it is applicable across 
different settings that go beyond a specific setting in which it was tested [33-34]. 
Generalizability of a theory is a concern to most theorists, as theories that fail to  
produce generalized inferences are not considered a strong theory, or not a theory at 
all [5-6, 30].  Design theory is no exception.  A strong design theory should show 
applicability across widely different settings, and address a broad class of design 
problems.  Theory is said to arise from identifying the key links between data and 
prescriptions (or propositions) by discarding detailed information, and the abstraction 
is a process of deriving key concepts observed in a specific instance [6].  In design 
theorizing, abstraction can be realized when a researcher derives common concepts or 
ideas from an instance problem by removing details pertaining to the context of the 
instance problem; by doing so, a broad set of problems can be identified.  This  
process of abstraction essentially involves reflective judgment where unknown  
universals for given particulars are sought [35].  When people recognize a problem 
which cannot be solved intuitively, they rely on their cognitive faculties to distinguish 
between the peculiarities and the essential conditions for the problem [35-37].  During 
this process, reflective judgments are called for to understand the problem at a more 
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universal level.  Most design problems cannot be solved intuitively or with certainty.  
It is this uncertain nature of design problems that calls for reflective judgment to  
decide which essential conditions are applicable to a broader class of problems than 
just the one at hand.  For example, a system user may express his or her frustration for 
being unable to locate documents effectively in a knowledge management system (an 
instance problem).  Abstraction can be achieved by extracting the key concepts  
related in the problem, such as user frustration and systems search functionality (an 
abstract problem). 

Solution search. Simon [19] describes how the solution search process (i.e., a  
goal-seeking system) communicates with the outside environment through two 
channels: the afferent (the world of the senses) and the efferent (the motor world).  
The afferent is a sensory world where outside environment is perceived by regarding 
its state, and the efferent is the world where actions are taken.  These two worlds 
operate at the abstract level; the problem environment is recognized through stored 
memory information in the human mind, and any particular actions are imaginary 
[19]. The attainability of goals is determined by making associations between 
elements of the imagined environment with the elements of the imagined actions.  
These associations are “between particular changes in states of the world and 
particular actions that will bring these changes about” (p. 141).  Thus, theorizing for 
the solution search concerns understanding relationships between the afferent and 
efferent, and how the afferent responds to the changes made by actions in the efferent.  
This process is highly iterative, and requires searching for the right set of actions in 
the efferent (e.g., creating components of a design artifact) that will bring sufficient 
changes in the afferent (e.g., solving the requirements of the problem).  Thus, an 
important element in this process is theorizing for the generalized components and the 
generalized requirements of a design artifact.  Each component of the imagined 
artifacts (the efferent) would have to be theorized individually and collectively in the 
context of the afferent.  The functional explanation of the imagined design artifacts 
proceeds from this theorizing process, i.e., an explanatory design theory [25].  

De-Abstraction. During the solution search, proposed solutions or design artifacts 
may be theoretical, abstract concepts; these are imagined, generalized problems and 
solutions.  Thus, in order for these to be tested in a specific setting, the generalized, 
abstract concepts need to be narrowed and instantiated for a particularized setting and 
a particularized artifact.  This de-abstraction involves adding details pertaining to a 
specific context in which the solution will be applied, and all the details of the 
instance solution become articulated.  De-abstraction essentially requires 
deterministic judgment in which we can subsume given particulars under known 
universals [35].  De-abstraction is a realization process that may still be partly 
imaginary; potentially a thought experiment within a design theory is tried as the basis 
for an imaginary artifact within the designer’s mind.  Obviously, it may also become 
partly (or wholly) materialized as an instantiated artifact in reality. 

Registration.  Whether the design artifact resulting from the de-abstraction process is 
imaginary or material, the design has to further try this outcome against an instance of 
the problem setting to verify that the instance outcome has potential to serve the needs 
of an instance of the problem.  Like the de-abstraction outcome, this problem instance 
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may also be wholly imaginary or more-or-less material.  Consequently this “trial” 
may be more-or-less a thought experiment or more-or-less material and empirical.  
Registering the theory means trying an instance of the solution against an instance of 
the problem, and adjusting the theory to more exactly correspond to the requirements 
of the instance.  Such adjustments can lead to further abstraction activity as theory 
adjustments may have more general effects.  Because the registration activity is part 
of the theorizing process, it may be (or may not be) independent of the design science 
research evaluation process.  Evaluation, in design science research, is usually  
regarded as a validation or proof process where a design theory is shown empirically 
to stand in terms of how well a resulting artifact performs or to what degree it works 
as intended [38-40].  While conceptually the evaluation ought to occur after the  
theorizing process has matured to completion, it could be regarded as a final registra-
tion activity in which it is shown empirically that no further adjustment is required. 

4.3   Theorizing Threshold 

There is no universal starting point in the design theorizing framework.  We believe 
that theorizing begins when some stimulation threshold is exceeded that drives the 
processes of disciplined imagination and abduction to start one or more of the design 
theorizing activities.  Intuitively, we might think that theorizing always commences 
with a recognition of an instance problem, and proceeds in the following order; identi-
fication of an abstract problem, development of an abstract solution, particularizing an 
instance of this solution, and registering it to the originating instance problem (this 
order is indicated by the arrows in the framework).  This order would reflect the ideal 
essence of design science research whose aim is to achieve a clearly stated goal, i.e., 
bring an intended change to the real world through creation of a new design theory 
and its resulting artifact [4, 41].  However, reflecting on our own research experience 
indicates that such an origin for these activities and such an order may be idealiza-
tions.  It is not the only way that theorizing can take place.  As a human sense-making 
process, theorizing can be messy. 

We returned to two of our own design science research projects and reflected on 
the theorizing process that emerged in these cases.  We chose cases that appear in 
published research to enable interested readers to examine the process and the results 
of the theorizing more carefully.  We selected one case in which the design theorizing 
threshold was first crossed in the instance domain, and one case in which the design 
theorizing threshold was crossed in the abstract domain. 

Case 1: Crossing the threshold in the instance domain and theorizing the design 
theory nexus. This work developed a method for constructing decision systems along 
with instantiations for organizational change decision-making and user involvement 
decision-making. The theory in this work centered on a conceptual structure called a 
design theory nexus as a means for addressing the “wicked problem” of multi-criteria 
decision-making. The instantiations included an IT artifact based on spreadsheet 
software, used empirically in organizations to help decision makers determine what 
organizational change approach or what user involvement approach to adopt. A  
subjective evaluation of the artifacts by participants was positive in terms of their 
satisfaction in use, and their intention to adopt the outcome artifact results. 
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In the projects associated with this theory, the theorizing threshold was first 
crossed in the instance domain, when researchers began conducting search  
conferences (a form of action research) in an organization to unearth a possible organ-
izational change approach.  The results led to a taxonomy of change methods  
(reported in [42]), which was still very much in the instance domain.  Theorizing 
moved to an abstract domain when the problem was generalized into a form later 
recognized as multi-criteria decision making (an abstract problem), and the concept of 
a theory nexus [43] adapted as an abstract solution.  The theorizing process returned 
to the instance domain where it was registered against an organizational change  
instance.  The process went through further abstraction-and-instance cycles that  
included development of the instance solution for selecting a user involvement  
approach in IT-developing projects.  The theorizing result of these further cycles 
clarified the aspects of the theory in spanning both single-criterion and multi-criteria 
decision settings (the user involvement approach proved to be single-criterion - for 
further case details see [27]). 

Case 2: Crossing the threshold in the abstract domain and theorizing a software 
process improvement design theory. This work developed a design theory that 
generalized alternative, competing models for improving software organizations.  The 
theory proposed a universal 4-stage model that explained how software process 
improvement generally progressed in organizations.  Each stage was elaborated with a 
conceptual model of its possible elements.  These models were then instantiated with 
examples (specimens) of published software process and organizational improvement 
methods such as Six Sigma, CMMI, Balanced Scorecard etceteras.  The validation 
was anchored to the evidence used to instantiate the published examples within the 
models.  

Like case 1, this work developed an initial framework for comparing and  
contrasting alternative models for improving software organizations.  However, this 
theorizing threshold was crossed initially in the abstract domain as a search for  
universals in software process improvement.  There were no software improvement 
instances driving this search, just a scholarly curiosity (details of the initial framework 
are reported in [44]).  Unlike case 1, both the abstract and the instances were thought 
processes; more imaginary than empirical.  The instances drawn into the cycles of 
theorizing were published methods and frameworks.  While real to a certain extent, 
these instances were registered completely through conceptual argumentation rather 
than field experiments.  As the process went through further abstraction-and-instance 
cycles, the theory was reframed within a body of technological rules as well as the 
process models (this design theory is elaborated in [45]). 

4.4   Discussion 

In Case 1, the problem instance and its immediate solution were developed first as a 
more-or-less un-theorized design, a classification of major organizational change 
approaches according to their central feature.  Such designs have been described as 
the result of pre-theory in research [46].  In Case 1, the abstract problem and abstract 
solution were identified later in the research.  Our theorizing for Case 1 occurred in 
the following order: instance problem – instance solution – abstract problem –  
abstract solution.  In contrast, in Case 2 theorizing began with recognition of an  
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abstract problem; that is, a problem was recognized in a researchers’ mind at the  
abstract level (a set of personal/professional experiences may have led to problem 
recognition at the abstract level, but an instance problem was not yet clearly defined).  
Our theorizing for Case 2 occurred in the following order: abstract problem – abstract 
solution – instance solution – instance problem.  The fact that theorizing began with 
identification of an abstract problem independently from any instance problem  
supports our proposition that theorizing operates in two distinct domains.  In Case 2, 
the search for an abstract solution began without any constraints imposed by an  
initiating recognition of an instance problem.  Importantly in this case, de-abstraction 
played more significant role than abstraction, as an abstract solution was applied to 
develop an instance solution and an abstract problem was applied to identify an  
instance problem. 

The two cases are summarized in Table 2.  In both cases it is difficult to find any 
explicit observations that unveil the abstraction process.  This is consistent with its 
nature as a cognitive process of reflective judgment.  More detailed research notes 
would be required; something akin to a personal diary would be necessary to explicate 
the abstraction activities in these cases.  Still these experiences indicate support for 
the proposition of two distinct theorizing domains, and they show how theorizing can 
begin at multiple points in the theorizing framework. 

Table 2. Examples of Theorizing Thresholds 

 Case 1 
Organizational 
Change Nexus 

Case 1 
User  

involvement 
Nexus 

Case 2 
Software  
Process  

Improvement 
Framework 

Case 2 
Design Theory 
for Software 

Process  
Management 

Abstract 
problem 

Difficulty of 
choosing 
among many 
organizational 
change  
approaches 

How and when 
to have user 
participation in 
an IT project 

What software 
process  
improvement 
approach to use 
out of many 
different 

Difficulty of 
designing  
quality  
management  
policies 

Abstract  
solution Ten generalized 

change  
strategies and a 
way to choose 
among them 

Set of methods 
and techniques 
for deciding 
user  
participation in 
IT project 

Framework for 
comparing and 
contrasting  

normative 
models for 
improving 
software  
organizations 

Design rules for 
quality  
management 

Instance  
problem Design of  

organizational 
change  
initiatives in 
two companies 

User participa-
tion in IT  
project  
management in 
ten companies 

Recommending 
software  
process  
improvement 
approach in a 
concrete  
organization 

Myriad  
available  
quality  
management 
fragments 
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Table 2. (continued) 

Instance  
solution 

Calculating fit 
between  
organizations 
and change 
strategies based 
on query 

Applying  
technological 
rules in a field  
study in ten 
companies 

An instantiation 
strategy of the 
framework 

Design rules 
based on stages 
of process 
improvement 
models 

Abstraction Problem  
generalized into 
a form  
recognized as 
multi-criteria 
decision  
making  

A second  
iteration  
realized that 
this instance 
could also  
be abstracted as 
multi-criteria 

Not observed 
(because this 
case began with 
an abstract 
problem) 

From simple 
rule of thumb in 
framework to 
technological 
rules forming a 
design theory 

Solution 
search Realized that it 

was a form of 
the concept of a 
theory nexus 

Realized  that a 
theory nexus 
would be an 
abstract solu-
tion 

Identifying 4 
universal stages 
when selecting 
improvement 
model 

Aligning the 
technological 
rules and  
realizing that 
the first stage of 
the four was 
dominant 

De-abstraction Developed into 
a spreadsheet 
and an  
intervention 
with manage-
ment in an 
organization 

Originally 
developed into 
specific  
decision  
making tool 

Made into 
course material 
and taught in 
several  
professional 
courses 

Made into 
course material 
for Graduate & 
Executive 
Master level 
teaching 

Registration Tested in two 
companies – 
and later in 
many 

Evaluated with 
in 10 companies 
with many 
project  
managers 

Applied by 
participants in 
professional 
courses 

Applied by 
MPF-  
participants 

Reference [42] [27] [44] [47] 

 
This empirical evaluation using the past research projects reveals a need for future 

research.  While we believe that the framework proposed in this paper provides a 
solid conceptualization of design theorizing, further empirical investigation is  
warranted to critically evaluate and improve the proposed framework.  Given that 
theorizing is a thought process, and can be messy, methods that enable a close exami-
nation of human thinking, such as protocol analysis [48-49] and thought experiment 
[50], may provide a useful means to evaluate and improve the proposed framework.  
Further, a more systematic analysis of design science research publications is  
warranted to exploit the different roles that theory play in design science research, and 
to assess how the proposed framework for theorizing process can be applied and 
adapted in different cases. 
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5   Conclusion 

In this paper we described and illustrated an idealized theorizing process for design 
theories.  In this process design theorizing operates across two distinct domains; the 
instance domain encompasses an instantiated solution that is applied to solve an  
instantiated problem, and the abstract domain encompasses an abstract solution that is 
devised to solve an abstract problem.  We identified four theorizing activities in this 
process and discussed the role of each activity in developing a design theory.  Three 
conclusions emerge as our contribution. 

First, design theorizing necessitates making connections between an abstract  
domain and an instance domain: abstraction and de-abstraction.  Abstraction concerns 
reflective judgment where search for unknown universals for given particulars takes 
place, whereas de-abstraction concerns deterministic judgment where given particu-
lars are subsumed under known universals.  Through the process of de-abstraction, 
design practice theory that involves the instantiation of a proposed design artifact may 
emerge.  Any particular stand-alone design solution that lacks connections with an 
abstract class of design solutions (and/or a class of design problems) is incomplete as 
a theory.  Particular design solutions may be close to design theories, but the level of 
abstraction needs to be raised to a class basis that is explicit, novel, and interesting. 

Second, a review of the literature on theorizing reveals two dominant theorizing 
approaches (deductive and inductive) that have been adopted in different research 
paradigms.  While these two theorizing approaches are a useful reasoning tool for 
theory development, theorizing for design often necessitates adoption of a line of 
reasoning that is essential for problem solving, i.e., abductive reasoning.  Theorizing 
in design science is abductive because it seeks an imperative logic (rather than de-
clarative) in order to address design problem through the conceptualization of a  
design artifact.  This theorizing process provides a good example of disciplined 
imagination involving intuitive and creative thinking processes.  The adoption of 
abductive reasoning for design theorizing enables the search for a satisficing solution 
for a given design problem.  Further, through the activity of abstract solution search, 
functional explanations (explanatory design theory) that identification the reasons for 
meta-requirements result. 

Third, reflections on the authors’ own prior design science research projects reveal 
that there is no universal starting point with which design theorizing commences; any 
origin or ordering in theorizing activities indicated in Figure 1 would be an idealiza-
tion.  A review of two cases shows how the theorizing threshold can be first crossed 
in either the instance domain or the abstract domain.   

Theory is an important and central element in research.  Different research para-
digms take on different approaches for theorizing.  If design theory is a particular kind 
of theory, it follows that design theorizing may be a particular kind of theorizing.  An 
essential part of design theorizing may involve abductive reasoning because there is a 
purpose aimed at guiding learning and problem solving.  The framework proposed in 
this paper is aimed toward building strong design theories in the design science  
paradigm by providing an idealized theorizing process for design science research. 
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Abstract. Several models for the conduct of design science research (DSR) in 
information systems (IS) have been suggested. There has, however, been little 
academic investigation of the basic forms of reasoning underlying these models, 
namely: deduction, induction and abduction. We argue that a more thorough  
investigation of these reasoning logics allows for a more comprehensive under-
standing of the DSR models and the building of information systems design 
theories (ISDTs). In particular, the question of whether prescriptive design 
knowledge can be ‘theory driven” by descriptive kernel theory can be ad-
dressed. First, we show that it is important to distinguish between a context of 
discovery and a context of justification in theory building and to consider the 
fundamental forms of reasoning in this light. We present an idealized model of 
the hypothetico-deductive method, showing how progress is achieved in  
science. This model includes the contexts of discovery and justification and the 
matching forms of reasoning. Second, we analyze frameworks for IS DSR and 
ISDT in comparison with this idealized model. This analysis suggests that few 
frameworks explicitly refer to the underlying forms of reasoning. Illustrative 
case studies with first-hand accounts of how IS DSR occurs in practice lend 
support to the conception of the idealized model. We conclude that work on 
methodological models for IS DSR and ISDT building would be given a firmer 
base and some differences in opinion resolved if there was explicit reflection on 
the underlying contexts of both discovery and justification and the forms of  
reasoning implicated, as in our idealized model. 

Keywords: Information Systems Design Theory, Information Systems Design 
Science Research, Scientific Method, Design Theory Development, Forms of 
Reasoning, Abduction, Deduction, Induction. 

1   Introduction 

A number of frameworks for conducting design science research (DSR) in informa-
tion systems (IS) have been advanced [1; 2; 3; 4]. This essay concerns the underlying 
                                                           
* The authors’ names are listed in alphabetical order. 
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logics of the DSR process and how IS design theories (ISDTs) are developed. ISDTs 
are an output of an IS DSR process and constitute a “general solution to a class of 
problems” [5, p. 1]. Compared with other theory types in IS [6], they focus on “how 
to do something”, rather than “what is” [7]. As with all theories, however, they are 
required to be general and therein differ from pure instantiations that solve only a 
singular problem and not a class of problems [6; 7; 8]. Recognition of ISDTs is  
important because they are a response to Simon’s [9] call for a science of design with 
knowledge that is at least partly formalizable: that is, theoretical knowledge.  

This paper deals with the general questions: “By what means can cognition be 
achieved?” [10] and how does the development of theoretical knowledge occur in 
DSR. These related questions have received limited attention in the extant literature. 
The questions are significant because identifying the forms of reasoning that are im-
plied allows different DSR frameworks to be compared at a fundamental level and 
also allows comparison with recent work on reasoning logics in the philosophy of 
science. This examination also allows comparing methods for building ISDTs with 
methods for building theory in science more generally and examination of how this 
process is part of the progress of science. 

Further, studying DSR methods in terms of modes of reasoning gives insights into 
issues where there is some debate. For example, there are differing views regarding 
the relationship between new ISDT and other theory. A distinction can be made  
between descriptive knowledge1, which is knowledge about naturally occurring  
phenomena and prescriptive knowledge (including ISDTs) which is knowledge of 
artifacts that are a product of human activity. The feedback loops between descriptive 
and prescriptive knowledge are what leads to scientific progress and innovation [11; 
12]. Some authors propose that DSR can be theory-driven [e.g.; 13; 14]. Walls et al. 
[15] stated that “both the design product and design process aspects of an ISDT must 
be based on kernel theories from the natural or social sciences” [15, p. 48, emphasis 
added]. On the other hand, it has been argued on logical grounds that prescriptive 
theory cannot be derived from descriptive theory means in any direct way [e.g.; 16].  

This paper addresses these issues by showing different ways of achieving cogni-
tion—or forms of reasoning—in conducting DSR and contributing to ISDT. Attention 
to the basic forms of reasoning is important as these forms provide the logical under-
pinning for any discussion of epistemological approaches. Traditionally, two forms of 
reasoning have been recognized in philosophy: deductive reasoning and inductive 
reasoning. A third form of reasoning was recognized more recently by Pierce [17]; 
specifically abduction. 

Our aim in the paper is to show how each of these forms of reasoning is present to 
varying degrees in IS DSR approaches that have been presented and to demonstrate 
that the abductive form of reasoning has received insufficient attention. Several case 
studies of actual design projects are used to illustrate these arguments. 

The approach discussed in this paper differs from other authors in the DSR field. Our 
view rests on the distinction between the context of discovery and the context of  
justification that can be traced back at least to Reichenbach [18], if not earlier (for an 

                                                           
1 Walls, Widmeyer and El Sawy (1992, p. 41) used the term “kernel theory” to refer to “theories 

from natural science, social science or mathematics” that are from reference disciplines outside 
the discipline of information systems. In this essay, the term kernel theory is used interchangea-
bly with descriptive knowledge/theory from all types of science unless otherwise noted.  
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exhaustive discussion, see [19]). For evaluating the scientific quality of a discovery, 
only its justification context is relevant (where the scientific quality does not reflect the 
evaluation of criteria such as utility and novelty). As an illustration, consider the exam-
ple of the German scientist Kekulé whose discovery of the hexagonal structure of the 
benzene molecule was inspired by a dream in which he saw a snake trying to bite its 
own tale [20]. Of course this context of discovery does not comply with any scientific 
standard. Indeed, Kekulé had to justify his discovery after his dream with scientific 
methods—and if he had not, his discovery would have never been accepted in science. 
The context of discovery is rarely considered in the philosophy of science and is often 
dismissed as being irrelevant for the quality of scientific knowledge. Similarly, the con-
text of discovery has received only limited attention in IS DSR. For example, Goldkuhl 
[21] focuses on the context of justification by describing ways for grounding ISDTs.  

This paper explicitly reflects on the forms of reasoning that can be used in both the 
context of discovery and the context of justification and it contributes by providing a 
firmer basis for epistemological discussion of models recommended for IS DSR.  

The paper proceeds as follows; first, we describe the basic forms of reasoning em-
ployed in scientific research and give an idealized form of the scientific method in 
terms of the context of discovery and the context of justification. The following sec-
tion provides a comparison of several IS DSR methods, highlighting the forms of 
reasoning recognized. The penultimate section provides some examples of reported 
cases of DSR, with the authors’ descriptions of how their research proceeded in prac-
tice and the accompanying reasoning steps. Finally, we reflect on our findings and 
draw implications for approaches used in DSR.  

2   Forms of Reasoning and the Scientific Method 

2.1   Forms of Reasoning 

In this section, we first introduce three basic forms of reasoning: deduction, induction 
and abduction. Table 1 shows in outline form the nature of each of the types of rea-
soning, which are discussed further below. In the subsequent section we present the 
hypothetico-deductive model of science, which includes all three forms of reasoning. 

Table 1. Logical Forms (adapted from Pierce [17, 2.632]) 

DEDUCTION 
Rule. – All the beans in this bag are white. 
Case. – These beans are from this bag. 
Result. – These beans are white. 
 

INDUCTION 
Case. – These beans are from this bag. 
Result. – These beans are white. 
Rule. – All the beans from this bag are white. 
 

ABDUCTION 
Rule. – All the beans from this bag are white. 
Result. – These beans are white. 
Case. – These beans are from this bag.  
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Deductive reasoning is that of a syllogism as discussed by Aristotle in his Prior 
Analytics [22]. From one or more premises a conclusion can be logically deduced 
and, usually, the premises are more general propositions than the conclusion. Such a 
deduction is always certain: that is, if the premises are true, a logically deduced  
conclusion is necessarily true. 

In inductive reasoning a general proposition is formulated on the basis of particu-
lar propositions. In other words, a sample of entities from a population is observed 
and these observations are generalized to all entities of the population. Inductive rea-
soning does not lead to certain propositions, as recognized by Hume [23]. The  
problem of the uncertainty of inductively gained knowledge has been the starting 
point for extensive debate in the philosophy of science [cf.; 24]. The problem led 
Popper to his position of falsifiability: a method employing conjectures and refuta-
tions where the emphasis in the scientific model of enquiry was on attempting to 
falsify hypotheses. The question of how hypotheses arose in the first place was seen 
as not of interest to science and was to be avoided [25]. Thus, Popper’s focus was on 
the context of justification rather than the context of discovery, a perspective which 
remains prevalent in many areas today, including behavioral work in the social sci-
ences. For example, a review of research articles in management journals by Colquitt 
and Zapata-Phelan [26] found that the proportion of theory testing articles was far 
higher than that of theory building papers, although this trend was declining. 

Abduction as a form of reasoning was described by Pierce and is commonly  
described as an inference to an explanation. Pierce’s representation was as follows 
[17, 5.189]: 

 The surprising fact, C, is observed. 
 But, if the explanatory hypothesis H was true, C would be a matter of course. 
 Hence, there is reason to suspect that H is true. 

Pierce characterized abduction as a creative process and noted that abduction is the 
only logical operation that introduces a new idea [17, 5.171]. Pierce had a broad  
notion of abduction and his own views changed over time, including abduction as 
“guessing”, as a rational activity and as a heuristic. Later scholars have attempted 
more precision on the different ways in which abduction can be regarded. For exam-
ple, Aliseda [27, p. xiii] proposes a general taxonomy for abductive reasoning, which 
takes into account the nature of the reasoning involved, the type of observation trig-
gering the abduction (novelty or anomaly) and the nature of the explanations  
produced (facts, rules or theories). It can be seen that abduction as a mode of  
reasoning is more concerned with the context of discovery rather than the context of 
justification.  

Space constraints preclude a detailed treatment of the differing views of logics of 
discovery in this essay and we will use the term abduction in the broadest sense to 
encompass all the different forms of reasoning that are involved in abductive infer-
ence, as envisaged by Pierce. Included is creative thinking and what might be termed 
‘eureka moments’, as illustrated in the opening example of Kekulé’s molecular  
insights.  
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2.2   An Idealized Model for Theory Development 

In this section we present an idealized model of a scientific method for theory devel-
opment to illustrate both the context of discovery and the context of justification and 
discuss the modes of reasoning that can be employed in each context. The model is 
recognized as a simplification and we do not wish to claim that there is only one 
model for scientific progress. Further, Aliseda [27] shows that there is iteration  
between the contexts of discovery and justification and that in practice it is not easy to 
separate them as distinct phases. In each context it is likely that all forms of reasoning 
will be employed to some extent. Here we are focusing on the predominant forms of 
reasoning likely to be employed in each context.  

As a base for our model we use the hypothetico-deductive method, which dates 
back to Whewell’s A History of the Inductive Sciences [28]. Figure 1 shows the ideal-
ized model with the activities that contribute to theory development in a science 
where empirical testing of ideas is regarded as a part of scientific activity. Both the 
context of discovery and the context of justification are recognized.  

The process usually begins with a novelty (for instance, a mysterious observation) 
or with an anomaly. Such an anomaly can be the result of an unsuccessful attempt to 
test another conjecture. Step 1 in the process, following Pierce [17, 7.218] then  
involves the abductive form of reasoning:  

“Abduction, on the other hand, is merely preparatory. It is the first step of  
scientific reasoning, as induction is the concluding step. [...] Abduction seeks a 
theory. Induction seeks for facts” [17, 7.218]. 

In step 2a, hypotheses are deduced from proposed theories (deduction) and in step 
2b, these hypotheses are empirically tested in order to strengthen the reliability of the 
underlying theory and thereby to generalize the theory (induction) [29].  

The first step can also be seen to involve inductive and deductive thinking at times, 
and, given Pierce’s sometimes varying terminology, he could be taken to support this 
view also. A conjecture could be based by induction upon prior observations [see 30] 
or partly on deductive thinking where existing theory is seen as applicable in some 
new setting.  
Step 1 describes mainly the context of discovery and steps 2a and 2b relate mainly to 
the context of justification. However, the process is circular and iterative as steps 2a 
and 2b might be the starting point for the creation of a new theory, particularly if 
hypotheses deducted from theory are not supported by observations or if testing re-
veals a new anomaly, or there may be return to further hypothesis generation, for the 
same conjecture. All steps taken together lead to theory development. 

Some philosophers have emphasized only part of this model. Popper, for example, 
focused almost entirely on the context of justification and had little interest in step 
1—the generation of conjectures. On this point he argued: “The question how it  
happens that a new idea occurs to a man [...] may be of great interest to empirical 
psychology; but it is irrelevant to the logical analysis of scientific knowledge” [25, p. 
31]. Step 1 is however an important creative task in theory development. Mintzberg 
[31], referring to Seyle [32], argues that an interesting theory does not stem from a 
rigorous derivation from existing knowledge, but from generalizing beyond one’s 
data. He concludes with a quotation from Berger: “In science, as in love, a concentra-
tion on technique is likely to lead to impotence” [cited after 31; 33]. 
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Fig. 1. An Idealized Model for Theory Development Based on the Hypothetico-Deductive 
Model 

3   Forms of Reasoning in DSR Methods 

In this section we compare the idealized model of theory development with a number 
of models for DSR. Justification for this comparison is provided by Bunge, who holds 
the view that scientific and technological research methods do not significantly differ 
from each other. 

“Methodologically, it [technological research] is no different from scientific 
research. In either case, a research cycle looks schematically like this: (1) 
spotting the problem; (2) trying to solve the problem with available theoretical 
or empirical knowledge; (3) if that attempt fails, inventing hypothesis or even 
whole hypothetico-deductive systems capable of solving the problem; (4) find-
ing a solution to the problem with the help of new conceptual systems; (5) 
checking the solution, for instance by experiment; (6) making the required cor-
rections in the hypotheses or even in the formulation of the original problem” 
[34, p. 174, annotation in brackets added]. 

The DSR models included in the comparison are those of Nunamaker et al. [2], 
Hevner et al. [1], Peffers et al. [4] and Takeda et al. [35] (see Table 2). These models 
were chosen because they have achieved some prominence and have found accep-
tance as a guide for conducting DSR [36]. Some additional views are provided at the 
conclusion of this section. Note that Hevner et al. [1] proposed guidelines rather than 
a process-oriented model. Nevertheless, as Peffers et al. [4] show, parts of their 
framework can be transformed into the form of a process. The framework developed 
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by Takeda et al. [35] has gained attention recently, particularly in the form adapted by 
Kuechler and Vaishnavi [3].  

A comparison of the DSR frameworks with the idealized form in Figure 1 shows 
some commonalities as well as some interesting differences. Most DSR frameworks 
do not explicitly refer to the three basic forms of reasoning, the exception being the 
framework by Takeda et al. [35].  

Three of the four models specify the starting point as a “problem”, rather than the 
novelty or anomaly in the idealized model developed. Nunamaker et al. [2] are the 
only ones who do not start with a problem, but with a conceptual framework; how-
ever, although their conceptual framework gives a short outline of the solution, its 
purpose is as well to “state a meaningful research question” [2]. We suggest that the 
difference between the DSR models and the idealized model may be because Herbert  
Simon’s work has been so influential for the DSR models. Simon, with his interest in 
artificial intelligence techniques and computational logic, focused on well-structured 
“problems”, where the problem-solving process could be seen as means-end analysis 
(as in backward-chaining techniques). On the other hand, as Aliseda [27] points out, 
Simon’s work focused on one aspect of abductive reasoning, and offers less insight 
for instances in which genuine novelty or invention occurs: that is, there is no well-
structured problem at the beginning. The researcher could imagine both a new oppor-
tunity/problem and a potential idea for the solution. The example provided later of 
Scott-Morton and the first decision support system illustrates this case [37]. 

Further, there are some differences in the treatment of theory and theorizing, and it 
is not always clear which steps belong to the development of a design theory and 
which ones are primarily meant to build a prototype (an “expository instantiation” 
[7]), for demonstration and evaluation of the design theory. For instance, depending 
on the particular project, Nunamaker et al.’s [2] step “analyze and design the system” 
might incorporate the development of theoretical knowledge, the pure implementation 
of the architecture, or both (cf. Hevner et al. [1] and Peffers et al. [4] analogously). 
Nunamaker et al. [26] refer to consolidation of experiences learned, which means that 
some effort is being directed towards inductive derivation of generalized knowledge 
(theory building). However, few of the DSR models are very explicit about how the-
ory is developed from the research process, inductively or otherwise. In some part 
this lack of explicitness may be due to differences towards the recognition of design 
knowledge as “theory” and confusion as to whether it is one of the outputs of DSR. 
We believe the view expressed by Gregor and Hevner [38] provides a useful way 
forward, as these authors attempt to harmonize thinking in DSR by showing that DSR 
contributions can range from less abstract and more specific artifacts or situated in-
stantiations to more abstract and more general emergent design theories about embed-
ded phenomena. This view provides a means of better aligning DSR with other modes 
of scientific enquiry. 

Further, there is evidence of some difference in opinions as to how prior theory, 
particularly descriptive kernel theory, plays a part in the discovery context and how 
valid deductive inference is for generation of new design hypotheses. Not shown in 
Table 2 is the method of Gehlert et al. [13], who propose “theory-driven design  
research”. Their proposal is that descriptive “theory can be used to derive design 
artifacts” [13, p. 441]. However close reading shows that what they are arguing is that 
“already existing IS theories inform the design researcher when creating IT artifacts” 
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[13, p. 442, emphasis added]. We interpret their work to mean that deductive reason-
ing from prior theory can play some part in the discovery context, congruent with our 
idealized model, although it can never be a complete guide, with inductive and abduc-
tive reasoning still required [16; 31]. Logicians have shown that it is not possible to 
move from descriptive knowledge to prescriptive knowledge by direct logical infer-
ence [see 39]. In fact, if we were to rely on deductive “theory-driven” reasoning in the 
context of discovery we would not discover anything new, as noted before. As with 
Kekule’s discovery of the structure of the benzene model, a new artifact does have to 
be justified through testing and through showing, as far as possible, that is it in accord 
with previously existing knowledge. However, the number of individual design deci-
sions made in the constructions of any reasonably complex artifact, where many al-
ternatives at a decision point may all be in accord with prior knowledge, means that 
the form that a novel artifact takes will not be completely determinable or explicable 
by prior descriptive theory.  

In conclusion, our analysis supports Bunge’s [34] view that scientific and techno-
logical research resemble each other on a methodological level, although we have 
pointed to some interesting differences. Most authors’ frameworks for IS DSR or 
ISDT building do not explicitly mention the three basic forms of reasoning, although 
they are nevertheless implicitly present in their frameworks, neither do they address 
how theory development occurs. 

4   Illustrative Cases 

In this section we provide examples from the literature where researchers report their 
experiences in DSR and we are able to identify reasoning steps that occurred. Unfor-
tunately there are relatively few examples of cases where a research article describes 
the sequence of events that led to a final design.  

However, some self-reports do occur, even in seminal work on design in IS, that 
give indications of the thinking processes that occurred. For example, in 1967 Scott-
Morton made one of the first steps in the field of decision support systems when he 
built, implemented and tested an interactive, model-driven decision support tool for 
his PhD thesis at MIT [37]. His aim was to develop a production planning system 
with the purpose of helping managers make recurring decision, and he studied out-
comes of its use with experiments. Reports show that he began with an interesting 
idea, that new technology might provide opportunities to give management a new 
tool, rather than a well-defined problem.  

Further first-hand accounts show the use of creativity and imagination in steps of 
iterative development with DSS artifact construction rather than deductive reasoning 
from prior theory. Dennis et al. [40] provide a history of the PLEXSYS project at the 
University of Arizona and list a succession of software tools, initially for automating 
the systems development process in 1965 and then for group meeting facilities in 
1984 and 1987. It is stated that the early stages of thinking about the process of re-
quirements determination depended on “collective wisdom” at the time [40, p. 620], 
rather than prior theory. Some of this collective wisdom later turned out to be wrong, 
as in the assumption that the individual or group responsible for the system building 
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project was capable of specifying their requirements, which fact was only recognized 
through subsequent experience.  

Further studies with DSS show hypothesis generation from observation and induc-
tion. Grohowski et al. [41] reason inductively and abductively about the use of their 
electronic meeting systems (EMS) at IBM at 33 sites with over 15,000 people over 3 
years to derive some success factors for DSS: for example, “anonymity is particularly 
beneficial in the meeting process” [41, p. 377], and; “the meeting room environment 
should match the characteristics of the group” [41, p. 378]. Further design principles 
that were not originally conceived for the artifact have been extracted from observing 
the artifact in use: for example, “EMSs help provide an organizational memory con-
cerning related meetings” [41, p. 379], thus giving rise to extended theory inductively.  

A further more recent and detailed example is provided by Kuechler and Vaishnavi 
[3] in their paper on an anatomy of a design project, The focal problem was: “the 
suboptimal design of business processes due to the lack of incorporation of soft con-
text information into the final designs [3, p. 492]. These authors present their work 
against the Vaishnavi and Keuchler [42] model of the DSR process. The authors de-
scribe an imaginative step, which may be described as their “eureka” moment: 

“Then, as we reviewed prior approaches to the problem of soft context 
‘leakage’ from system designs we saw that all of them focused on captur-
ing soft context information in some form of graphic notation. Intuitively it 
seemed that this effort might be misdirected. Based on 20+ years of IS in-
dustry development experience we wondered if the real problem was not 
the capture and representation of soft context information – in most cases 
the information was available in the original requirements notes – but 
rather in making that information more immediately available to the  
designer. Further, as we thought through different soft-information repre-
sentations of our own, it seemed that a graphic representation of soft or 
contextual information was the wrong approach. We began to build the 
position that the highly qualitative, sometimes political, frequently am-
biguous nature of soft information was best captured by textual narrative 
rather than graphics” [3, p. 493-494, emphasis added].  

This extract, which shows the context of discovery, illustrates abductive reasoning 
in the form of the flash of intuition that led to a conjecture about a problem solution, 
as well as inductive reasoning from past experience in industry. The authors then 
describe how: 

“[W]e began to investigate problem solving cognition and came upon our 
‘kernel theory’ – actually a related set of theories from cognitive, educational, 
and social psychology that described and explained how varying the presenta-
tion of information could enhance or diminish information salience and thus 
problem solving capabilities” [3, p. 494]. 

What can be said here is that prior theory “informed” design: the researchers were 
able to see that something similar to what was used elsewhere might also hold for 
modeling notations. This mode of thinking could be regarded as reasoning by anal-
ogy, which can be classed as one form of abductive thinking [see 27]. The authors 
then show how they were able to use suggestions from this prior kernel theory to 
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develop tentative design solutions for their own problem and this reasoning can be 
seen as in part deductive. In a subsequent development phase the authors show how 
deductive reasoning from theory and imagination were used to develop a working 
prototype. This prototype can be taken to encapsulate testable hypotheses (as in, “this 
prototype is useful in solving the original problem”), which were tested in experi-
ments. This last step represents a justification context and the use of deductive logic.  

Thus, this case study shows how induction, abduction and deduction can be used in 
the context of discovery of DSR and deduction in the justification context. Thus, 
some support for our depiction of the use of different reasoning modes in the ideal-
ized model is provided.  

As a final note, it is of interest to consider how the authors in this case summarized 
their work in the final section of their paper. They state that: 

“Theories of ‘narrative thinking,’ a mode of cognition receptive to unpatterned 
information, led to a novel design approach to a conceptual modeling gram-
mar in the suggestion phase” [3, p. 499, emphasis added]. 

The authors have emphasized the use of prior theory, rather their insights and 
imaginative thinking, as the source of their design solution. We may be reading more 
into the authors’ choice of words than they intended, but we take this statement as 
showing that deductive reasoning is privileged above abductive and inductive think-
ing in research reports, even if this emphasis is perhaps unconscious.  

5   Conclusion 

In this paper we first discussed the role of the three basic forms of reasoning and 
developed an idealized form of the scientific process based on the hypothetico-
deductive model, which includes both a context of discovery and a context of justifi-
cation. We then analyzed frameworks for IS DSR and ISDT building by comparison 
with the idealized model and presented some illustrative examples of DSR processes. 

We conclude from our analysis that, congruent with Bunge [7], DSR methodologi-
cally is not in essence different from an idealized model of the scientific method. This 
conclusion is important as it adds weight to Simon’s belief that a science of design 
can be made “intellectually tough” [9, p. 112].  

Comparison of the idealized model with current DSR frameworks, however, 
showed that few have paid explicit attention to the modes of reasoning that are  
involved. There is a lack of agreement on what occurs in the context of discovery, 
with little or no recognition in any single framework that the first stage of DSR can 
involve all of abductive, inductive and deductive thinking. In fact, there is some ten-
dency to revert to the Popperian preference for deductive thinking, with claims that 
design can be ‘theory-driven’ by descriptive theory [13; 14; 15; 43]. Our argument is 
that these claims are logically indefensible with the design of artifacts, especially 
novel artifacts. It is important to pay greater attention to the place of abductive rea-
soning in design research, with our illustrative examples showing how abductive, 
inductive and deductive reasoning occurs in the context of discovery – the artifact 
design and development stages.  
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Further, the existing DSR frameworks do not place much emphasis on inductive 
reasoning in the building of generalized abstract knowledge (theory), although the 
illustrative examples of DSR show that general prescriptive propositions are advanced 
inductively (e.g., see [41]).  

We argue that methodological frameworks for IS DSR and ISDT building would 
be improved and could be better integrated if the three basic forms of reasoning and 
the idealized model of scientific enquiry were considered more explicitly. More spe-
cifically, it should be realized that abduction, deduction and induction are all valid 
modes of reasoning in artifact development and that induction should be recognized 
for its role in developing generalized abstract knowledge and theory. 
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Abstract. The discourse about differences between behavioral and design sci-
ence still attains wide interest in the information systems research community. 
While design-oriented research is repeatedly subject to criticism on account of 
lacking transparency and rigor, behavioral research is fighting against the accu-
sation of little relevance. It would be highly desirable to overcome the short-
comings of design science by using existing theories, empirical knowledge, etc. 
within the design of an artifact. For that purpose, we present a framework that 
shows how different ways of applying empirical knowledge can put the re-
search of design scientists on a better grounding and thus improve the rigor of 
design science. Specifically we point out, how design science can be performed 
more rigorously on the basis of our framework by empirically motivating,  
guiding, evaluating, and analyzing design science research. To illustrate the ap-
plication of our framework, we will provide an example from the domain of in-
formation security. 

Keywords: Design Theory, Empirical Knowledge, Framework. 

1   Introduction 

Regionally bound research traditions, diverse intellectual background, differences 
within the education of scholars of the field, etc. [1] are responsible for the different 
types of research results found in information systems research (ISR). Consequently 
various types of research results are generated due to different research paradigms, 
which are distinguished into a design-oriented (design science) and a behavioral  
(behavioral science) paradigm [2]. Design science research in information systems 
(DSRIS) is mainly concerned with the construction of IT artifacts1 that are intended to 
solve relevant problems in an innovative way or optimize existing solutions for rele-
vant problems and therefore belongs to design science [3]. Business & information 
systems engineering (BISE), as prevailing within the German-speaking domain is on 
of the biggest communities of design scientists [4]. In contrast, behavioral ISR,  
predominately located within the Anglo-American domain, deals with the develop-
ment and justification of theories which explain and predict phenomena related to the 
use of information systems [2].  
                                                           
1 IT artifacts are constructs, models, methods, and instances [2, 10]. 
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Because of that, varying types of research results can not only be traced back to the 
mentioned regionally bound research traditions, but also to different Denkstile (rooted 
in engineering vs. natural-science-oriented research approaches), which determine the 
application of diverse research methods or the respective research goals (truth vs. 
utility). Synergy effects and further potential, which could result from overcoming the 
borders of these paradigms, are hardly being realized [5]. But, some authors propose 
and call for a mutual exchange between design-oriented and behavioral research  
[1, 6]. This is regarded as being useful in the following ways: For one, empirical  
research results can trigger design-oriented research by offering insights into and 
pointing to interesting and relevant phenomena. Understanding the cause of and hav-
ing the knowledge about problems related to studied phenomena could motivate de-
sign-oriented researchers to solve these problems with the means of innovative or 
improved IT artifacts [7, 8, 9].  

Following this line of thought, decisions within the design process of IT artifacts 
could be more strongly linked to and grounded in theoretical knowledge or empirical 
evidence to account for more transparency and rigor within DSRIS [2, 4]. An alterna-
tive perspective is viewing IT artifacts as subjects of empirical research, e.g., in be-
havioral science. On the one hand, this would allow for a broader evaluation of the 
utility of the IT artifact [2, 10]. On the other hand, it would foster the production, 
evaluation and use of knowledge about the IT artifact [6].  

In this paper we propose a framework to support a stronger collaboration or even 
integration of empirical research into DSRIS from a design science perspective. In 
doing so, we address the different ways of leveraging the benefits mentioned above. 
As our main contribution we distinguish between different types of application of 
empirical knowledge in design science and we outline how design science research 
can be improved by additional rigor in certain parts of the research process. 

The remainder of this paper is structured as follows: First we will establish an es-
sential terminology to fall back upon in the subsequent sections and to increase the 
transparency of our framework construction. In section 3.1 we will derive all impor-
tant elements of our framework to explain their interplay in section 3.2. In section 4 
we demonstrate the application of our framework with the aid of an example from 
information security research. Section 5 discusses our findings and in section 6 we 
provide concluding remarks and describe potential future research. 

2   Basic Considerations and Related Work 

In order to better understand the divide as well as potential points for collaboration 
between the two paradigms of research, it seems helpful to go back to the proverbial 
roots. By shedding the labels for a moment we strive for a new perspective on the 
paradigms and their divide. In this section we conceptualize ways of leveraging the 
synergy and potential between the two research paradigms by broadening our view to 
two of Aristotle’s virtues of thought: episteme and techné. Additionally we derive 
what we consider approaches of design science which help us distinguishing between 
the scientific process in design science and design practice. 

A first step is establishing what science and thus the scientific process is. In  
science we search for truth. The Greeks philosophers described the transition of that 
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which was believed to be true (doxa) to that which was known to be true (episteme) as 
the scientific process [11]. Doxa and episteme can be considered as the two extremes 
of this spectrum of certainty in knowledge regarding its truth. Along with this dimen-
sion of truth, there is also the dichotomy of theory and practice. The Greek philoso-
phers, especially Aristotle in his work Nicomachean Ethics [12], talk about episteme 
and techné. Episteme was considered scientific knowledge with the connotation of 
absolute certainty, which differs from our contemporary understanding and use of the 
term. An example used by Aristotle was the field of mathematics, especially geome-
try, where formal proofs can lead to absolute certainty about knowledge (“We are all 
convinced that what we know through episteme cannot be otherwise than it is", [12]). 
Such certainty is hard to find in nature and the question of how we can know some-
thing to be true led to a refined definition of knowledge, in which knowledge can only 
be asserted. By means of experimentation and (empirical) evidence, the knowledge 
we attempt to gain is “conceived in a probabilistic sense” [11]. By deploying the sci-
entific process (i.e. moving further away from doxa, the mere belief in knowledge), 
we develop knowledge with a higher certainty of truth. In our contemporary under-
standing episteme are theories, which were hypotheses (doxa) until – through scien-
tific methods – our certainty in the truth of this knowledge rose. 

Another virtue of thought is techné, which describes practice and is often being 
translated as craft or art [13]. The actions of a practitioner are guided by another type 
of knowledge. Philosophy knows the term practical knowledge, which according to 
Aristotle – as a result of practical thinking – can also be true or falsify, but only in 
relation to the desire of the practice or action. A contemporary interpretation of the 
term desire in this context would be purpose. As such practice also holds a form of 
knowledge; however its truth or falsification can only be determined in relation to the 
purpose the practice had. This practical thinking however does not derive from theo-
retical thinking, but from means like trial & error. What deviates from episteme is the 
lack of a scientific process about techné in the writings of the Greek philosophers. 
The systematization of such knowledge and treatment with scientific methods is a 
research endeavor in the field of design science research for some time now. As such 
“…techné expresses a demand for a theoretical awareness which, so to speak, justifies 
conceptually that practical knowledge which is already established empirically. 
Techné consolidates this practical knowledge and affords it a certain extension – due 
to the inherent generality of theoretical knowledge – …” [14]. 

This consolidation has made major progress in the past. We explore opportunities 
from the design scientists’ point of view by learning from and leaning on inform de-
sign science research. In order to do so the duality of design needs to be discussed. 
The word design can be both a noun and a verb (or i.e. a product or a process) [2]. 
Design as a noun is the proposition that a certain artifact (the result of design science), 
as a combination of its components, can generate the desired utility (serve its pur-
pose), which is essentially knowledge in the uncertain state of doxa. Especially when 
developing an innovative artifact the outcome of a proposed design is not absolutely 
clear. Once the artifact is built, it can be evaluated in regard to whether or not it serves 
its purpose. Confirmation of the artifact doing so (e.g. by an empirical study) is a step 
towards a higher level of certainty about the initial proposition. Such explanations 
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have been associated with terms like “design theory” or “explanatory design theory” 
[15]. This is one of the approaches in design science and is similar to the process of 
theory building with a delayed (due to the construction of the artifact) theory testing 
known from sciences which are assigned to the virtue episteme. 

The other aspect is design as a verb or process. According to [15] a design practice 
theory would describe how the designer achieves his design goal and builds an  
artifact; an action also known as projection [16]. As such a potential design practice 
theory would structure and reason the projection of functional explanations from an 
explanatory design theory to the final artifact. However, the possibility of a design 
practice theory is part of an on-going discussion in the ISR community [17, 4]. 

Design science, as the “science of the artificial” [18] has the artifact at its core. 
From motivating the need for an artifact to its construction and concluding evaluation, 
the majority of activities in design science [2, 19] are centered on it. [10] explicate 
that behavioral science – as a form of natural science – investigates both natural and 
artificial phenomena. It seems helpful to use this distinction in regard to a science of 
the artificial in order to find opportunities to use or generate episteme and thus inte-
grate both research paradigms tangibly. We will subsume sciences that investigate 
natural phenomena as reference theories about natural phenomena [20], indicating 
that ISR as a science discipline lends from the rich set of theories from other sciences, 
in absence of ISR kernel theories [10, 2]. Sciences that are linked to episteme (and as 
such generate scientific knowledge), but theorize about artificial phenomena are la-
beled reference theories about artificial phenomena. We consider this a third approach 
to theorizing design science research (along with explanatory design theory and  
design practice theory), which seems to be a recent development [20, 6]. 

In this section we showed the general distinction between episteme and techné, or 
their contemporary counterparts: theory and practice. We identified three approaches 
within design science research which attempt to theorize design science and help 
distinguish the scientific aspect from design practice. Building on this we will show 
means of motivating, guiding, evaluating and analyzing design science research with 
the help of scientific knowledge from the behavioral science in ISR and other sciences 
in order to improve the rigor of design science and help with a theoretical foundation 
of design science research activities. 

3   Framework for Empirical Based Artifact Design 

3.1   Essential Elements of the Framework 

As a preliminary step, we derive four types of support for design science from the two 
so called ‘useful ways of mutual exchange’ mentioned in the introduction. The four 
types furthermore rest upon [2, 19]: Table 1 shows the relation between these four 
types of empirical support and the design science process model by [19]. This is done 
to convey how the research model integrates with the construction process of an  
artifact to increase the rigor of said process. Additionally the design science guide-
lines by [2] are linked to show where our framework makes a contribution to design 
science in general. 
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Table 1. Types of Application of Empirical Knowledge and their Relatation to [2, 19] 

Types of Application of Empirical 
Knowledge 

DS Process Model [19] DS Guidelines [2] 

1 Establish DS problems and 
motivate design empirically 

Problem identification and 
motivation (activity 1) 

Problem relevance 
(Guideline 2) 

2 Support design decisions 
and design actions 
empirically 

Define the objectives for a 
solution (activity 2); Design 
and development (activity 3) 

Research rigor 
(Guideline 5) 

3 Evaluate design result 
empirically 

Evaluation (activity 5) Design evaluation 
(Guideline 3) 

4 Analyze design result 
empirically 

n/a Research 
contribution 
(Guideline 4)  

Reference Theories of Natural Phenomena 
The objective attributed to reference theories of natural phenomena is to „… explain 
how and why things are” [10]. Since these disciplines are developing insights into 
natural phenomena they consequentially do not generate knowledge about artifacts. 
From a design science perspective this kind of research can be labeled also non-
artifact-centric research. The outputs of these research endeavors are empirically 
tested hypotheses, which ideally come attached with certain empirical evidence. Such 
insights into natural phenomena are of importance for design science, as design sci-
ence researchers try to influence these by constructing an artificial object [21, 10] to 
e.g., emulate the cause of a desired phenomenon. From the design scientists’ perspec-
tive, they can be regarded as reference theories [9, 10, 20] which explain and make 
predictions about natural phenomena [22]. Such explanatory and predictive theories 
are based on causes and effects [23]. 

The element ‘cause’ is in a directional relationship with the element ’effect’, with 
both being parts of the element hypotheses (figure 1). From empirical testing of such 
hypotheses we gain a level of empirical evidence [24], which we earlier referred to as 
the level of certainty about knowledge to be true. 

  

Fig. 1. Elements from Theories of Natural Phenomena 
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From a design science perspective this evidence about explanations or predictions 
of natural phenomena can be used to generate or improve requirements for the design, 
which allows grounding of the problem statement with empirical data [7, 8, 9, 18]. 
Furthermore this knowledge can be the motivator for the construction of the artifact to 
solve an existing problem (e.g., to address the lack of a cause for a desired effect). 

Explanatory Design Theory 
Design theories can be operationalized for the construction of an artifact [17]. In their 
work, [15] separate the theoretical component about design practice from the theoreti-
cal component about the design artifact. This is in accordance with the aforemen-
tioned duality of the design term. The explanatory design theory holds functional 
explanations about „…, why designs and artifacts have certain attributes and features“ 
[15] and calls for the decomposition of the design goal into concrete requirements, 
which have to be fulfilled by the components of the artifact (Figure 2). The design 
goal can be based on reference theories in order to motivate and reason the  
construction of the artifact based on empirical research. 

  

Fig. 2. Explanatory Design Theory according to [15] 

Components are in a functional relationship with their requirements. „ The nature 
of the requirements explains the incomplete description in terms of the requirements.“ 
Additionally the components are being legitimated by the defined requirements [15]. 
The requirements derived from the design goal can be considered the ends of the 
design and the components the means. This way a means-ends-relation can be derived 
[7]. The explanatory design theory should ensure the internal cohesion and consis-
tency of an artifact [25]. It can be interpreted as a blueprint which describes the re-
quirements and components needed to fulfill these, but does not instantiate these 
component types. 

Design Practice Theory 
A design practice theory describes the practical way of „…how to design some-
thing“[15]. [23, 26] refers to theories for design and action and describes prescriptive 
technological rules, which state: „… if you want to achieve Y in situation Z, then 
perform action X“ [5]. This prescriptive procedural knowledge can for example be 
structured by a design method [9]. According to [27] such a design method is an (IT) 
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artifact itself, which takes the form of a meta-design that needs to be instantiated for 
specific situations. To consider this aspect and avoid a too narrow interpretation of 
technological rule as a method, we’re using the term design action (Figure 3). 

  

Fig. 3. Design Practice Theory 

Design action configures the features and attributes of the components, which were 
defined earlier in the explanatory design theory. These configured components then 
generate utility (regarding the task of fulfilling the requirements). The element design 
action can be guided by episteme (in form of theoretical or empirical knowledge) in 
the configuration process of the components. By doing so, the design decisions and 
actions can be justified with empirical data which makes the design practice more 
rigorous as it becomes more transparent and well-reasoned. 

Reference Theories of Artificial Phenomena 
Along with natural phenomena also artificial phenomena exist [10, 18]. In principle 
research streams that focus on artificial phenomena follow the same processes as 
research does which theorizes about natural phenomena. As described in section 2 this 
kind of research deviates slightly. [20] describes it as additional features), because 
between doxa and episteme there is the construction of the artifact, which is the sub-
ject of the research. The aspect which [20] labels as “exterior mode of design disci-
plines which theorize about artifacts in use” is found also in [6] in the form of so 
called design knowledge. To emphasize the focus on the artificial in this kind of re-
search, we subsume it under the label artifact-centric research. 

In artifact-centric research the knowledge about an artifact (or artificial phenome-
non) is gained by the use of scientific method to identify context-specific effects and 
side-effects of the artifact use or costs that arise from using the artifact for its intended 
purpose [6]. Artifacts that show similar means-ends-relations can be tested using 
comparative requirements [6], e.g. to determine what artifact generates highest utility 
in regard to the chosen requirements. Such a comparison can be based on various sets 
of features and attributes [20]. In contrast, the evaluation of the artifact is assigned to 
the design process of the artifact and determines the utility based on specific criteria 
[2, 19]. The artifact-centric research develops insights into features or attributes of the 
artifact, which can be transformed into technological rules, which then can support 
design decisions and design action [20]. Knowledge about the artifact is generated 
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and the artifact is analyzed for both intended and unintended effects of its. Addition-
ally such research can motivate the design of a new artifact or an improvement of an 
existing artifact based on its defects. 

  

Fig. 4. Elements of Reference Theories of Artificial Phenomena 

Figure 4 illustrates the elements and the similarity to the cause and effect relation 
found in reference theories of natural phenomena. However we substitute – or rather 
specify – the cause for the artificial phenomenon with the artifact to also show the 
subtle differences. We propose that theories about artifacts can be one research output 
of such endeavor. 

3.2   Framework of Empirically Supported Design Science 

In this section we will merge the quadrants, the four types of theories described above 
and their elements together what will result in our framework (figure 5). The frame-
work is divided into two columns representing on the left side episteme and on the 
right side techné. In the upper left quadrant knowledge concerning natural phenomena 
is generated, which can be found consolidated as reference theories of natural phe-
nomena. Knowledge concerning artificial phenomena, which is or can be found con-
solidated as reference theories of artificial phenomena, is located in the lower left 
quadrant. As show in figure 5 non-artifact-centric knowledge as well as artifact-
centric knowledge is handed over to the entire right techné column. It is illustrated by 
the two depicted arrows, named non-artifact-centric and artifact-centric knowledge, as 
each of these arrows touches the entire column. In the upper right quadrant of the 
techné column the explanatory design theory is located which holds the functional 
explanation of the designed IT artifact. Straight under the explanatory design theory, 
the design practice theory has its position. The design practice theory supports shap-
ing the attributes and features of the above defined components. 

The resulting IT artifact, which is the final design product, has to be handed over 
from the techné column to the lower left quadrant in the episteme column. This par-
ticular transfer is restricted to the lower left quadrant as only there is knowledge gen-
erated concerning artificial phenomena. This is indicated by the arrow named artifact 
that touches solely the quadrant in the lower left corner.  
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Fig. 5. Research Framework for Empirical-Driven Design Science (EDDS) 

The following part of this section is reserved to explain the integration of empirical 
knowledge into design science. Therefore, we callback to our four types of applica-
tion of empirical knowledge from table 1; these are explained by the means of our 
framework. Establishing the problem and motivating the design of an IT artifact can 
be supported by non-artifact-centric as well as by artifact-centric knowledge. In the 
first case, theoretical or empirical knowledge is taken from a reference discipline. 
This knowledge serves to establish the problem more rigorously and to motivate the 
design of an IT artifact solving the investigated problem. In the second case, an  
unintended side effect is discovered within the artifact-centric research that is caused 
by an IT artifact, for instance. Thus, this can also serve to establish and motivate a 
problem to be solved.  

Both design decisions and actions can be supported by non-artifact-centric and arti-
fact-centric knowledge stemming from the episteme column. Whereas design deci-
sions are made at the level of the upper right corner, as the structure and the interplay 
of the components are defined related to the requirements derived from the design 
goal, within the design practice theory design actions are responsible shaping the 
features and attributes which are instances of the components. Artifact-centric and 
non-artifact-centric knowledge can be utilized for the definition of the requirements 
regarding the components. Similar holds true for the design practice theory, but in 
contrast from artifact-centric knowledge very concrete technological rules can be 
derived [20]. Technological rules can also be derived from non-artifact-centric 
knowledge. Anyway, the derivations of these technological rules have left some room 
for interpretation [5]. 
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The evaluation of the design result, the IT artifact, is an intrinsic function of design 
science and therefore, takes place right after the design and development of the arti-
fact.  Noticeably, as mentioned before, artifact-centric research has to be distin-
guished from artifact evaluation, because it differing aims reach beyond an evalua-
tion. Regarding the evaluation issue, there is a plethora of literature available in 
DSISR. Hence, we do not stress this topic in this paper and thus refer to relevant lit-
erature [2, 28, etc.]. Analyzing the design results is in the scope of artifact-centric 
research. The IT artifact resulting from the design practice can be transferred to the 
lower left quadrant as illustrated by an arrow in our framework in figure 5. Herein, 
new knowledge is generated about the artifact and from there about artificial phenom-
ena. New and innovative knowledge about the artifact and its application domains can 
be analyzed whereby new knowledge and also new technological rules can be passed 
to the techné column. 

4   Application of the Framework 

To further illustrate the application of the framework we will give a brief example of 
how the framework can be applied to design science research which draws from em-
pirical knowledge. This example from the information security domain will describe 
the design and development of a password policy. The aim is to collect empirical 
knowledge relevant to the design artifact and deduce from empirical findings (cause-
and-effect relationships) guidance on 1) what needs to be considered (requirements), 
2) how the artifact should be constructed (selection and configuration of components) 
and 3) what effects are to be expected from the application of the artifact (utility and 
side effects). 

Table 2 lists empirical knowledge that is found in the left column of the framework 
(episteme). The last column shows where it can be applied in the design science proc-
ess model suggested by [19]. Terms from our framework are underlined in the table. 
The table presents a small selection of research that may be relevant for the desired 
design artifact. Even with such a small set of empirical studies the importance of 
cause-and-effect-like relationships becomes clear to the design scientist and help 
structure findings which may have relevance to his design.  

The study by [29] shows ill-effects of password policies which do not consider the 
users capabilities (like the ability to memorize passwords) and thus motivates the 
design of an artifact to consider or overcome these disadvantages. As such the re-
quirements are constructed (or adjusted) in order to eliminate the cause (bad password 
minimum specifications), so the undesired effect (user coping mechanisms which 
endanger security) does not set in or is at least mitigated.  

The knowledge that multiple passwords are a burden for users can lead to adjust-
ments of the policy in regard to whether or not the user should be forced to have 
unique passwords for every system he has access to. Coupled with the knowledge that 
frequent password changes have a negative effect this can lead to the design decision, 
that users should only use one password (high memorability) with a moderate to low 
change frequency – which is balanced by stricter rules regarding the password 
strength. When formulating a policy the implied goal is that it will be followed, so the 
desired effect (utility of the artifact “password policy”) sets in. 
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Table 2. Impact of Episteme on the Design of a Password Policy 

Source of 
Episteme 

Empirical 
Findings 

Application 
of Empirical 
Knowledge 

Impact on Techné Design 
Process 
Step(s) [19] 

[29] 

(Reference 
theory from 
artificial 
phenomena) 

Conflicts between 
policies and user 
capabilities 

Coping 
mechanisms of 
users endangers 
overall security 

Motivating 
artifact 
construction 
(#1) 

Guiding 
design 
decision and 
action (#2) 

Requirement: 
“Password rules  
must match user 
capabilities” 

Configure policy 
rule (component) to 
allow for long 
password lifetime 
before cycling.  

Problem 
identification 
and 
motivation 

Define the 
objectives for 
a solution 

Design and 
development 

[30] 

(Reference 
theory from 
artificial 
phenomena) 

High level of 
perceived 
sanction severity 
increases user 
compliance with 
security policies 

Guiding 
design 
decision and 
action (#2) 

Evaluate 
design result 
(#3) 

Requirement: 
“Policy 
compliance” 

Configure the 
policy-component 
“Sanctions” to 
reflect high severity 

Utility: Consider 
costs of high 
sanction severity 
(e.g. recruitment 
costs if sanction is 
job termination) 

Design and 
development 

Evaluation 

[31] 

(Reference 
theory from 
natural 
phenomena) 

Moral beliefs are 
a strong 
determinant of 
deviant behavior 
and work as a 
self-regulatory 
approach 

Guiding 
design 
decision and 
action (#2) 

Phrase the 
guidelines 
(component) in a 
way which appeals 
to moral beliefs 

Design and 
development 

[32] 

(Reference 
theory from 
artificial 
phenomena) 

Educating users 
on password 
selection methods 
improves 
password quality 

Random 
passwords are 
harder to 
remember than 
other types 

Guiding 
design 
decision and 
action (#2) 

 

Requirement: 
“Policy should also 
educate users” 

Add mnemonic 
passwords and pass 
phrases as 
recommendations in 
the component 
“Guidelines” 

Define 
objectives for 
a solution 

Design and 
development 
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With the knowledge from the work of [30] such compliance can be improved by 
configuring the sanction component of the policy with a high (perceived) sanction 
severity. Whether or not side-effects occur and if they outweigh the benefits needs to 
be evaluated. Additionally the study by [31] can lead to the insight and design deci-
sion that a linguistic framing around morality can serve as a self-regulatory approach 
for users who consider deviation from their moral beliefs to be taboos. [32] show the 
effects of various password selection methods to password strength and password 
memorability. It can help improve a design by striking a balance between computa-
tional password strength and users ability to memorize, which – as we learned from 
[29] – decreases the need for subvert user coping mechanisms. 

5   Discussion and Limitations 

Many arguments in the ongoing philosophical exchanges about behavioral and design 
science are tied to the rigor-versus-relevance debate. A certain polarization of the 
debate has led to a wide-spread belief that behavioral science research is rigorous, but 
lacks (practical) relevance and merely triggers “so what?” reactions. Design science 
research on the other hand has been strongly characterized as being relevant, which is 
allegedly attained through a disregard for scientific rigor. We believe that these alle-
gations are true to a certain degree. 

However, the labels and strong polarization (and thus the cliff created between 
these two science paradigms in ISR) is hindering our ability to improve either – 
whether to make behavioral science more relevant or making design science more 
rigorous. In our research we took a new – to some extend naïve – look at the two 
paradigms based on the type of knowledge both generated from and required for re-
search in the respective fields. 

Our framework structures sources of different types of knowledge, their possible 
interaction with each other and allows in conjunction with e.g. the design science 
process model by [19] a structured enrichment of the design science research process 
with empirical knowledge. We believe such a design process to be more rigorous 
from a design science perspective. At the same time it allows behavioral scientists to 
showcase the relevance of their work by proxy of design artifacts. 

Four points of where empirical knowledge can be injected into design science re-
search have been identified. Using well-established work in this field we anchored 
these types of application with references in [2] and [19]. We imagine two possible 
types of use for our framework: 1) planning and structuring of design science research 
and 2) evaluation of design science research (with a focus on the rigor). The brief 
example gave a glimpse in how the framework can help with planning and structuring 
the design of an artifact. Our framework does not give guidance on what steps consti-
tute design science research. Instead we show what types of empirical knowledge can 
be used in what phase of designing an artifact. 

Another way of applying the framework is to evaluate design science research with 
it. In this scenario the four types of application of empirical knowledge can be used 
checklist-like. E.g., it can be used to determine if there is enough empirical evidence 
for the problem statement, which drives the motivation for the design of an artifact. 
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There are, however, limitations to the presented research, which we need to point 
out. We believe the philosophical discussion regarding episteme and techné to be 
sound. However, we did not introduce the three other Aristotlean virtues of thought 
phronesis, sophia, and nous. Therefore, we do not e.g. refer to ethical aspects or ex-
perience (in the sense of wisdom) although these cannot be deemed irrelevant, espe-
cially not in design science research practice. 

Additionally, while we describe integration points with work by [2] and [19], we 
have not yet tested and evaluated the extent of possible integration between our 
framework and the design science process model or the design science guidelines. 
While we appreciate the ability to stand on the proverbial broad shoulders by “sourc-
ing” both the process and normative component, it remains to be analyzed whether 
these two components need to be adapted for the specifics of rigorously empirical 
knowledge driven design science research. 

Lastly, our presented example is brief in nature and a more comprehensive case 
study would be desirable to demonstrate the application of the framework for the 
structuring of design science research. Also an additional example showcasing the 
ability to evaluate design science research is required.  

6   Concluding Remarks and Future Research 

The goal of our paper was to examine how the interplay between behavioral (empiri-
cal) and design-oriented research (including artificial phenomena) can be improved 
from a design science perspective in ISR. Our research led to the distinction between 
empirical and theoretical knowledge (episteme) as well as non-artifact-centric and 
artifact-centric knowledge. To the best of our knowledge, a slightly related view can 
only be found in [20], what she calls theorizing about artifacts in use, and vaguely 
also in [6], what they call design knowledge.  

Our framework allows the structuring of design science research and supports the 
design practice with empirical guidance. We claim that the application of theoretical 
and empirical knowledge in design science can improve the rigor of research. Our 
framework gives an idea of how behavioral IS knowledge, which frequently is criti-
cized as lacking relevance [1, 33], can gain significant relevance by proxy; through its 
application in design science. This is done by aiding the problem definition and moti-
vating the design of an IT artifact as well as supporting design decisions. There are 
still some open questions left which imply the need for further research. The explicit 
view of artifact-centric research as an own research stream is quite new. Therefore, it 
is unclear whether the outputs of this research are theories about artifacts or just a 
kind of weaker knowledge comparable to technological rules. Additionally, the ques-
tion might arise who has to perform this research. Does it belong to the domain of 
design science or is it research in the behavioral science? We also recognize a need 
for more research on the four types of application of empirical knowledge, because no 
claims on the completeness of our list can be made as of now. Additionally, a deeper 
analysis of the characteristics of the different knowledge types might enhance our 
understanding of the interplay between the four quadrants. 
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Abstract. Design Science Research seeks to develop new generalizable knowl-
edge about design processes, design products, and designed artifacts while  
solving organizational problems with new work practices based on information 
technology. However, the ability of Design Science Research to generate 
knowledge has been challenged by some scholars, due weak connection of the 
designed artifact to the knowledge base. Design Theories offer a promising  
approach to codify and generalize some aspects of the knowledge created, in 
particular that pertaining to design processes and products for a given class of 
information technology-based solutions. We present a case example to support 
our argument that Design Theory can be integrated into the context of Design 
Science Research to make the connection between the design and the  
knowledge base more transparent, rendering it easier to defend the rigor and 
generalizablity of the knowledge Design Science Research yields.  

Keywords: Design science; design science research; methodology; design  
theory. 

1   Introduction 

Design Science Research (DSR) [10], [18] in Information Systems (IS) research seeks 
to develop new generalizable knowledge about design processes, design products, and 
designed artifacts while solving organizational problems with new work practices 
based on Information Technology (IT). Although DSR is still relatively young as a 
research approach, practitioners have produced useful insights about, for example, 
managing documents [33], commercial samples [21], enhancing the business model 
for travel agencies [22], and designing collaboration systems [16].  

Because DSR focuses on building artifacts that solve problems, it faces the impor-
tant challenge of establishing and defending the rigor and generalizablity of the 
knowledge it yields. There are certain threats to the applicability of knowledge  
produced by DSR, for example, opaque grounding of the designs and a weak connec-
tion between the artifact and claimed contribution [13]. These challenges reduce  
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the rigor of DSR and inhibit generalizing the results of apparently successful design 
projects back to the knowledge base. 

One approach proposed to increase the rigor and generalizability of DSR findings 
is to codify certain aspects of new DSR knowledge as Design Theories (DTs) [8], 
[31]. A DT is a prescription for producing high-quality designs of a particular class of 
objects, defined as “… a prescriptive theory based on theoretical underpinnings 
which says how a design process can be carried out in a way which is both effective 
and feasible.” [31, p. 37]. Gregor and Jones [8] recently proposed an anatomy for a 
DT that considers design as an artifact. They [8] identify eight components of a  
design theory: (1) purpose and scope, (2) constructs, (3) principles of form and func-
tion, (4) artifact mutability, (5) testable propositions, (6) justificatory knowledge (ker-
nel theories), (7) principles of implementation, and (8) an expository instantiation. 
Under this framing, a design theory is a collection of knowledge about how to dis-
cover, structure, and represent the knowledge embodied in the design. 

We propose that the formalization of design knowledge in a DT codifies the prop-
erties and the foundations of the artifact to an easily transferrable form, renders 
evaluation more transparent and consequently helps to communicate the properties of 
the design. We argue that a DT can therefore be used by DS researchers as a frame-
work to structure artifact descriptions so as to establish the scientific grounding of the 
artifact and to transparently link the artifact to the knowledge created by DSR. As 
evidence for this position, we present a study that exemplifies the development of 
explicit DTs during DSR. We show the utility of DT for improving rigor while in-
creasing the transparency of DSR processes for designers and for readers of the DSR 
literature.  

2   Recapitulating an Anatomy of a Design Theory 

Most theories in the social sciences are meant to define relationships among  
constructs. The goal of such models is to explain observed variations in phenomena 
that manifest in a social setting in a way that would let one predict what would  
happen under a given set of conditions. A DT, on the other hand, prescribes a set of 
concepts and activities for designing some class of artifacts. It follows that DTs are 
theories of procedural rationality, to use Simon’s [28] term. They provide ways to 
describe the artifact and its properties, and they prescribe a process by which the arti-
fact can be designed and built. The concepts and activities that comprise a DT are 
often informed by one or more (grounded or nomological) ‘kernel’ theory [31].  

Gregor and Jones [8] revise the Walls et al. [31] rendition of DT and simplify the 
structure, proposing that the design process and design product need not be separated, 
and that the same kernel theories often apply both to the process and the artifact. This 
is because a) the design is meant to improve some outcome of interest; b) the kernel 
theory predicts and/or explains the outcome of interest; c) the design is therefore a 
means to invoke more useful values of antecedent constructs in order to obtain better 
values of the consequent construct – the outcome of interest that the designer seeks to 
improve. The process specified in a DT, therefore, must suggest ways one can invoke 
better values of the antecedent construct. Therefore the kernel theory applies to both 
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the process and the artifact. This change in perspective also moves the focus from 
prescribing design action to outcomes, which answers to Hooker’s [12] critique, who 
posited that it is not possible to codify design as action by a covering normative  
design theory. 

Gregor and Jones [8] also introduce three new facets to DT based on Dubin [5] 
(detailed in Figure 1 below). Firstly, the units or constructs that the theory deals with; 
secondly, artifact mutability, i.e. to what extent the theory predicts changes in the 
artifact when implemented or how the artifact could or should be changed from the 
initial rendition or instantiation; and thirdly, expository instantiation, a real-life proof-
of-concept as an auxiliary component. Even though constructs are not explicitly  
addressed by Walls et al. [31], [32], we can assume that the meta-requirements  
or -design have to deal with constructs at least implicitly, so we can connect them. In 
a similar fashion, we can map mutability to meta-design as a researcher will, again at 
least implicitly, consider points for further research or how the artifact will fare after 
implementation. The comparison between the definitions (Figure 1) leaves one item, 
the proof-of-concept instantiation that is perhaps a nod toward Hevner et al. [11], who 
propose that DSR should produce an instantiation of the artifact. 

3   Design Theory in the Design Science Methodology 

While the concept of DT is clear, there is a need to relate the artifact to the DT to 
reconcile the DSR framework [9], [11] and DT. Walls et al. [31] propose that a design 
(theory) can be ultimately validated only through an artifact that can be observed and 
measured. The DT, they suggest, should prescribe what properties the artifact should 
have and how it should be built to solve the research problem [31], [32]. In a similar 
vein Gregor and Jones [8, p. 327] propose that “[t]esting theoretical design proposi-
tions is demonstrated through an instantiation by constructing … [an artifact]…” We 
can interpret that an artifact is an instantiation of a DT, which can be instantiated in 
the environment, e.g. a business organization.  

We can also interpret that the artifact should embody or operationalize the DT to 
the extent that we can validate the theory by comparing the artifact informed by the 
theory to other artifacts or to work performed without the artifacts, thus achieving the 
research setting of comparing a treatment to other treatments and to non-treatment. 
This discussion also brings us to epistemology. As conceded in pragmatist philoso-
phy, e.g. [14], which is compatible with, if not prevalent mode of thinking, DSR [29], 
a proposition is true if it works and is useful, so in extension, a design theory is valid, 
if acting upon it will produce an artifact that embodies or represents the justification 
knowledge and is useful in solving the original problem. So we should arrive at justi-
fied true beliefs if we follow Gregor and Jones’ [8] prescription of constructing a DT 
and if we can show that it solves the research problem in a useful way. Thus we can 
draw from the structure of DTs to set the tasks for evaluation. The first purpose of 
evaluation is to examine the validity of the DT by verifying that following the princi-
ples of form and function set by the DT will produce an artifact that represents or 
embodies the justification knowledge or kernel theories, and secondly to evaluate 
whether it proves to be useful, just as discussed by James [14]. 
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On a practical plane, Peffers et al. [23] have modeled a methodological guideline 
for organizing DSR complementing the 3-cycle model [9]. The initial phase of the 
DSR process is outlining the problem, which results in a research proposal. The  
second phase then concentrates on suggesting solutions to the problem defined in the 
proposal, where the knowledge base is accessed to find feasible solutions. The third 
phase is effectively the design phase. Here the researchers use the suggested solutions 
to develop or construct the artifact. The design is demonstrated and rephrased if nec-
essary. After design and/or demonstration, the artifact moves into evaluation, where 
the “utility quality and efficacy of the artifact has to be rigorously evaluated” [11].  

The methodology mirrors the proposed structure of DT. The definition of the  
research mission will firstly draw the outline for design context and meta-
requirements. The objective definition can be a backdrop to define the constructs and 
scope of the theory. The design is based on the justification knowledge and addresses 
the principles of form, implementation and testable propositions. The demonstration 
can act as an expository instantiation and the evaluation will finally validate the DT. 

Just as we can map the anatomy of a DT to the DSR methodology, we can also 
map its properties to the two challenges for rigor, which are opaque grounding of 
designs and weak connection of the artifact and justification knowledge [8], [13], as 
illustrated in Figure 1. The purpose and scope as well as the constructs guide the 
search within the knowledge base to find principles of form and function and to an-
ticipate mutability of the artifact. In plain language, using the DT gives form to the 
rigor cycle [9] and the design product, the artifact, by grounding the reasoning behind 
the design and the general principles of form and function to literature. Further the DT 
can also support the design cycle as the DT is demonstrated, evaluated and rephrased 
based on the findings from the evaluation [23], [29]. The testable propositions have a 
dual function as they serve to ascertain that the instantiated artifact embodies the 
justification knowledge and that the design works as proposed. Thus the propositions 
ground the constructs and justification knowledge (theories), to the artifact, and  
empirical world, enabling claims to new knowledge. The DT itself ensures that the 
reasoning behind the design is transparently displayed and can be evaluated while 
considering the contribution of DSR. In sum, we may claim that the DSR methodol-
ogy and DT complement the DSR framework and give additional guidance how to 
work within the borders set by the 3-cycle model.  

Thus, the DT acts as an interface between the world and the knowledge base. The 
DT first codifies the base (kernel) theory and the principles of form and function, the 
essential shape of the artifact, thus connecting the design transparently to the knowl-
edge base. Second, the testable propositions that are directly derived from the founda-
tion of the design will serve as a basis for hypotheses to test whether the artifact  
instantiates the DT and whether it fulfills the requirements set for it. These proposi-
tions link the claims to knowledge to the existing knowledge together with the explicit 
constructs, scope and justification knowledge. On these premises we argue that the 
DT will improve transparency and rigor of DSR research.  
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4   Case Illustration: Design of a Collaboration Process for 
Scenario Planning  

This section illustrates the previous conceptual discussion through presenting a case 
example where the researchers chose to use a DT to enhance the research process. 
The description is a concise overview that is concentrated on the aspects related to the 
DT and is intended to give an overview of the research and the position the DT has in 
the design. While we will recapitulate and interpret the relevant details below, a full 
report with the minutes of the design and process are presented in [24]. 

4.1   Overview of the Design Process and Design Theory 

The objective of the project was to design a scenario-based method to support strate-
gic technology management. The field of technology management is risk laden and 
technology foresight can help to reduce technology related and business risk, e.g. 
[27]. Existing methods for scenario development were inefficient, resource intensive 
and not accessible to practitioners (see [25] for discussion). The goals were to  
increase the performance of scenario planning teams, as well as to to increase the 
transparency and explicitness of design and evaluation methods, making them more 
accessible, and making it possible to conduct a critical appraisal of the results. The 
research questions for the project were:  

R1: What are the business need and challenges for scenario planning in strategic 
technology management?  

R2: How we can improve the effectiveness of scenario planning process? 
R3: How can these methods be implemented to improve the state-of-the-art of stra-

tegic technology management? 

The meta-requirements for the DT were that the designed scenario method should be 
more accessible and effective while it should fulfill certain criteria for a successful 
scenario process. The design to solve the problem was an electronically mediated 
intuitive-logical scenario method, as summarized in Figure 2. The figure is a  
representation of the DT, which has several main components, including the scenario 
process, the electronically mediated expert panel workshop, and the intuitive  
impact-based scenario heuristic.  

The actual DT is a composite of existing theories for explaining (and predicting) 
[7], prescriptive knowledge in the form of local and published best practices codified 
in Table 1 (below) that prescribes what are the basic principles of form and function 
that can be used to solve the design problem. The ‘formal’ DT summarizes the wider 
description how to build the artifact, but in the case, the DT in the widest interpreta-
tion spans tens of pages from the description for the problem to the description of the 
process and conclusions about the evaluation [24].  

The research process followed the DSR methodology by Peffers et al. [23]. The limi-
tations of existing scenario methods were already well scoped in the literature, so the 
problem was already well defined and the entry to the DSR process was solution ori-
ented. The project therefore began with solution generation and design. The designers 
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Fig. 2. Overview of the form of the design (source: [24]) 

had a viable technology to help solve the problem; a general purpose Group Support 
System (GSS), e.g. [26], with which they were already familiar. This system provided 
capabilities around which a sound collaboration process could be developed.  

The knowledge base provided exploratory and applied science findings about how 
the technology had been used to support other work practices, and about how it could 
be used to create and sustain useful patterns of interaction among team members (e.g. 
to generate, reduce, organize, and evaluate ideas). The knowledge base also provided 
designers with field observations and best practices from the scenario planning litera-
ture, from which principles of form and function could be derived to guide the work 
practice design.  

The basic principles of form and function were drafted based on the literature and 
the DT was instantiated in a solution. The design process was iterative, with several 
cycles involving a) defining a deliverable for the group; designing a sequence of ac-
tivities for creating the activities; c) defining a sequence of collaboration patterns for 
each activity; d) scripting a procedure for each activity; d) configuring appropriate 
technical capabilities for each activity, e) pilot testing and evaluating the solution. 
After initial trials, key elements of the solution, most importantly the scenario heuris-
tic, were modified and the solution was tested again. 

Evaluation followed the Hevner et al. [11] framework, and McGrath’s [20] notions 
about choosing research methodologies that balance representativeness, depth of 
understanding and generalizability. The main phases of the empirical evaluation of 
the artifact/DT were: 1) experimental evaluation of the meta-design with student 
groups, which resulted in revising the DT, 2) case-based evaluation of the artifact in 
two scenario processes, and 3) benchmarking with an established state-of-the-art, 
scenario method and with a similar electronically mediated process.  

The first part of the evaluation focused on the early phases of the scenario process 
where the substance for the scenarios is gathered, as Piirainen [24] argues that the 
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scenarios are only as good as the data that inform them, which makes the front-end of 
the process an important bottle neck. The rest of the evaluation relied on the  
pragmatist logic “what works is true” in the sense that as far as the artifact works and 
creates plausible scenarios comparable to competing artifacts, it satisfies the condi-
tions for a pragmatic truth [14].  

The first phase of evaluation tested the design in trial sessions with student groups 
executing an assigned task. These focused on the first design proposition (DP1) and 
 

Table 1. Components of the final DT for the IDEAS method (adapted from [24]) 

 General 
components Guiding question Components of the DT 

Core 
components 

Purpose and 
scope 

Which class of 
goals or problems 
does the DT apply 
to? 

- Class of problems: organizational 
(technology) foresight with 
emphasis on resource use and 
efficiency of the foresight  
Goals: 
- The scenario process and method 
should be easily available, 
documented, and executable 
- Scenarios should be reliable, 
consistent and convincing 

Constructs 

What are the key 
units and 
constructs 
governed by the 
theory? 

- Events, drivers and scenarios 
- (The generic) Scenario process 
- Scenario heuristics 
- Support tools, GSS and mapping 

Justification 
knowledge 

Which literature 
helps me to solve 
the problem by 
building an 
artifact? 

- Theory-in-use from FS and 
scenario planning 
- IS research and GSS literature 
- Local and global best practices for 
facilitation 

Principles of 
form and 
function 

Which (class of) 
artifacts meet the 
meta-
requirements? 

An artifact combining: 
- The generic scenario process, with 
- The intuitive impact-based scenario 
heuristics, and 
- Mapping tools and clustering 

Artifact 
mutability 

How does the 
artifact behave 
when 
implemented? 

- The contents of the workshop 
depend on the context  
- The content of the scenarios will 
affect the illustrations and tools used 
in the process 
- The scenario heuristics can be 
adapted to suit the case 
- The workshop does not have to be 
a facilitated face-to-face session 
- The method can be used on a 
variety of foresight problems  
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Table 1. (continued) 

 General 
components Guiding question Components of the DT 

Testable design 
propositions 

Which questions 
we need to answer 
to know that 1) the 
meta-design 
satisfices the 
requirements 2) 
operationalized 
the design 
knowledge, and 3) 
solved the 
problem 
efficiently? 

DP1: The artifact is feasible and 
usable 
DP2: The artifact produces scenarios 
reliably 
DP3: The artifact enables effective 
production of scenarios 
DP4: The process is structured yet 
innovative 
DP5: The people are engaged and 
feel free to contribute 
DP6: The process compares 
favorably to existing scenario 
practices 

Additional/ 
auxiliary 
components 

Principles of 
implementation 

How to build an 
artifact based on 
the meta-design? 

Use the description of the meta-
design with established best 
practices to build and execute the 
scenario process 

Expository 
instantiation 

Is the artifact 
consistent with the 
meta-design? 

Cases 1 and 2 instantiated artifact 
following the DT/meta-design 

 

tested whether the basic design was a feasible solution to the problem. The tests  
followed an ‘engineering method’ [35], that is, multiple develop/test cycles until fur-
ther improvement is not necessary. Study design for evaluation was XO, i.e. treatment 
and post test [3]. Trials were run in a laboratory. Process and products were evaluated 
with questionnaire. The questionnaire instrument measured satisfaction with process, 
tool usability, and scenario quality (see [24] for details). The feedback from the test 
subjects guided improvements to the DT, the final version of which appears Table 1 
and a new artifact was derived from the improved DT. 

The improved artifact was evaluated with two case-based tests. Case study research 
has a long tradition in IS as a strategy for exploratory research [1], [17], and for arti-
fact evaluation [15], [2]. The protocol for the two cases was built on Yin [34] and 
Eisenhardt [6]. The first case was within a public organization, where the process ran 
its course all the way to finished scenarios. The first case was followed by a second 
case, which adapted the DT to a management of technology context. Both of the cases 
were aimed to test the repeatability and reliability of the DT and artifact (DP2) and to 
get a better view to the inner workings of the process (DP5; DP5) as well as to 
benchmark it against other, more established methods (DP6).  

In the first case the test subjects were administrative and operational staff of the 
organization, and as such the case can be characterized as a production run more than 
as a simple laboratory experiment. In the second case the DT was instantiated in a 
workshop with industry experts and independent researchers in association with a 
research project, and the group developed technology scenarios. The case-based 
evaluation continued to a benchmarking study between the artifact and another  
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scenario method. The benchmark studies were reflective comparisons between the DT 
and two scenario methods in two different contexts. The first benchmark was the field 
anomaly relaxation method [4] and the other was another GSS-driven scenario 
method called the SAGES method [25].  

To summarize, the evaluation design was based on DSR framework and general IS 
and Management literature following ordinary good practices in the field. The DT 
was interfaced with evaluation through the design proposition which acted as sub-
research question for evaluation as indicated above. During the research the DT 
(summarized in Table 1) was used to guide the design process together with the DSR 
methodology framework and to support the design iterations and evaluation. Overall 
the mission of the evaluation was to ascertain the utility, quality and efficacy of the 
DT to solve the design problem. The conclusion for this case research was that the 
design was successful as it worked as intended and the empirical testing provided 
evidence that the design propositions are fulfilled and the goals are achieved. In this 
sense the DSR process was complete, although the researchers explicitly stated that 
sustained adoption of the artifact was not a part of the enquiry and further that due to 
the limited field designs the research should be treated as an extended proof-of-
concept rather than a full validation of the DT. 

4.2   Reflections and Findings about the Design 

As per the research mission of this paper, the description of the case illustrates two 
things about DSR. Firstly, following the Hevnerian [9] guidelines of DSR does not 
preclude using a DT as an additional tool for design or following a DSR ‘methodol-
ogy’ as described by Peffers et al. [23]. And even more importantly, the case  
illustrates how a DT can support DSR throughout the process. Table 1 illustrates 
specifically how the DT framework summarizes the theoretical basis for the artifact 
transparently, and connects the evaluation of the DT or its instantiations to the design 
through the design propositions. 

The great contribution of Hevner et al. [11] was to set up an open framework for 
DSR and to legitimize the mission in the field. Walls et al. [31] came up with the DT 
a dozen years prior to Hevner et al. [11], but the use of DT has been limited. While 
the DSR literature does not offer significant evidence that the field would divided to 
camps favoring either ‘Hevnerian’ 3-cycle model-based or ‘Wallsian’ DT-driven 
DSR, Walls et al. [32] note that after the first ten years since the publication of this 
seminal piece there was still quite few papers that actually used a DT as they pro-
posed, although a large number of papers cite their article. As an explanation they 
[32], supported by others [10], present a finding that some scholars find the DT as 
cumbersome to use, and for example students have had troubles in grasping the basic 
concept of DT.  

With the described case we answer to the call of widening the use of DTs [32] and 
demonstrate how to strengthen the DSR framework by adopting a DT as a guideline 
to compile the design and contribute back to the knowledge base. Our rendition of the 
DT framework is a synthesis of Walls et al. [31], Venable [30] as well as Gregor and 
Jones [8], with a quite strong emphasis on the latter source. We find that the DT acts 
as an axle to the design cycle, helping in codifying the design choices and making the 
theoretical basis and assumptions behind the design transparent. These properties 
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make DT useful in contributing to the knowledge base. An artifact as a product of 
DRS is an instantiation of theories and, some argue, does not have truth value but 
only utility [19], while others like Iivari [13] concede that artifacts may be outside 
evaluation of truthfulness, but insofar as DSR is to add to the knowledge base, valida-
tion of theoretical insights that arise from the process is an issue. Although especially 
within pragmatist philosophy theoretical contribution or truthfulness is not often the 
main aim or research, IS field in general is committed to both advancing knowledge 
and solving business problems, and while an artifact can be a useful solution it is as 
such a weak addition to the knowledge base. A DT helps as it not only describes an 
instance of problem solving, it describes what class of problems can be solved with 
the DT, what are the theoretical basis and why the artifact is supposed to work, and 
how to build an artifact to solve that particular instance of the class of problems  

What follows from formulating an explicit DT is, ideally, improved rigor and  
generalizability of DSR outputs. As Ann Majchrak (through [32]) proposes, a DT can 
provides a vehicle to “…articulate … contributions to readers and scholarly consum-
ers with a common agreed-upon language which [is] recognizable and repeatable.” In 
a word a DT gives a proper form for a contribution to the knowledge base, as it not 
only summarizes the conceptual foundations of an artifact in a wrapper that is reus-
able to a class of problems, it also helps to draw the borders of applicability for a DT 
as it explicitly illuminates the conceptual foundations and design assumptions. In fact, 
as discussed by Gregor [7] as well, while an artifact is not necessarily a contribution 
to the knowledge base however useful it might be, a design theory on the other hand 
is, as it clearly defines what is the phenomenon(-na) of interest, the constructs the 
theory governs and the inferences between the construct in a form that can be general-
ized to a defined population or class of problems.  

Rigor in DSR is about ascertaining that we operationalize the principles of form 
and function sufficiently to embody the base theory in the artifact, so we can actually 
tell whether the theoretical design works. Here the structure of the DT lends a hand, 
as one specifies the theories the design is based on, what are the expected inferences 
and formulates refutable propositions that are tested empirically to evaluate the DT. 
The structure of a DT flows like a waterfall and it is relatively easy to keep track of 
the overall picture of the design and to check that all the pieces fit together. Addition-
ally DT also removes opaqueness from grounding of the knowledge contribution to 
the artifact and the world, as the DT explicitly spells the justification knowledge, 
principles of form and testable design propositions that link the artifact to the claims 
to knowledge. While all this can be accomplished without a DT, the added benefit is 
that using an explicit ‘template’ such as a DT to achieve the documentation, makes 
the DSR process all the more transparent and repeatable.  

Going deeper into the interaction of the conceptual elements, we can roughly map 
the components of a DT to the design process: the purpose and scope of the DT is 
determined by the design problem, the constructs are the building blocks to solve the 
problem one finds while searching the knowledge base, and justification knowledge 
for the design is an additional accumulation around the base constructs. The justifica-
tion knowledge is used to formulate the principles of form and function during the 
design and artifact mutability is anticipated in design and demonstration. In fact the 
design cycle is an iterative loop between searching justification knowledge, improv-
ing the form and assessing mutability, until a satisficing DT is reached. During this 
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design and demonstration, the testable design propositions can be formed following 
the key objectives of the design to guide the final evaluation of the DT. As we see, the 
process and DT interact as one builds the design, and a DT codifies the design 
choices, making them explicit.  

With all this said, it has to be remembered that a DT is not a panacea to all design 
problems or to improving rigor of DSR. While a useful framework, a poorly con-
structed DT or a DT that does not reflect the reality of the design is little more useful 
than any other representation of a design. Looking at the research problem of the 
paper, opaque grounding of DSR and poor transparency of evaluation, there is a de-
mand to craft the DT quite rigorously. To return to the reasons why the DT has been 
underutilized, our experience collate with the literature saying that the initial structure 
of DT was ambiguous and relatively complex [10]; there was a learning curve in 
using a DT. One factor was that the literature in general strongly favors the DSR 
framework, and the previous work that exists has done relatively little to make DT 
actionable within the existing framework. On a critical note, it pays to remember 
when constructing a DT that it adds little transparency if it fails to illuminate what is 
rationale and the conceptual basis of the design. Especially regarding the grounding of 
knowledge contributions the design propositions are the link that interfaces the claims 
to knowledge to the world. For example, the propositions in the presented case are 
rather general; to gain more detailed information about the strengths and weaknesses 
of the DT in solving the problem, one should be careful to devise propositions that are 
intimately linked to the design goals and specifically to the possible points of failure 
which may be revealed during the design-demonstration cycle. Further, when aiming 
for a solid theoretical contribution, the propositions have to be also clearly linked to 
the (kernel) theories and justification knowledge, to enable linking the empirical find-
ing to the conceptual basis.  

While discussing rigor, we need to recognize the limitations of the case example: 
starting from the experimental setting used in the tests, to the sample sizes and the 
extreme limitations they set for the statistical analysis of the data from a classical 
positivist perspective. In the example the researchers call the experiments ‘tests’ and 
the research an extended proof of concept, while they conclude that the DT and the 
instantiated artifact appear to be useful and to follow the justification knowledge. 
Some of the limitations can be regarded as oversights from the researchers part or as a 
sign of yielding to research economies, but also to the pragmatic(-ist) or instrumental-
ist orientation embedded in the research design. A crucial point is that the example 
was not chosen for its exemplary design and field methods, but because it illustrates 
the use of a DT to structure the design cycle within the DSR framework. So, in fact, 
the limitations of the example should not detract attention from the idea of using DT 
for structuring the design together with the DSR methodology within the DSR 
framework. The same logic and structure can be applied with a more rigorous evalua-
tion design and more intricately derived design propositions to make an even greater 
contribution to the knowledge base.  

To summarize, while we recognize the research design in the example is limited, it 
does not make the case less of an example of a relatively successful DSR project 
where the use of a DT added value as a device for codifying the design and proving a 
template for evaluating it. In fact, we might be inclined to argue that a DT might be 
used to operationalize for example a social science theory, a theory for explaining 
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(and predicting) by constructing a DT based on it, to test it in the environment through 
instantiations. In this setting justification knowledge is what is tested and the surround-
ing DT documents the operationalization of that theory explicitly, giving clear borders 
of applicability and generalizability.  

What these findings and reflection amount to, is the general claim that formulating 
a DT will be a valuable addition to DSR also within the general DSR framework. As 
already proposed in the introduction in this paper, we claim that the use of a DT to 
complement the DSR framework adds to the transparency and rigor of research. 
However, to be fair, we must remember that a DT is not an instant remedy and has to 
be rigorously constructed and used to add any value to existing practices. 

5   Conclusions 

The mission of this paper was to show through an example how a DT can be lever-
aged to improve the transparency and rigor of DSR. Our paper is positioned within 
the DSR framework presented by Hevner et al. [11], complemented with the DSR 
methodology by Peffers et al. [23] and our rendition of DT, based heavily on Gregor 
and Jones [8]. We started by discussing the DT within the foundations of DSR and 
continued on to present an example of a research that combines the conceptual ele-
ments successfully, creating added value.  

This paper contributes to the IS literature by describing how codifying the founda-
tions and properties of a design to a DT can be used to make DSR more transparent 
and rigorous. It follows that the DT can be leveraged to alleviate the opaque ground-
ing of designs to the knowledge base by explicitly crafting a DT, and to improve rigor 
by using the DT further to link the previous knowledge explicitly to the artifact. In 
fact we may go as far as proposing that a DT can be used in research as a template for 
operationalizing theories to be tested in e.g. (quasi-) experiments.  

As illustrated by the conceptual discussion and the case example, DT interfaces 
both with the DSR framework and the DSR process. Specifically the DT interfaces 
with the design cycle as it provides a framework to organize the access to the knowl-
edge base for justification knowledge, to designing the principles of form and func-
tion to solve the design problem and to guiding the evaluation. The role of the DSR 
process or methodology [23] is to act as a practical guideline together with the general 
framework and the DT. 

In sum, we find from the example that DT is a valuable addition to the DSR 
framework. The main lesson for practice is that the DT was, in our experience, useful 
in structuring the both the design process and product, and the completed DT helps to 
improve the transparency of DSR research and connects the claims to knowledge 
better to the world and the knowledge base. The key is not so much following the DT 
to the letter, but using it as a guide to structure the research process and a reminder to 
consider the relevant aspects of design. We argue that the case example goes a long 
way to show how a DT can be used to enhance the rigor and transparency of DSR, 
and how a DT fits in the DSR framework and how it is compatible also with practical 
research following a DSR methodology. The main advantage is that the DT can be 
used to structure the design cycle and to document the design transparently. Addition-
ally the DT makes the operationalization of the research more transparent and helps to 
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assess the applicability of DSR. Together these findings let us conclude that DT can 
help DSR to fulfill the dual mission of IS by making the design process more trans-
parent and by helping the communication of the results practitioners and scholarly 
audiences alike.  

References 

1. Benbasat, I., Goldstein, D.K., Mead, M.: The Case Research Strategy in Studies of  
Information Systems. MIS Quarterly 11(3), 369–386 (1987) 

2. Bragge, J., Merisalo-Rantanen, H.: Engineering E-Collaboration Processes to Obtain  
Innovative End-User Feedback on Advanced Web-Based Information Systems. JAIS 19, 
196–220 (2008) 

3. Campbell, D.T., Stanley, J.C.: Experimental and Quasi-experimental Designs for  
Research. Houhgton Mifflin, Boston (1966) 

4. Coyle, G.: Field Anomaly Relaxation (FAR). In: Glenn, J.C., Gordon, T.J. (eds.) The  
Millennium Project Futures Research Methodology Version 3.0, AC/UNU Millennium 
Project (2009) 

5. Dubin, R.: Theory development. The Free Press, New York (1978) 
6. Eisenhardt, K.M.: Building Theories from Case Study Research. The Academy of  

Management Review 14(4), 532–550 (1989) 
7. Gregor, S.: The Nature of Theory in Information Systems. MIS Quarterly 30(3), 611–642 

(2006) 
8. Gregor, S., Jones, D.: The Anatomy of Design Theory. JAIS 8(5), 312–335 (2007) 
9. Hevner, A.R.: A Three Cycle View of Design Science Research. SJIS 19(2), 39–64 (2007) 

10. Hevner, A.R., Chatterjee, S.: Design Research in Information Systems. Integrated Series in 
Information Systems, vol. 22. Springer, Heidelberg (2010) 

11. Hevner, A.R., Ram, S., March, S.T., Park, J.: Design Science in Information Systems  
Research. MIS Quarterly 28(1), 75–105 (2004) 

12. Hooker, J.N.: Is Design Theory Possible? JITTA 6(2), 73–83 (2004) 
13. Iivari, J.: A Paradigmatic Analysis of Information Systems as a Design Science. 

SJIS 19(2), 39–64 (2007) 
14. James, W.: Pragmatism, Dover Thrift Editions. Dover Publications, New York (1995) 
15. Kitchenham, B., Pickard, L., Pfleeger, S.L.: Case Studies for Method and Tool Evaluation. 

IEEE Software, 52–62 (July 1995) 
16. Kolfschoten, G.L., de Vreede, G.-J.: A Design Approach for Collaboration Processes: A 

Multimethod Design Science Study in Collaboration Engineering. JMIS 26(1), 225–256 
(2009) 

17. Lee, A.S.: A Scientific Methodology for MIS Case Studies. MIS Quarterly 13(1), 33–50 
(1989) 

18. March, S.T., Smith, G.: Design and Natural Science Research on Information Technology. 
DSS 15(4), 251–266 (1995) 

19. March, S.T., Storey, V.C.: Design Science in the Information Systems Discipline: An  
Introduction to the Special Issue on Design Science Research. MIS Quarterly 32(4), 725–
730 (2008) 

20. McGrath, J.E.: Dilemmatics: The Study of Research Choices and Dilemmas. Am. Behav-
ioral Scientist. 25(2), 179–210 (1981) 



 Design Theory in Practice – Making Design Science Research More Transparent 61 

21. Moon, K.L., Ngai, E.W.T.: R&D Framework for and intelligent fabric dample manage-
ment system: A design science approach. I. J. of Op. & Prod. Management 30, 721–743 
(2010) 

22. Novak, J., Schwabe, G.: Designing for reintermediation in the brick-and-mortar world: 
Towards the travel agency of the future. Electron Markets 19(15), 15–29 (2009) 

23. Peffers, K., Tuunanen, T., Rothenbergerm, M.A., Chatterjee, S.: A Design Science  
Research Methodology for Information Systems Research. JMIS 24(3), 45–77 (2008) 

24. Piirainen, K.A.: IDEAS for Strategic Technology Management: Design of an electroni-
cally mediated scenario method (Diss.), Acta Universitatis Lappeenrantaensis 406. Lap-
peenranta University of Technology, Lappeenranta (2010), http://urn.fi/URN: 
ISBN:978-952-214-998-5 (accessed 2.3.2011) 

25. Piirainen, K., Lindqvist, A.: Enhancing business and technology foresight with electroni-
cally mediated scenario process. Foresight 12(2), 16–37 (2010) 

26. Power, D.J.: Decision Support Systems, Concepts and Resources for Managers. Quorum 
Books, Westport (2002) 

27. Schoemaker, P.J.H.: When and How to Use Scenario Planning: A Heuristic Approach with 
Illustration. J. of Forecasting. 10(6), 549–564 (1991) 

28. Simon, H.A.: The Sciences of the Artificial, 3rd edn. The MIT Press, Cambridge (1996) 
29. Vaishnavi, V., Kuechler, W.: Design Research in Information Systems. IS WorldNet, At-

lanta (2004), http://ais.affiniscape.com/displaycommon.cfm?an=1& 
subarticlenbr=279 (accessed 2.3.2011) 

30. Venable, J.R.: The Role of Theory and Theorising in Design Science Research. In: The 
Proceedings of Design Research in Information Systems and Technology Conference 
DESRIST 2006, Claremont (2006) 

31. Walls, J.G., Widmeyer, G.R., El Sawy, O.A.: Building an Information Systems Design 
Theory for Vigilant EIS. ISR 3(1), 36–59 (1992) 

32. Walls, J.G., Widmeyer, G.R., El Sawy, O.A.: Assessing Information System Design The-
ory in Perspective: How Useful Was Our Initial Rendition? JITTA 6(2), 43–58 (2004) 

33. Wu, H., Gordon, M.D., Fan, W.: Collective Taxonomizing: A collaborative approach to 
organizing document repositories. DSS 50(1), 292–303 (2010) 

34. Yin, R.K.: Case Study Research: Design and Methods, 2nd edn. Sage Publishing,  
Thousand Oaks (1994) 

35. Zelkowitz, M.V., Wallace, D.R., Binkley, D.W.: Experimental validation of new software 
technology. In: Juristo, N., Moreno, A.M. (eds.) Lecture Notes on Empirical Software  
Engineering, pp. 229–263. World Scientific Publishing, River Edge (2003) 

 



H. Jain, A.P. Sinha, and P. Vitharana (Eds.): DESRIST 2011, LNCS 6629, pp. 62–76, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Harnessing Handheld Computing – Managing IS Support 
to the Digital Ranger with Defensive Design 

Bo Andersson 

Lund University, School of Economics and Management, Ole Römers väg 6,  
23263 Lund, Sweden  

bo.andersson@ics.lu.se 

Abstract. The recent years of development in mobile computing as powerful 
handheld computers and high-speed wireless networks creates opportunities for 
new user-groups in the mobile workforce to take advantage of mobile technolo-
gies. User-groups may be more or less geographical distributed and as a conse-
quence more or less marooned when it comes to obtaining IT/IS support and 
this increases the complexity of delivering IT/IS support to these geographically 
distributed end-users. In this design paper the aim is to develop a design theory 
to manage problems in IT/IS support to the outbound user. Semistructured in-
terviews were performed with developers and documents studies of an informa-
tion system comprising handheld mobile computing devices for drivers. From 
the interviews, a design theory based on the implemented strategy of defensive 
design is presented. The six components of IS design theory by Gregor and 
Jones is applied as a theoretical framework for evaluation of the design theory.  

Keywords: Mobile Information Systems, Digital Rangers, Design Theory,  
Design Research, Remote Mobile Users, Support. 

1   Introduction 

The recent years of technical development in mobile computing creates opportunities 
for new user-groups in the mobile workforce to take advantage of mobile technolo-
gies. The benefits of these technologies, and thus developed information systems, are 
widely discussed [1, 2] in addition to the specific physical features of small handheld 
computing devices, such as the small form factor, wireless connectivity, security 
issues, see for instance Maunuksela and Nieminen [3], Satyanarayanan [4], Shin [5], 
Tarasewich et al. [6]. These mobile information systems allow for end-users that are 
more or less completely physically detached from their organisations and making 
them digital rangers, always ranging their territory between assignments. As a conse-
quence of this detachment, the requirement for IT/IS support changes compared to 
IT/IS support for stationary users and places demand for either appropriate distant 
support or extra reliable mobile information systems. The basic assumption is that the 
task to deliver support is different if the user is stationary (i.e home based) or mobile 
(i.e outbound). That is, how to design and manage support for stationary users that 
operate for example within a building is different compared to support for remote 
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users that are detached from their home base. The actual geographical distance makes 
support expensive if performed by personal interaction, and cumbersome due to the 
limited possibilities of interaction. In this paper the argument put forth is that infor-
mation systems for the outbound user may be designed in order to minimise the need 
for support activities and to increased perceived quality of support. There have been a 
considerable number of works on end-user support for the stationary user see for 
instance Bergeron et al. [7], Doll and Torkzadeh [8], Mirani and King [9], Rockart 
and Flannery [10], Shaw et al. [11], Shaw et al. [12], Torkzadeh and Doll [13], how-
ever, how to manage efficient IS/IT support to the outbound mobile workforce, the 
digital ranger, is absent. 

1.1   Objectives 

Advancements in mobile technology, as more and more powerful handheld computers 
and the increased geographical coverage of high-speed wireless networks, are parts of 
the technological foundation for the development of a range of applications for the 
mobile workforce. In the current situation design research, informing developments 
on lessons learned from successful design, ought to have high relevance, as this 
knowledge may, when adapted to design propositions, enhance the systems to be 
built. Therefore, the scientific perspective applied is design science and an effect of 
this is the normative, prescriptive approach compared to a more traditional descriptive 
approach as in natural or social sciences [14]. A fundamental assumption in this paper 
is that the established design patterns and methods used when developing desktop (i.e. 
stationary) applications may be inappropriate when developing applications for  
mobile computing devices due to, for example, contextual concerns such as dynamic 
use situations and the “small form factor” [15, 16]. Another interesting remark sup-
porting this assumption is made by Duchamp [17] in that mobile information systems 
are probably the first systems developed for others rather than ourselves. That is, the 
majority of previous systems are designed by knowledge workers for other knowledge 
workers. However nowadays systems for a wider user group are being built, blue 
collar users with no, or little, computing experience putting forward new demands on 
the design of the systems [17]. This renders a certain interest on expanding the design 
space to also embrace such as handheld computers and their recipients, the mobile 
workforce. 

The lion’s share of work done on new and innovative applications within the do-
main of mobile computing and mobile information systems has been with an technol-
ogy-push stance, visible in for example Nichols and Meyers [18] or Toye et al [19], 
rather than a market-push [20]. Technology-push typically represents a situation 
where a (technical) solution exists and looks for problems to solve, the market-pull 
situation is the opposite where problems exist and (technical) solutions are wanted 
[21, 22]. In this paper the rhetoric is market-pull, in other words, an aspect on mobile 
computing (managing the support to outbound users) is problematic, let’s investigate 
if some design consideration in the design and development phases can help to solve 
this problem. 

Some clarification on the terms used is helpful to the reader of this paper: The  
mobile device in this context is a handheld computing device in the form of a mobile 
phone with computing ability (often labelled smart phone). Henceforth the  
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abbreviation of the concept “handheld computing device” (HCD) will be used in the 
text illustrating a small form factor device with computing and wireless networking 
abilities and the term mobile information system depicts a computerised information 
system with parts that are mobile, i.e. HCD. 

1.2   Case Settings 

The findings are based on a case study of the development and use of an information 
system utilised by the County Council of Kalmar in Sweden. In Sweden the County 
Councils offer service travel to its citizens. A service travel is a transportation of  
people to and from health care units in the county, not to be mistaken with ambulance 
transport. Service travel only manages non-urgent travel, like scheduled medical con-
sultations or an appointment with an optician, for those who cannot manage to get 
there on their own. Local transportation firms such as taxi firms or bus companies 
carry out the actual transportation. To manage the vehicles a logistic system,  
WinHast, was developed. The reason to develop WinHast was to reduce the cost of 
transportation by better utilisation of passenger capacity in cars and busses. There 
were considerable redundancies or overlap in transports. Cars often transported only 
one passenger at the time and this was considered a major problem to solve.  

WinHast is an information system that monitors all vehicles on duty. Approxi-
mately 210 vehicles are equipped with HCD´s connected to the WinHast system.  
WinHast monitors the vehicle’s position via GPS, logs the mileage, destinations and a 
set of important parameters such as connectivity, keystrokes, charging, et cetera, a 
billing function is also included, calculating mileage, time and fares. A central dis-
patch in the municipality of Högsby administrates the bookings and invoicing. One of 
their tasks is to optimise the transportation in order for the vehicles to transport as 
many clients as possible at the same time. This is made by route optimising and just-
in-time adjustments on planned routes and the problem with low utilisation of trans-
port capacity is considered, by the manager of the County Council of Kalmar, solved. 

1.3   Outline 

The paper is organised as follows: it begins with a short background where the cir-
cumstances of mobility and support are illustrated. Thereafter the research approach 
and findings from the case are introduced, followed by a presentation of the theoreti-
cal framework applied and the design proposition is put forward. Finally some con-
clusions and suggestions for future work complete the paper. 

2   The Mobile Workforce 

This article revolves around the user being a part of the mobile workforce. The con-
cept “mobile workforce” may be an ambiguous concept and some clarification can be 
useful. Starting with “mobile” in “mobile workforce”, herein it should be understood 
to be a user that is more or less outbound with little physical connection to the organi-
sation to which the user belongs. The classes of mobility depicted by Dahlbom and 
Ljungberg [23] with local and remote mobility is expanded by the category of the 
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“digital ranger“ as a user class and “remote work site” as a type of place (see table 1). 
The reason for this extension is to illustrate the user class that are supposed to always 
be out on the field. It may be the ambulatory repairman receiving assignments via 
email or phone, leaving home to go directly to the customer and almost never going to 
the organisation’s facilities. Or being a truck driver on the road for long periods of 
time, detached from any home base (the truck is not considered a base). The “remote 
work site” illustrates an ad hoc work site, the user cannot anticipate anything concern-
ing support technologies or field use conditions. It may be a construction site where a 
client’s forklift needs repair or along the roadside where some field repair is needed. 
This should be compared to the “remote base” in Dahlbom and Ljungbergs frame-
work [23] concept where it illustrates another base with some anticipated support 
technologies and supporting colleagues. It may be another health care facility or a 
different office in another city. These “rangers” may use computerised mobile infor-
mation systems and being more or less completely physically detached from their 
organisations making them “digital rangers”, always ranging within their territory 
between assignments. Being a digital ranger renders differences compared to the other 
user-groups as most likely a lack of supporting colleagues and the absence of  
naturally occurring conversation and knowledge transfer [24] also the lack of support-
ing technologies such as copiers, servers, printers, et cetera, is a part of the ranger’s 
work circumstances [25, 26]. These differences reduce the potential to communicate 
with, and advice the digital ranger concerning matters related to IS support. Advising, 
that can have the nature of knowledge transfers between colleagues and support via 
additional devices.  

Table 1. The framework of mobility modes [23] extended with two more classes marked with 
*, these two encompass the digital ranger, the ever outbound user and the digital ranger’s  
relation to the work sites 

Place → 
User↓ 

Home 
based 

Around 
home base

During 
transport 

At remote 
base 

At remote 
work site* 

Stationary X     
Wanderer X X    
Traveller X X X   
Visitor X X X X  
Digital Ranger*   X  X 

Continuing with the latter part of the concept “mobile workforce”, “workforce” in-
dicates that we most likely are dealing with a mandatory use and strong dependency 
on application. This is, depending on the type of information system the user may 
have, no options other than to use the offered information system exists. Of course, 
when dealing with email or similar applications there probably are alternatives, how-
ever if the information system is tailor-made there are no alternatives. If the comput-
erised mobile information system completely replaces the previous information  
system, the user relies heavily on a well functioning system. If the system malfunc-
tions, the user may run into more serious problems affecting efficiency and work 
output, compared to the stationary user [26-29]. 
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2.2   The Need for Support 

Appropriate end-user support has for a long time been recognised as an important 
aspect of IS implementation and use. “The quality and cost-effectiveness with which 
an organisation delivers IT support to end-users can be expected to influence the pro-
ductivity of the workforce” [11 p. 42]. 

Bergeron et al. [7] investigated different aspects of support and found that among 
others, the satisfaction function was highly correlated to the distance from the sup-
port; that is the shorter the perceived distance the better. This reinforces the findings 
of Rockart and Flannery [10] who claimed that if users are geographically scattered 
there is a need for supplementary support services. This sustains the assumption made 
in this paper, that remote mobile users may require additional or different support 
than most likely will be offered by traditional support functions. Also sufficient train-
ing and documentation are important factors in successful end-user support, see for 
instance Mirani and King [9], Shaw et al.  [11], Torkzadeh and Doll [13].  

As a consequence of the importance of appropriate support and the reduction of 
possibilities to communicate and support, created by the geographical distribution of 
the end-users, there exist a need for guidance on how to overcome these obstacles in 
design of information systems.  

3   The Applied Research Approach 

Design science research includes the building, or design, of an artefact as well as the 
evaluation of its use and performance [30]. Research frameworks of design research 
typically include activities of theory building, solution technology invention and 
evaluation, which can be natural or artificial. The research framework and the connec-
tions between the research activities are presented in figure 1. The arrows show that 
the researcher can, over time, alternate between different activities as the research aim 
dictates [31].  

 

Fig. 1. The applied research framework. Adapted from Venable [31]. 

The study can be mapped according to Venable’s [31] framework. Theory Building 
(problem theories) initiating the research are theories on the importance of support, a 
phenomena discussed by, among others, Doll and Torkzadeh [8], Rondeau et al. [32] 
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and Shaw et al. [11, 12]. The implemented solution at the County Council of Kalmar 
is part of the Artificial Evaluation. The Naturalistic Evaluation, in the form of a case 
study on the implemented information system, informs the researcher and is the foun-
dation for a Solution/Technology Invention as a design of an artefact and a design 
proposition. Building on this knowledge, a design theory is developed, thus informing 
the Theory Building. 

The approach used for identifying problems, a case study, was a mix of several 
methods and techniques as recommended by Hevner and Chatterjee [33]. A presenta-
tion of the system was attended by the author, focussing on the development of the 
system, and notes were taken during the presentation. Five semi-structured follow-up 
interviews with the developers of the WinHast system with a duration of 60-240 min-
utes each were held, and field notes were taken. One of the interviewed developers 
also worked with support to end-users as drivers and dispatch staff. Studies of online 
material describing the system were conducted with a focus on functionality of Win-
Hast. After each interview, the interview outline was modified with more specific 
questions making it possible to dig deeper with each interview. The actual outline was 
in the shape of a mind map [34] and using this limited the rigidity that might come 
with a list of predefined questions. Complementary information was gathered by 
telephone interviews with the managers of the system to verify the developer’s state-
ments on perceived benefits. The parts of the implemented solution that managed 
support related aspects were studied closer. In the analysis, decisions and assumptions 
regarding design considerations to enhance the support to a remote and geographi-
cally scattered workforce were in focus. 

Even if all developers at Aspea Mobile were interviewed some concerns on the 
number on informants can be raised. In order to manage this concern developers from 
another company was interviewed and design considerations in order to manage the 
geographical scattered workforce was among the topics. These developers belonged 
to IBM Mobile Payment developer team with experience from development of mobile 
applications. 3 developers were interviewed for about 60 minutes each and the inter-
views were recorded. The results from these interviews were mapped onto the previ-
ous results and analysis if the IBM developers opinion supported the strategies that 
were implemented in WinHast or not.      

There are different opinions on how the output of design science can be expressed. 
The term “design proposition” is a term used foremost in management research that 
follows the logic of a technological rule. In the field of IS it may be more appropriate 
to use the term “design proposition” instead of technological rule since the latter term 
may suggest a technical, rather mechanistic approach. A design proposition can be 
expressed as: if you want to achieve X in situation Y, then something like action Z 
may help. The contextual dependency and the condition that design propositions must 
be interpreted in a specific setting also indicates that design proposition is a more 
suitable label than technological rule [35, 36]. 

4   Results from the Case Study 

Aspea System, a software development firm, built the WinHast system during 2002-
2009. The developers worked closely with the customer (Kalmar County Council) 
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and the end-users (the drivers and dispatch staff) using an iterative approach. The 
perceived usability of the system was enhanced due to a high degree of user involve-
ment. Several aspects on how to manage properties of mobility were elaborated on 
and tested, such as different interfaces on the HCD, different work flows and different 
hardware.  

One important factor in this case is that the developers had experience from other 
developmental efforts, both from a mainframe environment and client-server envi-
ronment. They also had experience in the increased complexity regarding support 
issues moving from mainframes to client-servers. That is, it was perceived as a more 
complex task to administer the distributed set of computers, as the PC compared to 
the non-geographically distributed mainframe. In the mainframe environment support 
was made on just one computer, whereas client server support was given to a wide 
range of computers, often with individual settings and far more disperse over offices 
and buildings forcing the support staff to travel to the different end-users. By this, 
demanding a larger amount of support staff and support staff with a broader knowl-
edge base (compared to the main frame environment). 

With this in mind the developers set off to design and develop a system that would 
minimise the support required and improve the possibilities to offer adequate support 
when needed. This resulted in a system with extensive monitoring features and exten-
sive remote management or as one of the designers puts it: “we sometimes joke with 
the customer and say that we have a fascistoid control system – everything is moni-
tored” (Richard Nicklasson, Aspea Mobile). 

At the time of writing 210 vehicles are equipped with HCD. The HCD is a Mio 
A710 smart phone with Windows Mobile 5.0, and approximately 3000 driving as-
signments per day are handled. The application is built of three modules: the actual 
WinHast-application, a GPS-module and a GPRS module. An additional application 
bought from a third party supplier is installed for remote management. 

4.1   About Synchronisation and Logs 

Developers considered at first the use of Windows Sync, but it was not selected due to 
extensive data transfer and high data transfer costs. They tested Windows Sync and 
found that a regular work day (12 hours) would require 10MB worth of data transfer. 
In 2002 the data transfer was paid per kB and the cost for data transfer using Win-
dows Sync had been too high in 2002. The system built used custom-developed 
XML-synchronisation, where one month’s worth of data traffic with synchronisation 
every minute, never exceeded 50MB (per month) of data traffic. Another benefit from 
using XML- synchronisation was reduced risk of problems related to unreliable net-
works, that is, the lesser amount of data to transfer the lesser possibilities for prob-
lems. An additional reason to avoid Windows Sync was the encapsulated data. There 
were problems to “go inside” problematic synchronisations to debug them. Instead the 
XML data was sent without encryption within an APN-network provided by Telenor 
(a Swedish carrier). Proceeding in this way it is easy to study the synchronisations and 
to create extensive logs.  

These logs are worth an section of its own in this paper, the system records and 
logs everything that has happened on the handheld device. It includes buttons pushed, 
driving speed, number of satellites in range, the GPRS signal strength, battery status, 
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battery charging history, the position of the handheld and all driving assignments, and 
this information is updated every minute. From this the support staff can remind a 
user if the handheld is about to run out of battery power or if the user has pushed the 
wrong buttons when trying to achieve something that went wrong. The logs are also 
valuable because it is not always the case that the user calls immediately when some-
thing goes wrong, they may call a few days later, and in order to pin down exactly 
when and what went wrong the information in the logs is valuable.  

4.2   About Fault Tolerance 

The application is built to be tolerant to faults and continuously monitors the GPS and 
GPRS signals. If the GPS-module loses connection it restarts by itself and the same 
procedure for the GPRS-module. If both of these soft restarts do not do the job, the 
handheld performs a “coldstart”, in that it closes down and does a complete restart. 
This functionality has saved the support and end-users a lot of time.  

The handheld is used in the field during driving, and this requires that the HCD can 
be handled with one hand (the other hand is occupied with steering) this in combina-
tion with driving makes the environment anything but calm and stable, the car can 
shake and jerk making touch screen with small icons unreliable and prone to input 
error. These two aspects rendered a system that is manoeuvred by only two buttons 
(proper buttons, not on a screen) which according to the developers was delicate and 
difficult to achieve. 

The HCD is configured as a 1-function device, this to reduce sources of problems. 
The only function is the driving assignments, no telephone ability and no web surfing. 
This is achieved by the installation of a remote management application that also 
allows the support to restart and or install applications remotely.  

4.3   About Server Side Connections 

When a HCD is started it requests information from a connection point in order to 
update information. It automatically polls for updates and information exchanges. If 
the preferred connection point is unavailable it automatically tries another connection 
point (there are 8 connection points, i.e. services running) until a connection is  
established. 

The above mentioned connection points are also used as load distributors in the 
case of a total carrier network failure. If all mobile HCD lose connection with the 
GPRS network due to a carrier problem, there is a risk of overload when the network 
becomes available again. If all of the HCD try to connect to the same connection 
point it will most likely be overloaded. To avoid this, the HCD tries to connect in a 
preset process, segmenting and balancing the requests.  

4.4   The Support Staff Situation 

According to the support staff 70-80% of all support errands are solved by a remote 
restart. The remaining errands are instructing new drivers (which usually requires 3-4 
telephone calls) and hardware support such as replacing charger cables, batteries, 
SIM-cards et cetera. Other tasks can consist of managing problems originating from 
the carriers’ service. Sometimes the user does a hard reset on the handheld by mistake 
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and support has to reinstall everything in-house. It should be noted that a single em-
ployee manages all the support and the administration work of carrier agreements and 
also provides support for the back office staff. An amount of time is also spent on 
assisting the developer in further development of the WinHast system.  

4.5   Limitations of the Study 

Some limitations in the study are identified, such as the evaluation of the imple-
mented features. In this case the workload and types of support errand do function as 
measurements or indicators of the success of the features implemented. However that 
all of the developers of the WinHast system was interviewed the amount of interviews 
is low. In order to reduce this weakness a validation by interviewing another devel-
oper team on the subject was made. 

5   Lesson Learned from the Case: Defensive Design 

The developers have continuously developed the WinHast system for seven years. 
One beacon guiding the developers (among others) was their experience of support 
issues, and the assumption that support to digital rangers could be problematic if not 
already managed properly within the design of the system. To manage or reduce this 
assumed problem some design choices were made and implemented.  

One can make the observation that some of the installed features are not support 
solutions, as for example an installed helpdesk-application, self-service application or 
some intuitive training facility to increase the perceived value of support. Instead it is 
about minimising the need for support, and specifically the need for physical on-site 
support performed by staff. By applying these strategies the developer have reduced 
some of the complexity and problems related to the geographical distance between the 
user and the location of support staff. Formulated as the design proposition Defensive 
Design the proposition is constituted by two strategies, one on preventing breakdowns 
and one on enhanced recovery features as illustrated in the following sections. 

The structure of the following presentation is; first the recommendation, followed 
by an argument supporting the recommendation, finally a description of how the  
recommendation was managed in WinHast. 

5.1   On Preventing Breakdowns 

Preferred communication with low amounts of transferred data instead of more  
complex variants: With less data to transfer less time is required for data transfer 
problems. In the Winhast system, XML schemes were used for communication. Built 
in synchronisation features were not selected due to large amounts of transferred data. 

Open synchronisation with standard protocols: By this gaining transmission easy to 
debug, if problems with security exits an APN network may solve the security issues. 
In Winhast in-house developed clear text messages in XML were used for communi-
cation and an APN network was used for telecommunication.  

Frequent synchronisation and storage of log files: By this gaining continually 
monitoring making it possible to debug afterwards. In WinHast the HCD  
synchronised every minute and all the data from synchronisation was stored. 
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Designed for driving situation: Gaining an application that was easy to learn and 
use in the field with a reduced amount of improper input. In WinHast the input was 
performed with only a two-button interface, the touch screen was not selected as an 
input option. 

5.2   On Recovery 

Continuous process monitoring and modules with self-restarting ability: Gaining a 
robust application that can restart services when needed, without the need of user 
input. In WinHast the GPS module, the GPRS module and the HCD itself had  
features that performed a self-restart if needed. 

Installation and use of an application for remote management: Gaining reduced 
need for on-site maintenance. In WinHast an application with features such as remote 
installation, remote updates, remote restarts and surveillance of the HCD was  
installed. 

Segmented server side connections and load balancing between segments: Gaining 
load balancing in the case of network breakdowns and several alternative connection 
points offering a fault tolerant service. In WinHast the HCD polled after a preset 
schedule different connection points if the standard connection point was out of order. 

5.3   Some Thoughts on Validation of Defensive Design 

To validate a design proposition can be problematic due to lack of established and 
measurable “measurements”. In this paper the low workload on the support staff (see 
section 4.4) is one indication of success. To go one step further, the design considera-
tions implemented in WinHast was discussed with a mobile application developer 
team at IBM Denmark. The developers’ recognised three different strategies or design 
considerations, self-recovery features as those implemented in WinHast, low  
complexity applications and using development frameworks as IBM Portal. However, 
the developer supported the implemented solutions in WinHast and the design propo-
sition. 

6   Evaluation of the Design Proposition of Defensive Design 

When engaged in building artefacts, we are engaged in design [14]. The rationale for 
developing design propositions is the possibility to later further enhance them to de-
sign theory. The ambition is to enhance the body of knowledge for the design and 
development of applications for mobile users. A design theory is suggested and is 
evaluated according to Gregor and Jones’ framework for information systems (IS) 
design research [37]. 

As the theoretical framework for portraying the properties of the suggested design 
theory states, Gregor and Jones’ [37] work on IS design science theory is applied. 
According to Gregor and Jones, the first six components of the design theory are 
sufficient to give an idea of an artefact that could be constructed: (1) purpose and 
scope, (2) the constructs, (3) the principles of form and function, (4) the artefact  
mutability, (5) testable propositions and (6) justificatory knowledge (in this particular 
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case the additional components of the framework were not considered relevant).  
The first five components have direct parallels to components proposed as mandatory 
for natural science theories [31, 36]. The sixth component has been added to provide 
an explanation to why the design works or not. Purpose and scope says “what the 
system is for”. To understand an artefact it is necessary to understand the context and 
the circumstances in which it operate. To make a valid description of purpose and 
scope, the context and reason for the existence of the design theory must be clarified. 
Constructs concern representations of the entities central to the design theory, they 
can be assembled from words, diagrams or mathematical symbols. Principles of form 
and function describe how the artefact is constructed, a blueprint of the artefact. Arte-
fact mutability illustrates the evolutionary properties of IS artefacts, that it is difficult 
to define a design due to this ever-changing material. An ambition could be to con-
sider these evolutionary properties in a design theory. Testable propositions are 
statements of causality, either algorithmic propositions that can be tested or heuristic 
propositions with a form as “a likely outcome”. These testable propositions are diffi-
cult due to the nature of IS, but there should be an ongoing effort to achieve these 
type of propositions. Justificatory knowledge concerns the explanatory knowledge 
that links goals and materials (see table 2).  

Table 2. Six components of a Information Systems Design Theory [37] 

Component Description 
Core components 
Purpose and scope (the 
causa finalis) 

“What the system is for” - the set of meta-requirements or goals 
that specifies the type of artefact to which the theory applies, 
and in conjunction also defines the scope, or boundaries, of the 
theory. 

Constructs (the causa 
materialis) 

Representations of the entities of interest in the theory. 

Principle of form and 
function (the causa for-
malis) 

The abstract “blueprint” or architecture that describes an IS 
artefact, either product or method/intervention. 

Artefact mutability The changes in state of the artefact anticipated in the theory, 
that is what degree of artefact change is encompassed by the 
theory. 

Testable propositions Truth statements about the design theory. 
Justificatory knowledge The underlying knowledge or theory from the natural or social 

or design sciences that gives a basis and explanation for the 
design (kernel theories). 

 
Following van Aken’s [36] advice in formulating a design proposition, “if you 

want to achieve X in situation Y, then something like action Z will help” we put for-
ward this proposition: If you want to reduce the need for on-site support to the mobile 
workforce (X) where the users are geographically scattered (Y) then enforce defen-
sive design (Z). The proposed design theory for managing the off-task property of 
mobile information systems using Gregor and Jones’ framework [37] is summarised 
in table 3. 
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Table 3. Six components of an Information Systems Design Theory for the management of 
support to digital rangers labelled as defensive design 

Component Description 
Core Components 
Purpose and scope (the 
causa finalis) 

The aim is to develop a system with functionality to reduce the 
need of support to the geographically distributed mobile  
workforce. 

Constructs (the causa 
materialis) 

Digital rangers, defensive design, mobile workforce, handheld 
computing devices. 

Principle of form and 
function (the causa for-
malis) 

Management of remote handheld computing devices and support 
issues by recovery functions and preventing breakdowns. 

Artefact mutability Suggestions for improvement during the development phase 
were given from the users due to a high degree of end-user 
involvement during the seven years of iterative development. 
The amount of workload on the support staff acts as an indicator 
of success. Another external developer team validates these 
suggestions. 

Testable propositions If you want to limit the problems originating from the  
geographical distance between remote user and support staff 
then implement defensive design in the information system and 
the handheld computing devices. 

Justificatory knowledge The underlying perspectives stem from design science and 
empirical studies of the properties of mobile workforce, such as 
the property of being digital ranger.  

7   Conclusion 

In order to harnessing the possibilities of mobile computing it is important to realise 
the nature of the mobile workforce. However the concept of the mobile workforce is 
ambiguous and can convey very different meanings to different readers. In this paper 
the concept of a digital ranger is used to depict a specific type of user class with spe-
cific needs of the computerised information system and thereto-related activities as 
support. Being more or less completely detached from the home base (as the digital 
ranger is) causes problems related to the reduced ability to physical meet with support 
staff, lack of supporting colleagues and the absence of supporting technologies. This 
circumstance may make it worthwhile to undertake some design considerations. In 
this paper the proposition of defensive design is put forward to reduce the problems 
related to the geographical distance and to support out in the field.  

The main principles of defensive design are to prevent breakdowns and to enable 
recovery. The design theory originates from the lessons learnt by developers during 
the development of WinHast, a system for the administration of transportation. 

It is notable that the proposed design considerations are not some kind of support 
solution, as for example an installed helpdesk-application, self-service application or 
similar. Instead it is about minimising the need for support, and specifically the need 
for physical on-site support performed by support staff and this is achieved by exten-
sive prevention of breakdowns such as; minimised data transfer, easily debugged 
transfer protocols, frequent synchronisation and monitoring, design for the actual use 
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situation, and recovery features if the system does fail such as; self-restarting applica-
tions, remotely managed HCDs and segmented server connections. By this the devel-
opers have reduced some of the problems related to the geographical distance be-
tween the user and the location of support staff. 

One mean to evaluate the developer’s opinion on the success of the implemented 
system can be the amount of time spent on support. An estimated 70-80% of all er-
rands were solved via remote management, and mainly by restarts. The remaining 
errands were mostly problems related to hardware such as new batteries, et cetera. 
Taking into consideration that the support was offered by only one person (one full-
time member of staff) to 210 users in the field gives an indication on the moderate 
level of support required. The same person also administered the carrier agreement, 
training for new users and hardware support, and participated in the continuous de-
velopment of the WinHast system. So, less than one full time employee performed the 
support for these 210 HCD and 3000 driving assignments per day. 

7.1   Future Work 

Future work on the proposal is of course required. It would be interesting to find out if 
the suggestions are precise enough that they can be understood by other developers, 
and that they are general enough to be applicable in different settings. 
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Abstract. Not much is known about how design knowledge is re-used in De-
sign Science Research (DSR). The concepts of “generalization” and “transfer” 
as different types of knowledge-building and re-use are discussed in other dis-
ciplines and in Information System Research in general, but less so in DSR. Of-
fermann et al. [1] proposed three ranges of design theories and seven strategies 
for how to create and generalize design knowledge. In this paper, we classify all 
DESRIST 2006 – 2010 publications according to design range and research 
strategy. By doing so, we empirically ground the merely theoretically estab-
lished research strategies, and are able to discover three additional strategy 
types. The literature analysis shows that the specification of design range and 
strategy in abstracts is often incomplete or misleading. Based on the analysis we 
recommend template abstracts for design science publications which guide  
researchers on how to include all relevant information about design knowledge 
they (re-)used. 

1   Introduction 

In design science research, different design ranges and research strategies are  
available to generate and structure research output. Offermann et al. [1] propose three 
ranges for design theories. Short-range designs present a solution to a specific  
problem an entity (e.g. company, government department) has, thereby only applica-
ble to the specific setting the design has been developed for. Mid-range designs are 
more general in that they do not contain any information specific to a single case, but 
present a more generic description of a solution to a generic problem. Long-range de-
signs are generalized principles extracted from a set of mid-range designs, informing 
a range of related activities and presenting general insights about a type of design ap-
proach. Offermann et al. [1] present seven strategies for how to create and generalize 
design knowledge, which use the three ranges to characterize input and outputs. 

The aim of this paper is to improve the comprehensiveness of the design and  
research strategy categorization and resolve incompletion and problems. A solid and 
usable categorization scheme can enable design science scholars to reflect and com-
municate about their methods and approaches across different functional domains  
and artifact types. More importantly, it can help to make the re-use of design knowl-
edge more efficient. The “producer” of knowledge has a reference against which the 
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work can be described and the “consumer” of knowledge can describe the information 
need in a more standardized way which promises better matches in literature search 
and during evaluation of potentially related work. 

To achieve this, we analyzed the DESRIST conference proceedings from 2006 
through 2010. For each publication presenting a design, we classified which design 
range the discussed design belongs to and the research strategy used in the paper. For 
publications that we were unable to classify, we discussed if a design range or a  
research strategy was missing from the Offermann et al. [1] publication. To support 
the applicability of our findings, we decided to propose abstract templates with which 
the design work in a paper can be described in a standardized way according to the 
strategies and design ranges. 

The paper is structured as follows: The three types of design ranges and seven re-
search strategies presented in Offermann et al. [1] are introduced in more detail first, 
followed by an explanation of our research methodology and the literature analysis 
process. The results of the analysis and the identification of missing ranges and de-
signs are presented next. Finally, the results and their implications are discussed and a 
conclusion is drawn. 

2   State of the Field 

Hevner et al. [2] describe IS research as the interaction between the (business)  
environment and the ISR knowledge base. The research has to be applicable in the 
appropriate environment, and at the same time provide additions to the knowledge 
base. This knowledge base is used to generate new designs by abduction [3]. As 
“knowledge becomes ‘relevant’ when it is context specific” [4] to fulfill business 
needs, an artifact designed needs to be as specific as possible in respect to people,  
organizations and technology. The more adapted a design is to a specific setting in 
practice the more relevant it is, as instantiations are easier to generate. On the other 
hand, the more specific a design is the narrower the scope, and the less likely to find a 
case for another instantiation. 

There seems to be some awareness of the relevance of the level of abstraction in 
the community. However, generalization and transfer have not received much  
concentrated attention. The most explicit statements about generalization that we 
could find were: “The design scientist must be able both to generalize the findings 
and demonstrate a theoretical contribution.” [5] and “Design-science research holds 
the potential for three types of research contributions based on the novelty, generality, 
and significance of the designed artifact.” [2]. 

The first step in describing the creation and re-use of design knowledge is to  
understand the different ranges of design. Offermann et al. [1] introduced three differ-
ent “ranges” of design, based on an analogy to theory ranges from the field of sociol-
ogy [6] and prior work by Holmström et al. [5]. An overview of the three design types 
is presented in table 2. To create new designs and transform designs from one range 
to another, Offermann et al. [1] identify seven research strategies presented in table 1. 
The identification is based on theoretical considerations by the authors. Each strategy 
identified is supported by a case from a scientific publication [1]. 
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Table 1. Research strategies in Design Science 

Strategy Affected 
types 

Approach Research contri-
bution 

Validation 

Explore 
new prob-
lem 

Short-
range 

Invent design for 
new problem 

First-of-a-kind 
design offers 
first design in-
sights on new 
problem 

At least one real-life in-
stance validates utility 

Validate 
mid-range 
design 

Mid-range 
to short-
range 

Create new short-
range design and 
validate its utility 

Increased gener-
alizability of util-
ity statement 

Use of accepted evalua-
tion strategies 

Generalize 
to mid-
range de-
sign 

Short-
range to 
mid-range 

Analyze common-
alities and differ-
ences of short-range 
designs with com-
parable purpose and 
scope and find gen-
eralized representa-
tion 

Captures gener-
alized knowl-
edge in terms of 
common design 
elements about a 
problem domain 

The process of identify-
ing similarities and find-
ing generalized represen-
tation of concepts. 
Demonstration of appli-
cability of new mid-range 
design by creating a new 
short-range design from it 

Apply out 
of scope 

Mid-range 
to short-
range 

Derive short range 
design from mid-
range design and 
change it to work 
for new problem 

Indication that 
mid-range design 
might cover 
wider scope and 
possibly first-of-
a-kind design 

At least one real-life in-
stance validates utility in 
a setting outside of the 
original scope 

Synthesize 
mid-range 
design 

Mid-range 
to mid-
range 

Analyse commonal-
ities and differences 
of mid-range de-
signs with compa-
rable purpose and 
scope and find gen-
eralized representa-
tion 

Make mid-range 
design better 
transferable and 
possibly increase 
utility 

The process of identify-
ing similarities and find-
ing generalized represen-
tation of concepts. 
Demonstration of appli-
cability of new mid-range 
design by creating a new 
short-range design from it 

Combine 
designs 

Mid-range 
to mid-
range 

Merge designs with 
adjacent purpose 
and overlapping 
scope 

Create a design 
with a more 
comprehensive 
purpose 

The process of combining 
the designs. Demonstra-
tion of applicability of 
new mid-range design by 
creating a new short-
range design from it 

Extract 
long-range 
design 

Mid-range 
to long-
range 

Analyze common-
alities and differ-
ences of mid-range 
designs from the 
same domain and 
identify common 
principles 

Captures design 
principles that 
apply to a whole 
class of problems

The process of identify-
ing the design principles 

 
 
 



80 P. Offermann et al. 

Table 2. Types of design according to range of scope 

Design 
type 

Definition Role in design Role in research Examples 

Short-range 
design 

Design for a 
specific set-
ting 

An instance (system 
implementation, 
method enactment) 
can directly be derived 
from the design 

First-of-a-kind 
solution to a 
relevant problem 

The specification 
for a CRM system; 
the software devel-
opment process for 
a company 

Mid-range 
design 

Design for a 
specific type 
of setting 

The design can be 
used to create a short-
range design for a par-
ticular solution of the 
same problem domain 

Identification of 
relevant design 
elements for a 
particular prob-
lem domain 

eXtreme Program-
ming, TOGAF, Ra-
tional Unified Proc-
ess, relational 
database design 

Long-range 
design 

General in-
sights about 
a type of de-
sign ap-
proach 

Educational, as a start-
ing point for dealing 
with a problem, illus-
trating a particular de-
sign “world-view” 

Inform more 
specific designs 

SOA, Object-
Orientation, rela-
tional data-
management, agile 
software develop-
ment 

3   Literature Review 

The research in this paper is a qualitative literature review. We use a methodology 
similar to Offermann et al. [7]. It is based on the recommendations from Webster and 
Watson [8], the methodologies described by Creswell [9] and the example paper from 
Stelzer [10]. Table 3 gives an overview of this approach. The remainder of this  
section describes each step in more detail. 

Table 3. Overview of literature review approach 

Activity Description Results 
Data set defini-
tion 

Determine the set of articles to review, ex-
clude those without abstracts 

Set of 148 articles, 145 with 
abstract 

Filtering of de-
sign articles 

Identify the articles that contribute a design, 
based on title and abstract 

Subset of 70 articles 

Individual 
categorization  

Each researcher: identify range of artifact 
and strategy of artifact creation, according to 
existing categories. Take note of any poten-
tially new strategy candidate 

Three individual classifica-
tions and list of new strat-
egy candidates 

Unification and 
description of 
new strategies 

For each newly identified strategy: Offer 
definition and discuss one design example, 
similar to [7] 

Definition and design ex-
ample for each of the five 
new strategies 

Consolidation 
of categoriza-
tion  

Discuss those cases where dissenting catego-
rization has taken place. Try to resolve dif-
ferent interpretations of design and / or strat-
egy. Discuss fit of new strategy candidates 

Unified classification using 
old and new strategies  
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3.1   Data Set Definition 

The data set contains 148 papers from the DESRIST proceedings of the years 2006 
through 2010. We used title and abstract of each paper for the analysis only.  
Consequently, three papers without abstract were excluded. Three authors of this  
paper were involved in the literature review and interpretation; the research was  
conducted between December 13th, 2010 and January 3rd, 2011. 

3.2   Filtering of Design Articles 

To determine which articles were of further interest, we had to decide which papers to 
classify as design science, and include in the review, and which to exclude. We de-
cided to include papers presenting prescription-driven design science according to van 
Aken [11] and papers prescribing design and action according to Gregor [12]. 

Based on these two papers, we developed two questions to include and exclude 
publications: Who uses the results?, with practitioners being in scope and researchers 
only being out of scope; and How are the results used? with to guide action being in 
scope and to understand the world, to inform only being out of scope. These are the 
same criteria as used in the previous survey of DESRIST design papers in [7]. 

Each of the researchers looked at each of the 145 papers as to whether it contained 
a designed artifact. In 62 cases we independently classified a paper as not presenting a 
designed artifact and 54 we independently identified as designs. Of the 39 papers with 
dissenting assessments, a consensus could be reached after a discussion, excluding 
four cases. After the discussion, 70 papers were considered to be a design and thus 
used in the further steps. 

Table 4. Amounts of short-, mid- and long-range designs identified independently by each  
researcher 

Category Reviewer 1 Reviewer 2 Reviewer 3 
Short-range design 21 13 22 
Mid-range design 48 55 47 
Long-range design 1 2 1 

3.3   Individual Categorization of Strategies and New Strategy Candidates 

The individual categorization consisted of three steps: The researchers first had to  
determine the design range (short, mid, or long). They then had to try to find a suit-
able strategy out of the strategy catalog defined in [1]. If that was not possible, the  
researcher had to come up with a new strategy that captures the approach of the paper. 
Table 4 shows the results of the three individual classification of designs into short-, 
mid-, and long-range. The largest differences were the classification of some designs 
into either mid- or short-range. 

Fig. 1 shows the results of the individual classification, aggregated by unanimous 
and majority classification. The first seven bars show the seven previously defined 
strategies, the eighth bar shows the number of papers in which new strategies were 
proposed (not necessarily the same strategies yet) and the ninth bar represents the 
number of completely diverting classification, in which each research offer a different 
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opinion. The dark segments of each bar show how many papers were classified by all 
three researchers in the same way, whereas the light segments represent those  
classifications where two of the three researchers were of the same opinion. 
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Fig. 1. Numbers of unanimous and majority classification for the existing seven strategies, new 
strategy candidates and diverging classification 

Table 5. Candidates for new design strategies 

Reviewer 1 Reviewer 2 Reviewer 3 
Improve new short-range  Improve short-range 
  Extend short-range 
 Short-range out of scope  
Explore new mid-range Propose new mid-range Explore new mid-

range 
Improve mid-range Improve mid-range Improve mid-range 
Increase scope (mid-range) Extend scope (mid-range) Extend mid-range 
 Specialize mid-range  
 Propose alternative (mid range)  
Deduct mid-range from 
long-range 

  

Infer new long-range from 
theoretical considerations 

  

 
 

Finally, new strategies emerged whenever it became clear that no existing strategy 
would fit without bending the definition. Each researcher named and preliminarily de-
fined their new candidates, which are shown in table 5. 
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3.4   Description of Newly Discovered Strategies 

We discussed each proposal in turn to select a final set of strategies out of the  
candidate list. For those that appeared on each candidate list, not much discussion was 
necessary beyond ensuring that everyone had a compatible definition in mind. For 
those with one or two mentions we examined the papers the researcher considered to 
exemplify the strategy. In some cases (e.g. “extend short-range” and “short-range out 
of scope”) it turned out that the strategies applied, but that the design was in a differ-
ent range (i.e. mid-range). In other cases (e.g. “propose alternative (mid-range)”) a 
solid distinction from other strategies (“improve mid-range” in this case) was theo-
retically possible but did not manifest clearly enough in the abstract. Finally, we iden-
tified three new strategy types and two additional variations (cf. fig. 2). The individ-
ual strategies are differentiated by the following criteria: 

• Design range(s) affected: Short-, mid-, long-range design. 
• Multiplicity of designs used as input: One design as input design vs. multiple de-

signs as input. 
• Change of purpose/scope: Purpose and scope remains constant vs. purpose is 

changed and/or scope increased. 
• Increase of utility: Utility remains constant vs. utility is increased. 

  

Fig. 2. Extended set of research strategies 

In the original set of strategies, a new design could only be invented as short-range. In 
the literature analyzed, however, we found many research results that explore a new 
design not as short-range, but as mid-range. Contrary to other strategies involving 
mid-range designs, explore new mid-range does not build on prior short-range or mid-
range designs. Usually when employing this strategy, a validation is performed at the 
same time to demonstrate the utility of the newly developed design. 
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We also found papers that propose improvements to existing designs in order to 
create a better design. This happens for short- and mid-range designs: improve short-
range design and improve mid-range design. The improvements concern the design’s 
utility compared to existing designs, keeping purpose and scope constant. 

Another possibility we found was to increase the scope of an existing mid-range 
design. Increase scope keeps the purpose of a design constant but makes it applicable 
in more cases. The strategy is similar to “combine designs”, with the difference that 
only one existing mid-range design is involved and the extensions are newly  
developed. 

Finally, based on an existing long-range design, one can derive a new mid-range 
design that realizes the ideas from the long-range design. The long-range design is 
operationalized to inform practice. 

To highlight the newly discovered strategies, we present examples of DESRIST 
papers using each of the strategies. In his paper “A Design Language for Developing 
and Simulating Implementation Strategies for Knowledge Management Systems 
(KMS) in Small to Mid-size Enterprises (SME)”, Judge [13] describes the exploration 
of a new language/notation mid-range design. In the abstracts, he writes: “Although 
there has been extensive research performed on aspects of these issues, and some at-
tempts to model Knowledge Management, to the best of my knowledge no one has 
developed a design language to create simulations specifically for understanding the 
flow of knowledge in a given organization.” [13] That shows that the language he 
proposes is not based on any existing design. Also, the language is not specific to any 
concrete KMS or SME and is classified as mid-range design. 

Garrett et al. [14] published a paper “Extending the Elgg Social Networking Sys-
tem to Enhance the Campus Conversation”. They extented the existing social net-
working software Elgg “to support student collaboration and peer learning”. “The 
modified software represents an alternative model to the traditional course manage-
ment system, using blogs & wikis to support student collaboration and peer learning.” 
[14] Therefore, they improve the short-range design software system Elgg by modify-
ing the source code and creating an improved short-range design. 

Erenkrantz et al. [15] published a paper “Rethinking Web Services from First Prin-
ciples”, where they propose improvements to the REST pattern/algorithm mid-range 
design in form of the protocol and architecture style “Computational REST”. The new 
mid-range design builds on REST, but improves the integration of Web Services into 
the web. 

In their paper “Towards Deterministically Constructing Organizations Based on 
the Normalized Systems Approach”, Van Nuffel et al. [16] increase the scope of the 
mid-range method design “normalized systems approach”. “Recently, the normalized 
systems approach has been proposed to design information systems exhibiting proven 
evolvability. In this paper, we extend the approach’s basic principles to the related 
fields of Enterprise Architecture (EA) and Business Process Management (BPM).” 
[16] Therefore, the scope is increased from information systems design to EA and 
BPM. 

Nakakawa et al. [17] published the paper “Towards a Theory on Collaborative  
Decision Making in Enterprise Architecture”, where they derive a new mid-range  
design from the long-range design “collaborative decision making”. “This paper, 
therefore, presents an evolving theory that is currently being used to guide the  
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development of a method for supporting collaborative decision making during enter-
prise architecture creation.” [17] So based the long-range design, a new method of 
mid-range design is developed. 
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Fig. 3. Number of occurrences of old and new strategies. Accumulation of strategies without 
(dark segment) and with additional validation strategy (light segment). 

3.5   Consolidation of Categorization and Application of New Strategies 

As a final step we went through all dissenting classifications and came up with an 
agreement. At the same time we had to verify that they not only matched the abstracts 
from which they originated but also applied to new papers. In some cases, a  
dissenting classification was best resolved by applying a newly defined strategy. 

We looked at each of the 33 papers considered to present a design but where re-
searchers came up with different strategies. We were able to agree on a strategy in all 
but three cases. Two patterns reoccurred in the discussion that help to understand why 
we classified papers differently in the first place but were able to resolve this later. 

1) Researcher focused on different “signal words” in the abstract. Some abstracts 
contained indicators about different strategies. If one research did not see or disre-
garded a signal word that the other found important, different classifications would 
occur. In only three cases were we not able to resolve our differences about abstracts 
ambiguous in this sense. 

2) Signal words vs. actual mention of source designs. Some abstracts would men-
tion words such as “synthesize” or “improve” but would not make it clear that they 
made use of a specific design(s) as source(s). We agreed on a shared interpretation of 
our own definitions, which would only consider the more specific strategy (i.e. “syn-
thesize” over “improve” or “improve” over “explore new”) if the source design was 
named or it was otherwise clear that specific designs were analyzed as input for the 
design in the paper. In all other cases, the more general strategy was used. 
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Fig. 3 gives an overview of the number of occurrences of joint unanimously and con-
sensual classification (67 of 70 design papers). The “validate” strategy appears in two 
functions: As an addition to other strategies (e.g. a design was newly introduced or 
improved and then validated), or it was an exclusive strategy; in which case the paper 
concerned the validation of a design published in a different paper (by the same or a 
different author).  We decided to introduce this distinction to address the fact that the 
papers that combined some strategy with validation were always dominated by that 
other strategy. The validation would not have taken place without the introduction of 
the design in the first place. The second type of “validate” occurrences existed due to 
some explicit interest in the validation. 

4   Discussion 

4.1   Methodological Considerations 

The articles are all taken from a single conference. This might be considered  
one-sided. Yet DESRIST is one of the few places in which the common theme is  
design rather than some business or technical specialization. That leads us to assume 
that DESRIST is a good source for a wide variety of design publications, which is 
what we needed to check our theoretically derived strategies against reality, as well as 
to do exploratory research on new strategies. As we are not interested in generalizable 
quantitative statements, we feel that this data set is of sufficient size and quality. 

We focused on abstract and title of each paper to determine the designs and strate-
gies. By doing so, we risked missing aspects that would have become apparent inside 
the paper. At the same time, we considered it reasonable to assume that between  
abstract and title enough information communicated as to what the approach and the 
result of the research are. Even across disciplines, abstracts are considered to capture 
all relevant parts of a publication [18, 19]. Every other part of a paper might either not 
occur dependably or might differ widely with regards as to what is discussed in it. 
The other reason to focus on the abstract was that it emulated the perspective of 
scholars which perform literature research for their everyday work. If a paper repre-
sents a design, the fact that it is a design, what kind of design, how it was derived and 
what the design is based on are crucial information and they thus should appear in the 
abstract. 

Finally, the classification was based on interpretations of three individuals. A  
similar study with different researches might lead to different outcomes. Generally 
speaking, this is possible with any qualitative and exploratory study. The fact that we 
were focusing on abstract and title only reduced that risk as for each article only a 
limited amount of text was read. The other measure was the step-wise approach of 
classification (is it a design? - what range? - which strategy?) and the sequence of in-
dividual classification and group discussion. Papers were classified more than once 
and new strategies were applied in more than one instance, whenever possible. While 
this does not guarantee universality, it indicates some degree of reproducibility for 
other researchers and other papers. 
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4.2   Results 

The purpose of this literature analysis was to ground our theoretical proposal in actual 
data and to discover new strategies. For each of our seven original strategies we found 
several papers, except for “extract long-range”. This is not surprising, given that we 
considered long range designs to emerge over years while becoming “text book 
knowledge”. This type of work is usually not seen in single articles on conferences, 
but would probably be found in journal articles or monographs. 

Even if we did not focus on the qualitative evaluation of the data, it seems note-
worthy that the two most frequently found categories, covering half of all papers (34 
out of 67), are new designs. We classified a paper as “new design” when the authors 
either claimed that a design was new or if it was not apparent that any pre-existing  
design had been used. In any of those cases, design researches are influenced by pre-
existing design and possibly did not explicitly mention it in the abstract, so our num-
bers probably are too high. Even then, it suggests that knowledge re-use either does 
not take place or is not communicated as well as we would consider necessary. This 
finding is not completely new, but merely supports existing criticism. Within the 
Software-Engineering community, for example, the pattern that researchers declare 
new types of solutions has been critically discussed under the label “research- 
then-transfer” [20] or “advocacy-based research” [21]. 

4.3   Template Abstracts 

Our experience with reading these many abstracts lead us to believe that researches 
might not make crucial information regarding their design explicit in the abstract. 
This reduces the usefulness of abstracts and consequently makes knowledge building 
complicated and less effective. As a practical contribution we suggest templates for 
papers presenting information system designs that attempt to fix these shortcomings. 
Each paper should state whether it addresses a problem for the first time or builds on 
previous designs. In the latter case, it should explicitly state the (class of) designs it 
builds on and how it uses the designs to come up with its own solution. By doing so, 
it also should become clear if the design addresses the original (class of) problems, or 
if the scope is changed or extended. Our template proposals are based on the design 
science artifact types identified by Offermann et al. [7], and the design range and the 
research strategies as presented in fig. 2. Generally, an abstract should contain a de-
scription of the purpose, the method, the results and a conclusion. [18, 19, 22] Our 
template abstracts cover the purpose and method aspect only, as the results and the 
conclusion depend mainly on the content and have to be written by the authors.  

We are not the first to suggest abstract templates for systematically indicating what 
research is about. Newman [23] suggest so called pro forma abstracts for describing 
the results of HCI research. He identifies five types of research papers: Three kinds of 
enhancements, namely of models (EM), solutions (ES) and tools (ET), a radical solu-
tion (RS), and experience / design heuristic (XH). For each type a pro-forma abstract 
(i.e. an abstract template) is offered. The separation of different artefacts (models, so-
lutions and tools) is more fine-grained than our classification. The differentiation be-
tween enhancement and radical solution can be found in our categorization as well (as 
in, for example, “improvement” vs. “propose new”). 
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Table 6. Template abstracts 

Strategy Template abstract Example 
abstract 

Explore 
new 

In the field of [field of research], the problem of [problem description] 
has not yet been solved. In this paper, we propose a solution to the 
problem in form of [artifact type]. The solution is a [short|mid-range] 
design [solution name] that is applicable to [scope]. (We validate the 
utility of the design by applying it to [evaluation setting]. [Result of 
evaluation]) 

[25] 

Validate 

In the field of [field of research], a mid-range design in form of [arti-
fact type] has been proposed to solve the problem of [problem descrip-
tion]. In this paper, we validate the design by [evaluation]. [Result of 
evaluation] 

[26] 

General-
ize to / 
extract 

In the field of [field of research], many [short|mid-range] solutions in 
form of [artifact type] exist to solve the problem of [problem descrip-
tion]. We look at the existing designs, identify commonalities and idio-
syncrasies and propose a more general [new range] design. The new 
design can be used to inform [enlarged scope]. 

[27] 

Apply 
out of 
scope 

In the field of [field of research], the mid-range design [existing de-
sign] is usually used to [current scope]. In this paper, we evaluate if the 
design can also be used for [new scope] to [new problem]. [Result of 
evaluation] 

[28] 

Synthe-
size 

In the field of [field of research], the problem of [problem description] 
can be solved by different designs. Available designs are [existing de-
signs]. All of these designs have advantages and disadvantages. We 
analyzed the designs and propose a synthesized design that combines 
the strong points of the existing designs while overcoming their weak-
nesses. 

[29] 

Com-
bine 

In the field of [field of research], the problems of [problem description 
1] and [problem description 2] often occur together. The first problem 
can be solved by [design 1], the second problem by [design 2]. We ana-
lyzed both designs and propose a combined design with an enlarged 
scope that addresses both problems at the same time. 

[30] 

Improve 

In the field of [field of research], the problem of [problem description] 
is usually solved by [state-of-the-art designs]. All of these (short|mid)-
range designs have shortcomings, because [shortcomings]. We propose 
an improved design that overcomes these shortcomings by [improve-
ments]. (We validate the utility of the design by applying it to [evalua-
tion setting]. [Result of evaluation]) 

[15] 

Increase 
scope 

In the field of [field of research], the [existing mid-range design] is 
meant to be used to [current purpose] for [current scope]. In this paper, 
we propose extensions to the design so it also can be used for [new 
scope]. 

[16] 

Derive 
from 

In the field of [field of research], the idea of [long-range design] pro-
poses solutions to [set of problems]. Based on these concepts, we de-
veloped a new solution to the problem of [problem] in form of a [arti-
fact type] mid-range design. 

[17] 

Our approach is more granular in differentiating between improvements (remaining 
within existing scope and purpose) generalization (to mid and long range) and other 
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strategies (changing either scope or purpose). In the realm of software engineering, 
Shaw examines the question “What makes good research in software engineering?” in a 
paper with the same title [24]. She defines three dimensions for classification: the  
research question, the research output and the research validation. For each, several  
instances are offered together with characteristic fragments that help to identify a par-
ticular instance. While one can use this work to build abstracts from these fragments, it 
does not appear to be the intention of Shaw, who rather considers this an analytical 
framework. Also, the work has a wider focus, including design and research in general. 

5   Conclusion 

We have analyzed 148 papers from the DESRIST 2006 till 2010 conferences to verify 
the design strategy categories presented by Offermann et al. [1]. While we were able 
to classify most of the papers according to these strategies, we also identified some 
new strategies how to create knowledge in design science. Specifically, we identified 
“improve”, “increase scope” and “derive”. We are confident that the enlarged set as 
presented in fig. 2 is more comprehensive and covers most of the viable design sci-
ence research strategies. 

Based on the enlarged set, we proposed template abstracts that can be used for pub-
lications. By using one of the templates as a starting point, we hope to give a clearer 
direction and more structure to research projects and publications. After having read 
all DESRIST abstracts we have the impression that a considerable number of papers 
could be improved by focusing on one of the proposed research strategies. 

On a more general level, we hope that this paper fosters a discussion about viable 
research strategies in design science. We are convinced that by agreeing on a canoni-
cal set of strategies, research quality can be improved.  In our study, we classified half 
of the design papers as “explore new”. In the light of aiming at cumulative knowledge 
creation, this is a worrying result. We hope that a clear specification of source and the 
target designs will reduce that problem. 
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Abstract. Design Science Research (DSR) has sparked a renaissance of contri-
butions to IS, but its rigor and value of DSR could be increased by expanding 
its scope beyond its engineering roots to bring all modes of scientific inquiry to 
bear – exploratory, theoretical , experimental, and applied science / engineering  
(AS/E). All DSR Cycle activities can be realized as instances of one or more of 
the four modes. The rigor of DSR can therefore be defended in terms of the 
goals, research products, and standards of rigor already established for each 
mode. There is, moreover, a synergy among the modes that can only be realized 
when all four are brought to bear, because each informs the other three. To  
exclude any mode of inquiry from DSR, therefore, is to impoverish knowledge 
about its objects of inquiry. Based on these insights, we propose a modified  
Cycles Model for DSR realized under the disciplines of the four modes of  
scientific inquiry. 

Keywords:  Design Science, Scientific Methods.  

1   On the Value of DSR 

Design Science Research (DSR) makes important contributions to the information 
systems (IS) literature beyond those made by behavioral research [1]. Behavioral 
research focuses on the human element of IS, e.g., system usage [2], emotion in IS 
[3], and information overload [4]; its prevailing modes of inquiry are theoretical and 
experimental research. The primary mode of inquiry for DSR, by contrast, is 
engineering [5, 6], and DSR has as its objects of inquiry: a) Design Processes 
(methods and practices): e.g., agile development [7]; b) Design Products (ways of 
modeling IS):  e.g., UML [8]; and c) Designed Artifacts (instances of technology): 
e.g., relational databases [9,10]. Hevner and Chatterjee [5] define three cycles for 
DSR: a) the Relevance Cycle for gathering requirements and field testing; b) the 
Design Cycle for building and evaluating design artifacts and processes; and c) the 
Rigor Cycle for grounding design efforts in the knowledge base and contributing 
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knowledge to it. The formalization of DSR [1], and a DSR methodology [11] sparked 
a renaissance of contributions [12].  

The value and rigor of DSR could be increased, however, by expanding its scope 
beyond its engineering roots to bring all modes of scientific inquiry to bear – 
exploratory, theoretical, experimental, and applied science/engineering (AS/E). All 
activities of the DSR Cycles [1, 5] can be realized as instances of the four modes of 
scientific inquiry. Indeed, a single DSR study could make exploratory, theoretical, 
experimental, and AS/E contributions. A DS researcher, for instance, having used a 
kernel theory to inform design choices for an IS artifact, might validate the solution 
by comparing it to a prior solution. If  unexplained phenomena were to manifest 
during validation, these would contribute to exploratory research. If  negative 
findings were to inspire improvements to the theory, that would contribute to 
theoretical research. If findings were positive, that would be an experimental test of 
the kernel theory, which would contribute to experimental research. If validation 
proved the new artifact to be superior, that would contribute to AS/E. 

This paper argues that all DSR Cycle activities can be realized as one or more of 
the modes inquiry, so the rigor of DSR contributions can be defended in terms of the 
goals, research products, and standards of rigor for each mode. The paper 
demonstrates a synergy among the modes of scientific inquiry that can be tapped only 
by bringing all four to bear (Figure 1). It argues, therefore, that broadening the scope 
of DSR to incorporate all modes could increase the depth and value of DSR 
contributions. Based on these insights, the paper proposes a modified Cycles Model 
for DSR activities realized under the disciplines of the four modes inquiry (Figure 2).  

2   On DSR Activities as Exploratory Research 

The goals of exploratory research are to discover and describe unexplained 
phenomena, their correlates, and the contexts in which they manifest [13, 14]. A 
phenomenon is an outcome whose value varies across time, contexts, and conditions, 
for example, system reliability or user productivity. The phenomena of interest to DS 
researchers would be the outcomes that designed artifacts are meant to improve. In 
the Design Cycle, they would be embodied in design objectives for requirements and 
evaluation metrics for validation. Correlates of a phenomenon are other phenomena 
whose variations appear to be related to it [15]. For example, end-user satisfaction 
sometimes varies with end-user user involvement in design processes (e.g., [16]). 

Products of Exploratory Research: The products of exploratory research are 
descriptive reports of phenomena, their correlates, and the contexts where they 
manifest. In DSR these may be, for instance,  reports of challenges in the user 
environment. Phenomena are generalized  to explicitly defined constructs, which may 
be classified in taxonomies and synthesized synthesize grounded theories, which are 
correlative networks of interrelated constructs [13]. Grounded theories may predict 
outcomes in the contexts where they were developed, but may not generalize to other 
conditions. Different relationships may appear among the same constructs under 
different conditions. This would not necessarily be seen as contradictions or 
refutation, but would instead add richness to descriptions of the phenomena. 
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Fig. 1. Each Mode of Scientific Inquiry Informs the others. All for modes, therefore, can be 
brought to bear on the objects of inquiry for DSR to improve the richness and rigor of DSR 
findings. (Arrows are illustrative examples.  Full articulation could occupy many pages.). 

Standards of Rigor for Exploratory Research: The validity and generalizability of 
exploratory findings are established through concatenation - the accumulation of 
studies from which inductions may be made [13, 17], and by which inter-subjective 
concurrence on inductions may be established [18]. DSR may concatenate, for 
example, by testing related solutions to a class of problems across multiple domains.  
Definitions of constructs should be sufficiently explicit to demarcate them from other 
closely related constructs.  

Exploratory research do not provide logic by which causality may be established. If 
two constructs correlate, it could be that the first causes the second, the second causes 
the first, or that some third unknown construct causes both [15]. The only logic for 
distinguishing among these possibilities is in theoretical and experimental research.  
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In exploratory papers, therefore, statements of relationships among constructs should 
be expressed in the language of association, e.g., A is strongly associated with B; C 
correlates with D; or, E is inversely related to F.  Statements in exploratory models 
should exclude language that connotes causation, avoiding terms like influences, 
impacts, affects, determines, or causes. When discussing their models, however, 
exploratory researchers may, propose carefully qualified conjectures about possible 
causal relationships among the phenomena they describe, e.g. G may influence H; I 
may be a function of J. 

Criteria for Exploratory Research Contributions: To be a contribution, an 
exploratory study should a) describe newly discovered phenomena and/or unreported 
contexts under which phenomena vary; or b) should concatenate previous findings , 
up to the point of  conceptual saturation, where further exploratory studies yield no 
new insights [13]. 

Contributions of Exploratory Research to Other Modes of Inquiry: Exploratory 
research provides the foundation for all other modes of inquiry. It discovers the 
phenomena that theoretical research should explain. It’s discoveries also inform 
experimental researchers about effects for which experimental designs should control. 
Its findings yield insights to AS/E researchers about the people, the problems and 
opportunities, and the environments that drive AS/E. Its correlative models let AS/E 
researchers predict possible consequences of design choices.  Case studies of design 
projects yield design guidelines and best practices that inform design theories [19] 
(Figure 1). 

DSR Cycle Activities as Exploratory Research: DSR Relevance, Design, and Rigor 
Cycles activities can be realized as exploratory research. For example, identifying 
problems, opportunities, stakeholders, goals, design drivers, constraints, and 
requirements during the design cycle corresponds to the discovery of phenomena and 
descriptions of the contexts in exploratory research. When solutions have been 
derived by intuition, field-testing in the Relevance Cycle constitutes primary 
exploratory research. In the Rigor Cycle, informing design choices with exploratory 
reports of correlation or association is, by definition AS/E research. Validation of 
such solutions constitutes exploratory concatenation. 

3   On DSR Activities as Theoretical Research  

The goal of theoretical research is to create models of cause and effect that predict 
and explain variations in phenomena. The phenomenon-of-interest in theoretical 
research is always an effect, never a cause. In DSR, the phenomena of most interest 
would be the outcomes the designer seeks to improve with designed artifacts. DS 
researchers need kernel theories that can predict and explain the effects of 
contemplated design choices. 

The Products of Theoretical Research: The product of theoretical research is a 
deductive nomological theory that predicts and explains variations in a phenomenon. 
These are sometimes called causal, formal, or explanatory theories; Gregor [20] calls 
them “theories that predict and explain;” Stebbins [13] calls them received theories.  
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The term, “theory,” however, is overloaded, being also attached to other kinds of 
models besides deductive nomological theories – taxonomies, descriptive models, 
grounded theories, and design theories among them [20]. Each kind of theory models 
a different aspect of reality. Each has different kinds of statements, represents 
different relationships, has different standards of rigor, and serves a different purpose. 
These kinds of theory are useful to science, but are not the product of theoretical 
research. Descriptive and grounded theories are, as noted, the product of exploratory 
research. Design theories are a product of AS/E.  

A deductive nomological theory has two kinds of statements (sometimes called 
covering laws or general laws):  axioms1 and propositions. A theoretical axiom states 
an assumption about mechanisms that could give rise to a phenomenon. For example, 
to explain user productivity, one might begin with an assumption like: 

 Axiom 1. Human attention resources are limited. 

A theoretical proposition is a functional statement of cause-and-effect between two 
constructs. A construct is an abstract concept that represents a causal or consequent 
element in the environment. It should be possible to a derive theoretical propositions 
from its axioms by internally consistent deductive logic. For example: 

If, as Axiom 1 posits, human attention resources are limited, and if 
productive effort requires attention, then it would have to be that:  

 Proposition 1:  User productivity is an inverse function of distraction.  

In DSR, the logic of a nomological theory can be used to predict and explain the 
effects of design choices. If Proposition 1 holds, for example, then a DS researcher 
should be able to improve user productivity by eliminating distractions from the 
system, and/or by using the system to mitigate distraction in the environment. 

Standards of Rigor for Theoretical Research: Proposition should express causal 
relationships between constructs. Axioms should propose mechanisms that could 
account for the phenomena-of-interest. It should be possible to derive its propositions 
from its axioms by deductive logic. It should be possible to falsify the constructs and 
propositions of a theory by experience [18, 21]. Propositions should not be 
tautological (true by definition, or by circular reasoning).  Definitions of causal 
constructs  should be sufficiently explicit that one could devise treatments that 
instantiate differing values of the causal construct [21]. Definitions of consequent 
constructs should be sufficiently explicit that they can be measured in an 
operationally specific manner [21]. The term, satisfaction, for example, has been 
attached to both judgments and emotions in the IS literature. Definitions of 
satisfaction would therefore have to clarify that distinction. The construct, outcomes, 
which has appeared in many IS theories, is not sufficiently specific because it could 
refer to every phenomenon in the IS domain. 

                                                           
1 The term, axiom, has other connotations in other contexts. Some authors apply the term to 

theoretical positions that have accreted massive and unequivocal empirical support (e.g., 
F=MA). Others use the term to mean, “that which is widely assumed to be true.”   
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The generalizability of a theory is the range of contexts to which it can be applied. 
A more-specific theory may explain a phenomenon in a given context or under a 
bounded range of conditions, and may do so in terms more closely related to the 
context, making it easier to apply the theory in that context. At the same time, 
specificity limits the theory’s generalizability. For example, early IS Satisfaction 
theories that included attributes of specific technologies were useful for predicting 
satisfaction with those objects, but did not generalize well to new technologies. More-
general disconfirmation theories of satisfaction [22] explained satisfaction with any 
technology at the time outcomes were realized, but could not account for effects long 
before or after outcomes were obtained. Yield Shift Theory [23] is still more general, 
explaining satisfaction with any objects in any contexts (although it has not yet 
accrued sufficient empirical support to establish its scientific utility).  At the same 
time, it may require more reasoning to apply  a general theory to a specific case.   

Note that it is neither required, nor logically possible to derive or defend the 
axioms of a theory. They are assumptions, and are deemed to be received [18]; their 
origins are not relevant to the logic of the theory. 

Criteria for Theoretical Research Contributions: A nomological theory 
contributes to knowledge if its scientific utility or parsimony are greater than those 
that preceded it [21]. A theory has more utility if it accounts for more variations in a 
phenomenon in more contexts; having more explanatory power, it is a contribution to 
theoretical research.  The parsimony of a theory is the number of constructs and 
statements it requires to achieve its explanatory power [18]. A new theory with same 
explanatory power, but fewer constructs or statements would be a contribution to 
theoretical research. If, however, adding more constructs, axioms, or propositions to a 
theory were to increase its explanatory power, then it would be deemed a 
contribution, even if it were less parsimonious. 

Contributions of Theoretical Research to Other Modes of Inquiry: Theoretical 
research often anticipates effects not yet observed, suggesting fruitful lines of inquiry 
to exploratory research. Theoretical research is the raison d’être for experimental 
inquiry, which has as its purpose to falsify theoretical propositions [18]. To AS/E, 
theoretical research sends explanations  with which designers can predict the 
consequences of new design choices (Figure 1). Theories may thus become design 
guidelines; e.g. if, as YST proposes, satisfaction is a function of shifts in yield for the 
active goal set, then UI/UX designers could invoke  satisfaction responses with design 
choices that impact the perceived likelihood and/or utility of goal attainment [23]. 

DSR Cycle Activities as Theoretical Research: In the DSR Rigor Cycle, design 
choices may be informed by a nomological deductive kernel theory [5]. If existing 
theory does not explain the outcomes of interest, the DS researcher may improve 
existing theory or derive a new theory for that purpose, e.g., [23]. Doing so 
contributes to theoretical research. In the Design Cycle, validating an artifact derived 
from a theory would test that theory. 



98 R.O. Briggs and G. Schwabe 

4   On DSR Activities as Experimental Research 

The goal of Experimental research is to test the propositions of a deductive 
nomological theory. It may also be called confirmatory research [13], but 
confirmation should not be misinterpreted as proof; scientific method provides no 
logic by which a theory may be proven true. Results that are consistent with a 
theoretical proposition may support a proposition, but do not prove it. By the same 
token, no single experiment can claim to have broken a proposition. There are many 
threats to the validity of an experiment [24], and it is not possible to control for all of 
them in a single study. It therefore requires a body of experimental work by a 
community of researchers to credibly support or refute a theory.  

Products of Experimental Research: The products of experimental inquiry are 
hypotheses, experimental designs and methods, and analyzed data sets. The term, 
hypothesis  has several connotations in the scientific literature; it is sometimes used as 
a synonym for the terms, prediction, conjecture, and proposition [25]. In experimental 
research, a hypothesis is a comparative statement that contrasts the value of a 
dependent variable across treatments that instantiate differing values of an 
independent variable. A dependent variable always instantiates the consequent 
construct of a theoretical proposition. In DSR it is a measure of an outcome the 
designer seeks to improve with the artifact, and so measures the degree to which 
design objectives have been achieved. An independent variable always instantiates the 
causal construct of a proposition. In DSR, one of the treatments is likely to be a 
theoretically-informed designed artifact. Another treatment may be a previously 
designed artifact, or a control condition where no technological artifact is introduced. 
Hypotheses should be derived by internally consistent deductive logic from the 
theoretical propositions they are meant to test. For example, to test the Distraction 
proposition above, one could reason as follows:  If, as Proposition 1 states, end-user 
productivity is an inverse function of distraction, then it would have to be that: 

Hypothesis 1. People using a digital brainstorming tool that plays video clips 
of exuberant dancers at random intervals will produce fewer useful ideas than 
will people who use a tool that plays no clips of dancers.  

In H1, the clip treatment is a high value for distraction; the lack-of-clips a low value.  

Standards of Rigor for Experimental Research: Many issues of validity surround 
Experimental research. This section only lists a small but important subset:  construct 
validity, internal validity, external validity, and experimenter bias [24]. Construct 
validity is the question of whether the variables used in the hypotheses actually 
instantiate the constructs in the proposition. Science has no definitive proof for 
construct validity, but statistical tests for convergent and discriminant validity are at 
least useful for excluding some flawed measures [24].  Internal validity is the question 
of whether the observed results were actually caused by the experimental treatment 
instead of by something else. Numerous disciplines pertaining to experimental 
designs and controls should be brought to bear to improve internal validity (see [24]). 
External validity is the degree to which results of the experiment would generalize to 
contexts other than those of the experimental conditions.  If for example, a DS 
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experiment user interface color were run with two-color monitors, the study would 
have low external validity since results might differ on commonly-used monitors that 
display 16 million colors [24]. 

Experimenter bias is the question of whether the experimenter’s expectations, 
preferences, actions, omissions, or limitations skewed experimental results.  There is a 
widespread misconception that the philosophy of science considers the scientist to be 
objective. On the contrary,  causal epistemology assumes the observer is subjective 
[18]. The validity of any finding is therefore in question until an experiment has been 
replicated by other subjective observers under other conditions.  Inter-subjective 
concurrence – all subjective observers obtaining similar results – provides some 
assurance that outcomes may be sound [18].  

Studies that measure the independent variable, rather than manipulating it with 
treatments, do not conform to the logic of experimental research, so no causation may 
be inferred from the results. Such studies are exploratory; to minimize confusion they 
should be labeled as investigations or explorations rather than as experiments.  

Criteria for Experimental Research Contributions: Experiments contribute to 
scientific knowledge if a) hypotheses were derived from theoretical propositions by 
sound deductive logic; b) construct validity is reasonably argued; c) experimental 
design rules out most alternative explanations for the results, and threats to validity 
that could not be controlled are noted; d) Statistical analyses are a sound test of the 
hypotheses, e) the analyses support the hypotheses, and f) the literature is not already 
saturated with replicated studies supporting the proposition being tested. Negative 
experimental results may also contribute to science if a) the first four conditions 
above hold;  b) statistical analysis reveal very high statistical power (had there been 
an effect, the study would have been likely to reveal it); and c) the literature contains 
robust empirical support for the proposition. This would be a credible challenge to a 
generally accepted position, and so worthy of further attention from the scientific 
community. 

Contributions of Experimental Research to Other Modes of Inquiry: Experiments 
sometimes reveal previously unknown phenomena and patterns of correlation, and 
contribute to exploratory research. Negative experimental findings sometimes inform 
ways to improve a theory, and so contribute to theoretical research. Positive findings 
build support for a theory, increasing its value to society, and so contribute to 
theoretical research. When experimental findings inform design processes and 
choices, or validate artifacts, they contribute insights to AS/E.  

Although the only purpose of Experimental research is to test formal theoretical 
propositions, experimental techniques are also useful in Exploratory and AS/E. An 
exploratory study based on experimental techniques can reveal new phenomena and 
new details about known phenomena, even though its results cannot be interpreted as 
having tested a theoretical proposition. Likewise, the findings of an experimental 
validation of a DSR artifact inspired by intuition would be both a contribution to 
AS/E, in that they validate the new solution, and a contribution to exploratory 
research, in that they explore phenomena in previously unexamined contexts and 
conditions. Such findings, though they would be regarded as AS/E and exploratory 
respectively, they would not be contributions to experimental research because they 
do not test a theoretical proposition. When experimental techniques are used in 
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exploratory or AS/E studies, hypotheses should not be advanced, because there will 
be no theoretical propositions from which to derive them. One can use instead 
research questions  or conjectures. A research question would convert hypothetical 
language to a question (e.g., RQ1. Will people who use an electronic…score higher 
on…than people who use…?). A conjecture would differ linguistically from a 
hypothesis in label only, (e.g., Conjecture 1. People who use an electronic…will score 
higher on… than people who use…).  The conjecture label will show readers that the 
author knows the study does not test a theoretical proposition, and so may preclude 
them from  demanding experimental rigor for a study where it would not be logically 
or philosophically warranted (Figure 1).  

DSR Cycle Activities as Experimental Research: In the Rigor Cycle, when one 
draws on a theory to inform design choices,  that frames a treatment for an 
experimental hypothesis. In the Relevance Cycle, validating a theoretically-informed 
artifact by comparing it to a prior solution could be an instance of an experiment on a 
hypothesis derived from the theory. Positive findings would both validate the artifact, 
and support the theory. 

5   On DSR Cycles as Applied Research/Engineering 

The goal of AS/E research is to use scientific knowledge to solve important practical 
problems. AS/E is distinguished from engineering practice in that engineering 
practice seeks to create a specific instance of a useful artifact to solve a specific 
problem, (e.g., [26, p. 86]), while AS/E seeks to create novel, generalizable solutions 
for an important class of problems, and to synthesize bodies of knowledge, 
construction principles, and generalizable work practices that can increase the 
likelihood that designed artifacts will meet design objectives. In DSR, the synthesized 
knowledge would include the kernel theories and other findings that could inform the 
design choices. Construction principles encompass structure and function of existing 
and possible technology [26, p. 90]. The generalizable work practices would be 
engineering methodologies. These contributions can, over time, be codified into a 
design theory (DT) that a) defines the purpose and scope of a design methodology; b) 
identifies principles of form and function for design solutions in that scope; c) defines 
criteria for generalizability of solutions by identifying requisite variety that a solution 
in the scope should accommodate (called “artifact mutability”); d) identifies 
justificatory knowledge in the form of kernel theories and other knowledge that can 
inform designs in the scope; e) provides guidelines for implementation; and f) 
provides an expository instance of a solution in the scope [19].  

Where theoretical inquiry seeks relationships in the form, A causes B, the logic of 
AS/E is, If you want to achieve B, then you should do A. German technology 
philosopher Kornwachs [27, p. 72] condenses Bunge’s [28] pragmatic syllogism more 
concisely as: If A --> B. This expression means: Under certain circumstances, 
realizing State A will cause State B to exist. If State B is desired, then try to bring 
about State A. While A causes B should be true in all contexts, If you want to achieve 
B, then do A is dependent on its specific socio-technical context for two reasons. 
Firstly, there are many interacting conditions other than the designed artifact that may 
affect its utility for achieving A. An artifact requiring electrical power, for example, 
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may be deployed in an environment without electricity, and so be incapable of 
creating A. Likewise, a good artifact may be used badly, and so not produce A, despite 
its potential. In Engineering research, therefore, is often useful and necessary to 
inform design choices by a mixture of scientific knowledge (from the natural and 
social sciences), intuition, empirical knowledge (e.g., from tests) and prior technical 
knowledge [29].  

Products of AS/E Research: The research products of AS/E research are: a) detailed 
descriptions of important classes of problems, and the contexts in which they emerge; 
b) generalizable design objectives, constraints, and requirements for addressing a 
class of problems; c) generalizable solutions for a class of problems, e.g., design 
patterns [30, 31]; d) expository instances of generalizable solutions; e.g., reference 
models [32], and proof-of-concept prototypes [1]; f) evidence that solutions are useful 
and generalizable; and g) the elements that comprise design theories for implementing 
solutions for a class of problems, e.g., methods such as object-oriented analysis and 
design [33]. 

Standards of Rigor for AS/E Research: Where an exploratory researcher says, 
“Gee, that’s funny,” (Isaac Asimov quoted by [34]) and a theoretical researcher 
shouts, "Eureka!" the successful AS/E researcher exclaims. "It works!" [26. p. 97]. 
The principle criterion for a contribution to AS/E knowledge is its usefulness. As with 
theoretical contributions, AS/E contributions should be original, generalizable, and 
validated. Originality may be established by comparing contributions to the state of 
the art. Generalizability may be established by demonstrating the applicability of the 
solution to a range of contexts. Validity may be justified by the evaluation  of the 
results [35]. Justification efforts could include pilot tests in the natural environment 
[36], experiments, expert evaluations, or, in some cases, the consensus of the 
scientific community.  

Criteria for AS/E Research Contributions: AS/E Research applies scientific 
knowledge to solve important practical problems. It is by definition, therefore, 
informed by the other three modes. AS/E, however, also informs the other three. An 
AS/E researcher who investigates a previously unexamined domain to identify its 
problems, opportunities, constraints could make a contribution to exploratory 
research. Likewise, an AS/E researcher who tests a new design inspired by intuition 
rather than theory may be conducting exploratory research. When an AS/E researcher 
develops or improves a theory to better inform design choices, the resulting model 
could be a contribution to theoretical research. An AS/E researcher who validates a 
theory-informed artifact with an experiment, contributes to experimental research. 

Contributions of AS/E Research to Other Modes of Inquiry: When an applied 
researcher discovers a previously unreported effect, that may be a contribution to 
exploratory research. If the applied researcher develops a theory to explain an effect 
in order to inform design choices, that would be a contribution to experimental  
research. When an applied research validates  a technology whose design choices 
were informed by a theoretical proposition by comparing it to an earlier solution, the 
results may be a contribution to experimental research. If the experiment fails to 
support the theory, that may also be a contribution to exploratory research. 
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DSR Cycle Activities A AS/E: Because the roots of DSR are in engineering, the 
activities of the DSR closely parallel those of AS/E; indeed, the current framing of 
DSR may be seen as a domain-specific reinvention of AS/E. The parallels can be 
demonstrated by considering three key activities of AS/E:   

1. Identify an important class of unsolved problems. This corresponds to the 
Requirements activity of the DSR Relevance cycle, where the current state and 
desired state are identified by identifying the actors, their goals, the design objectives 
and key design drivers and constraints. AS/E outputs, like DSR requirements, should 
be generalizable to a class of problems and a range of contexts . 

2. Design generalizable solutions. This AS/E activity corresponds closely with the 
Design and Build Artifacts activity in the DSR Design Cycle, where theories, 
intuition, and prior engineering knowledge are used to produce classical engineering 
outputs: models, methods, and expository instances of a generalizable solution. 

3. Validate the solution. This AS/E activity maps directly to the Validate and Field 
Test Artifacts activity of the DSR Relevance cycle. As in AS/E, DSR validation 
consist of an empirical test of the designed artifact or process with, for example, 
experimental techniques. Where exploratory or theoretical knowledge is realized in 
the artifact, the validation produces research spillovers in those domains (Figure 1).  

6   On Expanding the Scope of Design Science Inquiry 

6.1   Increasing the Rigor of DSR by Expanding Its Scope 

The preceding sections define the goals, research products, and standards of rigor for 
each mode of exploratory, theoretical, experimental, and AS/E inquiry, and 
demonstrate that DSR Cycle Activities can be realized as instances of one or more of 
the four modes of scientific inquiry.  Depending on the needs of the DS researcher 
and the phase of the research, Relevance Cycle activities like Identify Requirements 
and Do Field Tests, can be realized variously as exploratory, theoretical, 
experimental, and AS/E modes of inquiry. Various aspects of the Build Design 
Artifacts and Processes activity in the Design Cycle can be realized across as 
instances of all four modes. The Rigor Cycle activity, Ground design in applicable 
knowledge, corresponds exactly to the AS/E activity, Identify relevant scientific 
knowledge. Elements of the Rigor Cycle’s Add Knowledge to Knowledge Base 
activity can be realized in each of the four modes of scientific inquiry, because all 
activities of the four modes of scientific inquiry contribute to the knowledge base, and 
all are instantiated by one or more DSR Cycle activities.  

Given that all activities of the DSR Cycles Model can be realized as one or more 
instances of the four modes of scientific inquiry, and given that all four modes have 
accepted standards of rigor, and assuming that the DS researcher implements an 
activity under the disciplines of a mode, the standards of rigor for the four modes of 
inquiry can be used to defend the rigor of DSR. Expanding the scope of DSR to bring 
all four modes of scientific inquiry to bear on the DSR objects of inquiry would 
therefore increase the rigor of DSR.  It is important to note, however, that all DSR 
activities can also be realized in ways that do not conform to the logic and disciplines 
of any of the four modes of scientific inquiry.  In such cases, the rigor of the DSR 
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could not be defended by the standards of rigor for the modes.  Given that lack of 
rigor, however, one might argue that such activities are not, in fact, design science.   

6.2   Increasing the Richness of DSR by Expanding Its Scope 

The preceding sections also demonstrate that there is a synergy among the four modes 
of scientific method because each mode informs the others; none stands on its own 
(Figure 2). Increasing the scope of DSR beyond its engineering roots so as to bring all 
four modes to bear on the DSR objects of inquiry would therefore increase the depth 
and variety of DSR’s normal AS/E contributions, increasing the strength of DSR’s 
foundation. It would also initiate a fresh stream of DSR contributions to exploratory, 
theoretical, and experimental research.  

7   On Cycles Model for DSR Informed Four Modes of Scientific 
Inquiry 

If DSR activities are realized as instances of the four modes of scientific inquiry, then 
the activities and their findings will be scientifically rigorous. Under those conditions 
there is no need for a separate Rigor Cycle in a DSR cycle model. If realized 
rigorously, all DSR activities have the potential to contribute to the knowledge base. 
Given that stakeholders could be involved in all DSR activities, all activities could 
require interactions with the environment. We therefore propose a modified DSR 
Cycles Model for activities based on the four modes inquiry (Figure 2). It 
characterizes DSR as three activities:  1) Discover Problems and Opportunities; 2) 
Design and Build Artifacts and Processes; and 3) Validate Artifacts and Processes.  
 

 

 

 

 

 

Fig. 2. A MODIFIED DSR CYCLES MODEL for Activities Informed by the Four Modes of 
Scientific Method:  Exploratory, Theoretical, Experimental, and Applied Science/Engineering. 
If all DSR activities are conducted with scientific rigor, there is no need for a separate Rigor 
Cycle. Arrows signify information flows among DSR activities, the environment, and the 
knowledge base. (Lists of concepts are exemplary rather than exhaustive.). 
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The model depicts a Relevance Cycle between the Discovery and Design activities, 
and a Design Cycle between the Design and Validate Activities. It signifies that any 
DSR activity may draw from or add to the Knowledge Base. It further signifies that 
any DSR activity may engage with stakeholders in the environment to learn more 
about their problems and opportunities and to involve them in the DSR process. This 
model reflects the rigor and richness that can be gained by broadening the scope of 
DSR modes of inquiry. The arrows signify flows of knowledge between DSR 
activities, the knowledge base, and the environment. 

8   Conclusions 

This paper argued that DSR activities can be realized as instances of four modes of 
scientific inquiry: exploratory, theoretical, experimental, and AS/E. It shows a 
synergy among the four modes of inquiry, because each mode of inquiry informs the 
other three. To exclude  any of them from DSR, therefore, is to impoverish that body 
of research. It is consequently important to the advancement of DSR to expand the 
scope of DSR beyond its engineering roots to embrace all four modes of scientific 
inquiry.  

We argue that, because DSR activities can be realized as instances of the four 
modes of inquiry, it is possible to defend the rigor of DSR activities in terms of the 
goals, research products, standards of rigor, and criteria for contributions to knowledge 
that have already been established and accepted for these modes of inquiry. The paper 
demonstrates this position by enumerating aspects of each mode of inquiry and linking 
them to DSR activities. It would be useful to the advancement of DSR, therefore, to 
execute DSR activities according to the precepts and disciplines of the established 
modes of inquiry until such time as other means of defending its rigor may be 
established.  
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Abstract. This paper proposes and synthesizes from previous design science 
(DS) methodological literature a structured and detailed DS Roadmap for the 
conduct of DS research. The Roadmap is a general guide for researchers to 
carry out DS research by suggesting reasonably detailed activities. Though 
highly tentative, it is believed the Roadmap usefully inter-relates many other-
wise seemingly disparate, overlapping or conflicting concepts. It is hoped the 
DS Roadmap will aid in the planning, execution and communication of DS re-
search, while also attracting constructive criticism, improvements and exten-
sions. A key distinction of the Roadmap from other DS research methods is its 
breadth of coverage of DS research aspects and activities; its detail and scope. 
We demonstrate and evaluate the Roadmap by presenting two case studies in 
terms of the DS Roadmap. 

Keywords: Design Science, Design Science research Roadmap, Design  
Science research methodology, Design Research, Information System Design 
Theory, Archival Analysis. 

1   Introduction 

Design science (DS) research has become an accepted approach for research in the IS 
discipline [1, 2], with dramatic growth in recent, related literature1 [6]. Though this 
literature reflects healthy discussion around the balance of rigor and relevance in DS 
research, consensus on even the fundamentals (e.g. DS Definition, DS methods, DS 
Outputs) has yet to be achieved [7]; the area still being in its genesis [2, 8].  

Views and prescriptions on the methodology of DS research appear particularly 
disparate, e.g. [4, 9-17]. One set of guidelines  by Hevner et al. [18] has been widely 
cited, there being concern however with their high-level and lack of specificity. Ar-
chival analysis by Indulska and Recker [19] of papers reporting studies that purport-
edly conform to the Hevner et al. [18] guidelines, reveals few instances of their actual 
application. Similarly, and more recently, Venable [20] investigates the opinions of IS 
scholars on the importance of the Hevner et al. [18] guidelines, observing “extensive 
disagreement on what guideline areas should be used as criteria and standards for 
evaluation  [of DS research]” [20]. Walls et al. in [21] noticed also that few papers 

                                                           
1 Strong, relatively recent interest in DS [2, 3] has stimulated journal special issues (e.g. 2008 

MIS Quarterly vol. 32 no. 4 [4]); specialized conferences in the area (e.g. DESRIST begins in 
2006); and the publication in 2007 of the first textbook on ISDR methods [5]. 



108 A. Alturki, G.G. Gable, and W. Bandara 

use their Information System Design Theory (ISTD) proposed in [22] despite this 
paper  discussing how to develop theory being frequently cited.  

Thus, though generally highly regarded and widely cited, DS methodological guid-
ance from e.g. Hevner et al. [18] and Walls et al. [22] is seldom ‘applied’, suggesting 
that existing guidelines and methods are insufficiently clear, or inadequately opera-
tionalised - still too high a level of abstraction [14]. This lack of detailed, more  
specific guidance, becomes stark in comparison with research methodology in the 
behavioral sciences, where guidance on methods e.g. experimentation (e.g. [23]) and 
analytical techniques e.g. structural equation modeling (e.g. [24]), has evolved to 
become highly prescriptive and specific. And though the dangers of overly constrain-
ing designers’ imaginations and creativity through prescription is recognized (e.g. 
[1]), there would too seem to be a general consensus that some level of generality of 
approach and more detailed guidance is possible and in some areas of DS research 
more extensively possible; in other words, that we have not gone far enough. Winter 
[4] states there is a “lack of a commonly accepted reference process model for design 
research”, suggesting that a more complete methodology is a key lack in DS research 
[7]. This paper is motivated by this lack and the authors believe that there is need for 
a structured DS Roadmap to guide researchers across the DS lifecycle.  

This paper proposes and synthesizes from existing DS methodological writings a 
structured and detailed DS Roadmap for the conduct of DS research. The DS Road-
map is a guide, providing detailed steps for researchers to perform DS research. 
Though highly tentative, it is believed the Roadmap usefully inter-relates many  
otherwise seemingly disparate, overlapping or conflicting concepts. It is hoped the DS 
Roadmap will aid in the planning, execution and communication of DS research, 
while also attracting constructive criticism, improvements and extensions. A key 
distinction of the Roadmap from other DS research methods is its breadth of coverage 
of published DS research concepts and activities; its detail and scope. We next de-
scribe the process employed for archival analysis of past DS research, subsequently 
presenting the synthesized Roadmap illustrating its main components and steps. 
Thereafter, two case studies are used to show the value of the DS Roadmap, followed 
by conclusions. 

2   Methodology 

The main source of concepts for the intended Roadmap was existing DS literature. 
Searching employed a snowball approach, starting with highly cited papers - e.g.  
[13, 18], gradually fanning out to other relevant publications, and paying particular 
attention to related special issues and specialist conferences. Closer attention was paid 
to papers having a considerable citation rate, taking into account the year of publica-
tion [3]. These include articles that are largely methodological, as well as articles that 
are methodological in part only. Through this process, 60 key articles were compiled 
from which the Roadmap concepts are drawn (a list of the full set of these papers is 
available from the 1st author). 

The 60 articles were loaded into NVivo 8.0 software for content analysis. As key 
concepts were identified, they were entered as nodes in separate classification and 
glossary trees. A glossary of DS-related concepts and definitions was compiled.  
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Having thoroughly read and partially codified the 60 articles, and having populated 
the glossary of concepts and terms, a further pass on the dataset revealed four main 
themes:  

DS as an Approach. ‘how to’, guidelines for conducting, or output of DS e.g. [9, 14]. 

DS Philosophy. and how it differs from other methods, e.g. [16][16][8, 16]. 

The Role of Theory and Theorizing in DS. e.g. [6, 25]. 

Applications2 of DS. e.g. [26, 27]. 

With the goal of synthesizing from the literature a pragmatic and detailed Roadmap to 
guide DS research, a key node in the Nvivo classification tree was ‘DS meth-
ods/steps’, against which was mapped all material that either explicitly or implicitly 
suggested guidance on how to undertake DS research. The next section shows the 
result of synthesizing this node content. 

3   The Synthesized Design Science Roadmap 

In this section, the relevant literature is discussed chronologically (see Table 1), 
thereby minimizing repetition and best reflecting the evolution of DS thinking, with 
key methodological guidance drawing on, influenced by, or referring to prior pub-
lished ideas3 – e.g. Hevner et al.’s [18] work draws extensively on March and Smith 
[13]; Gregor and Jones’s [25] work is based in Walls, Widmeyer and El Sawy [22]; 
and Venable [17] makes much reference to Nunamaker, Chen and Purdin [29].  
Certain of these source writings address some specific aspect of DS research activity 
– e.g.  ‘evaluation’, as in [30]. Others are broader, more abstract and less prescriptive 
– e.g. [14].  

Fig. 1 depicts the Roadmap, as synthesized from the archival analysis, inter-relating 
methodological contributions across the DS lifecycle, from the early ’spark’ of a design 
idea, through to final publication. The Roadmap is consistence with Hevner et al.’s [18] 
IS research framework and the three DS research cycles (relevance, design and rigor) as 
presented in [10]. The authors believe the Roadmap extends Hevner et al.’s framework, 
by providing detailed steps for conducting DS research, and by indicating how these 
activities interrelate with the knowledge-base and environment. It thus adds components 
(B, C and D), as explained in following sections. It incorporates a framework for evalu-
ating risk as proposed in [31], and represents a multi-grounded design research process 

                                                           
2 Though many of the 60 articles refer to applications of DS research, all have some methodo-

logical emphasis. 
3 Though broader canvassing of the DS literature (i.e. outside IS) would, we expect, encounter 

greater complexity, we believe the extensive acknowledgement of prior DS-related thinking 
by IS authors is one reason why we were able to substantially interrelate ideas and concepts 
with little regard to differing paradigms and understandings. Further, Gregor and Hevner [28] 
note that though “there exist differing ‘camps’ in the IS DSR community,” the ‘design-theory 
camp and the pragmatic-design camp, they believe these views are complementary rather that 
conflicting or competing. Regardless, closer attention to implications of differing paradigms, 
and expansion of the literature review beyond IS, are both valuable extensions of this study. 
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and design theory as discussed in [6, 32]. Moreover, it adopts the Information System 
Design Theory (ISDT) structure proposed in [25], and includes a Central Design Re-
pository (CDR) to document all aspects of the DS research journey. The Roadmap is 
usefully viewed top-down, and from its center to the left (environment) and to the right 
(the knowledge-base). Structurally, the Roadmap in Fig. 1 consists of four main interre-
lated components: (A) DS research cycles; (B) DS research output; (C) DS risk man-
agement; and (D) Central Design Repository (CDR). Component A gradually feeds and 
reads from component D which ultimately contributes to component B. Component C 
and A should execute in parallel, both again using component D. Consequently, compo-
nents B and D are the sources that contribute to both the environment and the knowl-
edge-base. Following, each of the four main structural components of the Roadmap is 
discussed in more detail. 

3.1   The Design Science Research Cycles 

The Roadmap adopts Hevner’s [10] three major DS research cycles: rigor, relevance 
and design (see top of Fig. 1). Discussion in this section focuses on the more detailed 
‘Design’ cycle, pictured vertically at the centre of Fig. 1, design and evaluation con-
stituting the core of DS activity [19]. 

Table 1 loosely inter-relates DS lifecycle related activities as distilled from 15 rela-
tively more methodological articles. The number of steps proposed in these articles 
varies with focus, level of detail, and scope of the writings. Some refer to a single step 
– e.g. evaluation, as in [30]. Others have two rows in Table 1, as they presented their 
steps in two levels, e.g. [22]. Two papers do not specifically report DS activities [22, 
25], but rather propose the structure of design theory as an output of DS research; 
they are included to assure necessary attention to these outputs and related activities. 
The centre of Fig. 1 depicts the fourteen main activities of the Design Cycle. Each is 
addressed briefly following. 

Document the Spark of an Idea/Problem. As shown vertically spanning the left- 
and right-hand sides of Fig. 1, DS research is informed either by practitioners in an 
environment, where the needs come from;  or by researchers based on the knowledge-
base, where possible new solutions or extensions are suggested [10]. Accordingly, the 
issue of the ‘spark’ could be seen inductively or deductively, respectively. The spark 
of DS research is sometimes grounded in theory from other research paradigms, such 
as behavioural science [13, 18, 21, 25, 32].  An idea for DS research might also come 
from the creative thinking of a designer who can predict an unforeseen need or oppor-
tunity based on his/her experience and identified knowledge [1]. Venable calls these 
‘ideas sparks’ and lists examples in [33]. 

Investigate and Evaluate the Importance of the Problem/Idea. A key characteristic 
of DS research is that it resolves an important, previously unsolved problem, for a class 
of businesses or environments, while making a contribution to the knowledge-base [17, 
18]. The value of a new solution may perhaps come from solving a known or expected 
problem, satisfying needs, or innovating something new for the environment. Design 
researchers must investigate pre-existing knowledge and solutions to insure they do not 
simply replicate past work of others or undertake what scholars refer to as ‘routine 
design’ [18, 33]. Design research must produce new knowledge which comes from 
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“the number of unknowns in the proposed design which when successfully surmounted 
provide the new information that makes the effort research and assures its value” [16]. 
Pre-design investigation could involve consideration of the type of problem; Hevner et 
al. [18] believe the problems that DS research address are ‘wicked’4 in nature. This 
investigation may involve searching the existing knowledge-base, or collecting pri-
mary data through empirical work such as case studies, interviews, experiments or 
surveys [6, 18, 25, 32, 35]. Research should stop if the problem has already been 
solved, or if it is found to be unimportant for the targeted environment. Through this 
process of investigation, the researcher satisfies the relevance condition for DS re-
search in IS [10], while also addressing generalisability [36, 37]. 

Evaluate  the New Solution Feasibility. The importance of an unsolved problem is 
not enough to warrant DS research. A critical question to ask here is “Is it possible to 
produce a new solution?” The target objective might be overly ambitious, and there-
fore not doable within the DS research timeframe and budget. Feasibility is thus a 
critical early consideration, in order to increase the likelihood of success. 

Define Research Scope. The initial research scope and ultimate objective are defined 
in this step. Since knowledge from DS research is generated through the design proc-
ess [16, 38], the scope and ultimate objective are revisited frequently for refinement, 
as the research evolves. New or different objectives may be established with iteration 
[14, 16]. Though the specific problem definition is not always compulsory, as some 
designs are motivated by the creativity of designers [1], a researcher should define an 
expected problem or need, which the intended design aims to overcome or satisfy. 

Resolve Whether within the Design Science Paradigm. Once the scope and main 
objective are defined, the researcher judges whether the research falls under the DS 
paradigm5 or not. This assessment may not be straightforward; as DS research can 
overlap other areas such as routine design and action research e.g. see [6, 8, 9, 11, 13, 
18, 22, 29, 33]. Researchers must understand their objective precisely, and compare it 
to the DS paradigm, on the one hand to insure they intend doing DS research [41], 
and on the other hand to discover the value of their design. 

Establish Type (IS Design Science VS IS Design Research). DS research in IS can 
be seen as one or both of two types: (1) IS design science and (2) IS design research. 
Winter [7] makes the distinction between ‘(IS) design science’ and. ‘(IS) design re-
search. stating: “While design research is aimed at creating solutions to specific 
classes of relevant problems by using a rigorous construction and evaluation process, 
design science reflects the design research process and aims at creating standards for 
its rigour”. Kuechler and Vaishnavi [2] have a similar view, and see DS research in 
the IS field as, research with design as either a topic or method of investigation.  
 

                                                           
4 Wicked problems have incomplete, ill-defined requirements, contradictory, and changing 

requirements; solutions often difficult to recognize due to complex interdependencies. Rittel 
& Webber state that while solving a wicked problem, the solution of one aspect may reveal or 
create another, even more complex problem [18, 34]. 

5 Paradigm - “the combination of research questions asked, the research methodologies allowed 
to answer them and the nature of the pursued research products” [6]. 
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Goldkuhl and Lind [6] also propose a comparable distinction, dividing DS research 
into meta-design practice and design practice. Thus there would seem to be much 
consensus that this distinction is important for researchers to consider when planning 
and scoping their work and intended contributions. 

Resolve Theme (Construction, Evaluation, or Both). Design research can entail 
construction, evaluation or both.  March and Smith [13] believe that acceptable  
research need not extend to evaluation if the design solution is particularly novel. 
Winter [7] separates construction research from evaluation research in his IS design 
science research framework. Deciding on construction, evaluation, or both, is a key 
decision, having substantive implications for planning and activity. Evaluation may 
require quite different expertise and entail substantial resources. 

Define Requirements. The requirements definition step specifies necessary skills, 
tools and experience required for the project, such as field or technical knowledge, or 
hardware/software resources – e.g. a specialized programming tool. To the extent 
possible, given the evolutionary nature of DS research, required resources and skills 
should be specified prior to commencing design. These requirements may be obvious, 
may be identified through empirical work such as interviews, surveys, case studies, 
etc.  [25, 35] or may necessarily become apparent with the passage of time and design 
iteration. 

Define Alternative Solutions. In essence, design is a search activity that aims to find 
the optimum solution to an important unsolved problem [18]. Based on Simon [42], 
Hevner [10] sees design as creating options that are filtered and excluded until the 
design’s requirements are fulfilled. This step is creative, because a new solution is 
imagined. The defined solution is tentative and needs to be built, instantiated, and 
evaluated. 

Explorer Knowledge Base Support of Alternatives. This step entails exploring the 
knowledge-base in order to discover a ‘kernal’ theory that supports the defined alter-
native solution (from Step 9). A kernel theory is a theory from Natural/Social Sci-
ences governing design activity [22]. Kernel theories can inform design theory and at 
the same time, may be refined by design theory at the end of the DS research [6, 32, 
43]. Gregor and Jones [25] refer to kernel theory as justificatory knowledge which is 
“explanatory knowledge that links goals, shapes, processes, and materials”. They 
believe that justificatory knowledge should exist somewhere in the designed solution 
in DS research, even if there are limitations to this justificatory knowledge. These 
limitations, which are considered generated knowledge from a construction process 
[44], point to new areas for research [25]. 

Prepare for Design and/or Evaluation. This activity comprises planning for solution 
construction and evaluation activities. Methods for constructing the defined alternative 
solution are selected at this step. The step also includes preparation of functional speci-
fications and metrics or criteria, to evaluate the significance and performance of a 
solution or an artifact. In this regard, March and Smith [13] believe metrics need to be 
defined before the evaluation process, because they play a major role in the evaluation 
process. Another very important task is choosing a suitable environment for the  
targeted solution, in which to evaluate the solution and then implement it in the real 
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environment [39]. Moreover, since a design artifact targets an environment, including 
human elements, a researcher should be careful when selecting organizations and 
groups of people, stakeholders, when evaluating the artifact. Venable [45] identifies 
the stakeholders of DS research which include decision makers, professionals, future 
clients and others who might be impacted in the future use of design solution. 

Develop (Construction). In this step, design and development of a solution for a real 
problem/foreseen need or novel artifact is constructed. March and Smith [13] define 
development as “the process of constructing an artifact for a specific purpose”. A 
researcher tries to build an artifact that implements the alternative solution [16] from 
step number nine. The constructed solution, an artifact, varies in its essence based on 
how a researcher sees what the artifact means; there is little consensus on what ex-
actly constitutes the artifact. Some scholars see the IT artifact as “executing code” 
while others view the artifact as embedded knowledge in the executing code [46]. 
This step also includes determination of the artifact’s functionality, architecture and 
properties, then building an instantiation which is the physical artifact [6, 13, 14, 18, 
22, 25, 47-49]. 

Evaluate. Once the artifact is built, it becomes the object of the evaluation activity. 
Rigorous evaluation often distinguishes academic from practice-based work; the 
evaluation process is what researchers pay close attention to and perform in academia 
[1]. March and Smith [13] define evaluation as “the process of determining how well 
the artifact performs”. Hevner et al. [18] suggest evaluation “provides feedback in-
formation and a better understanding of the problem in order to improve both the 
quality of the product and the design process”. Evaluation is an essential and empiri-
cal step because developing new/refined solution technology is still at the proposal 
stage and not yet proven [17]. Since the performance of the artifact depends on an 
intended use, the evaluation process is complex. The evaluation activity compares the 
performance of a solution to criteria or metrics, or functional specifications [16, 40], 
in the targeted environment defined in step eleven. The aim of evaluation is to decide 
not ‘why’ or ‘how’, but ‘how well’ the artifact works [13]. The new system must be 
verified as (1) working correctly without bugs and validated, and (2) performing re-
quired functions according to the defined requirements; these two stages are consis-
tent with what Hevner et al. called quantitative and qualitative evaluations; and also 
consistent with α and β tests explained in [39], and Internal and External evaluation as 
in [1]. Venable [17] suggests a further, similar dichotomy - artificial and naturalistic 
evaluation - which we adopt in the Roadmap and discuss following: 

“Artificial” Evaluation. In an artificial evaluation, the designed solution or  
artifact is tested in a stilted way where it may pass on to external evaluation or 
return to the design step for refinement before entering the same loop again.  
If the design cannot satisfy internal evaluation, the researcher moves to another  
alternative solution. The design solution should only move through naturalistic, 
external, evaluation when it is verified and validated, because naturalistic 
evaluation is risky and costly. 

“Naturalistic” Evaluation. The naturalistic evaluation is the ‘real’ test where 
the invented designed solution or artifact is tested in an actual organization to 
check the how good or bad it is based on metrics defined in step 11. Since the 
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real organization is a complex structure and has many variables affecting the 
testing, naturalistic evaluation is difficult and may also be costly. Furthermore, 
as an organization has a unique combination of people, processes, etc., at any 
specific time, it is also not viable to compare the solution technology against dif-
ferent organization settings [17]. 

Communicate findings. This is the last step in the DS Roadmap. It means the design 
solution/artifact has passed the tests in the evaluation activity and can be published 
and communicated Most papers listed in Table 1 address this activity implicitly if not 
explicitly. Researchers must effectively report/communicate results, contributions, 
limitations, and new knowledge gained during the construction and design of the DS 
artifact, to communities of both researchers and practitioners; see [12, 14, 16, 20, 45]. 
The communication report helps practitioners to implement a solution in a new con-
text. On the other hand, it also helps researchers to know the theoretical and methodo-
logical contributions [45].  This report is stored in a Central Design Repository (CDR) 
explained later, and includes all beneficial information generated across the DS  
lifecycle. 

3.2   Output of the DS Research 

This component of the DS research Roadmap is important, as researchers should, as 
far as possible, anticipate what they are going to produce. The authors of this paper 
sought to distill an inclusive DS research output taxonomy from the literature. None-
theless, diversity of DS research outputs is observed, with little consensus [7, 16]. 
There is a debate on what types of output are expected from DS research [7, 16, 40, 
50]. Winter [7] ponders whether it is acceptable to produce an organizational artifact, 
or just IT-related artifacts? Some scholars use the same output name, ‘an artifact’, 
with quite differing meanings. It was thus felt necessary to first discover all DS out-
puts from the literature, and then select a suitable and maximally inclusive set for the 
DS research Roadmap. 

Table 2 summarizes DS research outputs identified from the literature review, de-
picting how they relate to each other, and suggesting some correspondence between 
scholars’ conceptions, based on the authors’ understanding of the related papers. This 
table gives a holistic view on DS research’s outputs, the table rows representing key 
attempts to define outputs of DS research. The columns indicate the name of each 
output, also implying some equivalence across similar outputs suggested across the 
articles. A design theory as output of DS research has wide acceptance as reflected in 
the last column of Table 2. 

Gregor and Jones’s [25], the last row in Table 2, includes the widely accepted DS 
outputs construct, model, method and instantiation, as proposed by March and Smith 
[13]. They however suggest “We would argue, using authorities such as Dubin (1978) 
and Nagel (1979) as a reference, that “constructs, models and methods” are all one 
type of thing and can be equated to theory or components of theory, while instantia-
tions are a different type of thing altogether”. Their ISDT structure is most compre-
hensive. Moreover, Gregor and Jones’s ISDT is also directly based in the work of 
Walls et al. [22]. On this basis, Gregor and Jones’s seminal work has been adopted in 
the DS Roadmap. 
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Table 2. DS research outputs 

Author Outputs 
Nunamaker et 
al. [9] -- -- -- Software Building Theory 

Walls et al.[24] -- -- -- -- 
Design Theory 

(ISDT) 
March & Smith
[10] Construct Model Method Instantiation -- 

Purao [42] 
Operational 
principles   Artifact Emergent theory 

Rossi & Sein 
[13] 

Conceptual 
designs Model Method Systems 

Better theories  
(theory building) 

Aken [46] -- -- -- 
Not considered 
as DS output. Design knowledge 

Venable [29] 
Part of solution 

technology 

Part of solu-
tion technol-

ogy 

Part of solu-
tion technol-

ogy 
Computer base 

system 
Utility theory  

(Design Theory) 

Gregor & Jones 
[20] 

Fit into first 
component Of 

(ISDT) 

Fit into a 
component 
Of (ISDT) 

Fit into a 
component 
Of (ISDT) 

Fit into last 
component Of 

(ISDT) 
Design Theory 

(ISDT) 

3.3   Central Design Repository (CDR) 

Documenting and publishing results of research is an axiom in academe, but in DS 
research is supreme. Design is iterative in nature [9, 10, 14, 25, 40, 48] knowledge 
produced deriving from the construction process [38]. In this regard, Owen [38] states 
“knowledge is generated and accumulated through action. Doing something and judg-
ing the results is the general model ... the process is shown as a cycle in which knowl-
edge is used to create works, and works are evaluated to build knowledge”. Vaishnavi 
and Kuechler [16]] categorize the knowledge “as either ‘firm’ - facts that have been 
learned and can be repeatedly applied or behaviour that can be repeatedly invoked - or 
as ‘loose ends’ – anomalous behaviour that defies explanation and may well serve as 
the subject of further research”. In this regard they say:  

“[T]he Circumscription in process is especially important to understanding de-
sign research because it generates understanding that could only be gained from 
the specific act of construction. Circumscription is a formal logical method 
(McCarthy, 1980) that assumes that every fragment of knowledge is valid only 
in certain situations. Further, the applicability of knowledge can only be deter-
mined through the detection and analysis of contradictions – in common  
language, the design researcher learns or discovers when things don’t work “ac-
cording to theory." This happens many times not due to a misunderstanding of 
the theory, but due to the necessarily incomplete nature of ANY knowledge 
base. The design process, when interrupted and forced back to Awareness of 
Problem in this way, contributes valuable constraint knowledge to the under-
standing of the always-incomplete-theories that abductively motivated the  
original design”.  

Thus, a researcher should document circumstances of all successful and failed at-
tempts while progressing the research. 
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Although, most, if not all, scholars mention the significance of the documentation 
step in DS research and communication with academia and practice to accumulate the 
knowledge, no one specifies how to conduct this step, or provides any guidance to 
accomplish this task. In attention to this lack, this paper proposes a Central Design 
Repository (CDR) as an important component of the DS Roadmap. Given that an 
ISDT should deal with two design aspects: a designed product and a design process 
[22], the CDR consists of two separate parts, a designed product and a design process. 
The first part is document knowledge about a product such as properties, structure and 
functions; the latter documents the process of how to perform and implement a design 
solution or artifact. The CDR has a controller which will have simple criteria to be 
responsible for the CDR content management. The ISDT components proposed in 
[25] as the output of the DS research in this Roadmap are populated from the content 
of the CDR. This population may be gradually completed, component by component 
during the design progression, or at one time when the design is finished. The full 
content of the CDR or part of it could be published to communicate the discovered 
knowledge. 

3.4   DS Risk Management 

Risk in DS research is “a potential problem that would be detrimental to a DSR pro-
ject’s success should it materialize” [31]. As depicted in Fig. 1 risk management in 
DS research is related to and overlaps with all steps in the DS research journey. A 
researcher should define, document, and monitor and be aware of every potential risk 
at every step in the DS research. Since there are considerable potential dangers during 
DS research, a researcher could prevent or mitigate these risks if s/he could predict 
them. Pries-Heje et al.’s [31] framework is the only work which is dedicated to ad-
dress risk management in the DS research. A researcher manages these risks through 
four main tasks: (1) Risk identification, (2) Risk analyzing, (3) Risk treatment and (4) 
Risk monitoring  [31]. The authors of this paper agree with Pries-Heje et al. that this 
framework complements the DS research methods and should be incorporated in the 
DS Roadmap for completeness. 

4   Demonstrating the Fit of the DS Research Roadmap 

In order to demonstrate the use and value of the DS research Roadmap, we apply it to 
two research efforts. The first is a paper, titled ‘The Design Theory Nexus’ which was 
published in an MIS Quarterly special issue on DS. The other is our effort to develop 
the DS research Roadmap itself, because the authors believe the developed DS 
Roadmap ‘artifact’, falls under the DS paradigm, Design Science type. In these two 
cases, we show how the research activities are consistent with the DS Roadmap. Lan-
guage of the DS Roadmap and two simple tables have been used to demonstrate the 
DS research processes in these two works. 
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5   Conclusion 

There is strong need for detailed guidance on conducting DS research. This paper has 
presented a DS research Roadmap for DS research in IS. The Roadmap is synthesized 
from DS-related methodological writings, providing reasonably detailed steps for 
researchers. The Roadmap is well grounded in literature about DS in IS. This Road-
map consists of four main interrelated components: (1) DS research cycles, (2) DS 
research output, (3) DS risk management, and (4) Central Design Repository (CDR). 
The Roadmap is general, appears to have wide application and can be translated to a 
situated method to carry out a specific DS research as a construction blueprint. They 
can also alter the situated version to fit specific design requirements. Future research 
may improve this Roadmap by defining lower more detailed levels of the fourteen 
processes and develop CDR format. 
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Abstract. The purpose of this study is to identify the meanings of design to 
Information Systems (IS) scholars as revealed in their research. We conducted 
an extensive review of IS research papers from 1970 to 2007 that are related to 
design research broadly construed and analyzed them to reveal the overview of 
their scope and patterns using two approaches. The first approach locates 
existing research in a design space based on attention to design artifacts versus 
design processes, and their interests in the analytic or the synthetic aspect of 
design cognition. The second approach locates existing research in a design 
space based on the level of organization system from local to global that design 
affects, and the temporal state (past, present, future) that it considers. Finally, 
this study draws upon where the lack of design research in IS remains as future 
research opportunities. 

Keywords: design research in IS, action research, design research framework. 

1   Introduction 

Design has always been a central issue in Information Systems (IS) research and 
practice, and IS design domain is expanding its concerns from fixed system issues to 
open social ones, encompassing IT, media, and digital solutions. Here, design has 
been treated as an essential part of the development and implementation of 
information systems, and IS scholars need to pay more attention to design. Offering 
an extensive perspective, Hirschheim et al. (1995) provide a conceptual and 
philosophical foundation of the boundary of information system design. Orlikowski 
and Iacono (2001) call for more careful research on IT artifacts. Hevner et al. (2004) 
affirm design science as an important intellectual branch in the IS community. Prior 
IS design science scholars have theoretically explored what design science is, what 
design issues are useful in IS contexts, and why design is an important discipline in 
ISD (Information System Development) and IS artifacts in few journal special issues 
(e.g. SJIS 2007 Issue 2, EJIS 2008 Issue 5, and MISQ 2008 Issue 4) and conferences 
(e.g. DERIST, AMCIS mini-tracks). These studies have significantly expanded the 
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boundaries and the theoretical visions of IS design science research over time. Yet, 
we believe that design has already been embedded into IS research and in the work of 
prior IS researchers over time, not just in design science research as a new IS 
discipline.  

In this paper, we discover how the published IS research have developed the 
meanings of design and where the researchers design considerations exist. The 
purpose of this study is to identify new research opportunities for the IS community 
by reflecting on the broad nature of design and published IS design related studies. In 
what follows, we conduct two reviews with different perspectives to elucidate the 
science of design in IS: a designer’s perspective in the first review, and then a design 
researcher’s perspective in the second review.  

The first review examines research from a designer’s standpoint, theorizing two 
dimensions of design: what things are considered (design action) and how things are 
considered (design cognition). We address the question -- What design action and 
design cognition have IS researchers been concerned with in IS research? To do that, 
we develop a theoretical framework for reviewing IS publications by design action 
and design cognition. The design action may be the processes (ways of creating a 
design) or outcomes (things being created). Design cognition ranges from analysis 
and synthesis in varying degrees. With this analytic framework, we conduct a content 
analysis of published IS research and classify the attention to design action and design 
cognition in IS over time. 

Our second review explores research from an IS researcher’s standpoint, 
identifying design research spaces with two design dimensions: what scope of design 
is considered and what design timeframe is considered. Here, our guiding question is -
- What aspects of IS design have been studied by IS researchers?  In order to address 
this, we perform a grounded analysis approach to identify two dimensions reflected in 
the published IS research: the scope of design being considered and the timeframe of 
the IS design being studied. The scope of design ranges from particularities to the 
ecological wholeness of a system. The timeframe being considered ranges from 
previously constructed (existing system designs), to currently being constructed 
(emerging design systems), to future constructions (design systems that are planned 
for the future). We refer to a combination of scope and timeframe as an IS research 
space, and locate each study in a research space. 

2   Methodology 

We sampled two premier IS journals, MIS Quarterly (MISQ) and Information 
Systems Research (ISR) because these two journals deal with major IS research, and 
most leading scholars’ works are included. In order to filter design articles broadly 
related to the nature of design in MISQ and ISR, we listed all papers from the initial 
issues to the year of 2007, excluding editorial notes and interview sections. 
Subsequently, we printed all of the abstracts of MIS Quarterly and ISR over those 
time periods. 

We performed two stages of sampling process to filter design papers in IS (see Table 1 
for the summary). In the first stage, 1,132 abstracts are reviewed. Here, we selected 252 
papers as design papers and rejected 880. In the second stage, we reviewed the 252 full 
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papers that were deemed as design papers from the first stage. Based on the full text 
reading, we identified 162 papers as design related papers (MISQ: 106, ISR: 56), and 
these 162 papers became the basis for our analysis. 
 

Table 1. The Process of Sampling 

 

The 1st Paper Selection with Abstracts The 2nd Paper Selection with Full Papers 
 Design 

Papers 
Not Design 

Papers 
Total 

Design 
Papers 

Not Design 
Papers 

Total 

MIS 
Quarterly 

169 597 766 106 63 169 

ISR 83 283 366 56 27 83 

Total 252 880 1,132 162 90 252 

 
We developed two analytic frameworks to review the sample papers. The objective 

of the first review is to account for what design topics exist in IS. To elucidate this, 
we created a framework, which deals with design action and design cognition as two 
dimensions from a designer’s perspective by using a content analysis across the 162 
presented design studies in IS. On the other hand, the objective of the second review 
is to locate the 162 presented design research papers by a grounded theory approach. 
The two dimensions from IS researchers’ perspective are comprised of the scope of 
design being considered and the design timeframe of the researcher toward design 
action. The detailed review process will be explained in each review section (section 3 
and section 4). 

3   Design Action and Cognition in IS Research: A Designer’s 
Perspective 

3.1   Empirical Approach: Content Analysis by Analytic Framework 

Drawing upon the extant literature on design, our first analytical framework is based 
on two design dimensions shown in Figure 1: design action and design cognition. 
Design action can be either the process of designing or the product of design (Boland 
1978). On the other hand, design cognition is analyzing or synthesizing in varying 
degrees. These two design dimensions are used to identify what design is from a 
designer’s standpoint (Yoo, Boland, & Lyytinen, 2006). 

As the dimensions of design action, design as artifacts represents design-as-noun 
(the things being created), and includes the forms of 2D (images), 3D (products), 
interaction / system designs, and service designs, while design as processes accounts 
for design-as-verb (the processes of creating things), and it encompasses the  
processes of information processing, effective prototypes, coordination, learning and 
knowledge development, and so on. In design cognition, design as analyzing deals 
with evaluations, feedbacks, systemic analysis for design requirements, resources,  
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Fig. 1. The First Framework: A Viewing the Designer’s Action and Cognition 

 

behaviors, materials, and alternatives, while design as synthesizing combines the 
synthesis of new ideas, forms, systemic tasks and functions, and relationships of 
actions in system designs. Taken together, we review past IS research broadly related 
to design action and design cognition with four design categories in Figure 1: 
Synthesizing Artifacts (SA), Analyzing Artifacts (AA), Analyzing Processes (AP), 
and Synthesizing Processes (SP).   

In order to perform a systemic content analysis (Duriau et al 2007, Pentland 1999), 
we recursively categorized the 162 papers according to the two main dimensions 
(design action and design cognition) by classifying them into one of the four design 
categories, and then we reclassified 19 sub-categories as 19 IS design topics.  

3.2   Result and Findings in the First Review 

Figure 2 represents 19 design topics over four design categories, and if required, we 
defined sub-categories among the 19 design topics (e.g. design elements and 
application & platform).  

As extreme cases of each design category, we discuss four topics: IT artifacts in 
SA, usability in AA, learning and training in AP, and user-centered design in SP. IT 
artifacts in SA account for synthesizing IT solutions or outcomes for individual, 
groups, and organizations. The topic combines Electronic Meeting System (EMS), 
Electronic Brain Storming (EBS), Creativity Support System (CSS), and Knowledge 
Based System (KBS). Usability in AA deals with analyzing emerging design 
applications or systems such as software usability, design interface, and usability 
guidelines. Learning and training in AP deals with analyzing the processes of end-
user learning and the effective procedural mechanisms in software training. User-
centered design in SP accounts for the impact of user-centric approaches defined by 
the following concerns: how user generated information systems theorize new 
principles of ISD, and how user centered design synthesizes new materials of IT 
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artifacts. Among the 19 design topics, standards and guidelines and methods and 
models occupy two liminal positions, because they are less extreme and therefore 
more difficult to classify. Here, we identified the standards and guidelines of SA, 
because they are a form of DSS, managerial strategies, user oriented systems, and 
optimal software development, etc. Also, we defined methods and models as the 
category of SA, to evolve new types of artifacts because of its diverse methodologies 
of strategic design and linguistic approaches in IS.  

 

Fig. 2. The Result of the First Review 

As the interpretation of the first review, Synthesizing Artifacts (SA) and Analyzing 
Processes (AP) occupy most design topics in IS, while Analyzing Artifacts (AA) and 
Synthesizing Process (SP) have not been adequately studied. This result demonstrates 
that most IS design studies can be categorized either SA or AP, and it reflects the 
research pattern of IS design from a designer’ view. Here, the published papers focus 
on what IS designers’ actions have to be analyzed to identify a design system, and 
what design systems can be synthesized through the analytic designers’ actions.  
Considering the reasons for the lack of AA and SP research in IS design, the AA and 
SP illustrate two design issues from a designer’ view: (1) how designers analyze 
design systems and design actions; and (2) how new actions and alternative methods 
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support design systems and design actions. Therefore, recent studies have considered 
AA and SP categories as alternative research areas to expand new design topics.  

Looking at the design topics closely, the 19 topics acquire dynamic meanings 
across each topic. For example, the topic of design elements falls under IT artifacts as 
the aspect of applications, and the topic of IT artifacts applies to application and 
platform as a part of IT infrastructures. Also, design elements, IT artifacts, and 
application and platform also generate a meaning – the attention to forms and 
functions in IS. In this way, all 19 design topics are connected one to the other, and 
they might generate new classifications for the science of design in IS. Therefore, we 
might say the 19 design topics draw upon the picture of design in IS as an answer to 
what design is in IS. The 19 design topics are a set of useful constructs to understand 
what IS researchers reflect in terms of the views of design action (design as artifacts 
or design as processes) and design cognition (design as analyzing or design as 
synthesizing). 

Table 2. Four Design Categories in IS over Time 

1970s 1980s 1990s 2000s Total 

 

MISQ MISQ MISQ ISR 
Sub 

Total
MISQ ISR 

Sub 
Total

MISQ ISR Total 

Synthesizing 
Artifacts (SA) 

1.2% 
(2) 

8.6% 
(14) 

9.2%
(15) 

6.8%
(11) 

16.0%
(26) 

7.4%
(12) 

8.0%
(13) 

15.4%
(25) 

26.5%
(43) 

14.8% 
(24) 

41.3% 
(67) 

Analyzing  
Artifacts (AA) 

0% 
(0) 

0% 
(0) 

1.2%
(2) 

0% 
(0) 

1.2%
(2) 

0% 
(0) 

1.8%
(3) 

1.8%
(3) 

1.2%
(2) 

1.8% 
(3) 

3.0% 
(5) 

Analyzing  
Processes 

(AP) 

5.5% 
(9) 

16.0% 
(26) 

6.8%
(11) 

9.2%
(15) 

16.0%
(26) 

4.3%
(7) 

6.1%
(10) 

10.4%
(17) 

32.7%
(53) 

15.4% 
(25) 

48.1% 
(78) 

Synthesizing 
Processes (SP) 

0.6% 
(1) 

2.4% 
(4) 

1.2%
(2) 

0.6%
(1) 

1.8%
(3) 

0.6%
(1) 

1.8%
(3) 

2.4%
(4) 

4.9%
(8) 

2.4% 
(4) 

7.4% 
(12) 

Total 
7.3% 
(12) 

27.0% 
(44) 

18.4%
(30) 

16.6%
(27) 

35.0%
(57) 

12.3%
(20) 

17.7%
(29) 

30.0%
(49) 

65.5%
(106)

34.5% 
(56) 

100% 
(162) 

Total: 100% (N=162) 

Table 2 represents the result of the coding from the four design categories in IS 
over time. Synthesizing Artifacts (SA) and Analyzing Processes (AP) (89.4%) have 
dominated the view in IS design research since the 1970s; while Analyzing Artifacts 
(AA) and Synthesizing Processes (SP) (10.4%) have not developed adequately in IS 
research; however, both areas have been expanded since the 1990s. In addition, MISQ 
and ISR have different concentrations of four design categories. MISQ has 
highlighted the Analyzing Processes (AP) more than ISR, while ISR has focused on 
the Synthesizing Artifacts (SA) more than MISQ. When we consider the fact that the 
initial issue of ISR was in 1990, MISQ has more Synthesizing Artifacts (SA) research 
(9.2% in 1990s, and 7.4% in 2000s) than Analyzing Processes (AP) (6.8% in 1990s, 
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and 4.3% in 2000s). On the other hand, ISR has had similar research volumes in 
Synthesizing Artifacts (SA) (6.8%, and 8.0%) and Analyzing Processes (AP) (9.2%, 
and 6.1%) since the 1990s.  

4   Design Research Spaces in IS Research: A View from an IS 
Researcher’s Perspective 

4.1   Empirical Approach: Analytic Framework by Grounded Analysis 
Approach 

In the second review, we used a grounded analysis approach (Corbin & Strauss 1990, 
Glaser & Strauss 1967) across the published IS design papers, because there is no 
prior theoretical framework that we can draw on. We reanalyzed the sample asking a 
following question – what aspect of IS design is being subjected to research? Table 3 
shows the result of our iterative coding process in the second review. Our grounded 
analysis approach reveals two systems that underpin prior design related research in 
IS.  One system (X-axis) deals with design timeframe and it indentifies three scales 
from past to future system action as follows: (1) existing system designs, (2) 
emerging system designs, and (3) future system designs. The other system (Y-axis) 
deals with the scope of IS design. It defines five levels ranging from the most 
particularly detailed (the aspects of an application) to the largest whole (the ecology 
of the system): (1) aspects of application, (2) single application, (3) infrastructure, (4) 
system development, and (5) the whole ecology of system.  

4.2   Result and Findings in the Second Review 

Table 3 represents the result of the second review developed through a grounded 
analysis approach that codes the 162 presented design studies. Here, we identify 15 
design research spaces for the science of design in IS.  

Through Table 4, we summarize the result of second review and elucidate three 
insights.  

First, considering the volume of research across 15 design research spaces, design 
research in IS has been well balanced. In design timeframe (x-axis), the system 
designs have been dealt with as follows: existing system designs is 15.4%, emerging 
system designs is 42.0%, and future system designs is 42.6%. Meanwhile, regarding 
the scope of design (y-axis), the system designs have been dealt with as follows: 
aspect of application is 15.4%, application is 27.2%, infrastructure is 11.1%, system 
development is 24.7%, and the whole ecology of system is 21.6%.  

Second, looking at each of the 15 design research spaces, application (7.4%) in 
existing system designs, aspects of application (9.3%), application (11.1%), 
infrastructure (8.6%), and system development (8.6%) in emerging system designs, 
application (8.6%), system development (11.7%), and the whole ecology of system 
(21.6%) in future system designs are the most popular design research spaces. The 
patterns of popularity revealed above demonstrate that the design research in IS has 
focused on emerging system designs in order to identify unexamined theories and future 
system designs. This would allow researchers to take design research in a direction 
whereby they could develop the quality of IT artifacts and system design action. 
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Third, MISQ and ISR have different concentrations. In comparing MISQ and ISR, 
MISQ has focused on emerging system designs (23.5%) and future system designs 
(34.6%), while ISR has concentrated more on existing system designs (8.6%) and 
emerging system designs (18.5%) in design timeframe (x-axis). In the scope of design 
(y-axis), MISQ has highlighted application (19.2%), system development (17.3%), and 
the whole ecology of system (15.4%). On the other hand, ISD has been balanced on 
each design research space (6.2%, 8.0%, 7.4%, and 6.2%). In MISQ, the most popular 
design research spaces are aspects of application (7.4%), application (6.2%) in emerging 
system designs and application (8.0%), system development (10.5%), and the whole 
ecology of system (12.4%) in future system designs. On the other hand, ISR publishes 
work on application (4.9%), infrastructure (6.2%), and system development (3.7%) in 
emerging system designs.  These results allow us to conclude that ISR is more focused 
on discovering emerging system designs and applications so that authors of ISR 
conducted more empirical studies with quantitative evidence; however, MISQ has more 
higlighted to future system designs with diverse approahces so that the scholars in 
MISQ performed more theoretical, case studies by qualitative evidence.  

Table 3. 15 Design Research Spaces in IS 

 Existing System 
Designs (1. 0) 

Emerging System Designs 
(2. 0) 

Future System Designs 
(3. 0) 

Aspects of 
Application 

(0. 1) 

Space 1: (1. 1) 
Goldstein & Storey (1992) 
Clifford et al. (1996) 

Space 6: (2. 1) 
Suh & Jenkins (1992) 
Kim et al. (2000) 
Hong et al. (2004)   
Firth (1980) 
Vassiliou et al. (1983) 
Watson & Driver (1983) 
Benbasat & Dexter (1986) 
Lee & MacLachlan (1986)  
Olfman & Mandviwalla (1994)  
Tractinsky & Meyer (1999)  
Lim & Benbasat (2000) 
Speier & Morris (2003) 
Kumar & Benbasat (2004) 
Suh & Lee (2005) 
Nadkarni & Gupta (2007) 

Space 11: (3. 1) 
Mookerjee & Santos (1993)  
Schocken&Christopher(1993) 
Mannino et al. (1994) 
Krishnan et al (2001) 
Aalst & Kumar (2003)   
Ives (1982) 
Banker & Kauffman (1991) 
Orlikowski (1993) 

Application 
(0. 2) 

Space 2: (1. 2) 
Mackay & Elam (1992) 
Pinsonneault et al. (1999) 
Dennis & Valacich (1999) 
Agarwal &Venkatesh (2002) 
Tan & Benbasat (1990)  
Schwartz et al. (1980) 
Semprevivo (1980) 
Sprague (1980) 
Alavi (1981) 
Chandler (1982) 
Rivard & Huff (1984) 
Wetherbe (1991) 
Storey & Goldstein (1993) 

Space 7: (2. 2) 
Prietula &March (1991)  
McLeod & Liker (1992) 
Sambamurthy & Poole (1992) 
Robey & Sahay (1996) 
Pinsonneault et al. (1999) 
Palmer (2002) 
Lilien et al. (2004) 
Kumar & Benbasat (2006)  
Olson &Ives (1982) 
Lambert & Wallace (1990) 
Chan et al. (1993) 
Lee (1994) 
Massetti (1996) 
Webster (1998) 
Wierenga & Bruggen (1998) 
Mennecke et al. (2000) 
Sircar et al. (2001) 
Venkatesh & Ramesh (2006) 

Space 12: (3. 2) 
De et al. (1993)  
Alter (1978)  
Fowler (1979) 
Locander, et al. (1979) 
Barbosa & Hirko (1980), 
Vierck (1981) 
Huber (1984)  
Henderson&Schilling (1985) 
Borovits & Neumann (1988)  
Mantel & Teorey (1989) 
Apte et al. (1990) 
Growwski et al. (1990) 
Albert et al. (2004) 
Hirshheim (1985) 
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Table 3. (continued) 

Infrastructure 
(0. 3) 

Space 3: (1. 3) 
Sinha & May (1996) 

Space 8: (2. 3) 
Limayem & DeSanctis (2000) 
Nault & Vandenbosch (2000) 
Banker & Slaughter (2000)  
McKinney et al. (2002)  
Asvanund et al. (2004) 
Jones et al. (2004) 
Jiang et al. (2005) 
Dellarocas (2005) 
Tam & Ho (2005) 
Gu et al. (2007)   
Sawy & Bowles (1997)  
Broadbent et al. (1999) 
Tam & Ho (2006) 
Webster & Ahuja (2006) 

Space 13: (3. 3) 
De &, Sen (1984) 
Trauth & Cole (1992) 
Palvia et al. (1992) 

System 
Development 

(0. 4) 

Space 4:  (1. 4) 
Gremillion (1980) 
Olson & Ives (1982) 
Janson & Smith (1985)  
Koushik&Mookerjee(1995) 
Medor & Mezger (1984) 
Gerlarch & Kuo (1991) 
Nambisan (2003) 

Space 9: (2. 4) 
Elam & Mead (1990) 
Weber (1996) 
Garfield et al. (2001) 
Purao et al. (2003) 
Chiang & Mookerjee (2004) 
Banker et al. (2006) 
Moore (1979) 
Kaiser & Bostrom (1982) 
Tait & Vessey (1988) 
Dekleva (1992) 
Aherens & Sankar (1993) 
Davis & Bostrom (1993) 
Lawrence & Low (1993) 
Barki & Hartwick (1994) 

Space 14: (3. 4) 
Ji et al. (2005 
Kasper (1996) 
Kling (1977) 
Benbasat & Taylor (1978) 
Zmud, & Cox (1979) 
Gremillion (980) 
Fuerst & Martin (1984) 
Mann & Watson (1984) 
Janson & Smith (1985) 
Barons & Louis (1988) 
Jessup et al. (1990) 
Karimi (1990) 
Te’eni (2001) 
Lindgren et al. (2004) 
Slaughter et al. (2006) 
Halloran et al.(1978) 
McLean (1979) 
Baskerville & Stage (1996) 
Markus et al. (2002) 

The Whole 
Ecology of 

System 
(0. 5) 

Space 5: (1.5) 
Sillince&Mouakket (1997) 
Iivari,et al.(1998) 
King (1982) 
 

Space 10: (2. 5) 
Wright et al (1998) 
Marakas & Elam (1998) 
Lilien et al. (2004) 
Benbasat, et al. (1977) 
White & Leifer (1986) 
Mahmood (1987) 
Necco et al. (198 7) 

Space 15: (3. 5) 
Kirsch (1997) 
Hirschheim & Newman (1991) 
Walls et al (1992) 
Ba et al. (2001) 
Levina (2005) 
Ahituv et al. (1984) 
Doll (1985) 
Meador & Rosenfeld (1986) 
Kozar & Mahlum (1987) 
Sherif &Sawy (1988) 
Couger et al. (1993) 
Clark et al. (1997) 
Nissen (1998) 
Ravichandran, & Rai (2000) 
Hevner et al. (2004) 
Highsmith (1978) 
Berrisford & Wetherbe (1979) 
Schonberger (1980) 
Naumann, & Jenkins (1982) 
Roby & Markus (1984) 
Zmud (1984) 
Lyytinen (1985) 
Lovata (1987) 
Kendall & Kendall (1993) 
Hirshheim & Klein (1994) 
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Table 4. The Result of the Second Review 

 
Existing 
System 
Designs 

Emerging 
System 
Designs 

Future System 
Designs 

Total % N) 

Aspects of 
Application 

1.2% (2) 9.3% (15) 4.8% (8) 15.4% (25) 

Application 7.4% (12) 11.1% (18) 8.6% (14) 27.2% (44) 
Infrastructure 0.6%(1) 8.6% (14) 1.8% (3) 11.1% (18) 

System 
Development 

4.2%(7) 8.6% (14) 11.7% (19) 24.7% (40) 

The Whole Ecology 
of System 

1.8% (3) 4.3%(7) 15.4% (25) 21.6% (35) 

Total  % N) 15.4% (25) 42.0% (68) 42.6% (69) 100% (162) 

 

5   Future Research Opportunities 

5.1   Research Opportunities in the First Review 

Figure 3 represents the result of the first review regarding what IS research has been 
considered from the designer’s perspective. As a result, it describes the Synthesizing 
Artifacts (SA) and Analyzing Processes (AP) dominating IS design research, while 
Analyzing Artifacts (AA) and Synthesizing Processes (SP) are sparse design research 
areas.  

The AA research has dealt with the topics of design feedback, usability testing, and 
applicable evaluation methods. The SP has also dealt with the topics of prototyping, 
NPD, and UCD as alternative system implementation; however, the potential to create 
design topics into AA and SP research are limited.   

In order to overcome sparse research areas in AA and SP, we ask the following 
question: what aspects of the SA and AP can produce new design topics in the AA and 
SP. We then propose four research paths: (1) SA  AA, (2) SA  SP, (3) AP  AA, 
and (4) AP  SP. 

First, the path from SA to AA demonstrates new types of analytic tools in AA 
research. In IT convergence era, this path considers analytical methods to create new 
IS design systems and their embedded services by constructing and reconstructing 
current IT system designs. For instance, the eye-tracking technique of new product 
development shows where design problems exist in emerging design artifacts, and it 
makes design process logical for identifying reliable IT system designs. The 
reputation mechanism of Amazon and eBay also represent how analysis tools could 
be embedded into existing or emerging IT artifacts. In addition, the personalized 
advertising service in Facebook, Google, and LinkedIn represent what current 
artifacts require new analytic forms, functions, and services as potential AA research.  
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Fig. 3. Result of the First Review 

Second, the path from SA to SP explains two future research topics: (1) ethnographic 
approaches, and (2) co-creation among multi-stakeholders. The ethnographic 
approaches characterize new methods and techniques in order to understand the 
requirements of a design process to create new system designs such as Apple iTunes 
and iLife service, FedEx overnight delivery service, and mobile software packages 
within USB. The co-creation among multi-stakeholders will be an important research 
topic to identify new types of design activities, and Wikipedia, online forums, Google 
dot, and Blogs present how the co-creation among multi-stakeholders can generate 
design research topics in SP.  

Third, the path from AP to AA deals with the aspects of AP that require new 
analytic methods of AA to test design actions. For example, the interaction of AP 
need information architect as an analytic method to overview the workflow of 
existing / emerging design systems. The analytical techniques of AA support 
effectiveness, efficiency, quality, and satisfaction of AP.  

Fourth, the path from AP to SP accounts for what aspects of design action in AP 
characterize synthetic design action in SP. For example, the whole life cycle of AP 
requires not only analyzing diverse goals, roles, and tasks of system actors, but also 
synthesizing actions in order to expand more dynamic interactions in emerging / 
future system designs. In doing so, the analytic actions of the whole life cycle can 
shape synthetic design actions in SP. The user centered design approach, new product 
development skills, and prototypes are applicable actions to connect the actions 
between AP and SP.   
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5.2   Research Opportunities in the Second Review 

The 15 design research spaces from a researcher’s perspective show more balanced 
than the first review in Figure 4; however, there are still less developed research 
areas. In order to overcome some less developed research areas in the second analysis, 
we see three research potential that have not been studied much by prior researchers: 
(1) aspects of application, (2) infrastructure, and (3) existing system designs.  

 

Fig. 4. The Result of the Second Review 

First, the aspects of application research accounts for the impact of IT. Prior 
studies have dealt with the effects of a single IT technology and design elements, 
leaving out the broader issue of the nature of IT and its design elements. Future 
research could attempt to understand specific forms, functions, and embedded 
technologies in the aspects of application, and then to identify where the important 
aspects of particularities exist in IS system designs. User Interface (UI) will be an 
example of possible study. A successful UI design requires a combination of the units 
of human factors and design components. Thus, a UI design is made up of Graphic 
User Interface (GUI), Physical User Interface (PUI), Tangible User Interface (TUI), 
Audible User Interface (AUI), and information architecture. Also, as a part of UI, a 
successful GUI design requires a harmony between the resource of graphic design and 
human behaviors. Thus, a GUI design consists of intuitive metaphors, easy 
navigations, and reliable orientations. As a particularity of GUI, a successful 
navigation design requires a clear definition of events, contents, contexts and so on. 
Thus the importance of particularities will offer multi-layered design research 
opportunities to the aspect of application. 

Second, the research on infrastructure accounts for an outcome of socio-
technologies, and a successful infrastructure requires a combination from design 
particularities to ecological wholeness in a system design. Yet, prior infrastructure 
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research has not been studied well, because it is associated with design policy. Thus, 
we highlight design policy as future research opportunities.  

Design policy is a central issue for realizing ubiquitous cities. In many cases, 
design policy has produced new design research opportunities such as urban planning, 
the economic values by establishing technologies, and the patterns of urban 
experience. In 2010, Seoul, South Korea became the world design capital, illustrating 
how the design policy can create new social infrastructure. There are two design 
principles defining a design capital: (1) material-driven IT infrastructure by high 
technology, consumer products, and the spirit of change in social movements; and (2) 
government-driven scenario planning. In this regard, design policy will locate 
infrastructure research opportunities.  

Third, the research of existing system designs has significantly contributed to 
understanding design spaces; however, these coded design research spaces on existing 
system designs have not been studied in terms of the history of technology. Thus, here 
remains a design research opportunity for how the history of technology can support 
new design research spaces in institutions or socially constructed usages of 
technology.  

Recently, cloud computing has become a central issue in terms of future computing 
applications. People exploit its computing utility and economic value for synthesizing 
new types of behaviors such as accessing limitless computing power without the 
barriers of terminal devices as in a pay-as-you-go arrangement; however, the benefits 
of cloud computing have also understood in terms of previous computing 
technologies such as database, internet, mobile, or physical computing. Therefore, the 
history of technology of existing design systems can characterize new research 
opportunities in IS design research.  

6   Conclusions 

In this paper, we have sought to discover design spaces in IS and to identify 
opportunities for future design research in IS. Like any research, this study also has 
several limitations. First, we only reviewed MISQ and ISR. It is possible that 
inclusion of diverse journals (for example European journals or those that emphasize 
design science) and practitioners’ endeavors could identify a wider range of meanings 
for the science of design in IS. Second, the development of our analytical research 
framework is based on a subjective way of identifying the body of knowledge for 
design in IS. Others might conduct a similar study based on different dimensions that 
reflect the diverse nature of design. Third, IS design research is an emergent method, 
so that our frameworks and findings could be interpreted differently by different 
perspectives on the same studies.   

Despite of these shortcomings, we believe our study provides valuable insights to 
IS researchers who are interested in design. We encourage IS researchers to consider 
new design research directions in order to expand their current research topics, and 
we further encourage IS researchers associated with design to broaden their ranges of 
inquiry by considering more diverse approaches to both empirical and theoretical 
research. 
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Abstract. In this article, we examine database management research that has 
been published in ISR, JMIS, and MISQ from each journal’s inception to 2007. 
Our goal is to profile database research using a classification scheme that 
includes research paradigms, IT constructs, and research methodologies. The 
overall statistics obtained shows that information systems (IS) research in 
database management, which is widely recognized as part of the core knowledge 
of IS, is diverse in IT constructs, methodologies, as well as research paradigms. 
However, we also find that each journal has focused more on one research 
paradigm and some research methodologies. We summarize and discuss these 
results which can be useful to design science researchers in targeting their work 
in these three premier IS journals.  

Keywords: Design Science, Behavioral Science, IS Research, Database  
Research, Research Diversity. 

1   Introduction  

Much of the long-standing debate over the nature of Information Systems (IS) focuses 
on whether or not research diversity in our field is desirable [6, 7]. Past studies have 
examined various aspects of diversity in our field including diversity in reference 
disciplines, research topics, and methodologies [3]. Among these discussions on IS 
research diversity, the issue of design versus behavioral science has recently gained 
much attention in our community. Prominent IS researchers have argued for more 
focus on design science research and for greater recognition of design science 
research among premier IS journals (see, for example [22] and [31]). The seminal 
work by Hevner et al. [22] argues that the design and behavioral science paradigms 
should co-exist alongside and even complement one another.    

Since its inception, research in IS has drawn upon a “bewildering variety” of 
theoretical foundations and methodologies [40]. The pluralistic nature of our field is a 
consequence of our “varied origins” as founders of our field came from backgrounds 
that include Computer Science, Economics, Management Science, Physics, and 
Psychology [21]. This pluralism is our heritage and influences how we, as an 
academic field, have come to define ourselves [38]. At the first international 
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conference among IS scholars, for example, Keen [25] defined IS as “a fusion of 
behavioral, technical, and managerial issues.” In his editorial statement in ISR, King 
[26] described IS as an “intellectual convocation of individuals from many fields…” 
In a more recent example, Galliers [17] not only recognizes that the “roots” of IS are 
found in a variety of reference disciplines, but also advocates that we should strive to 
become even more “trans-disciplinary.” This “trans-disciplinary” ideal was also 
echoed by Myers [32] (as quoted in [30]) as a collaborative environment where IS 
scholars from different research perspectives and approaches work together “within 
the scope of a single research project or within a particular research area.”   

The focus of this study is on database research which is widely recognized as a 
quintessential part of the IS discipline [10, 34, 45]. We explore the diversity in 
database management research that has been published in the top three ‘mainstream’ 
IS journals. Specifically, we examine all database research articles that have been 
published in Information Systems Research (ISR). Journal of Management 
Information Systems (JMIS), and MIS Quarterly (MISQ) since each journal’s 
inception. We classify research diversity based on 1) research paradigms: design and 
behavioral science, 2) design science research outputs, as well as 3) research 
methodologies. Our overall empirical evidence from the three journals shows diverse 
research activities in both behavioral and design science paradigms as well as in 
research methodologies. Even though database research is often perceived to align 
with design science, our study demonstrates that there exists a great extent of 
diversity in database research that spans both design and behavioral science among IS 
scholars. This diversified research agenda could provide a fertile incubator for truly 
trans-disciplinary scholarly work that can help set us apart from other disciplines. 

This paper contributes to the design science research community in several ways. 
First it reviews database research published in the three premier IS journals and  
shows that IS scholars engage in database research from various perspectives such as 
system efficiency and performance, user interfaces as well as organizational 
capability. In addition, this paper attempts to add to the discussion of research 
diversity and the important place of design science research in the IS discipline. As 
shown in our findings, IS scholars engage in research activities from a broad spectrum 
of methodologies and reference disciplines. As a result, the IS community is in a 
unique position to take advantage of the wealth and breadth of knowledge among our 
colleagues through collaboration that bridges across different, but potentially 
synergistic, perspectives. Finally, our classification of database research according to 
research paradigm, methodologies, and research outputs can guide future design 
science scholars in identifying the most appropriate outlet for their work among the 
three top-tier journals reviewed in this research. With the results presented in this 
paper, future researchers can also find novel avenues of enquiry by examining what 
was previously published. 

2   Database Research in the IS Discipline 

The area of database research has long been a quintessential part of the body of 
knowledge in the IS discipline. First, the study of databases (including topics on 
database management and database design) has been an integral part of the information 
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systems discipline. In fact, both the fields of database and information systems research 
have been in existence alongside one another since their inception in the 1960s [41, 48]. 
An assessment of early IS research submitted to the then-nascent Information Systems  
Research between 1987 and 1992 placed database research in two of the eight main 
thematic areas of IS research [44].  More recently, Vessey et al. [48] placed database 
research as one of the eight major topics pursued by IS scholars. In addition, most, if not 
all, IS researchers consider the field of data management and database management 
systems as part of the core knowledge of the IS discipline (see for example [10, 11, 34, 
45]). The co-existence between database and IS research allows us to track the 
publication records of database research in IS journals since the early development of 
the IS community.  

Second, not only has database management become an integral component of 
financial, accounting, and other business systems, but it has also become one of the 
most essential tasks performed by IS professionals [10, 20]. In fact, database 
management is one of the most fundamental topics taught in almost all undergraduate 
and graduate programs in IS [49].  In 2002, a task force of 40 prominent IS researchers 
put forth guidelines that include database management as one of the “key information 
systems concepts” that must be taught in business school curricula [23]. Database topics 
are also included in the IS curriculum guidelines recommended by the Association for 
Information Systems (AIS) at both graduate and undergraduate levels [19, 20].   

The area of database research is also relatively well-defined, compared to other IS 
research topics. In order to distinguish database research from other IS research areas, 
we follow an approach similar to that by Vessey et al. [48] and Palvia et al. [37]. In 
particular, the classification of IS research subjects by Palvia et al. [37] classifies the 
study of databases and database management systems as one of the 33 main 
categories, distinctive from other topics such as decision support systems, knowledge 
management, multimedia, and systems development. Vessey et al. [48] also classified 
data management and databases in a separate category from other topics such as 
Decision Support Systems (DSS), process management, and systems management. 
Thus our approach to make a clear distinction between database research and other 
topics is in alignment with these oft-cited studies, as opposed to a more inclusive 
approach (e.g. [8]).  

3   Database Research in Premier IS Journals 

In addition to the IS discipline, Database research has also been defined as part of the 
computer science and engineering disciplines and “devoted to the study of the 
problems of managing large volumes of data” [27]. This overlapping of interests 
between IS and computer science/engineering researchers in the field of database 
offers opportunities for inter-disciplinary scholarship, but also poses a challenge 
among these researchers in terms of their choice of publication outlets. In addition to 
the main stream IS journals, such as ISR, JMIS, and MISQ, some other possible 
publication outlets for IS researchers include both journals that are classified as 
primary interest for computer scientists and journals that specialize in database 
management topics (e.g.. Communications of the ACM, ACM Transactions on 
Database Systems (ACM TODS), IEEE Transactions on Knowledge and Data 
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Engineering (IEEE TKDE), Data and Knowledge Engineering, and Journal of 
Database Management (JDM)). However, even with high-quality journals 
specializing in database research such as ACM TODS and JDM, the three mainstream 
IS journals (i.e., ISR, JMIS, and MISQ) remain the top three premier publication 
outlets for IS researchers in academia, especially for the purpose of tenure and 
promotion evaluation [15, 47]. Past studies also recognize these same three journals 
as among the most prestigious publication outlets in our field (see, for example, [8, 
24, 39, 48]). As a consequence, we choose to include published articles from these 
three IS journals (ISR, JMIS, and MISQ) in our analysis. We obtain a copy of all 
research articles that have appeared in the IS journals from their inception to 2007. 
We exclude editor’s notes/comments and interviews and retain only research articles. 
The remaining articles are then read and coded based on the classification scheme 
described below. 

We first determine whether or not each article that appeared in the three journals is 
database research. To help distinguish database research from other topics, we use the 
subject classification specified in Palvia et al. [37]. This classification scheme is 
derived from extensive research published by Alavi & Carlson [1] and Barki, Rivard, 
& Talbot [5]. As we noted earlier, this classification framework separates research in 
databases and database management systems (our main focus) from other topics such 
as decision support systems, knowledge management, multimedia, and systems 
development. Table 1 presents the number of articles coded by the three researchers 
as database research. We went through several phases of coding and discussion to 
obtain the final list of database articles. We recognize that whether or not an article is 
database research may not be apparent from the article’s title alone, therefore we take 
great care to consult with both the abstract and the actual text of the articles during 
our coding sessions.  

Considering only the database articles, we then develop a classification scheme 
which includes the following dimensions: design versus behavioral science, design 
science research outputs, and research methodologies used. In order to provide 
broader insight into the profile of database research, we also present a cross-analysis 
for each of the three journals. In order to provide empirical evidence on these 
classifications, we use content analysis as the primary method.     

Table 1. Total number of database articles by journal 

Journal ISR JMIS MISQ Total 

Number of database articles 19 38 19 76 

Time period covered 1990- 
2007 

1984- 
2007 

1977- 
2007 

1977- 
2007 

Number of database articles per year 1.05 1.58 0.61 2.45 

1990 – 2007 

Number of database articles 19 20 7 46 

Number of database articles per year 1.05 1.11 0.39 2.55 
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4   Design Science and Behavioral Science Research  

In this section, we focus on the design versus behavioral science research paradigms. 
In their seminal work, Hevner and colleagues [22] presented a guideline for 
conducting design science research in IS, adumbrating a decisive change for design 
science researchers within the mainstream IS community. Their work has been used 
by IS journals as a touchstone to help determine the validity of scholarly work for 
publication. This restored interest between design and behavioral science research has 
renewed discussion about expanding publication opportunities at some of our most 
prestigious journals in order to foster a more diverse research agenda (see, for 
example [43]).  

Research in IS has been defined as dealing primarily with a complex system 
consisting of computer hardware, software, data, procedures, decision models and 
people [31]. IS research therefore focuses on “artificial” phenomena that involve 
tools, techniques, and materials designed and implemented by humans to achieve 
predefined objectives [9]. As pointed out by March & Smith [31], these artificial IS 
phenomena can be both “created and studied,” placing the field of IS research at a 
crossroads between natural and design science. Yet, past studies have shown the 
apparent preference of mainstream IS journals for behavioral research (see, for 
example, [4, 28]). In recent years, many prominent IS researchers have argued for 
more focus on design science research and for greater recognition of design science 
research among mainstream IS journals (see, for example [22, 31]). 

According to Hevner et al.  [22], “IS research occurs at the confluence of people, 
organizations and technology; therefore two distinct and complementary paradigms 
are necessary to acquire the information required to improve information systems: (1) 
behavioral science and (2) design science.” They describe these two paradigms as 
follows: 

“The behavioral-science paradigm has its roots in natural science 
research methods. It seeks to develop and justify theories (i.e., 
principles and laws) that explain or predict organizational and human 
phenomena surrounding the analysis, design, implementation, 
management, and use of information systems.”[22, p.76]. 

“The design-science paradigm has its roots in engineering and the 
sciences of the artifact ([42]). It is fundamentally a problem-solving 
paradigm. It seeks to create innovations that define the ideas, practices, 
technical capabilities, and products through which the analysis, design, 
implementation, and use of information systems can be effectively and 
efficiently accomplished ([46]; [13]).”[22, p. 76]. 

Hevner et al. [22], March & Smith [31], and Nunamaker et al. [35] further describe 
the definition of IT artifacts that are essential outputs of IS research. These artifacts 
consist of four general outputs for design science research which include constructs, 
models, methods, and instantiations.  Table 2 summarizes the description of the four 
research outputs.   
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Table 2. Design Science Research Outputs 

Output Description 
Constructs The conceptual “vocabulary and symbols used to define problems and 

solutions” of a domain [22]. They include “linguistic devices to define 
and communicate problems [8].” 

Models “A set of propositions or statements expressing relationships between 
constructs [28].” 

Methods A set of related procedural steps used to perform a task.  Specifically, 
these steps are used to “define solution processes through formal 
algorithms or step-by-step procedures [8].” 

Instantiations An implementation of constructs, models and methods in a working or 
prototype system. [8, 28] 

 
Although database research could fall under either design or behavioral science 

paradigms, the focus of database research is often perceived to align with the design 
science research paradigm. In fact, scholarly articles often use topics in database to 
demonstrate guidelines for design science research in IS (see, for example, [22, 28, 
31]). This apparent association between database and design science research 
inadvertently places IS researchers with an interest in database topics at odds with the 
coverage of mainstream IS journals. Even though database research shares its roots 
with computer science and engineering, in what follows, we demonstrate that there 
exists a great extent of diversity in database research that spans both design and 
behavioral science among IS scholars. This diversified research agenda, like other 
research areas in IS, could provide a fertile incubator for truly trans-disciplinary 
scholarly work that can help set us apart from other disciplines.    

In order to determine whether each database article is design science or behavioral 
science research, we follow the guidelines proposed by Hevner et al.[22]. Then, we 
use the definition of IT artifact outputs as described in [31] and further defined by 
Hevner et al. [22], Benbunan-Fich & Mohan [8], and Kuechler et al. [28].  To further  
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Fig. 1a. Number of Database Articles since Journal Inception to 2007 
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Fig. 1b. Number of Database Articles from 1990 to 2007 

differentiate the design science research articles, we focus on the four primary outputs 
of design science research: constructs (vocabulary and symbols), models (abstractions 
and representations), methods (algorithms and practices), and instantiations 
(implemented and prototype systems). Some articles may present multiple IT artifacts 
as their research outputs. In such situations, we focus on the article’s primary research 
objective and identify the article with only one of the four output categories. Fig. 1a 
and Fig.1b present the results of our coding for each journal.  

As shown in Fig.1a, out of the 76 database articles, 48 articles are classified as 
design science research and the remaining 28 articles are classified as behavioral 
science articles. 

In addition, Fig.1b shows that during the time period from 1990 to 2007, 29 
database articles are design science research and 17 articles are classified as 
behavioral science research, totaling 46 database articles during this period. 
Furthermore, our examination of the design science outputs since the three journals’ 
inception (see Fig. 2a) shows that 26 articles propose methods as their primary design 
science output, followed by models (12 articles), instantiation (7 articles), and 
constructs (3 articles). Furthermore, out of the 29 design science articles published 
since 1990, 17 articles propose methods as their primary output, followed by models 
and instantiation (5 articles each) and constructs (2 articles). Table 3 also shows the 
breakdown for each journal. For all three journals, we find methods to be the most 
common design science research output.   

Combining the results from the three journals, we show that there exists diversity 
in terms of the two research paradigms. However, this evidence of diversity is not 
consistently found in all the three journals examined. As can be seen, while database 
research is primarily design science for ISR and JMIS, it is primarily behavioral in the 
case of MISQ.      
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Table 3. Design Science Database Research Output 

Design Science Output (since journal inception to 2007) ISR JMIS MISQ Total 
Constructs 1 2  3 
Instantiation  6 1 7 
Methods 10 13 3 26 
Models 2 9 1 12 
Total 13 30 5 48 
Design Science Output (from 1990 to 2007) 
Constructs 1 1  2 
Instantiation  4 1 5 
Methods 10 7  17 
Models 2 3  5 
Total 13 15 1 29 

Constructs, 
3, 6%

Instantiation, 
7, 15%

Methods, 
26, 54%

Models, 
12, 25%

Design Science Database Research Outputs -
All Three Journals

 

Fig. 2a. Design Science Database Research Outputs (since journal inception to 2007) 

5   Research Methodologies in Database Research 

We also classify the articles in terms of the research methodologies used. We include 
the classification on research methods in our study because research methods 
represent “the means for gaining knowledge” and “may be used with any 
epistemological perspective” [12].  

Past studies (e.g., [1, 16, 48]) have identified several research methods that are 
commonly used in IS research. In order to capture all of the research methodologies 
represented in the three journals, we follow a more up-to-date classification 
framework proposed by Palvia et al. [37] as shown in Table 4. In addition, since it is 
possible that a research article may rely upon multiple methodologies, the coders  
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Fig. 2b. Design Science Database Research Outputs (from 1990 to 2007) 

record up to two research methodologies for each article. A similar approach was 
employed by past studies on the epistemology of IS research [36, 37]. 

Tables 5 and 6 present the results of our coding for the primary research 
methodology, cross-tabulated with the research paradigms. As shown in the two 
tables, behavioral science database research primarily uses laboratory experiment and 
survey methods, whereas design science database research involves mathematical 
models as well as frameworks and conceptual models.  

An examination of these results for each journal shows some interesting patterns (see 
Figures 3a and 3b). In ISR, one methodology clearly dominates each research paradigm 
- laboratory experiments in behavioral science research and mathematical models in 
design science research. Although the numbers are very small, the behavioral science 
research in JMIS has evidence of laboratory experiment and survey methodologies.  

Table 4. Research Methodologies [37] 

1. Speculation/commentary 
2. Frameworks and Conceptual Model 
3. Library Research 
4. Literature Analysis 
5. Case Study 
6. Survey 
7. Field Study 
8. Field Experiment 
9. Laboratory Experiment 
10. Mathematical Model 
11. Qualitative Research 
12. Interview 
13. Secondary Data 
14. Content Analysis 
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Table 5. Research Paradigm and Primary Research Methodology (since inception to 2007) 

Research Paradigm Methodology ISR JMIS MISQ Total 
Behavioral Science Case Study    3 3 
  Field Study    1 1 
  Laboratory Experiment 5 2 5 12 
  Library Research   1 2 3 
  Literature Analysis   1 1 2 
  Mathematical Model 1 1  2 
  Survey   3 2 5 
Behavioral Sc.Total   6 8 14 28 
Design Science Frameworks & Conceptual 

Model 
  10 5 15 

  Laboratory Experiment   1  1 
  Mathematical Model 13 19  32 
Design Sc. Total   13 30 5 48 
Total   19 38 19 76 

 
In design science research, JMIS published articles that use frameworks and 

conceptual models, in addition to the most commonly used mathematical model 
methodology. The design science articles in MISQ all use frameworks and conceptual 
models as the research methodology. On the other hand, the behavioral science 
articles in MISQ include laboratory experiments, case studies, surveys, and library 
research. For the two research paradigms combined, mathematical models (44%) are 
the most commonly used research methodology in database research, followed by 
frameworks and conceptual models (15%) and laboratory experiments (17%). 

Table 6. Research Paradigm and Primary Research Methodology (from 1990 to 2007) 

Research Paradigm Methodology ISR JMIS MISQ Total 
Behavioral Science Case Study    1 1 
  Field Study      
  Laboratory Experiment 5 2 3 10 
  Library Research      
  Literature Analysis    1 1 
  Mathematical Model 1 1  2 
  Survey   2 1 3 
Behavioral Science 
Total 

   
6 

 
5 

 
6 

 
17 

Design Science Frameworks & 
Conceptual Model 

  3 1 4 

  Laboratory Experiment   1  1 
  Mathematical Model 13 11  24 
Design Science 
Total 

   
13 

 
15 

 
1 

 
29 

Total   19 20 7 46 
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Fig. 3a. Primary Database Research Methodology (since inception to 2007) 
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Fig. 3b. Primary Database Research Methodology (from 1990 to 2007) 

6   Conclusion 

In this article, we profile database research published in the top three premier IS 
journals. Our empirical evidence shows diversity in research methodology, IT 
construct, and research paradigm even within a specific, supposedly well-defined 
topic such as database management. In addition to showing the variety of database 
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research published in the three journals as a whole, this paper also provides some 
insights regarding the focus of each journal in terms of research paradigm and 
methodology.  

This paper contributes to the design science research community in several ways. 
First it reviews database research published in the three premier IS journals (i.e., ISR, 
JMIS, and MISQ). Our empirical evidence shows diversity in research methodology, 
IT construct, and research -paradigm (i.e., design and behavioral science) even within 
a specific topic such as database management. Our result shows that IS scholars 
engage in database research from various perspectives such as system efficiency and 
performance, user interfaces as well as organizational capability. Future research can 
extend the current results into other IS journals and topics in order to provide more 
comprehensive insights into design science research. We also hope that our paper will 
add to the discussion of research diversity in IS and the important place of design 
science.  

Finally, our classification of database research according to research paradigm, 
methodologies, and research outputs can guide future design science scholars in 
identifying the most appropriate outlets for their work. With the results presented in 
this paper, future researchers can also find novel avenues of enquiry by examining 
what was previously published. 

This study has some limitations. The study focused on database management 
research and included only articles published in three premier journals until the year 
2007. Our future research will extend the scope of this study and examine if the 
results hold for recent years and other premier journals and topics in the IS field. 
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Appendix A: Reliability Measure in Content Analysis 

For each journal, the three authors worked independently to code the articles, 
following the content analysis procedure outlined in [33]. The total numbers of 
reviewed articles since the inception of ISR, JMIS, and MISQ were 362, 809, and 805, 
respectively. The numbers of reviewed articles for ISR, JMIS, and MISQ since 1990 
were 362, 659, and 472, respectively. We conducted content analysis to classify the 
76 database research articles on the research methodologies, design versus behavioral 
science classifications, and the design science research outputs. Before the 
classification process started, we documented the definitions of each classification 
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categories as described above.  The coders then discussed and came to an initial 
agreement on the interpretation of these definitions. The percentage of agreement and 
Cohen’s kappa were used as measurement of inter-coder reliability.  

Typically, kappa values between 0.61 and 0.80 are regarded as “substantial,” and 
those greater than 0.80 are deemed “almost perfect” [29]. Table 7 presents the results 
of the inter-coder reliability analyses.       

Table 7. Inter-rater Reliability Measures  

Classification frameworks Percent of Overall Agreement Kappa Statistics 

Design versus Behavioral Science 0.9474 0.8947 
Design Science Outputs 0.8841 0.8454 
Research Methodologies 0.9386 0.9339 
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Abstract. Design Science Research (DSR) is concerned with demonstrating de-
sign principles. In order to prove the utility of these principles, design ideas are 
materialized into artifacts and put into an environment sufficient to host the 
testing of these principles. When DSR is used in combination with action re-
search, constraints in the environment may restrain researchers to fully inscribe 
or test such principles. In this paper it is argued that scholars pursuing DSR has 
paid insufficient attention to the type of change necessary in the local practice. 
We draw upon theories on IS change as punctuated equilibrium to illustrate 
when DSR demonstrators can be used to make substantial contributions to local 
practice as well as to the scientific body of knowledge. 

Keywords: Demonstrator, Action Research, Design Science Research,  
Punctuated Equilibrium 

1   Introduction 

In the information systems research community there has been a prevailing debate on 
how the discipline can maintain relevance for the practice it sets out to study [1]. It 
has been argued that IS as a discipline has paid insufficient attention on developing 
knowledge about IT artifacts as such [2] and that design science research (DSR) lends 
a promise of addressing this dearth [3], and by doing so, offering  a potential to  
increase practitioner interest.  

Within DSR, scholars has theorized on how to conceptualize scientific knowledge 
about artificials and disseminate it among researchers as well as practitioners [4] [5] 
[6]. In fact, within DSR there has been a comparably strong focus on how to make a 
difference for practice. As for example, one of the heavily cited DSR guidelines by 
Hevner and associates [4] stipulates that the significance of the research pursued 
should partially be judged by its findings’ having been properly communicated to 
practitioners. Moreover, several authors have discussed how certain types of more 
socio-technical DSR conducted in clinical, real-world settings may yield more rele-
vant findings (than those performed in lab-like environments). Although disputed [7], 
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this mode of DSR research is argued to generate design knowledge of interest for the 
local practice as well as the scientific community and general practice [8]. An  
unresolved quest is however how practitioners can and should be part of research-
informed development. 

A central concept within DSR is the IT artifact. The role of the IT artifact in the  
research process is manifold; it has been described as an inquiring instrument [9], as 
the principal outcome of the research endeavor [4], and/or as a validation of the  
generated design knowledge [5]. Further, if the researchers engage in more action-
oriented DSR the IT artifact also constitutes the basis for an intervention solving a 
local organizational problem (c.f. Sein and associates [6]). Whatever the purpose, the 
materialized artifact must encompass the developed design knowledge (i.e. design 
principles). For researchers striving to pursue in-situ DSR (in development, evalua-
tion or both), this fact poses some serious challenges. Since DSR is concerned with 
novel, insofar unsolved organizational problems [10], the artifacts embodying the 
design knowledge often take the form of functional prototypes, ideally effectively 
demonstrating the idea pursued. As a consequence, these demonstrators [11] may i.e. 
lack sufficient integration with existing IS architecture [12] than more production-like 
systems would, or, in the case of altering an existing system, the inscription of the 
design knowledge may be partially unfeasible [13]. Either way, user utility in the 
local practice (an important research evaluation criterion) is hampered. Considering 
this background there seems to be insufficient knowledge of when a DSR demonstra-
tor may be of particular benefit for both researchers and practitioners. Thus, in this 
paper we will explore how the concept of a demonstrator may be able to combine 
researcher requirements and practitioner relevance through the following research 
question:  

• how and when can DSR demonstrators contribute to sustainable change of 
practice while maintaining scientific contributions? 

The rest of the paper is organized as follows: In the next section a theoretical  
account of design science research as research approach and intervention is given. 
This is followed by a theoretical model of IS change before an analysis of the empiri-
cal material is presented. Lastly we provide a discussion before returning to the  
research question in the conclusions. 

2   Related Literature 

In recent years, framing systems development as design has rendered great interest 
within the community of information systems research. Although different streams of 
such research exist [14], the by far most cited design research approach is Design 
Science Research (DSR) [14] [15]. In DSR, knowledge about and understanding of a 
problem domain and its corresponding artifact-based solutions are achieved through a 
scientifically grounded implementation and evaluation of artifacts [4]. Hence, in DSR 
the researcher-as-designer is stressed. The design knowledge developed may either 
concern an improvement of an existing entity or construction knowledge on how to 
design a new unprecedented artificial [16].  
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In recent years, DSR and DSR-like approaches have also been used as means in 
theory-informed intervention (c.f. [13] [17] [18] [19]). Our literature review suggests 
that a demarcation line seems to exist for when such intervention is beneficial for in 
DSR. Some scholars (c.f. Venable [20]) argue that proper theorizing requires that 
initial hypothesis generation (and its materialization through an artifact) is best per-
formed outside the organizational context. Thus, the core idea developed avoids being 
too ingrained with the situated problems at issue. After the artifact is developed one 
option for evaluation (among many) is action research where the artifact is evaluated 
based on the performance in an authentic setting. In a recent theorizing effort an alter-
native approach is presented by Sein et al. [6]. They consider the DSR artifact to  
correspond the ensemble concept [2]. As a consequence, the expected and unforeseen 
consequences of introducing an artifact into an authentic environment constitute the 
basis for generalized learning. Thus, they suggest a more reciprocal process where the 
researcher and the client system are rather engaged in ongoing iterations between 
development and evaluation.  

Whatever the approach to intervening through a DSR IT artifact is, it seems that 
this type of clinical hypothesis testing is associated with considerable challenges. 
Since the incentives to develop such technology are novelty and invention [10] [20], it 
is not surprising that research in this vein typically suffer from incongruence between 
artifact requirements and realities in the organizational environment. As a conse-
quence, the functionality of the artifact risks not being fully utilized and thereby  
hampering the dual interests of action research [21]. The environment subjected to 
change does not exhibit a “clean slate” but carries a socio-technical trajectory (which 
is to be altered into a more preferred state). Therefore it is not surprising that interven-
tional DSR demonstrators suffers from i.e. inability to integrate with existing architec-
tures [12], insufficient input data sets [19], mutability issues [13] or inability to cover 
the necessary variety of hardware configurations [18]. On the other hand, it has also 
been argued that it is ethically questionable to expose a research client to the risks that 
come with using novel technologies in an organizational context [8]. In sum, success-
ful DSR intervention requires not only that the boundaries of the research interests 
and the organizational coincide [21] but also that the practitioner system allows for 
necessary alteration as well as a mutual understanding of what an engagement in 
action research implies [22]. 

Given these challenges in developing and/or evaluating DSR IT artifacts through 
intervention, we believe that IS DSR as a field needs a more precise understanding 
under what conditions such theory-informed intervention stands a greater chance of 
serving the dual agendas of action research [21]. While IS as a field has a long history 
of examining the unfolding of IT-related change processes, this understanding re-
mains underdeveloped within IS DSR. In what follows, we thus present a theoretical 
lens on IS change as described by Lyytinen and Newman [23]. 

3   Theoretical Basis – IS Change as Punctuated Equilibrium 

It has recently been argued that IS change often follow a punctuated model [23] in 
which a multi-level socio-technical perspective of IS change is employed. This line of 
reasoning carries four main units of analysis: work system, building system,  
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organizational context and environmental context. The work system is concerned with 
the de facto IS operations and is typically deeply embeddedin daily IS operations. It is 
further characterized by its “low malleability due to path dependencies, habitualiza-
tion, cognitive inertia, and high complexity” ( [23] p. 592). One example of such a 
system is the organization of IS departments where i.e. roles related to used method-
ologies (e.g. project managers, developers etc.) can be found. A building system is 
typically locally configured to address a specific problem. In analogy with the previ-
ous example, a building system could be compared with a specific project configura-
tion. The work and build system are embedded in the organizational context which in 
part is residing in an environmental context.  

A need for change is built up when a gap between one or more core organizational 
components; (task, structure, people and technology [24]) within the work system 
surfaces. The gap is preceded by a critical incident, stemming from within the organi-
zation or the outside environment. One example would be i.e. if an established  
systems development method within the work system fails in adequately addressing 
organizational problems. In such a case a new building system (typically positioned 
somewhat independent of the work system) is set up to intervene in an attempt to 
bridge the gap(s). In successful cases, the building system intervention may eliminate 
the dissonance between the core organizational components and the work system 
equilibrium may continue to reign. However, in other cases the changes necessary to 
address the gap may require the existing work system to be subverted - punctuation is 
needed. Punctuations “add novel technical elements, replace, remove or expand or-
ganizational structures and routines, and wipe out ideas, beliefs, skills, and values that 
underpin and are embodied in the organization” ( [23], p. 594). Thus in order to  
resolve such “wicked” gaps, changes in the deep structures of the work system is 
necessary to occur before a new equilibrium may begin. Using this theoretical back-
drop we now examine the build-up and early phases of a DSR project (which the 
authors of this article are actively taking part in) where such type of change is  
diagnosed as necessary and its implications for DSR demonstrators. 

4   Method 

4.1   Research Site 

The nexus of the data collection activities has been a working group concerned with 
interorganizational cooperation concerning information technology between a Swed-
ish region’s public traffic authorities. The main task of this working group is to coor-
dinate traffic-related information system development activities spanning these three 
organizations. The working group became engaged in a larger research setting, a 
research program focusing on how to innovate more sustainable everyday travel 
through the use of information technology. This research program (encompassing 
cross-disciplinary research) explore two inter-linked research questions; how to en-
able infrastructure innovation?andhow to enable distributed service innovation? 
These larger research questions are explored by the support of DSR-enabled demon-
strators. This means that the setting facilitated by the research program become  
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suitable for studying how DSR demonstrators can contribute to sustainable change of 
practice while maintaining scientific contributions.  

The setting included a variety of research partners undertaking different roles; i.e. 
information providers, brokers, mediators, developers, consumers of data, and  
consumers of services in a service ecosystem [25]. Even though these roles would 
potentially challenge existing deep structures within the participating organizations, 
due the situation described below, it was yet conceived a necessity by these organiza-
tions to explore these roles within a larger eco-system. The research program has 
therefore an ambition to enable an open innovation eco-system making it possible for 
distributed development of services based on data from diverse sources. The major 
challenge facing these organizations concerned how to design the infrastructure in 
such a way that development of end-user applications supporting sustainable every 
day travel was encouraged. The events that this paper builds upon occurred between 
February 2008 and June 2010. 

The research approach undertaken to develop the knowledge in this paper builds 
upon an interplay between collecting experiences from the DSR setting (the research 
program), categorization of these experiences in relation to both design science theo-
ries as well as theories on IS change for punctuation. The identification of the empiri-
cal experiences is driven from the research question explored in this paper. By this 
theoretical and empirical interplay the use of DSR demonstrators in punctuation has 
been identified (see section 6). 

4.2   Data Collection 

The data presented in this paper has been collected over 12 months (2009-2010) as 
part of diagnosing phase in a canonical action research project [22] in progress. The 
data consisted of working group meetings, interviews, internal reports, publically 
available reports and field notes. All analyzed meetings and interviews have been 
audio taped and transcribed. Since a substantial part of the informants were engaged 
in the action research project it gave good access to data (such as recordings of meet-
ings). The data were collected in three phases. First, in order to better understand the 
system development challenges the group was facing, the first set of data collected 
was interviews of explorative nature alongside with working group meetings (to better 
understand the current challenges). Second, the next set of interviews with these ac-
tors focused on previous projects and the unfolding of events. In this step internal and 
publically available reports mentioned in previous data were also collected. Thirdly, 
interviews with outside actors such as previous employees and outside developers 
were conducted. In total 13 interviews were conducted with 9 respondents, 4 monthly 
working group meetings were attended and 6 reports were collected. All in all, this 
resulted in an analysis of a few hundred pages of written material. 

4.3   Data Analysis 

All transcribed audio material and reports has been analyzed using atlas.ti, a data 
analysis software package. Utterances and report paragraphs addressing the scope of 
research have been identified and coded accordingly. In phase 1 (as described above) 
data was analyzed inductively line-by-line inspired by the methods of Strauss and 
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Corbin [26]. In this stage it was important to diagnose the current state of affairs in 
the local practice without forcing too much researcher preconceptions onto the data 
while still maintaining scientific integrity [27]. The relationships between codes were 
established and a detailed snapshot of the current struggles of the working group with 
respect to system development approaches emerged.  

As the current problematic situation became more articulated, there was a need  
understand the historical processes and events which led to the current gaps. To this 
end the data from interview round two and a number of reports were coded using the 
theoretical raster of punctuated IS change [23] as described above. Finally, the recon-
struction of historical events was triangulated by interviews with former employees 
and outside developers. 

5   Findings 

5.1   A Gap Arising 

The transfer and processing of traffic information from data gathering points out to 
travelers’ has been the backbone of the working group’s mission ever since its  
inception.  

“And if you say the vision for, that is the overall vision [for this group], it is getting 
more people to go by public transportation rather than taking the car or at least leave 
the car at home and get to their destination in another way. That is sort of the driving 
force for our entire work [in this working group].” Project Manager within a Personal 
Transport Authority. 

In the 1990’s and early 2000’s the infrastructures used to spread this information 
(such as of display signs located at bus stops and train stations) was typically owned 
and controlled by these organizations. During the 2000’s as a result of the massive 
penetration of the World Wide Web in average households, travel planning and travel 
update capabilities were extended into the homes and work places of most travellers. 

During the autumn of 2008 there was a sudden increase in the usage of one of the 
public transportation company’s servers. In 2002 the company set up a server hosting 
an xml-based web service where outside developers were given access to a selection 
of the company’s data (such as travel planning capabilities). The existence of the 
server was not officially announced but was by e.g. students and smaller companies 
who wanted to test an idea related to public transport application development. The 
server address along with necessary credentials for access to the data had become 
available on various web forums and it was this server, which now indicated a sudden 
increase in usage. The reason for this increase was the release of the first (and unsanc-
tioned) iPhone application whose introduction marked a definite breakthrough for the 
use of mobile technologies in the history of the public transportation company. Up to 
this point mobile phones had been causing a slim 1-1,5% of the total customer-
initiated travel planning web traffic (the remainder was originating from the company 
homepage) whereas currently iPhone applications alone is producing 12,5 % of the 
total amounts of hits 
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Although positive from an information diffusion perspective, this situation faced 
the working group with a dilemma: to be able to draw upon this new consumer tech-
nology new and device-specific implementations were required. Moreover, just one 
year after the release of the iPhone application Google released their mobile platform 
Android which was expected to work up a significant user base as well. The common 
denominator between these devices was a need for platform-centric implementation, 
which contrasted the previous standardized html-based and hence platform-
independent capabilities for mobile phones. The question thus arose on how to  
develop information systems inclusive of all such emerging devices: 

“Because we cannot support every new mobile phone that enters the market, or all TV 
sets and you name it that is used to spread information. That is not our job, that is not 
what we’re good at, and there are others that are much better than us at it. “ Busi-
ness Developer within a Personal Transport Authority. 

5.2   Closing the Gap – Towards a Service Ecosystem 

The introduction of the iPhone seemed to indicate that there existed a body of avail-
able and somewhat anonymous developers ready to build applications on platforms 
and devices not presently supported or even planned to be supported by these  
organizations. The key was thought to lie in smart exposure of data: 

”[I]n some way we must offer this data, if we are a little clever, we must offer this 
data in a way that is really useful for us” Business Developer within a Personal 
Transport Authority. 

The idea that by exposing data through Application Programmers’ Interfaces (API’s) 
create a service ecosystem in which a significant body of outside developers (both 
commercially oriented and more altruistic ones) who would create a much thicker 
fabric of applications supporting sustainable everyday travel, then these organizations 
were capable of themselves.. This ecosystem was thought to enable as e.g. suppliers 
of GPS navigator with data who then through incorporation of real-time traffic distur-
bances into their product, would enable an informed choice for travelers for a poten-
tial use of other transportation means. Hence, i.e. designing efficient API’s that could 
cater for both developer and traveler requirements (both protocol-wise and semanti-
cally) and enabling communication with developers, were challenges which laid 
ahead in order to employ this model.  

However as tempting as this may seem, exposure of the data necessary for realiz-
ing such applications remained a politically sensitive issue, challenging some core 
assumptions in the IS operations of these public organizations,: The reason for this 
being controversial varied among the organizations. I.e. one of the organizations had a 
firm policy of how to distribute data to external parties. However, the diagnosis re-
vealed socio-technical design of the current data provision mechanism did not suffi-
ciently support the actors in the ecosystem and the envisioned API structure was in 
many ways irreconcilable with the current policy (established on a national basis). For 
another participating organization, just the idea of having outside developers having 
access to their data was highly controversial: 
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”We have now come to that level that we have been acting in a steering committee 
and almost no one in this committee group realize that we will expose this data to 
others. When this become known some people will go nuts!” Project Manager within a 
Personal Transport Authority. 

Especially, the issue of having someone other than these organizations construct the 
end-user application was conceived as problematic: 

”[W]e [ourselves] can develop a solution that presents [the comparisons] in a way 
that may benefit public transport […] but if we release data in a way so that someone 
else will construct a service, we don’t have any means of control over it, I mean they 
might want to build a service showing how bad public transport is[…]” Business 
Responsible within a Public Transportation Company. 

Yet, there as strong belief that when such API’s were released - even if the first ver-
sion was quite crude function-wise (as to be expected from a DSR demonstrator) – it 
would be enough prove the hypothesis right and assist in moving these organizations 
towards a service ecosystem: 

“[T]here must exist a simple solution to get people to get started. Because once 
you start develop using [data from] accidents and road conditions and traffic speed 
and travel times then new questions start to come “well, alright, great, this is an ac-
cident but what has happened, will it stay like this for long”, then you want more 
information and you want to expand your service…” Business Developer within a 
Personal Transport Authority. 

5.3   Engaging in a Research Program – Establishing a Building System 

During spring 2010 a research program was funded by multiple research funding 
agencies and cooperating partners was engaged. The project (in progress since 2010-
04) runs over three years and have dedicated a considerable amount of funding con-
cerned the development of DSR artifacts in the form of a Developer’s Zone and 
API’s.  

The three authorities described in this paper were joining this project based on the 
following arguments: First, it gave access to an arena where they had an opportunity 
to interact with actors within the service ecosystem. Second, it provided a chance to 
develop knowledge about this new form of systems development model: 

“[I]f we are interested in building knowledge about this [DeveloperZone] […] and 
since we have help from [removed for review] here – then it’s going to take longer 
before we could start testing the service ourselves, maybe, but by being engaged in 
this we also develop the knowledge ourselves” Project Manager within a Personal 
Transport Authority. 

Thirdly, developing such a Developer Zone within a research program and not within 
the organizations was considered beneficial. One expression of this preference is that 
they preferred developing it separately, outside existing inter-organizational coopera-
tion. This was due to 1) it did not fit with any existing cooperation 2) as mentioned 
above, it challenged existing organizational structures. In short, it seemed as if the 
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research program, and its output in the form of DSR demonstrators, was able to offer 
capabilities well suited for the task at hand, to make use of an alternative API-based 
distributed development model to support sustainable everyday travel. 

6   Discussion 

In the outset of this paper, we stated that our objective has been to develop a greater 
understanding of how and when DSR demonstrators can contribute to sustainable 
local change while maintaining the possibility to make scientific contributions. In 
what follows we discuss how, in particular, IS change causing punctuation have to 
offer to interventional DSR. 

Following the IS change model suggested in Lyytinen and Newman [23], a need 
for IS change emerges as discrepancies between core organizational components. The 
cause of this gap is typically connected to an event (critical incident) within or outside 
the organizational boundaries. In the case described in this paper, the critical incident 
can be traced to the introduction of iPhone. This change sparked an opportunity for 
propagating traveler information in new ways, yet profoundly challenged existing, 
deeply rooted in ISD and information sharing work systems.  

• First, along with the emergence of these nomadic hardware/software bundles, 
attaining sufficient coverage for travellers became troublesome.  

• Second, not only did the organizations lack knowledge on how to develop 
such end-user applications, but more importantly, the organizations perceived 
such task unfeasible to handle themselves over time (considering the antici-
pated increase of devices and platforms consuming such information).  

Fortunately, the unsanctioned iPhone travel planner indicated that resources matching 
this demand for development were available and willing to assist in constructing end-
user applications. The first aspect, attaining knowledge on i.e. a particular smart 
phone development could likely be resolved through an incremental change. How-
ever, the second aspect, achieving a sustainable coverage of a multitude platforms 
(some of which yet unknown) required altered deep structures, through the establish-
ment of a service ecosystem. 

Two central artifacts in realizing such change were 1) the developers’ zone and 2) 
API’s exposing relevant information. These artifacts were currently mostly non-
existent and there was a dearth of construction knowledge [16] within the organiza-
tions. Primarily, the challenges facing the organizations seemed to orbit around control 
issues [28], i.e. what measures could be taken to ensure that developers constructed 
applications which maintained quality and credibility while adhering to the goals of 
these organizations (enabling sustainable everyday travel). While existing ISD  
approaches within these organizations implemented mature control procedure (i.e. 
iterative development and thorough testing of end-user applications), it seemed some-
what of a paradox to try to control this type of open ecosystem. It became even more 
cumbersome as control mechanisms typically implemented by proprietary software 
platform owners (such as input control [29]), were unavailable due to the public nature 
of the information and its accompanying legislation. These types of control issues have 
also been identified as theoretically underexplored by recent studies [29] [30]. 
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Clearly, there was overlap in the required design knowledge development between 
practitioners and researchers. As a result, the research program was founded and set 
up with the specific goal of implementing the artifacts necessary to enable such an 
ecosystem. The project was in many ways operating outside the existing work sys-
tems (although fully sanctioned from management by i.e. funding the project), involv-
ing organizational representatives sharing the interest and vision of the ecosystem. 
Hence, we see that the demonstrators served the following explicit purposes for  
practice (figure 1): 
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Fig. 1. The use of DSR demonstrators in punctuation 

• By putting these demonstrators into use, in what can be regarded a building sys-
tem [23], the hope was to demonstrate that the gap (which the introduction of the 
iPhone created) could be eliminated. However, since this hypothesis-testing is 
performed within an existing practice (and not in a lab) an altered environmental 
context will follow [9]. Thus, in the case that the intervention will prove success-
ful and render useful end-user applications, the ecosystem itself would constitute 
a viable argument to continue on this route. 

• Further, in the case that the developed technology itself used proved solid 
enough, the artifacts as such could constitute the architectural foundations on 
which the ecosystem could reside. 

We argue that the reason that the demonstrators in this case carry the possibility to make 
a sustainable change is the type of gap that these organizations face. The establishment 
of a service ecosystem implies that new technology, currently absent, are implemented 
and the knowledge to construct it must be obtained.  
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Any undertaken action research endeavor must ensure the overlap between the re-
search and practice problem [21]. However, our study suggests that organizational 
problems causing disrupted equilibriums [23] offer much less path-dependent legacy 
systems and subsequent restraining of artifact inscription and testing of the working 
hypotheses. Moreover, the service ecosystem challenged deeply embedded percep-
tions on how to conduct ISD. Thus, using the perspective of Lyytinen & Newman 
[23], it can be argued that a separate (and somewhat independent) building system 
must be set up to address the issue. We find that DSR project could be used in this 
role.  

Thus, we argue, the theory-informed socio-technical reconfigurations undertaken 
by the client-researcher system stands a greater chance of succeeding, given these 
increased degrees of freedom. The question of when a demonstrator intervention 
stands a greater chance of succeeding, we argue, has prior to this research been miss-
ing within the DSR literature. 

7   Conclusions 

In summary, this paper makes three contributions. First, the research identifies that 
currently the DSR literature has not sufficiently addressed the type of change in the 
local practice and how this affects the suitability for sustainable impact from the DSR 
demonstrator. Second, by acknowledging that some IS-related organizational  
problems requires punctuation, such clinical settings offer a lesser degree of  
path-dependence or other organizational constraints, thus leaving more room for  
materializing hypothesis-testing artifacts. Third, within a DSR project addressing a 
punctuating change, we argue that the DSR demonstrator may be used as 1) a new, 
temporary practice (building system) testing the feasibility of the ideas pursued 2) 
serve as foundation for a new emerging work system.  

The major limitation of this research is that the DSR project described in this paper 
is not yet completed. Thus, although a disrupted equilibrium has been identified, there 
remains to collect empirical evidence as to whether the shortcomings typically  
displayed in interventional DSR [13] [17] [18] [19] can be avoided or to a lesser  
degree restraining the research efforts. 
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Abstract. Constructivist research – learning through building – is the core of a 
large stream of design science research in IS. Architecture has always explored 
through this paradigm; more recently, engineering-related disciplines, education 
and medicine have adopted it as well. 

Constructivist methods are chosen in all cases because many systems 
problems are ‘wicked’: difficult, multi-faceted and frequently exhibiting aspects 
that emerge only during attempted solution of the problem. Constructivist 
methods excel at the investigation of incompletely understood problems where 
the variables of study are inextricably confounded or theory is sparse. 

In this paper we present two patterns by which the power of constructivist 
methods can be directed at extending and generating practice-focused results 
from prior research for the benefit of the Information Systems discipline. The 
first pattern generates DSRIS projects based on theoretical findings; the second 
pattern generates DSRIS projects to clarify and extend poorly understood facets 
of large real-world artifacts/systems. 

Keywords: information systems research methods, design science research. 

1   Introduction 

One view of design science research in IS (DSRIS) is as the application to 
information systems problems of the extremely powerful constructivist research 
methodology1 – learning through building. The build-evaluate paradigm with the 
building sometimes guided only by intuition is the core of all constructivist methods. 
Constructivist research has been the primary method of exploration for the field of 
architecture for several thousand years; more recently, engineering-related disciplines, 
including computer science, and social systems designers in education and medicine 
have adopted constructivist research as well.  

                                                           
1  In this paper the term constructivist research refers to learning through building. This is very 

different from its use in the social sciences where constructivist research, also known as 
abstract constructivism, refers to an approach to social analysis that deals with the role of 
human consciousness in social life.  



 Extending Prior Research with Design Science Research 167 

The inclination to constructivist methods is for similar reasons in all cases: many 
engineering, architectural and social systems problems are ‘wicked’ [1]: difficult, 
multi-faceted and frequently exhibiting emergent aspects that become visible only 
during attempted solution of the problem. Constructivist methods excel at the 
investigation of incompletely understood problems where the variables of study are 
inextricably confounded or have not yet been fully explicated by theoretical studies. 

In this paper we present two patterns by which the power of constructivist methods 
can be directed at extending and generating practice-focused results from prior 
research in multiple fields for the benefit of the Information Systems discipline. The 
first pattern generates DSRIS projects based on as yet unapplied theoretical findings; 
the second pattern generates DSRIS projects to clarify and extend poorly understood 
facets of large real-world artifacts/systems or large academic information technology 
projects. 

In the next section of the paper the strengths and benefits of constructivist methods 
are developed relative to the more statistically based methods found in positivist IS 
research. The primary emphasis is on the epistemology of IS constructivist research in 
order to emphasize the unique knowledge generation capabilities of the method. Next, 
the two DSRIS research project development patterns are presented. The first pattern 
generates DSRIS research projects from theoretical research, the second from aspects 
of large systems or constructivist projects. Extended examples of the use of each 
pattern are given in the appendices to this paper, online at: URL: http://www. 
weekspace.com/ anonymous/Generatingv2.0appendicies.pdf . Caveats for use of the 
patterns and opportunities for further development of a pattern approach to DSRIS 
research project generation are discussed in the concluding section.  

2   Learning through Building: What Can Be Learned and How It 
Is Learned 

A recent journal editorial described design science research as “the ancient but 
academically still emerging field. . . ” [2]. While the exact nature and scope of design 
science research in information systems (DSRIS) is still a subject of discussion, we 
feel it is safe to state that: many DSRIS projects are centered on the construction and 
evaluation of an IS artifact intended to improve a business process. Unlike state-of-
practice system DSRIS produces new knowledge by building artifacts with principles 
that are untried or seeks to exploit untested interactions between artifact components 
or both.  

Figure 1 shows the steps in an idealized design science research project. One of the 
unique strengths of the constructivist method is illustrated by the knowledge flow 
arrows labeled circumscription [3]. Circumscription is the logical process by which 
constraints on the application of theoretical knowledge are recognized. In the 
constructivist method it is possible to explore theoretical possibilities in the evaluation 
context of the designed artifact; this is under the control of the design science 
researcher, to a degree not found in other methodologies.   

Figure 2 is an abstraction of the knowledge generation process in the build-
evaluate research cycle. We have modified the original diagram from Goldkuhl [4] 
with the addition of the dashed arrows and the elements in grey boxes so that the flow 
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and derivation of knowledge matches the design research cycle of Figure 1. Another 
highly significant and unique capability of the constructivist method is apparent when 
sequentially tracing the arrows in Figure 2 labeled 1, 2, and 3. 

Knowledge 
Flows

Process 
Steps

Logical 
Formalism

Awareness of 
Problem or Opportunity

Suggestion

Development

Evaluation

Conclusion

Abduction

Deduction
*Operation and 
Goal knowledge

Circumscription

Reflection
and

Theory 
Development

 

Fig. 1. Reasoning in the Design Research Cycle (From [5] as adapted from [6]) 

*An operational principle can be defined as “any technique or frame of reference about a class 
of artifacts or its characteristics that facilitates creation, manipulation and modification of 
artifactual forms.” [7] [8] 

 
This trace, when stated as a logical progression is as follows: 
 
1. An artifact, constructed according to prescriptive statements – design rules,  

          principles or paradigms – when evaluated, yields data (‘Evidence’ in Figure 2).  
2. Consideration of the evidence leads to either: 

2.1 Confirmation of explanatory principles that may have motivated the  
       design or 
2.2 Revision of the explanatory principles that may have motivated the  
       design or 
2.3 Formation of a hypothesis of the mechanism of design functioning  
       (explanatory principles) in the event that no explanatory principles had  
        been  formally derived prior to construction. 

 
3. The new or revised explanatory statements lead to new or revised prescriptive  
     statements – revised design principles, rules or paradigms. 
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Statement 2.3 above describes the ability of the constructivist method to literally 
bootstrap formal knowledge and/or design principles from intuition-guided problem 
solution construction. (This ability is one that we have in past writing termed 
‘atheoretic development’, by which we meant that no formally stated principles 
informed the artifact construction). 

Evidence

EffectCause

Explanatory statement

might lead to

can lead to revision of
hypothesis 

Goal
Prescribed

action

Prescriptive statement

is intended to lead to

corresponds to
can be

transformed to

can be
confirmed by

Kernel 
theories

Design
theories

Artifact 
Evaluation
(leads to)

Mid-range
theories

corresponds toTheory 
Development 

---------
Reflection

1

2

3

 

Fig. 2. Relationships between kernel theory, design theory, and the design process (modified 
from [4]) 

Patterns for generating design science research (DSRIS) projects from two 
different types of prior published research studies are given below. Pattern 1 generates 
projects to explore the potential benefits of translating as yet unapplied design-
relevant theory to the design realm. This pattern corresponds to statements 2.1 and/or 
2.2 above.  

Pattern 2 generates narrowly scoped DSRIS projects to explore incompletely 
understood facets of much larger information technology development projects. The 
very scope of such projects frequently means that significant portions of them lie 
outside current theoretical understanding. Pattern 2 corresponds to statement 2.3 
above. Initially there is no formally expressed understanding of the functioning of the 
artifact in its entirety.  

3   The Patterns: Identifying DSRIS Opportunities 

3.1   A Note on Pattern Description 

Just as in software engineering (and earlier, in architecture [9]) we consider a design 
pattern to be a general reusable solution to a commonly occurring problem in design. 
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The DSRIS project generation methods we describe below certainly fit the definition 
of a design pattern for which the designed artifact is a research project. However, 
because these patterns for research project design are in a different realm and of a 
different order of complexity than software design patterns, we decided that the 
pattern description template familiar to readers of Design Patterns [10] was too 
confining. We have instead chosen to describe the patterns largely with narrative and 
with reference to Figures 1 and 2 above and Table 1 (below) to make the narrative 
more explicit. Examples of the exercise of each pattern can be found in on-line 
appendices to the paper, on line at: URL: http://www.weekspace.com/anonymous/ 
Generatingv2.0appendicies.pdf  

3.2   Pattern 1: ‘Objectifying’/Translating Theoretical Studies  

A precondition for application of this pattern is that during the Problem Definition or 
Suggestion phases of the design research cycle (Figure 1) a published theoretical 
research study has been discovered that is highly congruent with an interesting aspect 
of the DSRIS business problem. By that we mean the theoretical research (uncovered 
during the literature search portion of one of the early phases of the design research 
cycle) immediately (or with a modest amount of reflection) suggests a design 
approach to the problem. In our experience this type of serendipity is not uncommon 
when exploring systems interface problems; in that area congruent theoretical 
research can be found in journals of human-computer interface studies and applied 
and educational psychology journals among others.  

The seminal papers on DSRIS design theory (DT) by Walls, et al. [11] [12] and the 
many papers that use and reference DT refer to kernel theory as a component of the 
DT. The kernel theory, frequently from a natural sciences field [13] [12], describes 
the principles that suggest a novel design approach to the DSRIS project problem. Yet 
none of the published work describing, using or generating design theory explicitly 
sets forth the means by which the kernel theory concepts are mapped to the DSRIS 
project facets. The pattern described next details the translation of insights, dependent 
variables (DVs) and independent variables (IVs) from kernel theory to more concrete 
environments related to the IS problem being solved or technology being improved as 
the focus of the DSRIS project. Once translated, DV(s) and IV(s) can be explored in a 
near-to-use context (DSRIS evaluation) yielding design knowledge and exposing 
limits on the kernel theory through circumscription (see Figure 1, Reasoning in the 
Design Research Cycle).   

To introduce the pattern at a conceptual level, consider the IS problem: search 
engines are imprecise. Whether the issue is approached as a business problem – lost 
time and money in information searches – or as a technology issue – how can web 
search technology be improved – the DSRIS solution always eventually points to a 
technology, which is the IV to be manipulated in some way. The DV is the evaluation 
measure; to continue with the search engine example, the DV could be money or time 
or precision as a surrogate for efficiency (money, time). The manipulation of the 
problematic technology is suggested by the kernel theory. 

For example suppose a theoretical HCI research project determines that there is an 
optimum number of on-screen display elements humans can attend to. The number 
depends on size, complexity, etc. The theoretical research stops at this very general 
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conclusion which provides no specific guidance to designers of browser-based web-
search interfaces. The kernel theory suggests that its IV influences its DV. The kernel 
theory IV must map by analogy or some chain of reasoning to a manipulable element 
in the DSRIS project technology. The kernel theory DV must map to the DSRIS 
project artifact DV, the evaluation measure(s). 

Translation from kernel theory DV/IV to DSRIS project variables requires two 
translations, first from theoretical abstraction to a specific aspect of the technology 
and second from technology aspect to specific design for that aspect. As we describe 
the steps in the pattern we will relate them to phases in the general design research 
cycle (Figure 1). With respect to Figure 1, once a theoretical study of interest has been 
identified, it becomes necessary to identify a specific technology and a specific 
problem or shortcoming with that technology (a ‘facet’) for which the theory suggests 
a solution. At that point both the Awareness of Problem phase and the Suggestion 
phase of the design cycle (Figure 1) have been preliminarily completed.  Translation 1 
(below) takes the theoretical implication from the study and specializes it for the 
identified technology facet. 

Translation 1, a conceptual translation - the mapping of kernel theory DVs and IVs to a 
specific technology facet which we desire to improve. As mentioned above, this 
mapping takes place during the suggestion phase of the design research cycle (Figure 1). 
The technology used in the DSRIS project may be suggested or even completely 
determined by the apparatus or artifact used to develop the kernel theory. Continuing 
with our web-search example, assume the theory was developed through observation of 
users of web-browser-based search engines. Given this and the nature of our research 
question (how can a better interface improve query performance), the DSRIS 
technology base artifact may well also be a browser. The DSRIS research project IV 
will be a specific approach to the “problem” or deficiency targeted for the technology. 
Let us assume the DSRIS researcher proposes that the difficulty users encounter in 
interpreting the mass of search results returned contributes to the inefficiency of the 
composite system – the search engine, its interface and the user. The kernel theory 
suggests that there are significant differences in the ease of interpreting screen displays, 
and so the specific, technological IV for the project is the results display for a search.  

Table 1. Logical form and semantics for mapping theoretical concepts into a design domain 

Kernel theory 
construct / 
proposition 

Mapping Technology construct / 
proposition 

Semantics 

X (construct; 
dependent 
variable)                  

 (is equivalent or 
analogous to) 

Y (technology constrained 
construct; dependent 
variable) 

Kernel theory construct X 
(or concept) maps (is 
analogous) to technology 
(artifact)  construct Y 

B (treatment or 
independent 
variable)                        

 
D (artifact performance 
variable) 

Kernel theory treatment 
variation B is analogous to 
artifact-in-use action D 

B acting on X causes 
C  

 
Do D to Y to get result E 
(Design Theory as Design 
Rule) 

Thus, since performing B on 
X causes C then artifact 
activity D performed on Y 
will yield effect E 
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Translation 2, a design translation - in the generation of a DSRIS project from a 
kernel theory is the concrete translation of DV and IV into the design domain, that is, 
into a specific design rule set for aspects or features of the designed artifact. The logic 
underlying the translation process is shown in Table 1. This translation takes place 
during the Development2 and Evaluation phase of the design research cycle (Figure 1) 
and is frequently iteratively refined in cycles through these phases or even branching 
back to Step 1 of this method.  

The question that drives the mapping/translation from theory IV to design is: “In 
what physically executable form can the IV be expressed in the technology 
implementation?”  

Continuing with our example, the DSRIS researcher may propose a design that (1) 
formats returned search results in a specific way and that (2) allows users to specify 
the exact number (within theoretically suggested guidelines) of results displayed. This 
design can be expressed in general rules. 

To review Pattern 1, our supposed theoretical HCI research project determined that 
there is an optimum number of on-screen display elements humans can attend to. The 
number depends on size, complexity, etc. The theoretical research stops at this very 
general conclusion which provides no specific guidance to designers of browser-
based web-search interfaces. To construct a DSRIS project(s) with Pattern 1: 

 
1. Map the theory to a technology – we assumed a browser. 
2. Map the theory DV and IV to a technology facet (Translation 1). Impose 

context on the display: in our example, let us assume a browser used for 
search when results returned consist of some narrative + URL (similar to 
Google’s behavior). This is the IV. The DV is improved search performance.  

3. Design the novel or improved facet (Translation 2, above). For the example, 
determine the optimum display characteristics (the independent variable, IV) 
as measured by the DSRIS dependent variable (DV), user behavior, and 
express them as a design rule or pattern (design theory).  

 
Note that even with the guidance of the pattern some of the activities of some of the 
pattern steps require the exercise of creativity. This is most notable in step 3 
(immediately above) during which design rules emerge. However, the guidance 
provided by the pattern both circumscribes and focuses the creative effort. An 
example of the exercise of this pattern using a published theoretical paper from HCI is 
given in Appendix 3 to this paper, on-line at: URL:  http://www.weekspace.com/ 
anonymous/Generatingv2.0appendicies.pdf 

3.3   Pattern 2: Deconstructing Large Information Technology Projects 

Many information technology projects are huge by DSRIS standards. Some examples 
are MOOsburg [14], a precursor of contemporary on-line, interactive virtual 
environments, the ‘smart home’ project [15], or even full-featured computer language 
tutorial systems [16]. The method suggested by Carroll and Rosson [14] for 

                                                           
2  The Development phase of the design cycle of Figure 1 includes both design and 

implementation of the artifact. 
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explicating explicit design knowledge from HCI projects is an excellent method to 
begin to decompose a large information technology project into smaller DSRIS 
projects. Carroll and Rosson decompose a large, complex artifact into features; 
underlying each feature is a claim for the effective functioning of the feature. Claims 
are generated through claims analysis: a causal analysis of the users’ experience with 
the artifact.  

Each claim is typically based on a grounding ‘natural science’ theory from 
psychology or other behavioral science or possibly from a design theory from IS or 
computer science. The claim/theory constitutes a strand in a web of claims for the 
artifact that Carroll and Rosson [14] term the design rationale for the larger artifact3.  

The theory underlying each claim is equivalent to a DSRIS kernel theory. The 
claim is for a feature of a specific artifact, which is to say both the kernel theory and 
the implementation have already been concretely scoped in the course of the design 
and construction of the artifact. The DVs and IVs of the feature-underlying theory 
have necessarily been mapped to the design domain. The behavior of any feature of 
the artifact exercises the IV(s) and the user reaction (behavior) or artifact (or aspect 
thereof) performance is the DV(s). A DSRIS project can be generated from each 
claim to investigate the feature in a more controlled manner, creating a design theory 
and potentially extending the understanding of that feature’s kernel theory.  

The DSRIS project can be thought of as a piece of the larger project that has been 
“broken off” to isolate and investigate more deeply the DVs and IVs of the feature’s 
theory and the effectiveness of the translation of these to design. The DSRIS project 
might explore broader variations of the IV than was done in the larger artifact, 
different constraints on the user experience than in the larger artifact and/or alternate 
design translations of the variables – different ways of varying the IV in an artifact of 
similar intent (functionality) to the original. 

The results of each DSRIS exploration are an exemplar artifact, and a DT 
expressed either in formal terms or as design patterns and potentially increased 
understanding through circumscription of the original theory, which can be captured 
in the form of mid-range theory (see Figure 2 and the discussion of DSRIS project 
outputs in the prior section).  

We assume the motivation is that there are, on reflection, meaningful unanswered 
questions about the use of the artifact feature or its capabilities or scope. Treat the 
claim as the kernel theory, conceptualize an artifact that probes the unanswered 
question and proceed as per Pattern 1. To the degree the new technological artifact is 
related to the larger artifact from which the kernel theory was taken, the design 
information for that larger artifact may be useful. 

Summarizing Pattern 2 steps overall:   
 

• Deconstruct a large IT artifact/system into features 
• For each feature of interest, identify the behavioral or performance claims for 

that feature 
• Mark the claims as beneficial (+) to the feature, neutral or detrimental (-) 
• The (-) claims specify a likely area for improvement. 

                                                           
3  Design rationale may operate at different levels. “Design rationale for families of artifacts also 

overlaps, leading to more abstract design rationale that create a design space.” [14], p. 434. 
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• The (+) claims may be amenable to enhancement  
• Next identify the theory that generated the claim for the design feature.  
• Identify the DV and IV for the theory as shown in Table 1, above.  
• Next conceptualize a DSRIS artifact construction project that could explore 

the theory by varying the artifact implementation of the feature  
• Note that the interplay of (-) and (+) claims necessitated a design 

compromise. Mitigating (-) claims or enhancing (+) claims will probably 
change the design rules for the feature and for the larger artifact/system  

 

For a specific example of artifact deconstruction into features, claims and underlying 
theories in an HCI context see [14], figures 15.3 and 15.4. An example of the exercise 
of this pattern to deconstruct a large IT project into a feature-focused DSRIS project 
is given in the appendices to this paper, on line at URL: http://www.weekspace.com/ 
anonymous/Generatingv2.0appendicies.pdf 

4   Concluding Remarks, Limitations of the Research and Caveats 

In this brief paper we have presented two patterns for generating DSRIS projects. The 
first pattern translates design-relevant theory from any domain into the IS design 
domain. The second pattern describes how large artifacts or systems generated in IT 
practice or by large academic IT projects can be deconstructed into facets. Poorly 
understood facets of interest to real-world IT problems can be explored through  
the DSRIS projects generated by this pattern. Another contribution of the paper is  
the DSRIS project description template of Appendix 1 (on line at URL: 
http://www.weekspace.com/anonymous/Generatingv2.0appendicies.pdf which may 
find broader use. 

The primary caveat we offer on the research is that the patterns developed here 
focus on ‘traditional’, ‘hard’ DSRIS artifacts: software or systems. The patterns may 
be amenable to the development of IS process artifacts also but this possibility has not 
been treated in the paper.  

Many more patterns for constructing IS design science research projects await 
development and this is one of our future research goals. Indeed, an entire book has 
already been devoted to DSRIS patterns [17]. However, we feel the patterns presented 
in this paper are more detailed and sophisticated than any previously published.  

Finally, we have been able, within the confines of a conference paper and  
the online appendices, to present only a single example of the use of each pattern, and 
the projects suggested by the examples have not been enacted. However, we believe 
the patterns have high face validity as do the projects suggested in the examples of 
use. In fact, the patterns we have described emerged largely through our reflection on 
the process and ratiocination of a number of past DSRIS projects in which we have 
been involved. One such previously published project has been retroactively 
explicated using Pattern 1 and is presented as an additional example of the use of that 
pattern in Appendix 2 (on line at URL: http://www.weekspace.com/anonymous/ 
Generatingv2.0appendicies.pdf 



 Extending Prior Research with Design Science Research 175 

References 

1. Rittel, H., Webber, M.: Dilemmas in a General Theory of Planning. Policy Sciences 4, 
155–169 (1973) 

2. Koskinen, I.: The Editor’s Introduction: Design Research from Northern Europe, Part II. 
Knowledge, Technology & Policy 20(3), 129–130 (2007) 

3. McCarthy, J.: Circumscription - A Form of Non-Monotonic Reasoning. Artificial 
Intelligence 13, 27–39 (1980) 

4. Goldkuhl, G.: Design Theories in Information Systems - A Need for Multi-Grounding. 
Journal of Information Technology Theory and Application 6(2), 59–72 (2004) 

5. Vaishnavi, V., Kuechler, W.: Design Research in Information Systems (2004), 
http://desrist.org/design-research-in-information-systems/ 
(accessed January 20, 2004, last updated August 16, 2009) 

6. Takeda, H., Veerkamp, P., Tomiyama, T., Yoshikawam, H.: Modeling Design Processes. 
AI Magazine 11(4), 37–48 (1990) 

7. Purao, S.: Design Research in the Technology of Information Systems: Truth or Dare, 
GSU Department of CIS Working Paper. Atlanta, GA (2002) 

8. Dasgupta, S.: Technology and Creativity. Oxford University Press, New York (1996) 
9. Alexander, C., Ishikawa, S., et al.: A Pattern Language: Towns, Buildings, Construction. 

Oxford University Press, Berkley (1977) 
10. Gamma, E., Helm, R., Johnson, R., Vlissides, J.: Design Patterns. Addison-Wesley, Upper 

Saddle River (1994) 
11. Walls, J., Widmeyer, G., et al.: Building an Information System Design Theory for 

Vigilant EIS. Information Systems Research 3(1), 36–59 (1992) 
12. Walls, J., Widmeyer, G., et al.: Assessing Information System Design Theory in 

Perspective: How Useful was our 1992 Initial Rendition. Journal of Information 
Technology Theory and Application 6(2), 43–58 (2004) 

13. March, S., Smith, G.: Design and Natural Science Research on Information Technology. 
Decision Support Systems 15(4), 251–266 (1995) 

14. Carroll, J., Rosson, M.: Design Rationale as Theory. In: Carroll, J. (ed.) HCI Models, 
Theories and Frameworks: Toward a Multidisciplinary Science, pp. 431–461. Morgan 
Kaufmann, San Francisco (2003) 

15. Kidd, C., Orr, R., Abowd, G., Atkeson, C., Essa, I., MacIntyre, B., Mynatt, E., Starner, T., 
Newstetter, W.: The Aware Home: A Living Laboratory for Ubiquitous Computing 
Research. In: Second International Workshop on Cooperative Buildings - CoBuild 1999 
(1999) 

16. Carroll, J., Rosson, M.: Getting Around the Task-Artifact Cycle: How to Make Claims and 
Design by Scenario. ACM Transactions on Information Systems 10(2), 181–212 (1992) 

17. Vaishnavi, V., Kuechler, W.: Design Science Research Methods and Patterns: Innovating 
Information and Communication Technology, New York, Auerbach (2008) 

 



H. Jain, A.P. Sinha, and P. Vitharana (Eds.): DESRIST 2011, LNCS 6629, pp. 176–191, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Inductive Design of Maturity Models: Applying the 
Rasch Algorithm for Design Science Research 

Gerrit Lahrmann1, Frederik Marx1, Tobias Mettler2,  
Robert Winter1, and Felix Wortmann1 

1 Institute of Information Management, University of St. Gallen,  
Müller-Friedberg-Str. 8, 9000 St. Gallen, Switzerland 

{gerrit.lahrmann,frederik.marx,robert.winter, 
felix.wortmann}@unisg.ch 

2 SAP (Switzerland) AG, SAP Research CEC St. Gallen,  
Blumenbergplatz 9, 9000 St. Gallen, Switzerland 

tobias.mettler@sap.com 

Abstract. Maturity models are an established means to systematically document 
and guide the development of organizations using archetypal capability levels. 
Often, these models lack a sound foundation and/or are derived on the basis of an 
arbitrary design method. In order to foster the design of relevant and rigorous 
artifacts, this paper presents a method for maturity model construction that 
applies the Rasch algorithm and cluster analysis as a sound methodical 
foundation. The Rasch algorithm is widely used to improve scholarly 
intelligence and attainment tests. In order to demonstrate the application of the 
proposed method and to evaluate its usability and applicability, we present a 
design exemplar in the business intelligence domain. 

Keywords: design science, maturity models, Rasch algorithm, business intelligence. 

1   Introduction 

In the field of Information Systems (IS) and Management Science, maturity models 
(MM) are steadily being applied both as an informed approach for continuous 
improvement [1, 2] and as a means for self or third party assessment [3, 4]. Since the 
introduction of the concept in the 1970s [e.g. 5, 6], a multiplicity of different MMs 
has been developed in academia and practice, making it an excellent example for 
design research [7]. Becker et al. [8] report that more than 1,000 articles refer to MMs 
and Mettler et al. [9] found more than 100 MMs.  

Nonetheless, the concept has not been undisputed by criticism. For instance, 
Pfeffer & Sutton [10] argue that the purpose of MMs is to identify a gap, which can 
then be closed by subsequent improvement actions. However, lots of these models do 
not describe how decision makers effectively have to perform these actions. Hence, 
often a ‘falsified certainty of success’ is purported. Mettler and Rohner (2009) 
excoriated that yet today situational factors (e.g. corporate culture, organization 
structure, company size) are often left behind in favor of reducing complexity (thus 
assuming a static and somewhat simplistic world view). In the business intelligence 
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(BI) domain, a recent methodical state-of-the-art analysis reveals that MMs often lack 
a theoretical foundation, are not well documented, and especially dismiss methodical 
requirements [11]. This is in line with Biberoglou & Haddad [12], who state that there 
exists no common and widely accepted design methodology and formal theoretical 
basis for MM construction so far. 

The goal of this paper is to address the core issue outlined by Lahrmann et al. [11] 
and Biberoglou & Haddad [12]. Hence, the paper proposes a psychometric-driven 
approach for designing relevant and rigorous MMs based on the Rasch algorithm and 
cluster analysis. Advancing the knowledge base of artifact construction, this paper 
aims at contributing to the meta research of design science [13]. 

Following a basic design science process of “build” and “evaluate” [14, 15], the 
paper is structured as follows. In section 2, we outline the methodical foundations as 
well as theoretical considerations for the construction of MMs. In section 3, the 
underlying assumptions and our algorithm-based MM construction methodology are 
discussed in detail. In order to clarify and evaluate the suggested construction method, 
we develop an exemplary BI MM in section 4.1 Finally, we summarize our findings 
and offer suggestions for future work. 

2   Foundations 

2.1   Definition of Maturity and Demand for a Maturity Model 

In general, ‘maturity’ can be defined as “the state of being complete, perfect or ready” 
[16]. Maturity thus implies an evolutionary progress in the demonstration of a specific 
ability or in the accomplishment of a target from an initial to a desired or normally 
occurring end stage. In the IS discipline, ‘maturity’ is rather regarded as “a measure to 
evaluate the capabilities of an organization” [17]. Following Becker et al. [18], MMs 
endorse this evaluation by outlining anticipated, typical, logical, and desired evolution 
paths. Furthermore, Mettler & Rohner [19] argue that, as formality is incorporated 
into the organizational development activities, decision makers are given a pragmatic 
instrument to determine whether potential benefits have been realized or not.  

To delineate this evolution path, either a top-down or a bottom-up approach is 
conceivable [20]. With a top-down approach, a fixed number of maturity stages or 
levels is specified first and further corroborated with characteristics (typically in form 
of specific assessment items) that support the initial assumptions about the maturity 
distribution. When using a bottom-up approach, distinct characteristics or assessment 
items are determined first and clustered in a second step into maturity levels to induce 
a more general view of the different steps of the evolution path. In this sense, it is 
possible to define a different scale, number and type of maturity level for each of 
these clusters or focus areas [21]. 

Independent of whether a top-down or bottom-up approach is applied for 
describing the evolution path, reflections with respect to uncertainty of this evolution 
path have to be made [22]. In this regard, theories of emergence and diffusion of 
innovations reveal interesting foundations. According to Utterback & Abernathy [23], 
                                                           
1  It is not the motivation of this paper to present an in-depth discourse on future BI-trends, but 

rather to show how the Rasch algorithm can be applied for maturity model construction. 
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the progress of a particular innovation follows an S-curve (left side of Fig. 1). 
Innovation (mainly originating from many minor product or process improvements) 
passes through different stages of maturity. Of particular interest is thereby the 
disruptive phase where a dominant design of a solution (i.e. a general agreed standard 
or best practice) becomes evident. However, dominant designs may not be better than 
other designs, but acceptance of an innovation will be on peak (right side of Fig. 1).  

As regards the development of MMs, the cognition of the state in which an 
innovation is situated is thus extremely important, especially when the model is 
prescriptive. For instance, when focusing on the development of a MM for an 
emerging phenomenon, the levels of maturity may be extremely uncertain given that 
no dominant design is found already. Furthermore, only limited ‘test cases’ are 
available for effectively observing the accuracy of the recommended improvement 
actions, thus reducing the possibilities for attaining a reliable sample. Accordingly, 
this may have an effect on the appreciation of the MM as such, since the described 
evolution path may be perceived as speculation. On the other hand, when 
concentrating on a mature domain with lots of ‘test cases’ to rely upon, the levels of 
maturity may be clearer. However, the utility of the model may be reduced since the 
demand for guidance is lower. In such a case the results from an appraisal may be 
understood as ‘bureaucracy’ or ‘platitude’ as no substantial benefits may be gained.  

A similar train of thoughts can be made when considering the diffusion of 
innovations. When using too fundamental or forward-looking criteria for the maturity 
assessment of an organization, the application of the model will show an 
accumulation of the results on a predefined sophistication level. For instance, Hayes 
& Zubrow [24] discovered that 73 percent of the assessed organizations between 1987 
and 1994 were stuck on the first level of the Capability Maturity Model (CMM) 
because the requirements of the process area ‘project management’ were far too hard 
to meet. Therefore when defining the levels of maturity for a particular domain, a 
trade-off between the state of an innovation’s uncertainty and its actual diffusion 
(which assists in predicting whether and how an innovation will be successful) has to 
be considered in order to guarantee ‘useful insights’ (i.e., trustworthy but not too 
obvious improvement activities) from the application of the model. 

 

Fig. 1. Relationship between Maturity and Diffusion. Adapted from [22]. 
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2.2   Maturity Model Development Methods 

In contrast to other artifacts of the type “model”, e.g. reference process models [25], 
only limited knowledge is available on how to systematically delineate the evolution 
path and how to instantiate the corresponding MM. As for now, five distinct 
development processes have been extensively discussed in current literature [18, 20-
22, 26]2. All of these processes share five generic design steps: (1) Identify need or 
new opportunity: Developing MMs by conducting design-oriented research means 
finding solution patterns for important unsolved problems or giving advice in solving 
problems in more effective or efficient ways [15]. According to Järvinen [27], a 
business need is not necessarily required but a new opportunity as “opportunity-based 
innovation can have a great economic value”. As discussed in the prior section, the 
demand for a new MM strongly depends on the diffusion and maturity of the subject 
itself, given that mature themes typically require less explanation than emerging ones. 
(2) Define scope: In order to develop a useful model, the domain must be scoped 
properly [21]. This means that it has to be decided whether certain assumptions and 
characteristics are included or not. According to de Bruin et al. [20], this will “set the 
outer boundaries for model application and use”. (3) Design model: The artifact as 
such is constructed in a third step. Becker et al. [18] and de Bruin et al. [20] both 
suggest a top-down approach by primarily defining a kind of grid or architecture of 
the relevant domain dimensions and sub-dimensions and ‘filling’ these dimensions 
with typical characteristics using focus groups/delphi method, creativity techniques, 
case studies, or literature reviews. Quantitative methods are less frequently used for 
constructing MMs. An example is the Rasch algorithm-based approach [22, 28], 
which is discussed and enhanced in this paper. (4) Evaluate design: Due to the fact 
that the acceptance of a MM critically depends on its utility, validity, reliability, and 
generalizability, evaluation is a crucial step in every design science research project 
[15]. (5) Reflect evolution: Finally, the MM has to be maintained and further 
development will be needed given that some model elements will get obsolete, new 
constructs will emerge, and assumptions on the different levels of maturity will be 
affirmed or refuted [18]. Therefore, even in an early stage it is important to also 
reflect on how to handle alterations in model design and deployment. However, this 
design step has attained little attention yet. Table 1 provides an overview of the 
applicable development methods and their adequacy for MM construction. 

3   Using the Rasch Algorithm for MM Construction 

3.1   Background and General Assumptions 

Dekleva & Drehmer [29] favor the usage of the Item Response Theory (IRT) in the 
context of MMs. IRT has been developed to overcome deficiencies with classical test 
theory. Both theories aim to improve the reliability and validity of standardized tests 
or questionnaires by deriving conclusions about difficulty of items or the ability of 
participants [30]. IRT assumes that responses to questionnaire items are dependent on 
non-measureable respondent characteristics (a single latent variable or trait θ) and on 
item characteristics. Respondent characteristics could be psychological traits, but also  
 

                                                           
2  For a more detailed analysis of the distinct development methods, please refer to [21, 27].  
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Table 1. Maturity Model Development Methods  

Phase Design method Exemplary Source 
1. Identify need or new 

opportunity 
• Creativity techniques 
• Focus groups 
• Case studies 
• Literature review 
• Survey 

• (Becker, et al. 2009) 
• (Mettler 2010a) 
• (de Bruin, et al. 2005) 
• (Van Steenbergen, et al. 2010) 
 

2. Define scope • Informed arguments 
• Scenarios 

• (Van Steenbergen, et al. 2010) 
• (Mettler 2010a) 

3. Design model • Top-down: 
 Delphi method 
 Case studies 
 Literature review 

• Bottom-up: 
 Algorithmic analysis 
 Informed arguments 
 Ontologies 

 
• (Becker, et al. 2009) 
• (De Bruin et al. 2005) 
• (Van Steenbergen, et al. 2010) 

 
•  (Mettler 2010a) 

 
• (Mettler 2010a) 

4. Evaluate design • Functional testing 
• Structural testing 
• Survey 
• Focus groups  
• Interviews 

• (Mettler 2010a) 
 
• (Mettler 2010a) 

5. Reflect evolution • Field study 
• Interviews 

 

 
knowledge and specific capabilities. Determining a latent trait, IRT is a probabilistic 
alternative to factor analysis. 

By basically counting properly answered questions, IRT calculates a score for the 
difficulty of items  and the ability of participants . Both scores are measured on 
the same interval scale. In the context of MM construction, the measurement of item 
difficulty supports the inductive allocation of items onto maturity levels and the 
capability of participants supports the assessment of organizations. The basic 
assumption and principle is schematically outlined in Fig. 2, where the responses of a 
dichotomous questionnaire are ordered in a response matrix. The sum scores are used 
to order the capabilities and difficulties. 

Treating raw scores directly as measurements for the difficulty of items and 
capabilities of organizations, as in Fig. 2, does not yield in adequate results. Such a 
procedure tends to concentrate around middle scores and does not contrast the results 
of the more capable and less capable organizations, e.g. a very difficult item has the 
same contribution to the score as an easy item [30]. Therefore, the raw scores are first 
converted in their success-to-failure ratio, which allows displaying items and abilities 
ordered on one scale. Secondarily, the values are converted to their natural logarithm 
which calibrates the difficulty and ability around zero and therefore the score from a 
merely ordinal scale to interval scale, a log odds unit scale (see Table 2). A logit of 
zero corresponds to average difficulty (or ability). An additional logit doubles, a 
subtraction bisects difficulty or ability [31].  
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Fig. 2. Schematic Principle of the Rasch Algorithm 

Furthermore, raw scores do not recognize patterns of responses by organizations. 
For example in Fig. 2, the raw score of organization 2 is orderly, as all easy items are 
properly answered and all difficult items are not. But it would be unfair to treat it 
similarly to organization 1 with the same raw score, but a pretty mixed response 
pattern; the same is true for the difficulty of item 10 compared to item 1. Therefore, 
using the Rasch algorithm, the capabilities and difficulties are tested against estimates 
based on a item response function (IRF) [32]. The IRF is based on the nonlinear 
monotone homogeneity model (MHM) which fits to the basic consideration of MMs 
in section 2.1. It states that highly skilled organizations have a high probability of 
having successfully implemented easy characteristics. Similar, low skilled 
organizations have a low probability of using advanced practices. The IRF is defined 
as the conditional probability of success f θ  for an organization v to solve item i. 
Consequently, the calculation of estimates of difficulty and capabilities is based on 
the inverse IRF using Maximum Likelihood Estimates (MLE) [32]. 

The degree of difficulty of an item, the ability of organizations θ , the IRF, and 
estimates can be calculated by the following steps presented in Table 2 [33].  
 

Table 2. Calculation of the Measures, IRF and Estimates 

Step Formula Description 
0 - Eliminate all items, which have been solved by all or none of 

the organizations, as no additional information is provided. 
1 

; 

Calculate degree of difficulty of an item i: share of not or 
incorrect answered items (1-p) divided by share of correct 
answered items (p). 

2 

; 

Calculate ability of an organization v: share of correct 
answered items (p) divided by share of not or incorrect 
answered items (1-p). 

3 P X 1| ,exp1 exp  

Calculate the conditional probability of success . Using 
one scale, it is based on the difference between the ability of 
organizations θ  and the difficulty of the items β , so that for a 
given value  the probability decreases with increasing 
difficulty . 

4 ,  The estimates of difficulties and items are derived by using 
MLE based on the inverse IRF. 
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The Rasch algorithm is able to handle binary scales and rating scales [30]. For 
simplicity reasons, the paper provides a short introduction using binary scales first.  

Key indices for testing are OUTFIT and INFIT [32]. Both are based on chi-square 
fit statistics using the residuals between the observed and the expected value  
under the IRF (see Table 3). They indicate how accurately or predictably data fits the 
MHM. 

Table 3. Calculation of OUTFIT and INFIT indices 

Formulary Description Expectation 1 1  

OUTFIT is based on the 
conventional sum of squared 
standardized residuals. It is 
more sensitive to extreme 
scores. 

Expectation of 1, values 
substantially below 1 
indicate dependency in data; 
values substantially above 1 
indicate noise. ∑∑ 1  

INFIT is an information-
weighted sum. The statistical 
information is its variance. 
This is larger for targeted 
observations, and smaller for 
extreme observations. So it is 
inlier-sensitive. 

Expectation of 1, values 
substantially below 1 
indicate dependency in data; 
values substantially above 1 
indicate noise. 

 
For details and mathematical specifications of the underlying assumptions, the 

specialized Rasch literature is recommended [30-32, 34].  

3.2   Rasch Algorithm-Based Maturity Model Construction 

The MHM and the positioning of difficulty of items and ability of organizations fit to 
the basis considerations of MMs, which has already led to applications of Rasch for 
MM construction by selected researchers [22, 28]. To make it applicable for MM 
construction in the field of IS research, the basic model needs three modifications, 
without challenging the basic assumption of the Rasch algorithm:  

First, in the context of complex socio technical systems the expressive power of 
rating scales, e.g. a Likert scale from one to five, is superior to dichotomous scales. A 
Likert scale clearly recognizes that the questions are requiring merely expressed 
opinions than just simple right or wrong answers [35]. Therefore, rating scales instead 
of dichotomous scales should be deployed. The Rasch algorithm is already prepared 
for the handling of rating scales. But the determination of the characteristics is 
slightly more complex, for details refer to the specialized Rasch literature [30, 34]. 

Second, in order to develop MMs in the context of IS, researchers should not only 
ask for the actual situation of an item i at organization v , but also for the desired 
situation of item i at organization v . Following the principle of economic 
efficiency [36], the overall utility function of an item i at organization v is not 
necessary monotonically increasing, but could be limited by   providing an upper 
bound for the item. The potential and desired improvement is then provided by the 
delta value between desired and actual values . A negative delta 
expresses overcompliance or undesired developments. The delta value  can now 
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serve as the input variable for the Rasch algorithm. Considering that MMs should 
provide an individual as-is assessment, but a common and consistent development 
perspective, this paper proposes the usage of a modified delta between the individual 
actual values  (organization specific) and common desired values  (median 
across all organizations) . The median  is able to express the 
importance of one item for all organizations. Compared to the arithmetic mean, the 
median is much more stable for extreme values [30]. Thus, the median is preferred 
over the mean. The difficulty of an item per organization is then given by the delta 
value: A high positive gap expresses a difficult and desired item. Negative gaps and 
also values on the threshold itself express easy items. Following common practice of 
Rasch model application, categories are collapsed with respect to the situation at hand 
[30]. Therefore, all negative gaps are collapsed into one category, as they all express 
overcompliance. Also very large gaps are collapse into one category as there is hardly 
any distinction between “very, very” difficult items and “very, very, very” difficult 
items. Therefore, a re-coding of data is applied resulting in five values. The result is 
presented in Table 4. Following Rasch model application for Likert scales, more easy 
items are expressed with a higher value.  

Table 4. Coding of Actual and Desired Values  

Delta ∆ <0 0 1 2 >2 
 5 4 3 2 1 

Interpretation Easy items Difficult items  

 
Third, the Rasch algorithm only yields a single ordinal scale that represents the 

logit measure of each item and organization, but not distinct maturity levels. In order 
to overcome subjectivity in defining maturity levels (e.g. by defining level one items 
to have logits smaller than -1), we propose the usage of cluster analysis on the basis of 
the item logits. The purpose of clustering is to investigate “a set of objects in order to 
establish whether or not they fall […] into groups […] of objects with the property 
that objects in the same group are similar to one another and different from objects in 
other groups.” [37] Within various clustering methods, agglomerative algorithms have 
the largest significance in practice and are selected here for maturity level distinction 
[38]. Based on the measure of the items, they start with n clusters, each containing a 
single item. Using a standardized distance measure, step by step the number of 
clusters is reduced. As most MMs use five maturity levels [8, 11], the anticipated 
number of clusters is set to five. 

4   Evaluation of the Method 

In order to show the applicability of the method proposed, we outline a design 
exemplar for a BI MM. Section 4.1 provides an overview of the survey design and 
sample. Section 4.2 presents the results of the Rasch algorithm and the cluster 
analysis. Based on these results, section 4.3 reflects on the method presented at hand. 
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4.1   Survey Design and Data Collection  

For the design exemplar, a questionnaire is used that is structured into four 
dimensions. Following well accepted management and IS frameworks, three 
functional BI dimensions of “strategy” (“what”), the “organization and processes” 
(“how”) and the “IT support” (“with what”) are differentiated [39]. Additionally, the 
fourth dimension “quality of service” focuses on how well the BI organization 
performs in its environments. Therefore, it contains questions related to non-
functional aspects such as user satisfaction, performance and scalability [40]. For each 
dimension, two up to six questions are defined, resulting in a total of 14 questions. 
Each question contains two up to six characteristics, which are assumed to have 
different levels of difficulty, respectively maturity. This results in a sum of 58 items. 
A paper-based questionnaire is used to collect data. The responses are scored on a 
five-point Likert scale. The participants of an international conference for 
practitioners in the field of BI held in 2010 in Switzerland served as sample. From the 
144 participants of the conference, 51 returned the questionnaire yielding in a 
response rate of 35.4%. In Table 5, the characteristics of the sample are outlined. 

Table 5. Sample Characteristics  

Industry sector No %  Employees No % 
Automotive 2 4  0-100 9 18 
Chemical & pharmacy 3 6  100-1000 11 22 
Services 13 25  1000-10000 13 25 
Utilities 3 6  > 10000 13 25 
Finance & banking 8 16  Not available 5 10 
Healthcare 1 2  Sum 51 100 
Wholesale & retailing 4 8  Position of respondent No % 
Techn., new media & telecom. 5 10  Business organization 5 10 
Transportation & logistics 2 4  IT organization 29 57 
Others 7 14  Mixed org. unit 15 29 
Not available 3 6  Not available 2 4 
Sum 51 100  Sum 51 100 

4.2   Results  

The BIGSTEPS software 2.82 [32] has been used to obtain item calibrations. 
Important output statistics are the measure of difficulty (the logit values), the standard 
error, and the fit statistics of INFIT and OUTFIT for each item. Table 6 contains the 
results ordered by descending measure, i.e. difficult items have a higher measure than 
easy items. The fit values are all around 1 and therefore satisfying the expectation (see 
Table 3). The result is a flat list of ordered items. Although first conclusions can be 
drawn from such a list, the measures do not allow a division in distinct maturity 
levels. For clustering, we use the hierarchical cluster analysis of SPSS 19 (squared 
Euclidean distance, Ward's method) and set the desired number of maturity levels to 
five. The results of the cluster analysis are also exhibited in Table 6. 
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Table 6. Results of Rasch Algorithm 

Logit Error Infit Outfit Item Cl. Short description 
0.91 0.15 0.61 0.62 4.1.d 5 Proactive data quality management 
0.79 0.14 1.26 1.23 1.3.c 5 Systematic and comprehensive 

measurement of real BI usage 
0.72 0.14 1.2 1.18 1.3.b 5 Balanced Scorecard incl. quality, cost and 

user satisfaction  
0.56 0.15 1.25 1.19 1.1.e 4 BI steering committee within business 
0.56 0.14 1.02 1.01 2.2.d 4 Balanced mix of central and decentral 

organizational units  
0.5 0.14 0.96 0.95 1.3.e 4 Portfolio mgt. for systematic BI roadmap 

0.45 0.14 0.81 0.81 1.2.c 4 Regular update on BI strategy 
0.39 0.14 0.59 0.61 1.3.d 4 Value-oriented dev. of BI, e.g. using 

business cases 
0.37 0.13 0.76 0.84 2.3.b 4 Defined governance & standards for 

content 
0.37 0.13 1 1.03 2.4.b 4 Dev. of BI based on standardized BI 

processes 
0.37 0.13 0.62 0.62 2.6.b 4 Use of BI by middle-management 
0.37 0.14 1.43 1.42 3.1.c. 4 Flexible, proactive analytics 
0.33 0.13 1.06 1.05 1.2.b 4 BI strategy with focus on organization, 

processes as well as technology and tools 
0.31 0.14 1.06 1.07 2.5.b 4 Central BI operations based on ITIL 
0.24 0.14 0.85 0.86 4.1.a 3 Defined and documented roles for data 

quality mgt. 
0.21 0.14 0.96 0.94 4.1.e 3 Std. definitions for key perf. indicators 
0.2 0.14 1.13 1.14 4.2.e 3 BI operations based on well defined 

service-level-agreements (SLAs) 
0.18 0.14 0.76 0.8 2.3.c 3 Defined governance & standards for 

management 
0.17 0.14 0.47 0.48 4.2.d 3 Performance is satisfying for users 
0.14 0.14 0.7 0.72 4.2.c 3 Timeliness: Usage of up-to-date tools and 

frontends 
0.11 0.14 1.43 1.42 1.1.b 3 Multitude of decentral sponsors from 

business 
0.11 0.14 0.91 0.9 4.1.b 3 Defined processes. for data quality mgt. 
0.11 0.14 0.65 0.64 4.2.f 3 Cost efficient BI operations 
0.09 0.13 1.29 1.36 2.1.d 3 Business partner - consulting of business 

lines 
0.08 0.13 0.87 0.85 2.6.c 3 Use of BI by specialist 
0.06 0.13 1.28 1.27 1.2.a 3 BI strategy with focus on techn. and tools 
0.05 0.13 1.22 1.23 1.3.a 3 Std. cost and profit calculation of BI 
0.02 0.14 0.82 0.83 1.1.d 3 Central influencing sponsor from business 
0.01 0.13 1.09 1.08 3.1.d 3 Integration of different frontends, using 

drill-through from standard reports into 
OLAP cubes 

0 0.14 0.81 0.8 4.2.b 3 Homogeneity: Usage of a few and coherent 
BI tools 

-0.01 0.14 1.56 1.58 3.2.b 3 Partial integration in global systems (e.g. 
finance data warehouse) 
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Table 6. (continued) 

-0.01 0.14 0.96 0.98 3.2.e 3 Balanced mix of central and decentral 
systems based on organizational structure 

-0.03 0.13 1.25 1.24 2.6.d 3 Operational usage of BI 
-0.06 0.14 0.91 0.91 1.1.f 3 BI steering committee within IT 
-0.06 0.14 0.96 0.96 2.4.c 3 Development of BI using agile 

development methods (e.g. SCRUM) 
-0.08 0.14 0.9 0.9 4.1.c 3 Most important data objects are defined for 

whole enterprise 
-0.08 0.14 0.97 0.95 4.1.f 3 Standardized definitions for master data  
-0.1 0.14 0.64 0.63 3.1.a 3 Static reports 

-0.11 0.14 0.86 0.86 2.1.a 3 Defined governance & standards for dev. 
-0.11 0.13 0.83 0.83 2.3.d 3 Operator of infrastructure 
-0.15 0.15 1.02 1.02 2.4.d 2 Hybrid development of BI mixing agile 

development and waterfall methods 
-0.22 0.14 1.2 1.21 2.1.c 2 Provision of standardized services 
-0.27 0.14 1.31 1.3 2.2.c 2 Central BI organization 
-0.28 0.14 1.38 1.38 3.2.d 2 Highly central data warehouse 
-0.28 0.14 0.97 0.96 4.2.a 2 High availability: No breakdowns, 

maintenance in well defined and short time 
slots 

-0.3 0.14 1.24 1.23 2.2.b 2 Decentral BI org. with central CIO org. 
-0.31 0.14 1.39 1.44 2.6.a 2 Use of BI by top-management 
-0.32 0.14 0.73 0.73 2.3.a 2 Defined governance & standards for tools 

and applications 
-0.33 0.14 0.76 0.75 2.3.e 2 Defined gov. & standards for operations 
-0.39 0.14 0.91 0.93 2.4.a 2 Dev. of BI based on std. IT processes 
-0.45 0.15 1.19 1.21 1.1.c 2 Central influencing sponsor from IT 
-0.49 0.15 1.62 1.59 2.1.b 2 Project oriented development 
-0.55 0.16 0.72 0.79 3.2.f 2 Decentral, but harmonized systems (e.g. 

standardized master data) 
-0.58 0.15 1.16 1.13 3.1.b 2 Ad-hoc analyses (OLAP) 
-0.65 0.15 1.2 1.12 2.5.a 2 Central operations of BI 
-0.81 0.16 0.88 0.92 1.1.a 1 Multitude of decentral sponsors from IT 
-0.89 0.16 1.15 1.14 2.2.a 1 Decentral BI org. and responsibilities 
-0.91 0.17 0.98 1.08 3.2.c 1 Decentralized warehouses and central 

enterprise warehouse 
 

Based on the results of the application of the Rasch algorithm and the cluster 
analysis, an initial MM can be derived. Fig. 3 presents a sketch of the MM, based on 
the meta structure of strategy, organization & processes, IT and quality of service as 
outlined in the questionnaire structure. 

The results can be interpreted as follows: Level 1 is populated by capabilities 
reflecting an early stage of decentralized BI organization. Level 2 emphasizes 
stronger orientation towards centrally managed BI in terms of governance and 
organization. Furthermore, services and processes are much more standardized on 
level 2. This could be interpreted as a first wave of optimized BI operations. On level 
3, there is a strong focus on governance, strategy, and development. In addition, the 
BI infrastructure is also more balanced between centralized and decentralized  
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operations. BI applications are used by a broader scope of users on this level. 
Moreover, data quality and system quality have improved. This indicates a 
widespread diffusion of BI development and BI usage throughout the company. Level 
4 is dominated by restructuring, value orientation and further optimization of BI. With 
growing BI experience, companies consolidate and streamline their widespread BI 
activities. The capabilities on level 5 are focused on the proactive and fact-based 
management of ongoing BI operations.  

4.3   Discussion 

The application of the proposed methodology yields in an initial version of a BI MM. 
It clearly follows an S-curve or normal distribution, with few capabilities at the 
beginning, an increasing number of capabilities on levels 2 and 3, and fewer 
additional activities on levels 4 and 5. A comparable development has also been 
proposed within the data warehouse MM by Watson et al. [41] and the TDWI BI MM 
[42]. It is also a basic assumption of MM construction (see section. 2.1). Furthermore, 
not only the number of allocations, but also the interpretation from a content 
perspective leads to a consistent and reasonable initial version of a BI MM. However, 
it should be clearly noted that such an initial MM needs additional iterations as 
proposed by the overall design science research approach [14, 15] as also for MM 
construction [18]; e.g. by leveraging focus groups for level and item discussion. 
Finally, it can be concluded that in the context of this BI-related analysis the proposed 
method has been demonstrated to be a useful means for empirically grounded and 
therefore more rigorous MM construction. 

5   Conclusion and Outlook  

MMs have become an established means in the IS community to systematically 
document and guide the development of organizations using archetypal capability 
levels. Despite its popularity, the concept has been criticized as lacking a generally 
accepted design methodology and formal basis, leading to a widespread development 
of MMs of disputable quality. This paper presents a statistical, psychometric-driven 
approach for designing MMs based on the Rasch algorithm and cluster analysis. 
Compared to previous applications of the Rasch algorithm in this field [22, 28, 29], 
the proposed method takes the current situation as well as corresponding targets into 
account. Moreover, the arbitrary assignment of items to maturity levels is overcome 
by applying a clustering algorithm.  

The applicability of the method is limited to mature domains as there is a relative 
large sample needed for identifying items and derive maturity levels. This is also 
accompanied with larger efforts compared to other MM construction methods. Even 
though the result is more rigorous, it could lead to counterintuitive results during the 
first iterations and therefore may be lacking acceptance compared to a top-down 
development. Future research should be directed towards integrating the method into a 
full MM design process, i.e. using the Rasch algorithm for holistic organizational 
assessment. The algorithm could also be used for situational MM design (e.g. by using 
specific sample sets) and MM evolution on the basis of iterative survey execution. 
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Abstract. A conceptual modeling approach for Ubiquitous Information 
Systems (UIS) is presented as a central part of a UIS design methodology. 
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executable design models for distributed service infrastructures: narratives, 
pattern-based diagrammatic conceptual models (Pre-Artifacts), and formalized 
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Keywords: Conceptual modeling, design methodology, Ubiquitous Information 
Systems, semantic technologies, patterns. 

1   Introduction 

The class of Ubiquitous Information Systems (UIS) has recently gained attention  
[1, 2] but is governed by ad-hoc methods, e.g. “wild-west” prototyping. UIS require 
design approaches that keep a holistic view of situations in which single users and 
groups interact with one another and with accessible services. In the following, a 
design methodology for UIS is presented that is centered around three types of 
conceptual models and corresponding translation procedures.  

Design teams for Information Systems are heterogeneous, with members from 
different fields such as domain experts, various users, decision makers, IT architects, 
analysts, developers, and Marketing experts. All ideas, expertise, experience, and 
expectations of these members are brought together for building a homogenous 
understanding of a future Information System. Explication and communication means 
are required for building these understandings on various levels. Non-technical 
members intend to build an Information System that supports their business, social, 
and communication needs while technical members focus more on engineering 
aspects of the technical realization of the system. Shared understandings of design 
teams are described by various conceptual models (CM) that are used during design 
phases of Information System development [3]. Central to conceptual modeling is the 
identification of important concepts and relations [3, 4] semantically described by 
shared vocabularies [5]. Shared vocabularies are either implicitly defined as being 
part of a mutual understanding in a community or explicitly defined in forms of 
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machine-processable representations [6]. In the latter case, the logic of a CM can be 
evaluated and matched with other CMs which is important for re-use [7]. CMs 
abstract from technical issues and focus on aspects of situations in which users and 
user groups perform activities that are supported by information and communication 
services [3]. A CM is represented by a conceptual modeling language (CML), such as 
Entity-Relationship [8] models or the Unified Modeling Language (UML) [9]. From 
an IS development process perspective, CMs are used during analysis, design, and 
realization phases [3]. 

Ubiquitous Information Systems (UIS) provide means for supporting single actors 
and groups in real-world situations by services over ubiquitous computing 
technologies anywhere and anytime [2, 10]. Little research has been done so far on 
dedicated design methodologies and conceptual modeling for UIS [11, 12]. Klemmer 
and Linday investigate CMs for designing tangible user interfaces based on physical 
input devices [11]. Janzen et al. propose a design methodology for UIS that models 
situations by narratives and semi-structured representations [12]. In this article, we 
discuss a conceptual modeling approach based on three aligned types of conceptual 
models that (1) supports holistic and explicit representations of communication and 
collaboration situations for UIS and (2) uses service infrastructures as a means for 
supporting social functions. Next, the role of conceptual models is discussed for 
Information Systems and UIS in particular. This sets the scene for our design 
methodology for UIS followed by a detailed discussion of a conceptual modeling 
approach based on diagrammatic and formal propositional CMs. Results and future 
work close this article. 

2   Conceptual Modeling 

Conceptual modeling is a key topic for design science theories [3]. Several CML are 
proposed with a focus on (1) business process modeling (e.g., [13]), (2) general 
software engineering (e.g., [9]), (3) semantic data models (e.g., [8]), and meta-data 
models and computational ontologies [14]. Grammars provided by CMLs require 
ontologies for defining the fundamental entities and structures that shall be focused by 
CMs [3]. 

In an idealized form, conceptual modeling transforms existing explicit CMs or 
implicit mental models of members of a design team into integrated CMs, CM(D, L, 
O), by means of a modeling method M and a conceptual language L based on a 
domain ontology D and a fundamental information systems ontology O (Fig. 1). 
Hence, CMs are a type of shared mental model that support mappings from 
application domains to CMs and from CMs to views of an information system. Useful 
conceptual modeling approaches “should enable both mappings without loss of 
information” [3]. The distinction between CMs and design models for information 
systems gets blurred if CMs can be executed [3] as intended by CMs based on formal 
ontologies [15]. 

In different phases, IS design teams use different types of CML. Consistency, 
syntactic, and semantic interoperability are major obstacles for working with different 
CMLs. For instance, UML and the Unified Software Development Process (USWDP) 
provides a set of CMLs for representing different conceptual aspects and a qualitative  
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Fig. 1. Generic model of conceptual modeling 

 

procedure for iterative and incremental software development [9]. But UML and 
USWDP do not give clear guidance for building integrated CMs caused by cognitive 
misdirection, semantic inconsistency, inadequacy, and ambiguity of modeling 
concepts [16]. Some CML of the UML are qualitative, such as use cases, while others 
are formal, such as state transition diagrams. For instance, the Rational Unified 
Process (RUP) provides 159 key resulting artifacts that are created and used during 
the software development process that are managed by at least four systems [17]. Use 
case centered development focuses on single observable results of value for a 
particular actor [9, 18]. For fixing this atomistic view, the concept of a summary use 
case was introduced that textually describes how various instances of a use-case 
combine to achieving an overarching goal [19]. No structure and guidance for writing 
summary use cases are given. Thus, use case modeling conveys localized 
perspectives, which often atomizes overall understandings of a target system [16]. 

Conceptual modeling frameworks for UIS have to cope with more complex 
requirements than the more strongly constrained Information Systems for office settings 
[1]. Contents shall be seamlessly provided by any kind of mobile or embedded device 
based on loosely coupled service infrastructures while users are moving in physical 
environments [1]. Hence, situated communication and collaboration of user groups in 
physical environments are far more complex than well-structured online environments, 
highly dynamic, and context-dependent on various dimensions [20]. This requires that 
contents can effortlessly move over loosely coupled and distributed service 
infrastructures, for instance, supported by semantically annotated contents. Next, a 
design methodology for UIS is briefly described before the underlying conceptual 
modeling approach is presented. 

3   Design Methodology for Ubiquitous Environments 

Designing UIS does not exclusively depend on technical issues but also on aspects 
concerning, for instance, users, social interactions, and physical surroundings. 
Environments of UIS cannot be fully specified, i.e. UIS designs should be flexible 
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enough to cope with a range of unpredictable events and entities. This is in contrast 
with fully specified, artificial digital environments of traditional IS. A basic 
hypothesis for the design of UIS is that this general requirement for flexibility can be 
supported by strongly modularized computing environments and dedicated design 
principles for composing computational modules [2]. Thus, the following limitations 
of design methods for purely digital IS (e.g., [4, 9, 21]) should be overcome by a 
design methodology for UIS: (1) consideration of physical objects (e.g., [22]) and (2) 
contextualized computational modules (e.g., [20]). Contextualized computational 
modules describe logically coherent interactions not only by its functionality but also 
with respect to requirements on contents, social organization, interactions, and 
supporting services. Previous design science research identified seven development 
principles for the design of information systems, which should be addressed by a design 
method [23, 24]. Based on these principles, we derived a design methodology for UIS, 
called Content-Centered Design of Ambient Environments (CoDesA) [12]. CoDesA 
consists of four phases: (1) Identification of Problem & Needs, (2) Design of Solution, 
(3) Development of Solution and (4) Evaluation of Solution. These phases consist of 
nine tasks: (1) Identification of problem and needs, (2) Derivation of situations 
(narratives), (3) Derivation of diagrammatic CM (Pre-Artifacts), (4) Evaluation of Pre-
Artifacts, (5) Derivation of formal propositional CMs, (6) Formalization of system 
design, (7) Implementation of formalized system design, (8) Evaluation of solution, and 
(9) Product development. CoDesA was tested in various UIS development projects. In 
the following, definition of diagrammatic CM and derivation of formal propositional 
CM are focused (task 3 and 5). In particular it is presented how diagrammatic 
conceptual patterns help to solve problems with ambiguities of qualitative CMs (task 3) 
and how formal web-based CML can be used for deriving executable CMs (task 5). 

4   Conceptual Modeling of UIS 

4.1   Fundamental Information System Ontology AISM 

Conceptual models are strongly influenced by basic conceptualizations of Information 
Systems [3] (Fig. 2). In general, information systems are compounds of social 
systems, information, and service systems that use information technology 
infrastructures for realization of desired situations [25-27]. With the Abstract 
Information System Model (AISM), we bring together these three conceptual classes 
for conceptual models of Information Systems with the additional dimension of 
physical entities that is required for UIS (cf. Fig. 2):  

1. Social system: the set of roles available with a set of attributes, such as rights, 
obligations, and prohibitions, and actions performed by role-taking actors 

2. Information sphere: all information objects used within the realm of an IS 
3. Physical object system: the set of physical entities available within all situations in 

which a UIS can be used 
4. Service system: the set of all digital and physical services available within all 

situations in which an IS can be used 
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Fig. 2. Abstract Information System Model (AISM) 

Information objects that are used in situations by the social system of role-taking 
actors are defined within an information sphere based on supporting services. Actors 
use roles, information objects, and services for implementing situations in work and 
other contexts. An organization consists of structural elements, in particular role 
systems that describe the capabilities of roles and attributes, and dynamic structures 
based on interactions that describe procedural aspects of an organization. Interactions 
are explications of task requirements that are described by directed relations between 
roles. Communication, as a sub-class of interactions, transfers information that, in 
turn, refers to information objects. Information objects are abstract conceptions of any 
kind of content, such as speech, written language, graphics, or digital contents. 
Information objects generally require support given by a role-taking actor or a service. 
In the other case, external services can create information objects and make them 
available to other services or role-taking actors. Services provide functional 
capabilities to roles and other services. Services that support roles are called interface 
services. Interface services provide graphical, tangible, speech or other interfaces by 
which role-taking actors access services for achieving some situation-specific goals. 
Mobile, Pervasive, and Ubiquitous computing [10, 28-30] are approaches by which 
Information Systems (a) extend from spatially restricted access to information spheres 
to temporally and spatially unrestricted access forms and (b) invisible embedding of 
information technologies in physical environments. The physical object system 
encompasses all physical objects that are relevant for the design model of an 
Information System. In the following, AISM takes the role of the IS ontology O (Fig. 1). 

4.2   Pre-Artifacts 

Situations are instance-based descriptions of interactions between entities in an 
environment that use concepts and relations defined by shared vocabularies. CMs 
described by a CML capture situations and frame design discussions [31]. Our 
methodological approach is based on three CM types: narrative CM, diagrammatic CM 
(Pre-Artifacts), and propositional CM. In task 2, narratives describe identified situations. 
The mode of narrative thinking is highly context-sensitive, anchored in situations, 
articulated in temporal sequences, around individual and group intentions and actions 
[32]. Narratives are effective means for building and understanding situations of future 
Information Systems because of their capacity to provide discourse information and 
sequential orderings of interactions between actors [33, 34]. Next narratives are 
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translated into diagrammatic CM, called Pre-Artifacts (task 3). Based on the AISM, Pre-
Artifacts conceive usage situations by emphasizing requirements on social structure, 
information objects, physical objects, and services in a coherent structured manner. All 
core entities are identified in narratives that fit to these conceptual categories [12].  

Similarly, relations are extracted that connect these entities. Analogue to use cases, 
Pre-Artifact are described on instance level but are used as prototypes for class 
descriptions [3]. The concept of a Pre-Artifact resembles the basic concept of use 
cases because it also describes logically consistent parts of a situation. But Pre-
Artifacts are structured by an underlying IS model (AISM) with a set of defined 
concepts (information object, role, services, and interactions) while use cases are 
neutral with respect to IS models. Another differentiating factor is that the Pre-
Artifact model is geared towards role-based designs that explicitly demand 
relationships between information objects and roles.  

For heterogeneous information spheres this is important for qualification of 
information with respect to, for instance, reputation, responsibility, and copyrights 
and also for explanation-based systems. For these kind of typical IS requirements, use 
cases are not specific enough and require external guidelines that, in turn, increases 
the complexity for their application in design situations.  In the following, we focus 
on modeling with diagrammatic CM patterns, called Pre-Artifact Patterns, and 
translation of resulting diagrammatic CM into formal propositional CM. 

4.3   Pre-Artifact Patterns 

Analysis of Pre-Artifacts in several UIS development projects showed re-occurring 
structures similar to the notion of design patterns as used in architecture [35] and 
Software Engineering [36]. They represent means for reusable CMs for Information 
Systems. We identified seven Pre-Artifact patterns (cf. Fig. 3) that are elaborated in 
the following. 

 

Fig. 3. Pre-Artifact patterns 
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Role Interaction Pattern (P1): This pattern describes a situation in which two or 
more role-taking actors interact with one another by exchanging information objects 
supported by an interface service, e.g., mail communication between sender and 
receiver. The interaction between roles is described by a generic property called r-
interacts. The interface service is only used as a communication channel. 

Service takes Role Pattern (P2): This pattern represents a situation in which a role is 
taken by an interface service. For instance, Wikipedia provides information and takes 
a role with connotated social attributes, such as reputation and credibility. 

Service uses Information Objects Pattern (P3): expresses that an internal or 
interface service receives information objects without human interventions. This is a 
simplification of the Service Interaction pattern. It is used when a providing service is 
not important for a CM. For instance, stock information used by a local service and 
received from a cloud infrastructure. 

Service Interaction Pattern (P4): This pattern describes the interaction relationship 
of two interface or internal services with no interaction with human actors. Within 
this interaction that is represented by s-interacts, an information object is used. The 
interaction relationship between services is described by s-interacts while roles are 
connected by r-interacts as mentioned before. For instance, a local temperature 
service sends data to a central weather service. In contrast to the Role Creates 
Information Object pattern, this pattern supports system designs that do not use role-
based on service level. 

Role uses Information Object Pattern (P5): In situations with direct manipulation of 
information objects, this pattern allows to express that a role receives an information 
object by using an internal or interface service. This means a role-taking actor can 
actively receive an information object supported by a service. For instance, a CEO who 
uses a business intelligence service for accessing corporate sales information. 

Role uses Service Pattern (P6): This pattern describes a situation with a role-taking 
actor creating an information object. Therefore, the actor uses a service that supports 
the creation of an information object, e.g., a nurse who creates a status report for a 
patient by a healthcare reporting service. 

Role creates Information Object Pattern (P7): By this pattern a service creates an 
information object by taking a role which links an information object to a service. 
This pattern supports role-based system designs. For instance, a vital sign monitoring 
system can take a role that allows it to create emergency alerts. Created alerts are 
directly linked with this service via a role. 

4.4   Method for Conceptual Modeling with Pre-Artifact Patterns 

Conceptual modeling of Pre-Artifacts is improved by Pre-Artifacts patterns because 
they provide conceptual structures as basic building blocks for IS designs. The 
construction of Pre-Artifacts is guided by a method with five steps based on 
instantiation and integration of Pre-Artifact patterns. Each step pursues a sub goal for 
constructing the Pre-Artifact step by step and proclaims specific Pre-Artifact patterns 
that help to achieve the objectives (cf. Tab. 1).  
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Table 1. Appliance of Pre-Artifact patterns within steps of defining Pre-Artifacts 

Patterns P / Steps Step 1 Step 2 Step 3 Step 4 Step 5 
P1: Role Interaction - x - - - 
P2: Service takes Role - - x - - 
P3: Service uses Information Object - - - x - 
P4: Service Interaction - - - x - 
P5: Role uses Information Object - - - - x 
P6: Role uses Service - - - - x 
P7: Role creates Information Object - - x - - 

 

Step 1: Definition of Information Objects in Infosphere. All information objects 
that occur in a narrative are defined as Information Objects (IO) in the Infosphere. 

Step 2: Definition of user-system or user-user interactions related to Information 
Objects. Within this step, interactions between users or user and system related to 
newly generated information objects have to be defined. These interactions take place 
between Roles in the Social System exclusively. Thus step 2 connects infosphere and 
social system. Interactions between user and system are always supported by a service 
of the Service System that is defined in Step 3. The requirements of this step are 
fulfilled by the application of the Role Interaction pattern exclusively. 

Step 3: Definition of Roles taken by Services. Next, an interface service has to be 
defined that takes a role for creating the new information object that will be used in 
the interaction. Therefore, the service has to take a role in the interaction. Either a 
service is linked to a role that was already defined in step 2 or it adds a new role. Thus 
step 3 connects infosphere and social system with the service system. To manage this 
step, the Role Creates Information Object pattern is applied to define the creation of 
the information object by a role taken by a service. 

Step 4: Definition of supporting Internal Services. To create new information 
objects, generic information sources are needed as mentioned before. The interface 
service that supports the creation of a new IO needs access to these sources. 
Therefore, Internal Services for all remaining information objects in the Infosphere 
are specified. The interaction between services regarding the information objects is 
realized by applying the Service Interaction pattern.  

Step 5: Definition of user initiative. If a user role initiates an interaction with the 
system that means using the system in a proactive way, this situation is modeled by 
using the Role uses Service or Role uses Information Object pattern. The role uses a 
service to create or receive an information object, for instance, the user wants to leave 
a message for another user. This action is indirectly supported by a service. 

5   Example 

Next, an example will be given for deriving a diagrammatic CM from a narrative CM 
based on the Pre-Artifact CML, Pre-Artifact patterns, and CM method. Finally, three 
approaches of translating Pre-Artifacts into propositional CMs are discussed and 
exemplified. 
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5.1   Defining Pre-Artifacts 

Step 1: Definition of Information Objects in Infosphere. Fig. 4 shows this modeling 
step by means of an exemplary Pre-Artifact that shall represent the narrative: “It's 
Thursday morning. I get site-specific weather information when I am brushing my 
teeth in the bathroom.” The figure shows that the modeling person has specified the 
goal “Getting weather information for user‘s location” that is assigned to the user in 
the situation. Furthermore, the information object site-specific weather information is 
defined. This information object has to be created in the situation based on the 
required information objects global weather information and location. 

Step 2: Definition of user-system or user-user interactions related to Information 
Objects. In the exemplary Pre-Artifact (cf. Fig. 4) an interaction between a 
Personalized Weather Assistant and the User was modeled that is supported by a 
Personalized Weather Service. Subject of the interaction is the IO site-specific 
weather information. 

Step 3: Definition of Roles taken by Services. In our example, the Personalized 
Weather Service takes the role of the Personalized Weather Assistant that creates the 
IO site-specific weather information. The interface service supports this action 
indirectly (cf. Fig. 4). To express the plain role-taking by a service without a creating 
function, the Service takes Role pattern can be applied. 

Step 4: Definition of supporting Internal Services. The exemplary Pre-Artifact (cf. 
Fig. 4) shows the definition of two internal services Weather Service and User 
Context Service that feed a Personalized Weather Service with global weather 
information and location data. 

Step 5: Definition of user initiative. Step 5 is not required in this example because 
the user does not initiate interactions with the UIS (cf. Fig. 4). 

 
Next, Pre-Artifacts are translated into propositional CMs (task 5). Currently this 
translation is a manual task but we work on an automatic translation mechanism so 
that designers are not required to deal with formal logics. The objective of this 
translation is the creation of specifications for later system designs [3] as well as 
machine-processable CMs that can be verified [14]. Considering the method of 
formalization, there are several opportunities, for instance Unified Modeling 
Language (UML), entity-relationship model (ER) or a formalization, for instance, 
based on ontologies by means of RDF (http://www.w3.org/RDF) or OWL 
(http://www.w3.org/TR/owl-ref). The use of computational ontologies for conceptual 
modeling by means of a pattern-based approach has already been investigated [37, 
38]. Bera et al. (2010) identified some unique features of OWL that are not available 
in ER model and in UML. Amongst others, OWL is implementable, which means 
OWL ontologies are machine-readable, and thus computational. Furthermore, OWL 
constructs are independent, i.e. classes can exist independent of instances or 
properties and properties are independent of classes. Concerning the verification 
aspect, OWL allows inferences and automated reasoning support. Beside these 
advantageous features of OWL, there are also difficulties in using OWL for the 
formalization of Pre-Artifacts. Bera et al. (2010) determine that there are no clear 
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rules how to map from domain information as represented by Pre-Artifacts to OWL 
constructs similar to the intended propositional CMs.  

There are at least three approaches of translating Pre-Artifacts into propositional 
CMs. Each option was tested by modeling three exemplary Pre-Artifact patterns (Role 
Interaction, Role creates Information Object, Service Interaction) that were used for 
generating the propositional CM in Section 5.1. 

5.2   Translation of Pre-Artifacts into Propositional Conceptual Models 

Approach 1. This option was realized by representing each Pre-Artifact pattern by a 
unique formal propositional model. The approach leads to redundant concepts when 
integrating propositional models into a complex propositional CM. A modeling 
person has to specify equivalences to resolve these redundancies; e.g., in our example 
(Fig. 4) the concept type “Role” occurs three times because three of the imported 
patterns contain this concept type. This procedure demonstrates the aforementioned 
lack of modeling guidelines and constraints [14].  

 

Fig. 4. Translation of a narrative in a Pre-Artifact based on three Pre-Artifact patterns 

Approach 2. Following the approach by Bera et al. (2010) of using a “philosophical 
ontology” to derive guidelines on how OWL constructs can be applied in the 
modeling of propositional conceptual models, a Pre-Artifact Model is created that 
represents a “vocabulary” and generic object properties of Pre-Artifact patterns. The 
Pre-Artifact Model consists of 12 concept types and 8 generic object properties. It 
represents basic entities of AISM: InformationObject, Role and Service with sub-
classes Interface and Internal Service. Furthermore, a super-class Action is defined 
that contains further sub-classes that specify diverse types of pattern actions: 
Creation, Receiving and Interaction with sub classes R_Interaction and S_Interaction. 
The decision to model most of the pattern relations by means of additive concepts is 
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due to the fact that these relations represent three-way connections. A second 
opportunity would be to use property chains in OWL 2 that support transitive 
relationships between objects [39]. The advantage of the former opportunity lies in 
adding actions as specific concepts to the social system. This allows a differentiated 
consideration and extensibility by further properties. Furthermore, the model consists 
of 8 generic object properties: initiatesInteraction, finalizesInteraction, 
initiatesAction, isResultOfAction, supportsAction, takesRole, usedIn and usesService. 
Each pattern ontology imports the Pre-Artifact Model. Afterwards, the pattern 
ontologies specify relevant generic object properties with additional concepts. When 
integrating the pattern ontologies in the propositional CM, ambiguous assignments of 
object properties to specific patterns occur. Because of lack of clear results and 
statements, the second approach is not a proper solution for handling the lack of 
modeling guidelines.  

Approach 3. In this approach, the notion of the Pre-Artifact Model as well as the 
integration of this “vocabulary” into pattern ontologies is adopted. But, for the 
specification of pattern-specific object properties based on the generic properties of 
the model, inheritance structures of object properties are used. That means each 
pattern defines sub properties of the relevant object properties imported from the 
model. Therefore, super-properties and concepts of the Pre-Artifact Model remain 
unchanged. In this context, the OWL feature is used, that OWL constructs are 
independent, i.e. properties can exist independent of classes [14]. Based on this 
approach, clear assignments of specified object properties to specific patterns are 
realized. Conceptual modelers will be supported by modeling guidelines because of a 
canalization of modeling options. The propositional conceptual model can be modeled 
in an incremental way by importing patterns step by step according to the 
requirements of the Pre-Artifact.   

5.3   Example 

Considering CoDesA Task 5 – the formalization of propositional Pre-Artifacts -, the 
aforementioned third approach was applied. To model the propositional Pre-Artifact 
based on the diagrammatic Pre-Artifact, the expressiveness of the semantic pool of 
Pre-Artifact patterns is used. This approach is based on the Pre-Artifact Model, the 
pool of Pre-Artifact Patterns, and propositional CMs. For derivation of propositional 
CM tools for modeling formal web-based representations are required, e.g., Protégé 
(http://protege.stanford.edu/). After generating an empty OWL file in Protégé, 
required Pre-Artifact patterns are imported by their URL. According to the procedure 
of defining Pre-Artifacts (cf. Section 5.1), the formalized model of the pattern 
RoleInteraction is imported. Then, the relevant concepts of the pattern are 
instantiated, e.g., by creating an instance of the concept “Role” named “User”. To 
represent the interaction between User and PersonalizedWeatherAssistant, an instance 
of the concept R-Interaction is created. For linking both roles with the instance of R-
Interaction, the formalized pattern offers the specified object properties 
initatesR_Interaction and finalizesR_Interaction that inherit from the super-properties 
initiatesInteraction and finalizesInteraction. Within the proceeding formalization, the 
formalized patterns Role uses IO and Service Interaction are imported. Note, each 
pattern automatically imports the Pre-Artifact Model. The result of the formalization 
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is an OWL description that represents the exemplary narrative in a formal and 
computational way.  

6   Discussion 

Explication and integration of individual understandings of different members of a 
design team are central tasks of conceptual modeling for Information Systems. CMLs 
with an origin in Computer Science are technical languages that are difficult to use by 
non-technical design team members [16]. Therefore additional CMLs are required that 
support capturing different aspects of CMs. We presented a design methodology with 
three types of CMs for translating individual mental models, into narratives, 
diagrammatic CMs (Pre-Artifacts), and finally formalized propositional CMs. Thus 
shared understandings are incrementally supported from qualitative, textual descriptions 
of complete situations into, semi-structured representations with consolidated 
conceptual structures, and machine-processible, propositional representations based on 
formal ontologies. We have already evaluated by initial empirical studies that narratives 
and Pre-Artifacts are useful tools for modeling complex Information Systems. The Pre-
Artifact modeling task is supported by a pattern-based approach that provides generic 
conceptual modules. Translation of Pre-Artifacts into formalized propositional CM 
support IT experts in rapid prototyping of Information Systems based on distributed 
service infrastructures, as common for UIS.  

We have applied this modeling approach to a real world situation. Resulting formal 
propositional CMs are directly used as design models that can be executed on 
semantic technology infrastructures [40]. Thus, the three-step conceptual modeling 
approach of CoDesA supports rapid prototyping for complex UIS by  

1. keeping the holistic structure of situations that supports an integrated 
understanding of interactions within complex socio-technical systems 

2. providing narratives as qualitative CMs that support integrated conceptual views of 
design members from various domains,  

3. structured pattern-based translation of narratives into Pre-Artifacts, and 
4. algorithmic translation of Pre-Artifacts into formal propositional CM that can be 

executed on semantic technology infrastructures. 

This research is a key step towards a structured conceptual modeling process in 
particular for complex UIS leveraging distributed service infrastructures in the sense 
of a utility computing model [41]. Whether CoDesA and Pre-Artifacts are sufficient 
means for modeling CM for UIS has to be proven in further projects. Furthermore it is 
an open issue whether OWL is sufficient as a formal language for automatic 
translation of diagrammatic CM into propositional CM of complex UIS. 

7   Conclusion and Future Work 

A three-step conceptual modeling approach was presented as an integral part of a 
design methodology for UIS. It was argued that a pattern-based modeling approach 
provide structure and guide conceptual modelers without loss of too much freedom. 
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We have shown the importance of IS ontologies and how they fundamentally affect 
conceptual models. The model of conceptual models provides a concise roadmap for 
future research. For instance, mapping of narratives derived by different modelers as 
input for a Pre-Artifact modeling task. Currently we work on empirical evaluations of 
the effectiveness of our conceptual modeling approach. 
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Abstract. In recent decades, “agile” software development methodologies have 
been put forth as an alternative to traditional “waterfall” methodologies. These 
agile methods advance a fundamentally different approach to software 
development. Empirical evidence indicates differences between the two with 
respect to outcomes and development experience. Yet little is known to what 
extent the actual development practices based on either agile or traditional life 
cycle methodologies differ. In the current study we examine the variation in 
performative routines during software development by contrasting agile and 
traditional lifecycle process models using event sequencing method for 
detecting activity variations among recorded performative processes in the 
selected projects. Our analysis shows that performative enactment of waterfall 
and agile ostensive routines do differ in terms of activity types carried out in the 
early requirements steps. However, performative routines did show 
conformance to ostensive specifications in iterations, affordance types, and 
design objects used.  

Keywords: Software design, agile, sequence analysis, SDLC, Waterfall, 
organizational routines. 

1   Introduction 

A long-established design science tradition in information systems scholarship 
involves the creation and implementation of software development methodologies [1]. 
Although there are far fewer empirical assessments of information system 
development (ISD) methods than there are prescriptive contributions [2], comparative 
assessments across different methodologies do exist; however, these comparisons 
tend to relate the espoused methodology to organizational outcomes, often through 
experimental settings - rarely do these comparisons involve the comparative study of 
actual development practices. 
                                                           
*  This research was supported by the National Science Foundation Grants: VOSS-0943157 and 

0943010. 
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One dimension along which methods have been empirically compared involves 
contrasting traditional methodologies to more iterative methodologies such as “rapid 
application development” [3] and agile methods [4]. Although much of the research 
comparing the two broad methodologies is anecdotal [5], there is empirical support 
indicating that the use of more iterative methods can result in improved outcomes 
such as a faster development process, better user satisfaction, and higher system 
quality (although results are mixed, see [6]).  

The distinction between prescriptive and enacted practices has recently been 
fleshed out in the work of Feldman and Pentland [9], who distinguish between the 
ostensive and performative aspects of routines. The ostensive aspect captures the way 
individuals or organizations view the process, how they think about the process, and 
how they account for activities. The performative aspect of processes involves the 
situated ‘carrying out’ of tasks.  “The ostensive aspect of the routine is the idea; the 
performative aspect, the enactment” [9]. In the case of software development, the ISD 
methodology can be considered the ostensive aspect of the software process, whereas 
the situated design practice is the performative aspect. In line with this, researchers 
have known for decades that espoused prescriptive methodologies are rarely enacted 
faithfully in performative design practices [7]. In line with Feldman and Pentland’s 
view [9] of routines, the formal, planned, ostensive view of a software process is 
never fully reflected in the informal, situated, performative practices that enact that 
process model [8][9][10]. Due to this gap, prescriptive methodologies have also been 
criticized for their failure to guide or influence actual development processes [11]. 
Indeed, if methodologies are adopted at all, there is a significant variation in the way 
methodologies are enacted across contexts (i.e., “situational method adaptation, 
”[12][13]). Therefore, even though researchers have, to an extent, looked at the 
outcomes associated with alternative methodologies, they have rarely looked “under 
the hood” of performative practices to see what drives these varying outcomes. This is 
an important concern with respect to agile versus traditional methodologies, because 
on one level, all development is iterative and differences between development 
practices are due less to the presence of iteration and more to the way that 
methodologies drive distinct forms of iteration [6][14].  

In this research, we look to gain a better understanding of the way traditional and 
agile methods are enacted within system design. In this effort, we leverage a novel 
socio-technical sequence notation and analysis technique [15] to compare two similar 
(in size and complexity) development projects in the same organization that used 
different methodologies: the traditional ‘waterfall’ and a generic agile process. The 
technique we adopted is rooted in the work of Andrew Abbott [16], who proposed 
that social inquiry needs to move beyond the identification of unidirectional 
relationships between generalized, static factors and instead look to reveal 
contextualized dynamic processes and their outcomes. Central to this process-
centered view is the conception that infinite varieties of software design activities and 
their collections can be generated from a finite number of generative elements that 
make up software design activity – much like DNA produces an indefinite number of 
biological forms [17][18]. By studying similar projects in the same organization, we 
seek to address the following questions: 1) Are the performative routines observed 
through the enactment of the methodological artifacts indeed different? 2) If they are 
different, what is the shape of those differences? 3) What parts of the activities and 
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their sequences remain the same?  In addressing these questions we look to articulate 
and contrast how agile and waterfall methods are enacted in our study context. 

The remainder of the paper is organized as follows.  In the next section we review 
literature on software development activities and briefly introduce the traditional 
Software Development Life Cycle method and agile methods as ostensive routines. 
We then present how event sequencing can be used to analyze patterns of software 
development activities. Lastly, we present the findings of the event sequencing 
analysis and contrast the agile and waterfall methods we studied. 

2   ISD Methodologies 

An information system development (ISD) methodology is a set of “methods, tools, 
techniques and models” intended to guide and assist the software design and 
development process [1]. Since the mid 1960s, ISD methodologies have been 
introduced as ostensive routines to shape organizational responses to a given set of 
design tasks to avoid or mitigate the likelihood of failure in terms of quality, cost, or 
time [19]. An early instance of the methodology that became a widely adopted standard 
was first articulated by Royce, who, in the early 70’s, proposed a life cycle model to 
mitigate the risk of failing in complex software projects. This was based on the widely 
held views of good system engineering principles of the time [20] [21] [19].  

This model has later become known as the ‘traditional’ or ‘waterfall’ model and 
can be thought of as a foundational standard for software development [19]. Waterfall 
is typically described as a unidirectional, top down, and non-iterative activity 
sequence for effectively designing software systems. The waterfall model has 
received criticism for a variety of reasons, including its treatment of iteration in 
performative routines [20] [19], and its inability to deliver cost-effective, user-driven 
solutions [22]. 

Later software methodologies have recognized iterations [23] and have given birth 
to less ‘monolithic’ views of activity sequences involving iterations that incrementally 
create designs comprise the design space [24]. Design iteration is a complex activity. 
It invites software designers to move back and forth between cognitive, material and 
representational spaces. Consequently, software designers iterate by constantly 
refining families of artifacts including conceptual, representational, process 
instantiations and methodologies [14]. The ostensive dimension of iteration is 
reflected in the conceptual artifacts that comprise design space and the ‘deltas’ that 
are incremented into design representation. The performative aspect of iteration is 
echoed in complex activity sequences that are repeated in various sequences during 
software design [14]. The concept of iteration has consequently evolved gradually 
from the simple idea of using a prototype as a way to learn from experience [25] to 
the concept that recognizes the inevitability and multiplicative nature of iterative 
activity [26]. In line with this idea, the repetitive use of prototypes has been extended 
to comprise repetition in all parts of the design activity in the form of agile or light-
weight methods [27] [28]. In this regard, agile development adheres to the concept of 
software development as a continuous and repetitive social and technical engagement 
and the need to establish daily routines that gradually generate pieces of functional 
software. These daily and weekly routines rely on multiple technical and social 
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techniques such as pair programming, time-boxed and test-first development to name 
a few [14]. 

Despite ample growth in the number of software methodologies, practitioners and 
researchers have struggled to determine the value of methodology in any given 
situation and what are its effects for software development and its outcomes. 
Analytically, no methodology is perfect, and even a light desk evaluation can easily 
detect pros and cons in any one of them. Any methodology is also, by definition, 
incomplete. Hence, one ‘size’ does not fit all and organizations need to be attentive in 
selecting an appropriate method for any situation [29].  

In addition, due to their incompleteness and ambiguity, each methodology leaves 
developers significant degrees of freedom in adapting it to their design task. In this 
sense, the methodologies are not perfectly reflected in ongoing daily design activity 
[11] [7] and looking at only the methodological prescriptions would afford 
researchers a limited view of the enacted activity and its outcomes. This has also 
created significant gaps in how methods are enacted and what is the ‘acceptable’ 
variation of performative routines as a methodology is being followed in order to say 
that the methodology is still indeed being followed [12].   

3   Event Sequencing 

Recently, researchers in several fields have devised a variety of methods referred to as 
“event sequencing” to analyze ordered sequences of activities [30] [31] [32]. 
Originally, this method was developed by biologists to study the structure of DNA 
among different biological species in an effort to detect evolutionary patterns and 
variation within species [33]. The sequence analysis technique was adopted by social 
scientists in the early 90’s to study the organization of human activities such as 
musicians’ careers [16] [34], or spatio-temporal social behaviors [30]. These analyses, 
though illuminating, neither attend to generative and non-linear design tasks like 
software design, nor do they account for the presence of material artifacts in 
organizational activity; though, such artifacts are inevitably embedded into software 
design practices and deeply affect them [35] [36]. Gaskin and associates [15] have 
recently proposed an extension to this method to study variation in design activities 
and their elements (the ‘DNA’ of design practices), which also incorporates material 
artifacts (thus “socio-technical”).  

We adopt this socio-technical sequencing method [15] to analyze the structure and 
properties of performative software development routines to reveal similarities and 
differences between these routines. This method is based on a process notation that 
offers five elements to encode variation in the elements of each design activity as to 
generate a systematic and rigorous representation of any performative design routine 
as a string of activities (see the Appendix for a detailed explanation of each element 
of the notation and its possible values). The elements of each activity are: (1) an actor 
containing a value for specific roles and configurations of actors; (2) an activity 
containing value for specific location and activity type; (3) an affordance that 
characterize each activity in terms of what an actor does with the tools; (4) a tool 
which offers values of the nature of materiality and type of tool; and (5) a design 
object containing value for the role of the design object in the design process and also 
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shows its relationships with the tools [15]. The graphical notation has been 
implemented in MetaEdit+ software [37], which enables us to graphically encode and 
validate complex design routines as they occur in design projects. After collecting 
detailed process data through the interviews and archival data, we can thus represent 
the process of any software process in a visual process model (Fig. 1(a)). Each of the 
elements of the process model is then assigned a code according to their value in the 
design ‘taxonomy’ (Appendix 1), thus converting the graphical sequence into a 
concatenated string of alphanumeric characters where each string represents one 
activity or activity sequence. We use the MetaEdit+ query language and Excel scripts 
to extract and generate such event sequence presentations from the visual process 
descriptions. Finally, we analyze these strings to derive descriptive statistics. We use 
the ClustalG sequencing software to determine proximity and distances between 
processes [31] [32] [38] on activity, or any activity sequence levels (see Fig.1 (b)).  

 

Fig. 1. (a) Snapshot view of activities in metamodel (b) Sequence alignment in one project 

4   Case Study of Waterfall and Agile in a Large Automotive OEM 

We collected process data within the software development unit of a large 
multinational automobile manufacturing organization, Beta. This unit focuses on 
developing and integrating the software that organizes complex product information 
and the associated processes for design and manufacturing. We selected one 
traditional waterfall project and one agile project of comparable scale and complexity 
that were developed during roughly the same time period using roughly the same 
sized team, and overlapping with many of the same artifacts and other infrastructural 
elements. Both projects had a size of c.a. 20 man-years and lasted for c.a. 2 calendar 
years. They were both important, strategic initiatives receiving significant 
management attention and, consequently, were designed and implemented with highly 
competent and experienced talent. Although not a perfectly controlled experiment, the 
projects were selected with the idea that the main difference between the projects 
would be the explicit focus on using an agile methodology for one project and a 
waterfall method for another project, thus offering a possibility to conduct a sort of 
quasi-experiment or natural experiment [39].  
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BOM Search Project (Waterfall): The Bill of Material (BOM) search project 
followed a traditional waterfall structure as dictated by Beta’s life cycle development 
methodology that is founded on object oriented data modeling, use cases, and 
derivation of a design architecture based on object oriented design. The project was 
initiated in the first quarter of 2009 to enhance search in the Bill-Of-Material (BOM) 
database and it lasted for about two years. It is relatively large in size (over 20 man 
years) and involved 24 people working in two locations (U.S. and India). The project 
followed the following four phases as dictated by the waterfall methodology: 

 
(1) Requirements: In this phase, use cases were formulated. The creation of use cases 

started off by investigating data (data in the data model and business logic) with 
tools like Visio and SharePoint by the team. The team frequently interacted with 
the Subject Matter Expert (SME) (the businessperson or the user who will be 
using the BOM search) to get a clarification on the use cases prepared (there were 
three use cases prepared).  At the end of the stage, the use cases were frozen and 
were passed on to the next stages as specifications of system behaviors and related 
requirements. The team used tools like RE Pro (to record the use cases), Outlook 
and the telephone to communicate the requirements. 

(2) Data model creation and testing: This phase partially overlapped with the use 
case generation. The initial data model was iteratively revised by taking into 
consideration the use cases and data modeling standards. The data model was 
developed using multiple tools like Toplink, WS Corps (which is a framework that 
supports the firm’s website), persistence code (which is a framework which can 
communicate with the Toplink).  The data model underwent a series of revisions 
while defects were generated in relation to use cases. 

(3) Validation, Design & Development: After the development of the implementation 
mode,l where the generic data model is transformed based on the business logic 
and use cases to create an implementation model are created, the team in the U.S. 
met to inspect all of the use cases and the data model. The model was tested for 
defects, consistency, and whether it met the internal Java standards. The design 
and implementation cost were then estimated and discussed with the offshore 
team. After finalizing the model, the code implementation started in the offshore 
site, which used web-based tools to coordinate the evolving design with the local 
team.  

(4) QC testing and version release: Once the code was written, it was internally 
tested against use cases. The code was validated using the use cases and defects 
were reported to the offshore team. After the code was fixed, the BOM search 
interface was released into the production. 

 
LCM Project (Agile): This project addressed how the BOM database deals with 
engineering specification changes. The project has now been running for a few years 
and the software team creates a new release every three months with patches in 
between. We specifically investigated the design of the 1.5 and 1.6 releases referred 
to as “light change management” or LCM. The 1.5 release began in September of 
2009 and went live with the release of 1.6 in January 2010. The project involved 
nearly 20 designers and a large number of lead users in OEM locations in the U.S. 
and Europe. The development team chose to use a generic agile process for 
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developing this application that was not strictly based on any particular method. 
Rather, they used aspects of SCRUM and eXtreme Programming. The software 
progress and deadlines are reassessed daily and changes are made as necessary. Thus, 
everyone involved is always knowledgeable about the status of the application and the 
deadlines. The following is a short illustration of the main elements of the technique: 

 
(1) Planning: An internal team writes the requirements and posts them on an internal 

Wiki. These requirements can be anything from simple cosmetic tweaks to the 
existing software to completely new functionality. Once the requirements are 
received, release planning starts. The release cycle is around three months. The 
project engineers know that all releases are smaller parts of a larger project; 
therefore, all releases are just small iterations of a larger project but typically 
include several man-years of software development.  

(2) Managing: The LCM developers work in an open space where they are in 
constant contact with one another. Each day starts with a meeting at nine in the 
morning, followed by one at ten in which progress is checked, tasks are assigned 
and re-examined, and developers are moved around based on the project status 
and task needs. There is no ownership of specific tasks, rather, every day someone 
new may be working on a different task.  

(3) Designing: From a design standpoint, LCM has created its own systems 
metaphor, which it adheres to through all projects. Additionally, they only 
implement the functionality, which is necessary for the current release. The code 
is not refactored throughout the release process.  

(4) Coding: Beta’s LCM team is very close to its customers, both in physical 
proximity and in regards to the project. A member of their customers is always 
with them throughout the day. Unit tests are developed before any code is written. 
They have strict procedures for testing, maintaining, and deploying the code. 
Additionally, one person is in charge of deploying, one person is in charge of QC, 
and one person is in charge of code review.  

(5) Testing: As for testing, all code has unit tests, which it must pass before it can be 
deployed. These test cases are written before any of the code is actually 
developed. Bugs are found before the code is deployed and bug fixes are sent back 
to the developer that wrote the code.  

 
To collect process data about these projects we conducted in-depth interviews with 
project managers and team members. We visited the company site where the IT 
department is located on four occasions. We also interviewed process managers in the 
Indian site by phone on two occasions. The transcribed interviews were then 
converted into a graphical process model, which then underwent thorough process 
reviews and subsequent validation with the software team leaders. We engaged in 22 
interviews of at least an hour to collect and validate the data. 

5   Research Findings 

Figure 2 depicts full process models for both projects to give the reader an 
understanding of the scale and complexity of projects and the resulting process 



214 B.V. Thummadi et al. 

 

models. We analyzed these process models for variation in activities, the nature and 
scope of iterations, and the difference in distributions across activity types, 
affordances and the distribution of different instances of activities to find out what are 
the true performative differences between the two types of software processes. 

We first carried out a sequence analysis and alignment step to detect the spread of 
activity variation in both projects. This resulted in the overall clustering of activities 
for both process models based on their similarities. These clusters are visually 
depicted and interpreted in Figures 3, 4 and 5 based on the activities each cluster 
contains. 

 

Fig. 2. Sequence flow of activities in agile (L) and waterfall(R) 

Through a visual assessment of each cluster model, it is clear that the agile method 
is simpler in terms of the number of types of activities involved. At the project level, 
agile has three validation clusters and two limited negotiation clusters in addition to 
the several execution clusters. The waterfall process, on the other hand, has far more 
activity variety, with a great deal more “miscellaneous” clusters that did not fall 
neatly into the key activities of execute, validate, and negotiate. This is revealing as it 
shows that the waterfall method as a bit ‘messier’ in terms of activity variance as it 
includes a larger number of control, coordination and other types of support activities. 
In the agile method there also appears to be a cleaner, more straightforward 
delineation of the main activities.  We also analyzed the variation in the activities in 
the front end and the back end of the process models to detect to what extent the early 
and late phases of the two models differ.  

 

Fig. 3. Project level clustering of the activities 
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Fig. 4. First phase clustering of the activities 

 

Fig. 5. Final phase clustering of the activities 

To this end, we analyzed the first 20% and the last 20% of the activities as we 
expected these parts to represent the most likely variation while capturing large 
enough portion of the whole process. Again, the phase analysis showed higher 
number of activities and related branches for the waterfall project. In the early stages, 
the agile project also greatly relied on negotiation activity, while the waterfall project 
relied on validation. The analysis of the implementation and roll out phase revealed a 
greater dependency on validation and execution activities within the agile method. 
The agile method also relied heavily on validation in the final phase.  

To analyze differences in iteration in the two processes, we tallied the number of 
iterated activities and the number of iterated design objects in both processes. As 
expected, the agile process had more iterations proportionally in the overall sequence 
and its iterations were smaller (Table 1). The granularity of iteration was smaller with 
the agile process (Fig 6). Not surprisingly, the waterfall process also evidenced a good 
deal of iteration. 

Table 1. Iterations in the LCM(agile) and BOM (waterfall) model 

 Agile Waterfall Absolute variation (%) 
% of iterated activities 97.37% 85.5% 11.87 
% of iterated design objects  98.4% 78.09% 20.31 
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As Figure 7 indicates, the waterfall process had many activities that were not 
iterated at all, whereas the agile process did not have many activities, which were not 
part of some iteration cycle.  In short, more detailed iterations were occurring more 
frequently (see also Fig 8 and Fig 9). Note also that the agile method’s activity 
frequencies are more skewed approaching a power distribution. The line on the chart 
indicates the proposed distribution equation that best fits the data suggesting (Figures 
8 and 9) that a Beta distribution offers the best fit for the observed frequencies. 

    

    Fig. 6. Frequency of types of iteration           Fig. 7. Frequencies of iteration 

Next we asked the extent to which activity types that underlie our model (choose, 
execute, negotiate, transfer, validate) were proportionally present in the activity 
sequence. We found that both the agile and waterfall processes had some instances of 
each type of activity, except that agile had no activities explicitly oriented towards 
choice (choice is embedded in generation). Further, waterfall had more exclusive 
negotiation-oriented activities, whereas agile had relatively more activities focused on 
execution and validation (Fig. 10). 

 

   
 

 Fig. 8. Activity distributions BOM (waterfall)       Fig. 9.Activity distributions LCM (agile) 

 

We also looked at the distribution of affordances, i.e., how various tools were 
enacted in the process. In general the two processes looked quite similar (Fig. 11). 
Exceptions were that waterfall made more use of infrastructural elements of the tools 
and the agile process made use of significantly more representational affordances 
relative to the total project. 

Waterfall Method
Distribution: Beta

Expression: 0.5 + 56 * Beta(0.559, 1.78)
Square Error: 0.002962

Chi Square Test
# Intervals = 16

Degrees of Freedom: 13
Test Statistic = 22.9

Corresponding p-value = 0.0443

Agile Method 
Distribution: Beta 

Expression: 0.5 + 24 * Beta(0.66, 2.11) 
Square Error: 0.011213 

 
Chi Square Test 
# Intervals = 14 

Degrees of Freedom: 11 
Test Statistic = 38 

Corresponding p-value < 0.005 
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Fig. 10. Activity types in LCM (agile) and BOM (waterfall) 

 

Fig. 11. Affordance types in LCM (agile) and BOM (waterfall) 

The final part of the analysis involved analysis of the variance in the design objects 
(Fig. 12). The waterfall method involved more uses of specifications, whereas the 
agile method involved more prototyping (i.e. developing partial implementations). 
However, the waterfall method did also have a good deal of prototyping, and the agile 
method did involve some uses of specifications. However, one main difference is that 
the agile process involved a markedly greater amount of process planning due to the 
frequent and ongoing nature of the daily and weekly planning. 

 

Fig. 12. Design object types in LCM (agile) and BOM (waterfall) 
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6   Discussion and Conclusion 

In this section we review our original question: whether the enacted methodologies 
really differ, and if so, how? Our analysis shows that the enactments of the agile and 
waterfall methodologies are substantially different. Thus, we might conclude that 
ostensive methods matter and there are indeed significant differences in how activities 
are organized and what activities are carried out in the waterfall and the agile process, 
respectively. This is shown in the iterations, types of activities proportionally enacted, 
the affordances carried out, and the frequency distribution of activities. At the same 
time, both the waterfall and agile process show dependency on a similar set of activity 
types though their spread is much wider with the waterfall method. There are also 
many more “mixed” activities in the waterfall process. We also show that the early 
phases of the agile method rely heavily on negotiation and validation whereas the 
waterfall method does not. Likewise, in the later phases, validation is a dominant 
activity for agile, whereas this is not the case for waterfall. Due to space limitations 
we cannot elaborate extensively on our findings, but some highlights follow: 

Our first finding suggests that the waterfall method is “messier” than it is typically 
characterized. The waterfall method has a greater number of complex activities, that 
is, there are more tools and objects used in each activity than are commonly credited. 
Our findings also confirm that agile methods involve relatively more iterations. Agile 
methods are extremely iterative in terms of how the activities are organized in the 
sense that agile has few activities that do not in some sense iterate. However, what is 
surprising is that it was not as if the agile method was iterative and waterfall was 
not. Both were highly iterative, indicating the need to differentiate between forms of 
iteration. Another finding was that most tool affordances were identical between the 
two methodologies. Thus, on some level, a software process is a software process and 
this implies a certain way of enacting technologies and tools. What was interesting 
was the frequent use of representations to engage clients in the agile method. Agile is 
not typically characterized as a representationally intensive process; rather, it is 
thought of as more of a coding marathon. Our results indicate otherwise, that agile is a 
highly representation driven process. This shows that companies can appropriate agile 
methods to fit their culture and way of doing things with their clients. Next, the 
waterfall process involved more of the use of specifications while agile involved more 
of the use of prototypes. What may come as a surprise is that agile did indeed involve 
a good deal of specification, while waterfall also had a good deal of prototyping.  
Finally, our findings indicate that the enactment of software methodologies differ 
from the idealized ostensive routines implied by their methodological descriptions. It 
should be noted; however, that enactments of these routines are influenced by a large 
number of exogenous factors like culture, business environment and people, which 
were not accounted for in this short analysis. 
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Appendix: Taxonomy of the Design Components 

Design component   Items Description  

Generate 
Action oriented planning and creativity-driven tasks 
such as brainstorming, coming up with plans, or 
producing something as a design. 

Transfer 
Transferring information or objects between people or 
locations. 

Choose 
Picking a correct or preferred option or answer.  
Coming to consensus.  

Negotiate Resolving policy and payoff conflicts. 

Execute 
Performing or executing a plan- producing an object 
according to a plan or a design  

Activity Type 
Activity type refers to the 
purpose of the design 
activity.  

Validate Verifying quality and consistency. 
1 individual Single individual 
1 group A group of individuals with a single functional purpose 
many 
individuals 

More than one individual, each with a separate 
functional purpose 

many groups 
More than one group, each with a separate functional 
purpose 

Actor Configuration 
Actor configuration 
refers to the number and 
grouping of the actors 
involved in the activity. 

individuals and 
groups 

A mix of both individuals and groups, each with a 
separate functional purpose 

Physical 

The material nature of the functional aspects of the tool 
is physical, rather than digital.  For example, the 
functional aspect of paper (ability to represent 
information) is physical. 

Tool Materiality 
Tool materiality simply 
refers to the material 
makeup of the tool being 
used for a particular 
design task. 

Digital 

The material nature of the functional aspects of the tool 
is digital, rather than physical. For example, a word 
processing document (ability to represent information) 
is digital. 

Representation 
Functionality to enable the user to define, describe or 
change a definition or description of an object, 
relationship or process 

Analysis 
Functionality that enables the user to explore, simulate, 
or evaluate alternate representations or models of 
objects, relationships or processes 

Transformation 
Functionality that executes a significant planning or 
design task, thereby replacing or substituting for a 
human designer/planner 

Control 

Functionality that enables the user to plan for and 
enforce rules, policies or priorities that will govern or 
restrict the activities of team members during the 
planning or design process 

Cooperative  

Functionality that enables the user to exchange 
information with another individual(s) for the purpose 
of influencing (affecting) the concept, process or 
product of the planning/design team 

Support 

Functionality and associated policy or procedures that 
determine the environment in which production and 
coordination technology will be applied to the planning 
and design process 

Infrastructure 
Functionality standards that enable portability of skills, 
knowledge, procedures, or methods across planning or 
design processes 

Tool Affordance 
Affordances refer to “the 
possibilities for goal 
oriented action afforded 
by technical objects to a 
specified user group 
understood as relations 
between technical objects 
and users and understood 
as potentially necessary 
(but not necessary and 
sufficient) conditions for 
"appropriation moves" 
(IT uses) and the 
consequences of IT use” 
([40] p. 622).  

Store 
Functionality that allows information to be housed 
within a device. 
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Collocated 
Actors are located in close proximity to each other at 
headquarters during the design activity. 

Distributed Actors are distributed during the design process. 
Remote 
Collocated 

Actors, though located in close proximity to each other, 
are not at headquarters during the design activity. 

Activity Location 
Location refers to where 
the design activity takes 
place. 

Remote 
Distributed 

Actors are distributed and not at headquarters during 
the design activity. 

Specification 
The design object is instructions for design product 
parameters and constraints. 

Design 

The design object is a physical or digital prototype of 
part or the entirety of the intended eventual design 
product.  This design object is used for further analysis 
and representation. 

Implementation 
The design object is actually used to complete, in part 
or whole, the intended eventual design product. 

Design Object Type 
Design object type refers 
to the purpose of the 
design object being used 
as an input, being 
updated, or resulting as 
an output of a design 
activity. 

Process 
planning 

The design object is instructions for future design 
activities. 

Output 
The data flow when the design object did not exist 
prior to the task, but was created during the task 

Input 
The data flow existed prior to the task, but did not 
change during the task 

Tool-Design Object 
Connection 
 

Update The data flow existed prior to the task AND did change 
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Abstract. The design outcomes of this paper are four e-wallet prototypes. E-
wallets are intended to replace the existing physical wallet, with its notes, coins, 
bills, photos, plastic cards, loyalty cards etc. Four different user groups, including 
Young Teenagers, Young Adults, Mothers and Business Men, have been involved 
in design and test of the prototypes. Interviews and user tests have provided data 
for the construction of first a conceptual model, in the form of sketches, and later 
a functional model, in the form of mock-ups. During the design phases, 
knowledge was gained on what properties, including design, functional, service, 
and interaction, the user groups would like the e-wallet to hold. The properties 
have been to develop four prototypes, one for each user group.   

Keywords: e-wallet, cashless society, design science, prototype. 

1   Introduction 

The digital revolution continues to transform most aspects of our daily life. In 
particular, the digital revolution has resulted in the vertical convergence of business 
channel capacities [12]. The digital revolution also continues to transform the public 
sector organizations and services. For instance, the Danish public citizen portal called 
borger.dk which forms an online entrance to the public sector with access to public 
information and digital self-services concerning topics such as family and children, 
taxation, residence and buildings, and disabilities. Other examples are digital bus 
tickets bought via mobile phones, online purchases, and social interactions made via 
SMS, emails and social networks. A next step in the digital revolution is the 
transformation of the time honored traditional physical wallet into the e-wallet. 

The focus of this paper is on mobile payments. And when everything else is going 
mobile, the payments have to be mobile too irrespectively of time and place. So, there 
is a need for an electronic wallet – an e-wallet. There are many mobile and wireless 
payment solutions, but most of them have failed or their adoption rate has been lower 
than expected. Dahlberg et al. [4] suggest that technological development of such 
solutions should be directed towards a closer cooperation with users, and Mallat [13] 
stresses that future mobile payment research should focus on usability, as this is an 
unexplored area of mobile payments. Set within this context, the purpose of this paper 
is to propose e-wallet prototypes.  

2   Background 

In the beginning of the 2000’s, early mobile content and services, such as ring tones and 
logos found market success and made mobile payment services a hot topic. At that time, 
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mobile payments were commonly perceived as the killer application for mobile 
commerce [17, 25]. Later, mobile payments were suggested as an alternative for 
micro-payments at point-of-sales, where the use of cash had been declining for many 
years [9]. Even though cash is still growing due to the economic growth. Lots of 
mobile and electronic payment solutions have been introduced ever since, but as 
already mentioned most of them have failed or have had a low penetration rate [3, 
13]. Moreover, payment is an institutionalized basic act, which cannot be changed 
just like that [10]. Payment is transacted in almost the same way worldwide, and it 
would cause problems if each country had its own electronic payment system [5]. 
Further issues arise when companies additionally develop their own electronic 
payment systems, such as those for public transportation and retail chains. There is a 
need for standardization of mobile payments [14].  

One of the more successful new standardized electronic payment systems is 
PayPal. Initially PayPal enabled people to perform transactions of small payments by 
means of e-mails. Since then, PayPal’s system has been re-designed and extended 
several times Today PayPal has more than 220 million accounts and is experimenting 
in the area of mobile payments through a partnership with a start-up that provides 
stickers for mobile phones that can link the phone to some special payment terminals 
in the stores.  

Two other successful electronic payment systems are the Oyster Card in London 
[11], and the Octopus Card in Hong Kong [17]. The question is whether their success 
is due to the fact that they initially were introduced to support mass transit systems, 
instead of trying to substitute all payments. The Octopus Card has later been extended 
to include payments at convenience stores, fast-food restaurants, supermarkets, 
parking meters, car parks, vending machines and service stations. 

In Africa a new kind of mobile payment was introduced in the beginning of 2007. 
The payment system is called M-PESA (‘M’ is for mobile and ‘PESA’ is the Swahili 
word for cash) and was developed by Kenya’s largest mobile network operator 
Safaricom, which is a part of the Vodafone Group. Within the first week more than 
20,000 M-PESA accounts had been registered and two years later in 2009 the number 
of accounts had reached six million.  

Visa and MasterCard are introducing new payment systems, including Visa 
PayWave and MasterCard PayPass. Both solutions are contactless payment 
technologies, which uses RFID-technology, so that the payer does not have to swipe 
the card or insert it into another device to pay. They were primarily introduced as 
smart card technology, but have since been extended to include key fobs and Near 
Field Communication (NFC) enabled mobile phones.  

Similar solutions exist already in Japan where many daily transactions are made 
with mobile phones. In 2004 Sony, NTT DoCoMo, and local banks formed a joint 
venture and launched a mobile payment system. The system is based on Sony’s chip 
FeliCa and allows customers to use their mobile phones as credit cards, access cards, 
fare tokens on all kinds of public mass transit, and several other utilities.  

So, while the most popular payment instruments are cash, cheques, and debit and 
credit cards [4] with smart cards being the most serious challenger to traditional cash 
[2], the ways to make contactless payments and especially mobile payments are 
increasing. Dahlberg & Mallat [2] furthermore concludes that the reasons for using 
electronic payment channels are advantages such as accessibility, convenience, speed, 
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privacy and control, and that electronic payments are preferred in simple routine 
service transactions.  

When looking into the future, companies and experts agree that the mobile phone 
is the technical device that they will try to turn into the new wallet, mainly because of 
the number of mobile phones in use, which no other technical device can match, but 
also due to the fact that most of us carries our mobile phones with us all the time. If 
the mobile phone becomes a common platform for digital payments it is likely that 
some traditional payment instruments will decrease and even vanish. But it is also a 
possibility that the mobile wallet will just become a new way of entering the current 
card and account-based payment services [4].  

Overall, it can be said about the future, that mobile payments may not be able to 
substitute the traditional physical wallet and may therefore just complement existing 
payment solutions. But, it is also a possibility that a substitution will happen gradually 
and first after several years be completed [13]. No matter what will happen, exploring 
what properties the users find useful in a mobile wallet is a step on the way towards a 
cashless society [6].  

3   Methodology 

The choice of method was driven by the research problem, which is the development 
of e-wallet prototypes with focus on the interaction between user and artifact. The 
focus on human-computer interaction leads to issues that are complex and grounded 
in multiple disciplines. Consequently, questions frequently arise that have a thin or no 
theoretical background, and exploring these, is where Design Science Research – 
exploring by building – proves useful [22].  

3.1   The Design Process 

There are several guidelines and approaches on how to proceed with design science 
projects [7, 18, 23]. In this project we draw upon Takeda et al.’s [21] design science 
model. The choice is motivated by that Takeda et al. (1990) was one of the earliest to 
structure and formalize the process of using Design Science. The model is also 
applied in recent design science literature, such as Vaishnavi & Kuechler [22].  

Takeda et al. [21] describes a process starting with an Awareness of Problem phase. 
The awareness of a problem typically comes from wonder or a problem in current 
practice that the researcher aims to solve. The output of this phase is a description of 
the problem and a proposal for researching this problem. In the next phase, the 
Suggestion phase, solutions are found in existing knowledge, followed by an attempt 
to implement an artifact based on the suggested solution (called the Development 
phase). Knowledge in the Suggestion phase refers to solutions from other areas, 
theories, or ideas from potential users. Afterwards, in the Development phase, an 
attempt at developing and implementing an artifact according to the suggested solution 
is performed. In this phase most of the design work takes place. The techniques for 
implementation vary, depending on the artifact. The implementation itself can be very 
ordinary and does not need to involve innovation beyond the state-of-practice for the 
given artifact; the innovation is in the design, not the construction of the artifact.  
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The output of this phase is findings about the artifact’s application and functionality. 
Afterwards the Evaluation phase commence where the implementations of the solution 
is evaluated, and finally, a Conclusion phase concludes the design cycle indicating that 
the design project is finished by deciding that the results are “good enough”, and by 
summarizing what the contributions of the artifact are. The phases Development, 
Evaluation, and further Suggestions are iterative until the results are “good enough” or 
saturation has been reached.  

3.2   User Involvement and Data Collection  

The users involved in this project were mainly found at Facebook among peripheral 
acquaintances and friends of friends, in order to keep prior knowledge of the 
interviewees to a minimum and minimize biases. A further selection criterion for the 
interviewees was the degree of use of technology in their everyday lives, as this was 
estimated to be necessary in order for the interviewees to be able to understand the 
mobile wallet concept. The number of users was 26 for the Suggestion phase and 16 
for the Evaluation phase. Table 1 provides information on the number of participants 
and demographics.  

Table 1. Participants involved 

User groups No. of part. Age Time 
Period 
(2010) 

Location 

Suggestion phase 
Young Teenagers 8 13-15 Sep-Dec Home and school 
Young Adults 8 19-25 Sep-Dec Home and library 
Mothers 5 32-37 Sep-Oct Home and workplace 
Business Men 5 46-53 Sept-Dec Home and workplace 

Evaluation phase 
Young Teenagers 4 15 Jan Home 
Young Adults 4 20-22 Jan Home 
The Mothers 4 30-37 Jan Home 
Business Men 4 46-53 Jan Home and workplace 

 
The participants for both phases represented four different user groups: Young 

Teenagers (YT), Young Adults (YA), Mothers (M) and Business Men (BM). The 
reason for choosing these four user groups is the fact that they loosely cover the 
phases of Wells and Gubar’s [24] widely used consumer life cycle. Furthermore, one 
of our underlying assumptions is the need for multiple solutions from different user 
groups. The interaction time between researcher and user varied from 15 to 60 
minutes and were conducted in the autumn of 2010. To avoid the issue of the artificial 
environment intimidating the interviewees, the interviews were held at a place chosen 
by them, mainly their residence or work place.  
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4   The Design Process e-Wallet Prototypes 

4.1   The Awareness and Suggestion Phase 

The starting point of the design project was the identified lack of e-wallets or any 
conceptual models. The problem was grounded both in the literature and in the 
practice (expert interviews). The Suggestion phase is where the work with the 
proposal from the previous phase is initiated. The output of this phase is a tentative 
design. The practical work with the suggestion took its starting point in the users. We 
recruited participants from four user groups based on the assumption that the groups 
would differ from each other, regarding their needs and expectations to the wallet.  

Munck [15] states, that the understanding of end-users behaviors and needs is a 
success criterion for contactless and mobile payments. The Suggestion phase involved 
fours steps: Usability Goals and User Experience Goals, Personas, Sketching, and 
Scenarios. 

Usability Goals and User Experience Goals. If the primary objective of developing 
a product for a group of users is made clear, it is easier to understand these users. 
Classifying the objectives in terms of usability goals and user experience goals can do 
this. Usability goals are concerned with meeting specific criteria of usability, whereas 
user experience goals are concerned with developing user experiences [20]. However, 
as this project only focused on what prototypes the users needed in the wallet and not 
on the experience they had using it, the usability was the focal point while user 
experience goals were not written. Yet, it is important to note, that the two kinds of 
goals are not clearly separable, since one of the goals is fundamental to the other. But, 
since this project is an exploratory study that forms the basis for future research, it is 
acceptable that not all perspectives of the wallet are covered. The following four 
overarching goals were identified during the first round of interviews: 

• Efficiency: Carrying out a common task such as paying with the mobile 
wallet, should imply no more than six steps, which is the number of steps it 
takes to pay with a payment card today (take the card out of the wallet – 
place it in the payment terminal – type the PIN – click OK – remove the card 
from the terminal – put it back in the wallet). This usability goal was chosen 
as it was pointed out as important by Dahlberg & Mallat [2], and additionally 
mentioned by one of the interviewees. 

• Safety: It should not be possible to make a payment by mistake. This goal 
was chosen, since security is important according to almost half of the 
interviewees and Dahlberg et al. [2].  

• Utility: The mobile wallet should provide an appropriate set of functions that 
will enable users to carry out their conventional tasks from the physical 
wallet, in the way they want to do them. This was chosen as a criterion for 
usability because of the fact that the interviewees had so many different 
ways of using their wallets. 

• Learnability: It should be possible for the user to work out how to use the 
mobile wallet by exploring the interface. This is important, as people do not 
like spending a long time learning how to use a new system, and two of the 
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interviewees told that they do not read instruction manuals. Learnability is 
especially important for interactive products intended for everyday use [20], 
which includes the mobile wallet.  

Personas. After having conducted the interviews and written the usability goals, four 
personas were created representing the four user groups. A persona is a thorough 
description of a typical user of the system that is developed. Hence, the designers can 
focus on designing the system to this user, rather than to a whole group of users. A 
persona is not a description of a specific person who exists in reality, but a mixture of 
an amount of user data [20]. Generally, these descriptions are called fictitious user 
descriptions, and many theorists have worked with different designations for the 
process of working with the fictitious users. The creation of the personas in this 
project followed the proposed structure in the second phase of The Persona Lifecycle, 
which focuses on persona conception and gestation. The Persona Lifecycle has been 
widely cited, among others by Nielsen [16]. Below we illustrate the persona 
constructed for the Business Men user group:  

Tom is 51 years old and works as IT Manager for a large international 
company. He is married to Susanne with whom he has two children – an 18 
year-old boy named Jacob, and a 15 year-old girl named Stephanie. The 
family lives in a large house in a residential neighborhood. He is a very 
balanced person although he has got a lot on his plate, and both his 
colleagues and family love him for that. He never rushes about but keeps 
calm and always has a good grasp of the situation. He can be a hard leader 
and father when necessary but otherwise he is nice and pleasant. He likes 
having goals in life as they give him something to get up to in the morning, 
and he feels satisfied when he reaches them. He uses technology extensively. 
He has a laptop and a smart phone from work, which he uses both for work 
related, and private stuff. The smart phone is a BlackBerry and is used 
mainly for work related calls and emails, and news reading. He has got 
profiles on Facebook, LinkedIn and a social network only for the employees 
of the company. He doesn’t log on to these networks very often, but when it 
happens it is mostly via his BlackBerry. When he’s on the go Tom enjoys 
listening to music on his iPod.  

Sketching. After having gained knowledge of the cashless society and the future 
users of a mobile wallet, the design of the mobile wallet was conceptualized. This was 
done through a sketching process that started off when the interviewees from the 
previously mentioned interviews were asked to draw a sketch of a mobile wallet. As 
Linus Pauling once said: ”The best way to get a good idea, is to get lots of ideas”. 
Thus, the interviewees’ ideas ended as sketches for four different wallets; one for 
each of the user groups. The sketches from each group were then mixed into one 
sketch, in what Pugh [19] calls controlled convergence. Pugh’s approach is widely 
used, among others by Buxton [1]. Besides controlled convergence, which is about 
discarding ideas or part of ideas, Pugh used another notion, called concept generation.  

Scenarios. Concept generation is about expanding the scope by adding new ideas. In 
this project, the new ideas came from the writing of scenarios that followed the 
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sketching process. “The scenario is a narrative written in a natural language. It 
focuses on a user using the system. The goal of the scenario is to explore design 
solutions” [16]. According to Nielsen [16], personas and scenarios are inextricably 
linked, as personas are useless without scenarios. Below we present the mother 
scenario:  

It is afternoon, and Anita has just picked up Oliver and Casper from day-care 
and is now at the supermarket to buy groceries for supper. The children are 
hungry and troublesome, and therefore Anita wants to do the shopping 
quickly, so she can go home with the children and give them something to 
eat. At the self-service check-out desk she scans the goods, and when she has 
just opened up her mobile wallet to pay, Oliver starts begging for candy from 
the shelf right next to the self-service desk. This interrupts her in the act of 
paying, as she has to keep track him and ensure that he does not take any 
candy from the shelf. Meanwhile, more customers have lined up behind her. 
She notices this and hurries to pay. She chooses to pay cash, presses the 
‘Pay’ button, types the PIN, and presses ‘OK’, and then hurries out of the 
supermarket with children and bags in her arms. 

4.2   Development Phase 

Based on the results from the Suggestion phase, four initial prototypes were created. 
One issue was to integrate all comments and remarks made by the participants, since 
there were differences within the four groups. However the aim was not to create a 
finite solution. Rather the aim was to get ideas from users to inspire the development 
of the prototypes.  

For this we used mock-ups. A mock-up is often used as a topic for conversation in 
for example an interview, but the mock-ups in this project were used as prototypes. A 
prototype is a more or less functional model that enables stakeholders to interact with  
 

Table 2. Initial prototypes used in the evaluation phase 

Prototypes 
Young Teenager Young Adult Mother Business Man 
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the imagined product. In that way, the prototype can be tested by the intended users in 
realistic environments, which leads to the designers’ becoming aware of things, they 
had not thought of themselves. A prototype is a great help in the design process 
because of the fact that the designers are brought to completely new considerations, 
when they are going to take something from inside their minds and make it into 
something physical. The outcome of the development phase was four initial 
prototypes as illustrated in table 2. The prototypes are evaluated in the following 
phase. 

4.3   Evaluation Phase 

The Evaluation phase consists of an analysis of the gathered findings and an 
assessment of to what extent the artifact fills in the imperfections made explicit in the 
proposal from the Awareness of Problem phase. As Hevner et al. [8] explain it: “A 
design artifact is complete and effective when it satisfies the requirements and 
constraints of the problem it was meant to solve.” Where the Evaluation phase 
focuses on what went good or badly, and decides whether or not iteration is needed, 
this section provides the basis for making these decisions. The questions asked were 
concerned with: 

• The users’ understanding of the mobile wallet’s properties 
• What impression they got when they first saw the mobile wallet 
• What they thought about the properties that was specific for the mobile wallet 

compared to the physical wallet 
• If they would like to have any other properties in the wallet 
• Mentioning three things that they liked and three things that they disliked from 

the mobile wallet  

Young Teenagers. Starting with the Young Teenagers, their first problem was caused 
by the ‘Currency’ tab in the top of the wallet. Both of the test users though it was nice 
to have, but said that they would not use it that much: 

“Maybe it should not take up such a big part of the window, but I do not know 
where it should be placed instead, because you are not abroad that often […]. I 
would actually like if it converted automatically. And if you wanted to pay in Danish 
kroner, you should have the possibility to change it manually […]. Both [currencies] 
should be there so you do not have to calculate it yourself” (Young Teenager). 

Another concern was regarding the security: 

“I think that it is a bit insecure to have it in the phone. […] try to imagine that you 
lose your phone and other people can use it for travelling in your name” (Young 
Teenager).  

One of the test users had an idea for how to load money to the mobile wallet: 

“I think a lot about eBanking as I consider it almost the same as this phone-thing. I 
think that it should be possible to do it at home […] thus loading it from your 
computer at home into it [the mobile phone]” (Young Teenager). 
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Young Adults. The two Young Adults, who evaluated the first mock-up of their e-
wallet, would not use the possibility of containing business cards in the e-wallet: 

“[…] business cards do not belong [in a mobile wallet]. New mobile phones can 
hold so many data in the contacts/phonebook with emails, addresses, private phone 
numbers and work phone numbers and much more […] and so, it is completely 
needless” (Young Adult).  

The icons in the e-wallet were preferred to the text buttons (see Figure 2), and it was 
suggested that the ‘Receipts’ button should be transferred into an icon: 

“It looks rather unsystematic, careless [that the ‘Receipts’ button is placed where 
it is]. […] you could have an icon looking like a receipt” (Young Adult).  

An application to the bank was also suggested: 

”[…] I like having a receipt telling me how much money I have on my account. So, 
if there was an app to the bank […] like ‘kontokik’ [a function provided by the bank, 
enabling the user to see transactions on his account, but not to transfer money] for 
instance, where you could see how much money is on the account, what the money 
was spent at, and when withdrawals were made […] [it should be] just ‘kontokik’, not 
money transferring” (Young Adult).  

Mothers. With regard to receipts, one of the test users from this group suggested that 
the balance should be a link leading to a kind of receipts or a list formed like a bank 
statement showing transactions. The other test person said that it would work for her 
if the receipts were in the e-wallet, as she did not need to have the receipts physically. 
She would, however, not keep all receipts: 

”I would only keep those for expensive things. I would not keep those from buying 
milk and flour and eggs” (Mother). 

The same person later proposed an additional function for the receipts: 

“[...] if you keep the receipts, you could make some sort of fast search, to find out 
just how much money has been spent at the drug store this month [...] so, when you 
are working with your budgets or something like that, you could find out exactly what 
happens to the money” (Mother). 

It was additionally suggested that there should be added radio buttons for different 
accounts, and that these accounts should have names: 

“[…] it should be named as the account it came from, e.g. budget account. 
Because, my budget account is another account than my VISA card account. […] in 
that way I could see where they came from. My daughter has an account, [and it 
could] be there, and it could be that [card] you used for buying toys or clothes […]” 
(Mother). 

Business Men. Both Business Men from this group liked the structure of the e-wallet, 
and both were strong advocates of sorting the cards in categories: 

“They [i.e. the cards] should be placed underneath [a category] […]. Each page 
should only hold 7 – 9 – 10 [icons], just like when running a slide show; you should 
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only have five lines of text on a slide, or else people will not be able to take it in. So: 
categories and then moving downwards [to find other functions / cards]” (Business 
Man), and: “I think that [i.e. the categories] would be better. You could have some of 
the common [cards] up in the first [row], and furthermore have a section where you 
could make your own categories” (Business Man). 

In addition to this, one of the test users suggested that the entire mobile wallet’s 
contents shown on the front page should be ordered in categories represented as bars: 

“[…] so when I entered [the wallet] I would like to have a bar called ‘Payments’, 
and when I pushed it some of this [pointing at the top row of cards] would appear. 
And afterwards some ‘ID’. And then there could be a ‘Other cards’. And then I might 
have the possibility of structuring it myself, if I would want an additional bar” 
(Business Man). 

One of the test users moreover suggested the payment page as a picture of the receipt, 
which after the completed payment is sent to the mobile wallet. The payment page 
should therefore hold the name of the receiver of the money: 

“[It should] show the hotel’s receipt or the ‘restaurant’s receipt. That is, with 
name, so it can be used as receipt you can use as a voucher in your accounts” 
(Business Man). 

4.4   Conclusion Phase  

The test users for the second mock-up of the Young Teenager’s mobile wallet, 
reflected upon how many items in the mobile wallet, they would like to secure by PIN 
or a password, in order to prevent strangers spending their money or using personal 
data, if the mobile phone should get lost or stolen. Both test users considered it 
insecure to have the passport in the mobile wallet, but disagreed on how many of the 
wallet’s cards should be secured. The usability goal of safety has thus not been fully 
reached, as the mobile wallet that was tested not made the users fell completely safe. 
The revised prototypes after the evaluation phase are presented in table 3.  

The tests of the second mock-up revealed that the usability goal of learnability has 
not been reached by this version of the Young Adult’s mobile wallet, as both test 
users did not understand the ‘Load’ button. The test users additionally proposed a lot 
of new properties for the mobile wallet, e.g. a text appearing when payment is 
completed, a ‘cancel’ and a ‘Load’ button on the payment page, bus passes, a 
possibility to change the structure of the mobile wallets front page, a bank 
application, and many more. All these additional properties indicate that more utility 
is needed in the mobile wallet, and the usability goal of utility has therefore not been 
reached. 

During the user tests of the second mock-up of the Mother’s mobile wallet, one of 
the test users proposed a text appearing on the mobile wallet’s screen when payment 
is completed. The adding of an eBanking function, a receipt option, and an automatic 
scanning of membership cards were proposed as well. A further suggestion was that 
the payment methods should include the user’s different accounts, as a user might 
have more than one bank account. Moreover, the test users had different suggestions 
for what should happen to the receipts if a mobile wallet was introduced, and a further 
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investigation of this matter is therefore needed. All these things lead to the conclusion 
that the usability goal of utility is far from being reached by this version of the mobile 
wallet. 

Through the user tests of the second mock-up representing the Business Man’s 
mobile wallet it became clear that a category structure was preferred to the structure 
with all the cards visible on the wallet’s front page. The mobile wallet would 
therefore reach the usability goal of learnability to a greater extent, if the category 
structure were applied. An additional thing that would improve the learnability is the 
moving of the receipts from their present place, into the payment methods where the 
test users thought they belonged.  

Table 3.  Revised prototypes 

Prototypes 
Young Teenager Young Adult Mother Business Man 

   

5   Discussion 

The way the user tests of the mock-ups were conducted proved to be very useful for 
this project, as the interview approach to the tests, allowed for explanations when 
needed. And they were indeed needed. Some of users, had difficulties grasping the 
idea of mobile payments. Those who understood it had, on the other hand, many 
questions, especially concerning security and other aspects of mobile payments that 
are still uncertain. The user tests additionally revealed that it is of great importance, 
when testing an innovative product, to ask the test users to ignore the questions of 
whether they would use it, as this showed to affect a couple of the tests. Another 
observation showing that some users did not quite grasp the idea was made when 
some of the users suggested that the mobile wallet should hold the possibility of 
reading text messages and checking Facebook, because they would not want to be 
without it. Along the way, it was therefore decided to explain to the test users, that 
they still had all their other functions in the mobile phone, and that the mobile wallet 
was just another function. 



234 M. Olsen, J. Hedman, and R. Vatrapu 

 

The user tests did moreover inspire to asking further questions that had not been 
planned, and which might not have been asked to all the test users. But in the given 
situation, they seemed right to ask. For example, if the test users proposed ideas that 
had not been proposed before, it happened that the test users in the following tests 
were asked about this proposal, in order to have their opinion. This project was, 
however, an explorative design project, and nothing was given in advance. It was 
therefore all right to test several ideas. An expert is after all a person who has tested 
all kinds of solutions, in order to find the right one, and to learn from those who went 
badly. 

Through the last iteration of user tests, several new ideas were proposed, and the 
user groups were still getting more inspired by each other’s designs of the mobile 
wallet. The evaluation assessed that a new iteration is needed, it is concluded that the 
mobile wallet proposed by this project, is not yet ready to be launched. It was, 
however, never the purpose of this project to design a fully functional mobile wallet, 
but merely to broach the issue. This is achieved by proposing the set of properties for 
the mobile wallet. It is a possibility that the mobile wallet could hold a settings 
function allowing the user to edit the contents of the wallet, but it need to be explored 
if it is desirable for the users to have a lot of options.  

6   Conclusion  

A big challenge in the work with the mobile wallet was to clarify what functionalities 
each button should have. There were almost as many opinions as there were test 
users. This was revealed in the evaluations, where the usability goal of utility was the 
goal most far from being reached. The usability goal of learnability was not close to 
being reached either, mainly because the test users within each group had different 
opinions about the structure of the wallet and kept being inspired by the mock-ups of 
the other user groups’ mobile wallets. It could thus have been tested whether it was 
possible to create one single mobile wallet for all users, by having one group’s test 
users to test another group’s mock-up. This would explore how it would work for 
them and what changes they would propose. By switching mock-ups through many 
iterations of tests, the possibility of having one design satisfying all the users, could 
thus have been tested. This project did, however, not has this approach, but focused 
on developing wallets for different user groups. It was from the beginning assumed 
that a standardized wallet would hold many customization options, hence confusing 
the user. This could lead to a situation where the user would not want to use the 
mobile wallet, and then we are back again where we started. The evaluation revealed 
that all the user groups actually had suggested such a settings function to be added to 
the wallet. It is therefore needed to be explored, how the users would use such a 
wallet, for instance through user tests of more functional prototypes allowing them to 
interact with the artifact representing the mobile wallet. The test users who suggested 
the adding of a settings function might, however, have done so, as they did not like to 
say directly that they wanted the mobile wallet to be different from what they were 
presented with. 
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Due to the small number of subjects, the findings of this project cannot be 
generalized to population. Instead, the findings can be generalized to theory and 
support further research of the emerging mobile payments. 
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Abstract. Current thinking in design science research (DSR) defines the 
usefulness of the design artifact in a relevant problem environment as the 
primary research goal. Here we propose a complementary evaluation model for 
DSR. Drawing from evolutionary economics, we define a fitness-utility model 
that better captures the evolutionary nature of design improvements and the 
essential DSR nature of searching for a satisfactory design across a fitness 
landscape. We conclude with a discussion of the strengths and challenges of the 
fitness-utility model for performing rigorous DSR. 

Keywords: Design science research, design evaluation, usefulness, utility, 
fitness, evolutionary economics. 

1   The Dependent Variable in Design Science Research 

Current thinking in design science research (DSR) defines utility as the primary 
research goal (e.g. [1, p. 80]). In this context, the close relationship of utility to 
practical usefulness is emphasized. The choice of usefulness as the pre-eminent 
dependent variable for DSR ties it to earlier MIS research exploring appropriate 
dependent variables for information systems [2, 3]. It also establishes a clear 
relationship between DSR and the influential technology acceptance model (TAM) 
for information systems, where usefulness plays a pivotal role in motivating use [4]. 
Given these strong connections to existing well established research streams, does it 
even make sense to question if usefulness should always be our central criteria for 
evaluating design? 

Being contrarians, we do feel the search for the dependent variable in DSR 
requires some rethinking. Here, we consider a pair of alternative dependent variables: 
design fitness and design utility. In the case of fitness, we particularly focus on its 
biological meaning—the ability of an entity to reproduce itself and evolve from 
generation to generation. In the case of utility, rather than viewing it as being roughly 
equivalent to usefulness, we focus on its meaning in fields such as economics and 
decision sciences, where it serves as the basis for ranking decision alternatives. 
Naturally, usefulness plays an important role in determining both fitness and utility. 
Neither of these variables, however, is solely determined by usefulness. Indeed, we 
believe that understanding the relationship between the three variables via a new 
fitness-utility model complements current thinking and provides important insights 
into the nature of design science.  
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We begin by clarifying the frequently misunderstood concept of the design artifact. 
We then explore the nature of our two proposed dependent variables, fitness and 
utility, as they are defined in biology, economics, and in the emerging 
interdisciplinary field of evolutionary economics. Subsequently, we consider how 
these concepts can be employed in the context of artifacts and designs. We then 
consider how the guidelines of design science research may be better understood in 
the context of the fitness-utility model. Finally, the specific benefits and challenges of 
applying the fitness-utility model for DSR are discussed.  

2   Design Artifacts 

Central to the notion of DSR is the concept of a design artifact. IT artifacts are 
broadly defined as constructs (vocabulary and symbols), models (abstractions and 
representations), methods (algorithms and practices), and instantiations (implemented 
and prototype systems). [1, p. 77] More generally, artifacts can be viewed as the 
symbolic representation or physical instantiation of design concepts. Even within a 
discipline such as MIS, they are not necessarily limited to information systems. 
Rather, MIS artifacts include organizational designs, process designs, and other 
intentionally constructed entities relating to information systems. 

Conceptually, we can view the design process as a series of layers, as seen in 
Figure 1. The top layer, the design space, can be viewed as the collection of all 
possible designs and requirements. Obviously, its contents “exist” in abstract terms 
only since such a complex design space is infinite. Conceptually, then, we can 
imagine that the space is partitioned between a few known and many unknown 
designs. The design process begins with a search of this space in order to identify a 
particular position, which can be referred to as a design candidate.  

Between the design space and use artifact layers we find the design artifact layers, 
of particular significance to DSR. Once a design space candidate has been chosen, we 
can begin to develop artifacts. As previously noted, these may be symbolic or 
physical representations of our selected location in the design space. These artifacts 
may serve a variety of purposes: 

1. Providing evidence of design feasibility - Can the proposed design be 
implemented and does the proposed design meet the requirements? Building 
feasibility artifacts moves designs across the unknown/known partition. 

2. Providing evidence of the value of the design - Does the design offer benefits 
unmatched by competing design candidates? Here the objective becomes to 
establish an ordinal valuation that can be used to rank candidate designs. 

3. Determining the most effective representation of the design – How can we best 
communicate the intricacies of the design to the implementators (e.g. architects, 
programmers). 

4. Constructing the actual use artifacts - A blueprint is a construction artifact that 
serves to guide the physical construction of a house; source code is a construction 
artifact that serves to generate the programs that are distributed to users. 
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Fig. 1. Design Artifact Abstract Layers 

The use artifacts are divided between pilot test instances—for which returning to 
the design cycle is intentionally left open as a possibility—and release use instances, 
for which further redesign is not anticipated. While this conceptual scheme obviously 
maps directly to IT artifacts such as software, it should be recognized that 
organizations frequently employ a phased roll out of non-technology artifacts, such as 
organizational structures or incentive plans, with the same notion that the design may 
later be tuned based upon early experience. 

The particular significance of design artifact layers to DSR stems from their nature. 
As noted previously, the design space itself is too amorphous to be investigated 
directly. We need a physical representation or symbolic description of a particular 
design candidate—in other words, an artifact—if we are to conduct meaningful 
research. The investigation of use artifacts, on the other hand, is largely the domain of 
behavioral research. Inasmuch as they have already been constructed, the principles 
incorporated in their design are likely to be of less interest than the principles 
determining how their use impacts the entities (e.g. organizations) in which they are 
embedded. Nevertheless, it is certainly possible—indeed probable—that important 
principles that may guide future design can be acquired by observing constructed 
instances in use. This highlights the complementarity and need for communication 
between design science and other research paradigms. 

 



240 T.G. Gill and A.R. Hevner 

 

3   Fitness and Utility 

Based on our understanding of the layers of the design artifact, we can now move to 
an exploration of how better to understand and evaluate the artifact in DSR. Two 
concepts from other disciplines for this task are fitness (biology) and utility 
(economics).  

3.1   Fitness 

To understand fitness, it is useful to begin by proposing two alternative definitions of 
the fitness of an organism: 

 
Fitness Definition #1: The fitness of an organism describes its ability to survive at a 

high level of capacity over time.  
Fitness Definition #2: The fitness of an organism describes its ability to replicate and 

evolve over successive generations. 

Which definition of fitness you prefer likely depends on your perspective. If the 
individual in mind were our personal physician, we would strongly prefer he or she 
focus on definition #1. Terms such as physical fitness, mental fitness and emotional 
fitness all correspond to this general class of definition. If, however, the individual 
were an evolutionary biologist, definition #2 would be overwhelmingly preferred. An 
organism lacking the capacity to reproduce and evolve rapidly goes extinct. What is 
important about the distinction between definition #1 and definition #2 is that their 
outcomes are not necessarily correlated. This is graphically illustrated by the 
experience with human populations, as discussed in Example 1. 

 
Example 1: Two Versions of Fitness in Populations 

At the end of the 18th century, Thomas Malthus proposed that any increases in the 
individual fitness (definition #1) of human populations would lead to a rapid increase in 
reproductive rate (a contributor to definition #2) that would quickly erase the gains in 
individual fitness and would, in the long run, reduce individual fitness since gains in food 
supplies tended to be arithmetic whereas changes in reproductive rates tended to be 
geometric [5, p. 6]. What has actually happened, however, is in stark contrast to 
predictions. After a period of adjustment, as individual fitness increases, evolutionary 
fitness (definition #2) has actually declined. 

To illustrate this phenomenon, it is useful to consider two measures: life expectancy (a 
proxy for definition #1) and fertility rate (a proxy for definition #2). In an organism that 
employs sexual reproduction, fertility rate represents the number of children each female 
of the species produces over her lifetime. In human populations—where the number of 
male babies is slightly higher than the number of female babies—a stable population 
requires a value is slightly over 2. In much of the industrialized world, this value has 
fallen far below that stable value. For example, the 2006 U.N. Economic and Social 
Affairs agency estimated Japan’s 2000-2005 fertility rate at a shockingly low 1.29. 
During the same period, the U.S. had an estimated value of 2.04. Based on definition #1, 
the fact that Japan has the highest life expectancy in the world among major 
industrialized nations would imply high fitness. With respect to definition #2, on the 
other hand, such low birth rates suggest a population that is decidedly unfit from an 
evolutionary standpoint. 
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We will henceforth always refer to the second definition of fitness when we use the 
unqualified term. There are two reasons for this. The first is that the population-
focused view of fitness is generally more sensible when long term systems, such as 
information systems, are studied. Second, as we shall see later, it would relatively 
easy to treat variables such as system use or usefulness as a proxy for fitness 
according to definition #1, implying that little benefit is likely to be derived from 
advocating definition #1 in place of currently popular dependent variables. Because of 
the tension between definitions #1 and #2, already noted in the population example, 
we would expect that examining definition #2 might offer new insights. 

Prior to leaving the subject of fitness, it is useful to introduce a model used by 
evolutionary biologists, that of the fitness landscape. Such a landscape represents a 
functional relationship between individual attributes, such as specific genes, and the 
fitness of an organism. For example, if an organism’s fitness were determined by N 
attributes, x1 through xN, its fitness landscape would be described as: Fitness = f(x1, 
x2, …, xN). Fitness landscapes change over time as a result of forces such as the 
organisms’ collective impact on the environment, the impact of co-evolution of other 
organisms, and the impact of unpredicted events that occur entirely outside of the 
systems being studied, popularly referred to as black swans [6]. 

3.2   Utility 

Similar to fitness, the term utility is used in a number of ways. When we consider the 
utility of a tool, we are normally referring to its usefulness. As currently used in the 
context of DSR, that is the prevailing meaning. Hevner, et al. [1, p. 83] state: “The 
utility, quality, and efficacy of a design artifact must be rigorously demonstrated via 
well-executed evaluation methods.” This implies utility to be a characteristic of the 
design and its intended application context.  

Economists, on the other hand, employ the term utility in a different way. 
Specifically, they posit each individual to have a utility function that can be used to 
rank choices in the context of decision-making. The assumption that individuals seek 
to maximize utility is, in fact, foundational to the field of economics. In early 
economic theory, the assumption was made that utility was determined by current 
consumption. More recently, however, it has been generally recognized that many 
factors contribute to economic utility beyond direct consumption, such as relative 
income, expectations, social context, and goals [7].  

To distinguish between the two usages of the term utility, we will refer to the first 
as usefulness. In this context, we apply the broadest meaning of the term—including 
factors such as efficacy in performing the task (including performance), range of task 
cases performed, ease of use, ease of learning, and cost-benefit in the performance of 
a task. Essentially, we assume that any artifact characteristic that impacts task 
performance directly can be classified under the usefulness category. Presumably, if 
our choice of a tool was dictated strictly by usefulness, as just defined, then there 
would be little reason to distinguish between the two meanings of utility. When we 
employ the term utility in the rest of the paper, however, we assume its economic 
meaning and further assume that it represents a complex function that is not 
adequately described by the single usefulness dimension. 



242 T.G. Gill and A.R. Hevner 

 

3.3   Evolutionary Economics 

Evolutionary economics is a field that examines economic systems from the 
perspective of evolution. As it happens, the foundational assumption of the field ties 
the notions of fitness and utility together. At the risk of oversimplifying, the basic 
concept that drives the field is that, as humans, our utility function has evolved as a 
response to the fitness landscapes we have faced and, as a consequence, is tuned 
towards maximizing fitness. The rationale is stated as follows by Gandolfi et al. [8, p. 
97]: “Given the logic of natural selection, it is difficult to conceive how, for any living 
entity, a preference for maximizing fitness could fail to evolve.” 

The argument is based upon the fact that, on a static landscape, high fitness 
individuals will tend to crowd out lower fitness individuals. Because fitness 
landscapes are themselves subject to change (as noted previously), traits that promote 
diversity—e.g. an urge, on the part of some individuals, to seek out new peaks—are 
also likely to survive over time in some percentage of a population, described as 
evolutionarily stable strategies (ESS). The percentage of a population described by a 
particular niche ESS may grow after sudden shifts in fitness that increase in the value 
of the strategy, while niche strategies may well decline in percentage during long 
periods of stability in which highly visible high fitness peaks draw an increasing 
portion of the population. Regardless of where an entity exists on the fitness 
landscape, however, utility will tend to drive it toward local peaks. 

A sensible argument can be made that our current utility preferences do not map 
well to fitness. Numerous researchers have demonstrated that we, as human beings, 
are far from rational in our processes of choice [9]. There are a number of ways to 
respond to this. First, evolution is slow and—particularly over the past 250 years—
changes in the environments we face as a consequence of the industrial and 
information ages have been so rapid that it would be inconceivable that our utility 
preferences could have kept up. Fortunately, our built-in genetic utility function also 
imbues most of us with a desire to learn and, as a consequence, our utility function 
can adapt to our changing environment through that mechanism, as opposed to natural 
selection. Second, it is actually very rare that we encounter tasks with such well-
defined inputs (e.g. where probabilities are fully known) in our day-to-day life. 
Indeed, it is often the case that when we attempt to quantify such values in order to 
make our decision making more precise, we are in fact deluding ourselves. Third, 
even individuals who have done extensive research into the “irrationality” of our 
decision rules acknowledge that there are many contexts where these decision rules 
prove to be beneficial [10]. 

The key point here is that utility can be treated as the mechanism by which we 
make choices when confronted with a fitness landscape. Obviously, it is not perfect. 
Rather, it represents an estimate-of-fitness that we can apply to make decisions 
presented by such a landscape. With this principle in mind, we turn to its specific 
application in the domain of DSR. 

4   Relationship of Fitness, Utility, and Usefulness in Design Science 

The concepts of fitness and utility can readily be applied to the design of systems. If 
we revisit Figure 1, it should be evident that the design space is an example of a 
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fitness landscape, with each design candidate being an entity that can be located on 
that landscape. Design artifacts perform two key roles in the design search process: 

 
1. They provide evidence that a particular design candidate is feasible, has value, 

can be effectively represented, and can be built. This serves to help us better 
understand the shape of the design fitness landscape, moving combinations from 
the unknown to the known category. 

2. Through careful evaluation, they provide a basis for choosing between alternative 
designs. 

The first of these directly impacts our knowledge of design fitness. The second refines 
our estimate-of-fitness that is a basis for choice; it therefore involves changing our 
utility function through learning. 

Where design systems differ from biological evolution is in the role played by 
intentionality. The mechanisms of evolutionary change—such as production of new 
gene combinations through sexual reproduction and mutation—are posited to exert 
their influence with considerable randomness. While survival rates serve to cull the 
low fitness organisms from the population, the actual construction of such organisms 
is unguided. In the design space, on the other hand, designers intentionally 
concentrate on areas of the design fitness landscape where promising candidates have 
been identified. What that means is that while utility serves as an estimate-of-fitness 
for design artifacts, it also feeds back into the fitness landscape itself since a low 
fitness evaluation for a particular design candidate will discourage further 
investigations into nearby regions of the design landscape. This, in turn, reduces the 
fitness of those regions since placing less effort into building artifacts based on a 
particular design will necessarily reduce the flow of future artifacts based on that 
design (which is how we define fitness). Moreover, the shape of the utility function is 
likely to be guided by two forces: the nature of the evaluation artifacts being studied 
and by actual experience from artifacts developed for use. Thus, the experience of 
artifacts placed in practice has the ability to impact the design fitness landscape just as 
evaluation artifacts do. Thus the new fitness-utility model can re-frame DSR as 
follows: 

The goal of DSR is to impact the design space so as to ensure a continuous flow of 
high fitness design artifacts. This impact is accomplished in two ways: through the 
production of artifacts that demonstrate the feasibility of new designs and through 
improving the utility function that we use to assess the fitness of evaluation artifacts. 

This definition, of course, represents a type of artifact, one where fitness and utility 
replace potential usefulness as dependent variables. What we shall now do is to 
identify ways in which this approach differs from our prior understanding of DSR. 
We do this by examining the seven DSR guidelines proposed by Hevner et al. [1]. 

5   Fitness and Utility Goals in DSR Guidelines 

How does the fitness-utility approach to DSR differ from the existing paradigm? In 
this section we concentrate on how fitness defined in terms of reproductive efficacy 
and utility defined in terms of a choice frontier alter our perspective on DSR.  
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5.1   Guideline #1: Design as an Artifact 

The fact that DSR is constrained to deal with the concrete by this guideline is 
important in distinguishing it from behavioral research. Moreover, the original 
guidelines are sufficiently broad in their definition that meta-design findings (e.g. a 
list of attributes that contribute to design quality) would, itself, constitute an artifact 
and would therefore—quite rightly—fall under the DSR heading. Under the fitness-
utility approach, the term “produce” would be too limiting, however, since research 
leading to changes to the design utility function would fall under the approach. Thus, 
research can radically change the design space without necessarily producing a design 
artifact. A radical restatement of this guideline would be as follows: 

 
Guideline #1: The objective of the fitness-utility model of DSR is to impact the design 
space through the creation and evaluation of design artifacts. 

5.2   Guideline #2: Problem Relevance 

While we agree with the continued importance of relevance, the problem with the 
existing statement of guideline #2 is that, from a practical standpoint, it tends to 
constrain the time horizons for design research. We often cannot foresee what 
problems will be relevant for the future of IT. The challenge this unpredictability 
presents to DSR is that if you try to anticipate the important long term problems that a 
design will solve, it will be nearly impossible to get them right. Thus, being overly 
problem-focused demands a shorter term outlook. Another way of looking at the issue 
is to use the analogy of constructing a puzzle. At the beginning of a puzzle, as in a 
design process, you have a collection of pieces that can only be put together in certain 
ways. True “problems”—in the form of missing pieces--tend to be discovered near the 
end of the assembly, when the gap is identified. If we require that our design science 
solve an important problem, we may need to wait until we know what is missing. 
With this caveat, we do not recommend any changes to DSR Guideline #2. 

 
Guideline #2: The objective of DSR is to develop technology-based solutions to 
important and relevant business problems. 

5.3   Guideline #3: Design Evaluation 

The fitness-utility model recognizes a large number of characteristics that could 
potentially be used to assess design fitness. These are illustrated in Figure 2. The area 
within the fitness ellipse outside of the intersection with the usefulness ellipse reflects 
characteristics that can impact fitness that are not a direct a result of usefulness 
(although they may be correlated with it). Those characteristics listed in Figure 2 are 
intended to serve as an incomplete list of examples that will now be discussed. We 
begin, however, by revisiting usefulness.  

As illustrated in Figure 2, the potential usefulness of a design artifact still plays a 
key role in assessing fitness, as it did in the original model. What the figure also 
suggests, however, is that there may be times when a design artifact becomes so 
useful that it actually inhibits further improved designs—much the way increased life 
expectancy (i.e. fitness definition #1) has become associated with below replacement 
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fertility rates (i.e. fitness definition #2). In fact, the tendency of organizations to stick 
with designs that have proven useful is a well-documented phenomenon known as the 
Innovator’s Dilemma [11].  

 

Fig. 2. Design Candidate Fitness Characteristics and Usefulness 

The other key characteristics of artifact fitness are briefly discussed here: 
 

Decomposable. The seminal work that launched the study of design science is 
Herbert Simon’s The Sciences of the Artificial [12]. The second half of the book is 
largely devoted to explaining why systems tend to evolve from nearly decomposable 
subsystems. Indeed, even under the existing design science goals, decomposability is 
likely to exert a strong influence on design quality and would therefore be evaluated 
as part of the design. In addition, such systems tend to be easier to construct, since 
work on individual components can be conducted separately. The particular 
difference that the fitness-utility approach would engender involves the reproduction 
and evolution of partial designs. Where a design cannot be decomposed into nearly 
independent subsystems, evolution of the design would tend to be a matter of all-or-
nothing. Where a design is built upon separable systems or constructions, on the other 
hand, pieces of the design—strands of design DNA to use a biological analogy—may 
exhibit high fitness and evolve rapidly while others may remain static or be discarded.  

Malleable. Related to decomposability, the malleability of an artifact represents the 
degree to which it can be adapted by its users and respond to changing use/market 
environments [13, 14]. MIS research has demonstrated that users frequently employ 
tools for unintended purposes.  We would expect that such adaptation would allow 
designers to evolve artifacts to support these uses more effectively.  
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Open. Another characteristic that has the potential to impact design fitness is the 
degree to which artifacts are open to inspection, modification, and reuse. Openness 
tends to encourage design evolution by making it easier both to see how an artifact is 
designed and to modify existing components of the artifact. For example, an 
information system created as an open source application has a significant advantage 
over a proprietary design in terms of its ability to evolve rapidly. 
 
Embedded in a Design System. We would expect design artifacts that are the 
product of a sustainable design system environment to evolve more rapidly than 
artifacts that are produced in a context where design is an unusual activity. This 
particular source of fitness can sometimes act as a counterweight to openness, as 
organizations with highly effective research and development activities may be 
reluctant to open up their designs and may use legal measures—such as patents and 
copyrights—to discourage unauthorized parties from evolving the original designs. 
An effective design system can produce a stream of design artifacts, however, even 
without the financial rewards that comes from transforming these into use artifacts.  
 
Novelty. A design may be considered novel if it originates from an entirely new 
region of the design space. Once such a design candidate has proven viable, other 
design candidates from the same region are likely to follow in an attempt to locate the 
local peak on the fitness landscape. A particular challenge that novel design artifacts 
present is that the creative process through which they are envisioned may not meet 
the criterion of rigor suggested by the original guideline and the potential benefits of 
the design may be hard to evaluate. 
  
Interesting. Normally, a design artifact is created in order to explore or demonstrate 
some specific purpose. From time-to-time, however, an artifact may demonstrate 
unexpected emergent behaviors that are worthy of subsequent investigation and the 
creation of subsequent artifacts. Social scientists (e.g. [15]) have long asserted that 
research which largely conforms to existing expectations yet also incorporates an 
unexpected element is most likely to interest other researchers. 
  
Elegant. In many areas of design, such as architecture, consumer products and 
apparel, there is an ongoing tension described as form versus function. Function 
relates to practical usefulness. Form, in contrast, describes aesthetic elements such as 
appearance that do not necessarily serve a useful purpose, yet nevertheless increase 
the user’s utility. The characteristic of an MIS design artifact that corresponds to form 
might best be referred to as elegance. Like quality, elegance is hard to define in a 
rigorous manner and yet characteristics that might be associated with it—such as 
compactness, simplicity, transparency of use, transparency of behavior, clarity of 
representation—can all lead to designs that invite surprise, delight, imitation, and 
enhancement.  

If the fitness-utility approach is taken to DSR, then the evaluation criteria are 
where the utility function is to be shaped. Further thinking and research are needed in 
order to propose methods for formulating the utility model in specific DSR projects. 
Thus, we would require a restatement of the original design evaluation guidelines 
along the following lines: 
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Guideline #3: The fitness of a design artifact must be estimated using a utility 
function that considers the full range of characteristics that can impact the likelihood 
that the artifact will further be reproduced and evolve. 

5.4   Guideline #4: Research Contribution 

With respect to this guideline, the fitness-utility approach and the original approach 
are relatively similar. As originally stated, however, it is not clear that research that 
leads to better understanding of utility (i.e. estimating the fitness of a design artifact) 
would be included under the design heading. For this reason, a preferable rewording 
might be: 

 
Guideline #4: Effective DSR impacts the design space through contributions in the 
area of the design artifact, design fitness, design foundations and theories, and/or 
design methods. 

5.5   Guideline #5: Research Rigor 

A particular challenge associated with the use of the term rigor is that it is perceived 
to be generally “understood” but is rarely defined. One definition that has been 
proposed (e.g. [7]) treats research rigor as consisting of three related elements: 1)  the 
investigation is systematic, 2) a thoughtful balance is struck between the risk of 
accepting that which is false (Type 1 error) and rejecting that which is true (Type 2 
error), and 3) challenging questions are posed. By this definition, the current guideline 
would tend to place considerable obstacles in the way of early stage design artifacts, 
inasmuch as: i) systematic search of the design space is generally impossible, ii) 
current standards of empirical research in the social sciences tend to lean heavily 
towards avoiding Type 1 error [16] making rejection of novel ideas more likely, iii) 
early stage design artifacts often leave challenging questions—such as scalability and 
relative benefits compared to alternative designs—largely unanswered. Rather than 
abandoning rigor altogether, the guideline could be revised as follows: 

 
Guideline #5: DSR requires that the construction and evaluation of design artifacts 
be investigated employing a level of rigor appropriate to the nature and stage of 
design. 

5.6   Guideline #6: Design as a Search Process 

There is little need to change the spirit of this guideline, which captures perfectly the 
process of search in a fitness landscape. A slight modification to the wording is 
desirable, since the fitness-utility model assumes we are searching for high fitness 
artifacts in a design space.  

 
Guideline #6: The search for high fitness design candidates and artifacts requires 
utilizing available means to reach desired ends while satisfying laws in the design 
space. 
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5.7   Guideline #7: Communication of Research 

This guideline once again illustrates the preference for late-stage design research in 
the original conception of DSR. Management-oriented audiences, in particular, are 
unlikely to be impressed by designs whose usefulness has not been demonstrated. The 
fitness-utility approach would take an entirely different perspective. Where the goal is 
to exert impact on the design space (which is a fitness landscape), what makes sense 
is to target those communities most likely to initiate the next iteration of the design 
process through supplying resources, which would naturally include time, intellectual 
effort, facilities, and money.  

 
Guideline #7: Design research must be communicated to those communities most 
likely to supply the resources required for future design using communication 
channels appropriate to each community. 

6   Discussion – Pros and Cons of the Fitness-Utility Model 

With its focus on reproductive fitness (i.e. definition #2) rather than individual artifact 
fitness (i.e. definition #1), the fitness-utility model offers both strengths and 
weaknesses when contrasted with the existing DSR paradigm, which is why we view 
it as a complement rather than as a competitor to the existing approach. We discuss 
five advantages of the new model followed by three challenges. 

6.1   Makes the Researcher an Active Participant in the Design System 

Because developers often publish research relating to the artifacts they are creating, a 
great deal of design research in IT is already action research. Under the fitness-utility 
model, however, even the non-technical researcher strives to play an active role in the 
design system through impacting fitness values in the design space. Successful 
research will, as a matter of definition, lead to either an increase or decrease in the 
production of new artifacts based upon the specific design candidate or candidates 
investigated. The fitness-utility model would also be predicted to maximize the 
potential impact of individual research contributions by focusing on early stage 
design. Thus, if the researcher’s goal is to impact the design space, consistent with the 
goals of the fitness-utility model, the earlier the artifacts evolving from a particular 
design candidate can be identified, the better.  

6.2   Provides an Alternative Basis for Evaluating Research Impact 

Today, within the MIS research discipline, the impact of research is generally measured 
through the estimated quality of the publication outlet and through subsequent citations 
by other researchers. The fitness-utility approach offers another alternative: chart  
the evolution of subsequent artifacts contrasted with the findings of the research. If  
the artifact continues to evolve and incorporate design DNA deemed favorable by the 
research, then impact—in the truest sense of the word—has been achieved. The same 
can be said of research that stifles the further evolution of design DNA deemed 
detrimental to fitness. For example, if particular design practice (e.g. allowing the user 
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to enter free form text into a textbox that is then used to query a database) leads to a 
security threat (e.g. malevolent SQL injection), impactful DSR that identifies this as a 
low fitness practice should reduce the frequency of the occurrence in later artifacts. 

6.3   Aligns with Dynamic Environments 

A central premise of this paper is that over time the evolutionary fitness of design 
artifacts becomes far more interesting than the use fitness of a particular artifact. The 
validity of this premise is likely to depend on the environment in which it is situated. 
For very static environments, for example, a particular use artifact may exist for a 
very long time. In such a world, the use fitness of the artifact is a matter of 
considerable interest. In a highly dynamic environment, on the other hand, the 
artifact’s potential to evolve needs to be given much greater weight. Our belief is that 
such dynamism describes most environments facing IT designers today, and that 
forces such as globalization, social media, and advances in telecommunications will 
likely serve to increase environmental turbulence. 

6.4   Recognizes the Inherent Limitations of Intended Usefulness 

Our research suggests that while usefulness is likely to be the best single predictor of 
artifact use (a finding consistent with most TAM research), it is not a necessarily a 
very good predictor when applied by itself. In fact, a reasonable argument can be 
made that many of the most interesting (see [15]) findings of MIS revolve around 
examples where an IT artifact’s impact was far different from the designer’s intended 
use.  

6.5   Encourages Collaboration between MIS Researchers and Designers in 
Other Fields 

The fitness-utility approach specifically targets clients in the design communities 
supplying the resources necessary for further design evolution. In early stage IT 
design research these communities will likely contain a preponderance of researchers 
in technical fields such as computer science including many academics. Thus, we will 
have a strong incentive to collaborate with these communities if we are to exert 
impact. Where we may be able to contribute is in our understanding of the potential 
unintended consequences of artifacts employed in an organizational setting, as 
previously described. Having observed these consequences in the field and studied 
them in our literature, we are in a unique position to provide perspective to designers 
who may otherwise become overly focused on intended use. 

6.6   Current Research Standards Do Not Reward Design Impact 

Given that researcher rewards, including promotion and tenure, tend to be closely tied 
to measured research impact based on numbers of quality publications and citations, 
the fact that the fitness-utility model offers another approach to measuring impact 
over time—tracing how artifact design DNA changes as a consequence of research 
findings—may not be appealing to academic researchers. In the absence of 
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institutional change with respect to how impact is defined, it may be hard for the 
fitness-utility model to gain traction. 

6.7   The Framework for Evaluating Design Fitness Is Not Well Researched 

Earlier in the paper, we proposed a number of non-use characteristics (Figure 2) that 
seemed likely to impact design fitness. This list was largely inducted from examples 
and could in no way be considered complete, rigorously derived, or rigorously 
supported. Unfortunately, there is little research into the characteristics that provide 
good estimates of design fitness as we have defined it. Stated another way, our design 
utility function is largely unexplored. This naturally presents a substantial obstacle to 
any research that attempts to estimate the fitness of a particular artifact. The largely 
unexplored forces driving fitness and utility are in stark contrast to the much better 
established approaches to evaluating design usefulness. Although the field laments its 
lack of theoretical base, constructs, and generalizability [1, p. 99], it has a plethora of 
these when contrasted with the fitness-utility model. Add to this the fact that 
immediate usefulness is likely to seem a more concrete research objective than 
fitness, and the researcher is likely to have a much easier time designing research 
under the existing paradigm. 

6.8   Building Rigor for Fitness-Utility Research Requires Alternative Research 
Methods  

It may be argued that the last challenge actually represents a considerable opportunity 
for future research into the factors that lead to fitness. Such research, however, is 
likely to substantially differ in character from the main body of existing MIS research. 
To understand fitness, you need to look backward in time in order to trace the 
evolution of an artifact. Indeed, it may take years to validate the actual fitness of an 
artifact—a necessary step if the characteristics contributing to fitness are to be 
identified. Thus, historical research methods are likely to play a much greater role that 
is the case in most contemporary MIS research (see [17]). In addition, fitness 
landscapes in general tend to be rugged, meaning that interdependencies between 
variables prevent decomposability. Such ruggedness can confound traditional 
statistical techniques. What this means is that data analysis techniques most preferred 
by MIS researchers may prove largely inapplicable in the analysis of sources of 
fitness.  

7   Conclusions 

Several times in this paper, we have posited that the fitness-utility model for design 
science research is better viewed as a complement to the existing usefulness model, 
rather than as a competitor. As illustrated in Table 1, which summarizes the analyses 
presented in this paper, the two models focus on different objectives, are most 
applicable to different artifacts, tend to examine different units of analysis, are 
appropriate for different time horizons, are likely to employ different research 
methods, and will tend to be of greatest interest to different client constituencies. We 
have already noted that high levels of usefulness may actually inhibit artifact  
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Table 1. Summary of Usefulness and Fitness-Utility Models 

Characteristic Usefulness Model Fitness-Utility Model 

Focus Useful artifacts Artifact reproduction and evolution 
(fitness) and the choice mechanisms 
guiding artifact design (utility) 

Applicable artifacts Construction and use Feasibility and evaluation 

Unit of study Entire artifact “Design DNA” within artifact 

Time horizons Short and medium-term Long term 

Source of rigor Careful evaluation of 
intended use and expected 
performance 

Systematic evaluation of  
non-usefulness factors that may 
contribute to fitness and the 
potential for unintended 
consequences 

Most likely 
external (non-MIS 
research) clients 

Developers and use clients Researchers outside of MIS and 
R&D clients 

Source of models Study of current artifacts in 
the field 

Study of historical progression of 
artifacts based upon a particular 
design candidate 

Particular value 
offered by MIS 
research 

Understanding the 
organizational context in 
which artifact development 
and use takes place 

Understanding the role played by 
unintended consequences in typical 
artifact implementation; broad 
perspective on factors that influence 
artifact success 

Desired impact of 
research 

Improved design and 
development of useful 
artifacts and better 
understanding of the factors 
that make an artifact useful  

Improving fitness of desirable 
design DNA and suppression of 
undesirable strands; better 
understanding of the factors that 
increase real-world artifact fitness 
leading to improved choice between 
alternative design candidates. 

 

evolution. There is likely to be quite a bit of causality here—an organization making a 
large investment in designing and deploying a use artifact is unlikely to view the 
tendency to evolve rapidly as a major benefit. To the contrary, such a manager is most 
likely to appreciate an artifact that is highly useful and is likely to remain that way as 
long as possible. For that clientele, maximizing the fitness of design, as we have 
defined it, is more likely to be more scary than desirable. Moreover, an understanding 
of the factors contributing to usefulness is central to the fitness-utility model. Many 
factors outside of usefulness may contribute to fitness, but we expect usefulness will 
typically prove to be the single most important factor in most design settings. 

Nevertheless, we believe the fitness-utility model for DSR is too important to 
ignore. It is our strong belief that an artifact that continues to evolve will always end 
up outperforming an artifact that fails to evolve, regardless of their respective 
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usefulness at the time they were conceived. This is the core of Christensen’s 
innovator’s dilemma [11] and if we do not recognize this process, we are ignoring a 
major force that shapes today’s competitive environment. As we have pointed out, 
however, such research is likely to adhere to different guidelines (Section 5) and 
depart considerably from existing DSR practices. It is our goal in this paper to alert 
researchers and reviewers of these differences and offer some justification as to why 
they are necessary. In doing so, it is our hope to stimulate future DSR thinking along 
the lines of the fitness-utility model. We hope to advance these ideas further by 
describing case studies and performing DSR projects in which evaluation is based on 
the fitness-utility model. 
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Abstract. Anti-phishing systems are developed to prevent users from 
interacting with fraudulent websites. However these tools are ineffective since 
users often disregard their warnings. We present a design science-based 
assessment of interface design elements for such systems. An extensive 
taxonomy of important design elements is constructed. A survey is used to 
evaluate the perceived saliency of various elements encompassed in the 
taxonomy. The results suggest preferred design elements are in line with 
efficient information processing of human vision, and indicate that existing 
tools often fail to consider users’ preferences regarding warning design 
alternatives. The results of users’ preference also show the presence of a subset 
of design elements that could potentially be customized for the population of 
our sample and others that could be personalized. These findings are being 
applied in an NSF-supported project, in which we evaluate the impact of 
customized and personalized warnings on user performance.   

Keywords: Anti-Phishing Systems, Interface Design, Warnings, Taxonomy. 

1   Introduction 

Fake websites are fictional, misrepresentative sites posing as legitimate providers of 
information, goods, and/or services [1]. Categories of fake websites include concocted 
sites, spoof sites, and web spam [2]. While web spam sites attempt to deceive search 
engines to boost their rankings [10], concocted and spoof websites target Internet 
users. Hence, these latter two categories of fake websites are often collectively 
referred to as phishing websites, and security tools designed to combat them are 
commonly called anti-phishing tools [7], [38], [40]. 

Phishing websites defraud millions of Internet users on an annual basis, generating 
billions of dollars in fraudulent revenue [7]. Consequently, many security tools have 
been proposed for combating phishing websites [2]. However, there are important 
usability issues related to anti-phishing tools [17]. Users often disregard system 
recommendations, even when they are correct [38] and overlook security warnings 
because they fail to draw and keep users’ attention [7]. Detection methods have little 
impact unless they are coupled with interfaces most suitable to attract users’ attention, 
and allow them to process the warning with the least amount of time and cognitive 
efforts.  
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Following the design-science paradigm, in this study we undertake a user-centric 
examination of critical interface design elements pertaining to anti-phishing systems. 
Design science provides concrete prescriptions for the development of IT artifacts, 
including constructs, models, methods, and instantiations [12], [18]. We develop a 
taxonomy of interface design elements for anti-phishing systems (i.e., a model). 
When creating IT artifacts in the absence of sufficient design guidelines, many 
studies have emphasized the need for design theories or existing literature to help 
govern the development process [19], [32]. Accordingly, we leverage existing 
studies related to computer warning systems to help inform the development of the 
taxonomy [23]. A user survey with 412 participants is used to assess the perceived 
importance of various choices of design elements included in the taxonomy. The 
expressed preferences are in line with efficient human visual information processing, 
and have the potential for use in customized and personalized security warning 
designs. 

2   Related Work 

While conducting a user study on existing warning tools, Wu et al. ([38], p. 601) 
observed that users “disregarded or explained away the toolbars’ warnings if the 
content of the web pages looked legitimate.” They observed spoof rates as high as 
33% to 45% and found that 60% of the subjects used rationalizations to justify 
discounting warning signs generated by the tool. In another study that used 20 
legitimate and phishing websites, 23% of subjects did not look at the web browser or 
security toolbar cues, resulting in 40% spoof rates [7]. These findings suggest that 
existing interfaces of detection systems are inadequate in warning users of potential 
threats. 

Obermayer and Nugent in [23] summarized a list of pitfalls of current warning or 
alarm designs in computer systems. They argued that “many contemporary alerting 
and warning systems fall short of their goal of providing needed information to the 
operator in a manner that can be integrated into ongoing tasks; rather, they are often 
annoying, don't inform, and create havoc with tasks in process” (p. 15). Previous 
studies also point out that simply applying human-computer interface (HCI) design 
guidelines to warning interfaces can cause warning delivery failures at various 
cognitive stages of the human information processing process [21].  

Depending on the research perspective, warnings in information systems are 
categorized differently as error messages, exception messages [3], interruptions [21], 
[23], and notifications [20].  We lack a comprehensive view of human-computer 
interactions of warnings in relation to various design elements and attributes in the 
interface. Due to the lack of existing guidelines regarding anti-phishing tools, we 
developed a taxonomy of interface design elements that provides a foundation for the 
ontology of design elements for security warning interfaces. The taxonomy is based 
on an intensive review of the warning delivery literature. A survey approach is used to 
identify the key features of the security warning interface, and to investigate the 
potential for customizing and personalizing the security warning interfaces. 
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3   Warning Design Elements Taxonomy for Anti-phishing Tools  

Warnings can be delivered through two modes: visual and/or auditory [35]. Figure 1 
and 2 show the proposed taxonomies of visual and auditory design elements, 
respectively. The table summarizing the supporting literature and related references  
 

 

Fig. 1. Taxonomy of Visual Design Elements 
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were removed due to the space limitation. The visual taxonomy is considerably more 
extensive since detection tools primarily convey information via visual warning 
mechanisms. In Figure 1, the boxes on the very right contain example choices for the 
various visual design elements. For visual warnings (Figure 1), their effectiveness is 
directly influenced by their content in terms of text and graphics [22], [35]. An 
effective warning text consists of four types of message information: a signal word, 
description of the hazard, potential negative consequences, and instructions on how to 
avoid the hazard [35], [36]. Additionally, text format (e.g., font type, font size, etc.) 
and placement (e.g., location and size) attributes help grab attention and are therefore 
important design factors for effective warnings [9], [26]. Warning text can also vary 
in terms of style; while people generally prefer brief messages [6], more detailed 
messages can augment the perceived severity of the threat [28].   

Important design considerations for warning graphics include the color, placement, 
icon types, and the presence/absence of animation. Studies have found people prefer 
warning icons that are simple, easy to understand, and that look familiar [11]. 
Similarly, the color and placement of graphics can impact the salience of the warning 
as well as the perceived severity of the threat [23].  

The level of control given to system operators regarding the warning is a matter of 
design wisdom [21]. Some have argued that whenever possible, users should be 
excluded from the security-critical decision loop [4]. For anti-phishing tools, the 
question becomes whether access to websites deemed illicit should be blocked 
altogether, or whether users should maintain the option to ignore the system’s warnings. 

 

Fig. 2. Taxonomy of Auditory Design Elements 
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Figure 2 depicts the auditory design element taxonomy. Auditory content elements 
such as speech and sound have been found to be important in various warning 
delivery situations [35]. Both visual and auditory warning mechanisms have their 
advantages and disadvantages, depending on the application domain [26], [35]. In the 
following section, we evaluate user preferences regarding the design elements 
encompassed in our visual design taxonomies. We focus on the visual modality since 
the visional sense is the most dominant communication channel of human-computer 
interaction. In addition, people often turn off auditory warnings when they feel the 
warnings are annoying or distracting [8], [23]. However, the use of auditory warnings 
could be beneficial in highly critical and urgent situations when visual modality is 
heavily loaded, or not available [23], [25]. Therefore, we collected data for general 
preferences for auditory delivery model. 

4   Methodology and Data Collection 

The next step was to examine users’ preferences for design elements within the 
hierarchy of design-elements taxonomy.  The objectives were two-fold: (i) to gain 
insight about users’ preference and importance ratings of design elements, and (ii) to 
identify design element options that were strongly preferred over others, indicating 
the presence of a standard for customization of design elements for the population of 
our sample. The lack of an emerging winner for the design element choices would 
indicate the potential for personalization of design elements.  

Following [30], a survey instrument was developed to collect data for users’ 
preferences for design element categories and their choices.  The focus was on the details 
of the visual branch of the taxonomy (vis-à-vis the auditory branch) since this category is a 
more preferred method of delivery [8], [23].  Size was operationalized for the font size 
(10pt, 10-12pt, and >12pt) and the message box (the percentage of the screen covered: 
10%, 40%, and 80%).  Data was collected for the third level of the taxonomy hierarchy 
and the elements below them since these are more concrete from a user’s perspective.   

Table 1. Participant Demographics, N=412 

Profile Variables      Mean    Std. Deviation
Age* 1.12 .42 
Education** 3.02 .64 
Time spent on the Internet*** 3.82 1.06 
Gender     Male= 55.4% Female= 44.6% 
Browser I frequently use has 
fake website detection function  

Yes= 32.0% No=10.7% Don’t know=57.3% 

*Age scales: 1=18-24 (90.5%), 2=25-34 (6.6%), 3=35-44 (1.5%), 4=45-54 (0.7%), 5=55-
64 (0), 6=Over 65 (0) years old. 
**Education scales: 1= Some school, no degree (0.5%), 2= High school graduate (11.4%), 
3= Some college, no degree/college students (78.2%), 4= Professional degree/2-year 
associate degree (5.1%), 5=Bachelor’s degree (3.9%), 6= Master’s degree (0.2%), 
7=Doctoral degree (0.2%). 
***Time scales: 1=Less than 4 hours per month (0.2%), 2=1 hour or less per day (4.4%), 
3=1-3 hours per day (39.3%), 4=3-5 hours per day (34.5%), 5=5-7 hours per day (15%), 
6=7-9 hours per day (3.6%), 7=More than 9 hours per day (2.9%) 
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Participants were asked to rate the design elements.  The measurement scale was a 
semantic differential scale from 1-not important at all to 10-very important for sure. 
The data was collected through a web-based survey. Of the 850 students in a large 
Midwestern university invited, 432 students took the survey (a 51% response rate).  
To ensure the validity of responses, the data was cleansed by deleting the records 
lacking responses about design elements and those that had taken under 5 minutes to 
complete the survey. The 5-minute criterion was established based on our pre-tests 
showing that a minimum of five minutes was needed to read and answer questionnaire 
items. This resulted in 412 usable responses. Table 1 reports participants’ 
demographics. 

5   Analysis and Results 

To examine the importance of elements, following [30], the mean, standard deviation 
and standard error were computed for each design element, as reported in Table 2. 
Pairwise t-tests were performed to examine whether within each category of design 
elements, there is an element that is significantly preferred to others within each 
category, indicating the presence of a potential standard for the population of 
respondents. Figure 3 reports the importance ratings of design elements for the visual 
design elements.  

The results showed that the participants had a clear preference for visual (text and 
graphics) over auditory (sound and speech) for the warning media.  They rated text as 
the most critical among the four design elements, text, graphics, sound, and speech.  
In the visual branch, text was the preferred mode.  Message type and location of the 
message were more important for users than format or style of message.  For the 
location of the message, users indicated a strong preference for locating both the text 
and graphs in the center of the screen. Users preferred a blocking warning system that 
requires a user action to unblock. Thus, the emerging standard for customizing the 
interface for our sample population is an interface that has a medium size message 
box in the center of the screen, uses a short message with a negative tone, has red as 
the dominant color, and blocks users from going to potentially harmful websites. 

While the general structure of the warning interface indicates the presence of a 
standard for customization of design elements for a user population, the results for 
other design elements show the potential for personalization.  For example, the close 
mean values and high standard errors for arousal strength of the warning message 
indicate that there might be the opportunity to personalize the arousal strength of the 
message based on users’ general typology (such as experts vs. novices) or personalize 
based on users’ demography or personality. 

Similarly, message format, font size, and emphasis may have room for 
personalization. Similar opportunity may exist for personalizing the choice for icon 
types and animation. Our results are in line with the human information processing 
capacities of users. The security-warning interface should be effective in 
communicating the warning message by minimizing human’s information processing 
time and cognition load. Our findings indicate that the elicited preferences are indeed 
in the direction of optimum information processing—the neurobiology of human 
visual perception and the psychology of dealing with a challenge or threat. 
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Table 2. Results (N=412) 

Variables Mean Std. 

Error 

Std. 

Dev.

Sig. of 

Diff. 

P-valuea

Variables Mean Std. 

Error

Std. 

Dev. 

Sig. of 

Diff. 

P-valuea

Main 

Components 

Emphasis 

Text 9.48 .10 2.05 Bold 8.67 .15 3.16 

Graph 8.25 .13 2.53 .000*** Underlining 7.25 .17 3.47 .000***

Sound 6.73 .16 3.14 .000*** Italic 5.41 .17 3.37 .000***

Speech 6.10 .16 3.19 .000*** Font Color 

Control Red 8.07 .17 3.43 

Control  8.50 .11 2.19 Black 7.49 .17 3.38 .008**

Block 8.04 .14 2.84 White 4.23 .15 3.11 .000***

Unblock 6.37 .15 3.03 .000*** Font Type 

Text Times New Roman 6.55 .20 3.98 

Message Type 8.85 .10 1.94 Arial  5.78 .18 3.58 .000***

Placement 8.68 .11 2.16 .087ns Helvetica 5.31 .17 3.39 .000***

Format 8.16 .13 2.57 .000*** Century 

Schoolbook 

4.74 .16 3.32 .000***

Style 7.87 .11 2.28 .000*** Clarendon 4.73 .16 3.33 .000***

Message Type Rawlinson 

Roadway 

4.61 .16 3.28 .000***

Instruction 8.94 .11 2.22 Highway Gothic 4.55 .16 3.25 .000***

Hazard 8.85 .11 2.13 .464ns Style 

Signal Words 8.78 .10 2.02 .237ns Short in Outlines 9.10 .11 2.13 

Consequences 8.68 .12 2.32 .002** Long in Details 5.24 .14 2.81 .000***

Tone 8.13 .11 2.18 .000*** Graphics 

Arousal 

Strength 

Placement 8.13 .11 2.27 

High 8.58 .13 2.59 Icon Type 7.96 .12 2.47 .115ns

Medium High 8.18 .12 2.45 .007** Color 7.49 .13 2.66 .000***

Extreme 7.77 .17 3.38 .000*** Animation 6.97 .15 2.94 .000***

Mild 7.19 .13 2.59 .000*** Placement 

Medium 6.10 .15 2.95 .000*** Location 8.17 .11 2.30 

Signal Words Size 7.90 .12 2.34 .000***

Warning 9.12 .11 2.31 Location 

Caution 8.66 .12 2.44 .000*** Center of the 
Screen  

8.12 .135 2.72 

Danger 8.33 .14 2.89 .000*** Message Box  7.16 .142 2.88 .000***
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Table 2. (Continued) 

Stop 8.32 .14 2.77 .000*** Full Screen 6.66 .17 3.37 .000***

Unsafe 7.98 .14 2.78 .000*** Toolbar 5.68 .15 3.07 .000***

Beware 7.83 .14 2.90 .000*** Size 

Hazard 7.78 .15 2.98 .000*** Medium 7.53 .13 2.59 

Critical 7.63 .15 3.08 .000*** Large 6.87 .16 3.18 .000***

Dead 6.69 .19 3.78 .000*** Small 5.81 .15 3.05 .000***

Careful 6.41 .15 3.09 .000*** Icon Type 

Tone Traffic  Sign 7.40 .14 2.80 

Negative 7.66 .15 2.95 Object/Symbol 7.19 .13 2.69 .164ns

Neutral  7.16 .15 3.00 .012* Body Part 6.99 .14 2.87 .001*

Positive 6.79 .14 2.90 .000*** Full Body 5.16 .16 3.26 .000***

Placement Traffic  Sign 

Location 8.83 .11 2.13 Stop Sign 8.97 .12 2.51 

size 8.49 .11 2.14 .000*** Danger Zone 6.57 .17 3.39 .000***

Location Traffic Lights 6.25 .16 3.28 .000***

Center of the 
Screen 

9.08 .12 2.34 Object/Symbol 

Full Screen 7.33 .16 3.28 .000*** Danger Triangle 7.92 .14 2.85 

Toolbar 5.86 .15 3.11 .000*** Padlock 6.14 .16 3.22 .000***

Size Human Image-

Partial 

Medium 8.11 .12 2.46 Thumbs Gesture 7.95 .15 2.99 

Large 7.45 .15 3.01 .000*** Hand-Stop 6.30 .16 3.15 .000***

Small 5.50 .16 3.13 .000*** Human Image-Full

Format Stopping Officer 5.82 .17 3.46 

Font Size 8.57 .14 2.78 Escaping Person 4.78 .16 3.26 .000***

Emphasis 8.39 .14 2.88 .085ns  Color 

Font Color 8.12 .15 2.30 .000*** 2 Colors 7.12 .14 2.89 

Font Type 6.63 .17 3.47 .000*** Multiple Colors 6.48 .17 3.34 .000*** 

Font Size 1 Color 5.92 .16 3.25 .000***

Large 8.59 .14 2.83 Animation 

Regular 6.67 .15 2.30 .000*** Flashing 7.58 .15 3.09 

Small 3.77 .14 2.88 .000*** Flying 5.99 .16 3.22 .000***

Movement 5.96 .16 3.18 .000***

a The mean difference of each element within a group is tested for its significant difference 

from the element with the highest mean in that group.  In each category, the element with the 

highest mean value is shown in italics. 
*p<0.5,  **p<0.01, ***p<0.001, ns not significant. 

 

 



 Interface Design Elements for Anti-phishing Systems 261 

 

Fig. 3. Survey Results for Visual Design Elements 

(1) The preference for a message box in the center increases the speed of 
perception in human eye.  The human retina contains rod and cone opsin protein 
molecules as photoreceptors [24], [33], [37].  Cone photoreceptors operate in light, 
and process color vision, whereas rod cells operate in dim light and dark, and do not 
allow color perception. The center of the retina, called the fovea centralis (or fovea for 
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short), is one millimeter wide, has the highest concentration of cone photoreceptors, 
has the fastest processing paths, has 50% more optic nerves, and allows for the most 
detailed perception.  A 20 degree distance from the fovea reduces vision acuity by 
80%.   Since the default gaze of users is on the center, a centered warning message 
box provides the most efficient path for processing the warning information. 

(2) The preference for a medium size message box can also be explained by the 
neurobiology of the human visual system.  Peripheral vision (parafovea and perifovea 
cells at 1.25 and 2.75mm distance from the fovea) contains rod cells, which are far 
less precise and far slower in processing visual stimuli [13]. A large security-warning 
window requires users to shift their gaze in order to traverse the message box in 
search of important information.  This increases the information processing time. A 
smaller size message box would rely on fovea cells without the need for shifting the 
gaze.  However, a very small size could increase the cognitive load for recognition of 
the components of the message.  Hence, the results indicate the possibility of an 
optimal size for the message box for maximizing the speed of the message processing.  
This is also in line with the process of “foveated imaging” used in compressing digital 
images and reducing the load [34].  In foveated imaging, there are fixed points, which 
contain more pixels and details, whereas the peripherals of the fixed points have 
reduced pixels and are blurred. The centered message box is similar to the fixed point 
of a foveated image. The peripheral parts should contain reduced information load 
since in human peripheral vision, rods have reduced information processing capability 
and lack adequate capacity for the perception of details.  However, they are more 
efficient in perceiving movement.  It is possible that animation could be located on 
the tool bar or left or right end of the screen since the peripheral vision would process 
flashing icons more quickly.  This is an area that needs further investigation. 

(3) Preference for the color red is not a new finding and is also in line with the 
neurobiology of human vision. In human computer interface design, it is already 
acknowledged that humans have limitations in their color perception [15]. Color 
perception in the human retina involves cone cells and three independent channels: 
blue, green and red, which operate based on the Trichromatic Color Theory developed 
by Von Helmholtz in 18th century [16]. The brain perceives color by addition or 
subtraction of signals from these three channels. The red channel cones respond to the 
long spectra of light (L), whereas green is a moderate (M) and blue is a low (S) 
channel type. It is found that the L and M channels are a more recent evolution in 
primates [14].  It is also shown that there are fewer S cones and they are randomly 
placed, whereas M cones and particularly L cones have a higher frequency in human 
eyes [27], making the red channel a faster processing channel.  In different cultures, 
red has been the sign of danger, risk, celebration, and happiness—all indicating 
attention arousal [39].  Therefore, preference for red is in line with the need for quick 
attention arousal for efficient processing of information. However, intensity and color 
contrast are other parameters for efficient color perception that have not been 
investigated for security-warning interfaces, an area that requires further 
investigation.  

(4) The results indicate that users preferred moderate high-intensity signal words.  
Such words produce high arousal, which captures immediate attention. According to 
Csikszentmihalyi [5], in response to a challenge, there is a spectrum from (i) anxiety 
to (ii) arousal to (iii) flow, depending on individuals’ skills in dealing with the 
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challenge. Considering that the respondents were at neither very low nor very high 
skill extremes in dealing with Internet security, they preferred words that produced 
attention arousal signal words, but not extreme words that could produce anxiety. We 
expect that this preference may vary with users’ skill levels. For example, highly 
skilled users or those who do not feel threatened by security risks may prefer lower 
intensity signal words.  This is another area that needs further research.  

Our results are in contrast with some of the existing tools, which put the warning 
message on the toolbar, do not require user action to unblock, and use small size 
messages.  For instance, many existing tools use warnings that are displayed on a 
toolbar or via a message box, despite users’ preferences for alternate methods [38], 
[40]. Moreover, most existing tools do not allow any customization of visual design 
elements. In a study involving legitimate and spoof banking websites, subjects 
exhibited dramatically reduced spoof rates when using a customizable toolbar: one 
where users were allowed to select their own warning icons/images [11]. It has been 
observed that customization and personalization increase information congruity, 
enhance attention, and facilitate the decision-making process [31]. Congruent 
information leads to a more a favorable attitude [29].  Hence, we expect that using our 
results to customize and personalize security interface may promote favorable attitude 
towards security tools and enhance their effective use. This is an area of further 
inquiry. 

6   Current and Future Work 

In this work, we developed a taxonomy for design elements for the interface of anti-
phishing systems using an extensive review of the existing literature. In order to 
determine the relative importance of design elements and the potential existence of a 
set of highly preferred elements for a security warning interface, we undertook 
collecting data through a survey research method. The results revealed that many 
users have distinct preferences regarding the design elements used in the general 
structure of the interface, indicating the potential presence of a standard for 
customizing interface design for the population of our sample. Certain design 
elements on the lower level of the taxonomy showed potential for personalization of 
the interface.  We found preferences for a number of design elements to be at odds 
with the design of existing security warning tools. On the other hand, our findings 
were in line with the neurology of human visual information processing, indicating 
that the warning interface could be designed to maximize its processing speed and 
minimizing cognitive load, hence making the interface more effective and users more 
responsive to them.  Furthermore, our findings suggest that there is a need for 
preferential congruence, which may be facilitated through customized/personalized 
interfaces. This study was carried out within the context of a large funded project in 
studying the design of anti-phishing systems. The taxonomy and findings are being 
used to explore whether anti-phishing systems equipped with customized and/or 
personalized interfaces enhance usability and reduce fraud rate as compared with 
existing alternatives. 
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Abstract. Peer endorsement systems (PES), systems for the collection and 
presentation of online product reviews represent a new and increasingly 
common sight on many e-Commerce websites. The number of reviews and 
scope of data presentation made possible by PESs pose demands on the 
information processing abilities of a typical customer. This study posits that 
differences in PES design based on quality and presentation of online customer 
reviews can impact user perceptions about whether they are getting “the whole 
story” about a product. Drawing on economic regret theory, we develop a 
theoretical model to test the impact of PES design on consumer’s decision 
confidence and post-choice regret. We conduct an expost experimental analysis 
of two competing PES interfaces and show that key differences in PES design 
have a surprising and relevant impact on the way in which data from that 
interface is perceived and used by customers in the online decision-making 
process.  

Keywords: Peer endorsement system, design science, regret, decision 
confidence,artifact design. 

1   Introduction 

Electronic commerce websites today compete for consumers by presenting detailed 
product information, customer review information, pictures, blogs, and similar 
product recommendations. Improvements in hardware and network technology make 
it possible today to display far more information than a human being can absorb and 
make use of. This glut of information creates information overload as information 
vital to good decision making gets lost in the surrounding noise [1,2]. Despite the well 
understood impact of information overload, which has been shown to lead to poor 
decision making [3] and general product dissatisfaction [1], websites continue to 
emphasize the display of more and more information in their design [4].  

Peer endorsement systems (PES), systems for the collection and presentation of 
online product reviews [5] represent a new and increasingly common sight on many 
e-Commerce websites. These systems, which are conceptualized as distribution agents 
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for electronic word of mouth (WOM) advertising [6,7] have been shown to play an 
important role in customer opinion formation, and thereby directly influence product 
sales [8,5]. However, the sheer number of reviews, and the scope of data presentation 
made possible by a PES, poses certain demands on the customer. It is not at all 
uncommon to see products on sites like Amazon.com with thousands of customer 
reviews. Since no customer can realistically analyze and interpret such a large amount 
of information, methods are needed to distinguish the most helpful review 
information available [9].In an attempt to understand a website’s impact on the online 
decision-making process, we draw upon theory related to economic regret. In the 
economics literature, regret is conceived as a negative emotion borne of a choice 
made as it relates to another better option that may have been missed by the consumer 
[10] due to information overload. Regret is appropriate for this study, as it is 
fundamentally tied to the quality and availability of information used in arriving at a 
decision decision[11,12]. As information quality increases, the likelihood that 
additional important information has not been lost in the shuffle is reduced. Research 
has shown that the anxiety that arises over the possible existence of this kind of 
important information is what ultimately drives feelings of regret [13,14]. We posit 
that differences in PES design can fundamentally impact information quality, and user 
perceptions about whether they are getting “the whole story” about a particular 
product.  

Regret has garnered little attention from the IS research community [15]. This may 
be due to the difficulty in obtaining accurate measures of regret, since feelings of 
regret, if they come at all, lag behind any actual decision making process. In this 
study, we attempt to get around this difficulty by capturing a measure of perceived 
likelihood of post-choice regret. Thus, it is ultimately the PES’s ability to influence 
the potential for regret that is of interest. Low levels of product and decision 
confidence at the time of decision have been shown in past studies to be good 
estimators of future post-choice regret [14]. Hence, we examine the effect decision 
and product confidence measures collected at the time of the decision have on post-
choice regret. Thus, the following two general objectives drive our research:  

 
• What is the impact of PES design on feelings of consumer confidence in the  

e-Commerce decision making process?  
• What are the ideal characteristics of a theoretical “next-generation” PES 

designed specifically for this purpose? 
 

Baskerville Pries-Heje, and Ramesh, [16] argue that rigorous evaluation of new and 
existing artifacts is important to ensure that these innovations meet their expressed 
goals in as effective a manner as possible. To guide the development of new PES 
design artifacts, it is important to examine existing PES and/or protoypes to determine 
what should be the characteristics of new PES design [17]. Experimental ex-post 
evaluation allows design science researchers to make grounded assumptions about the 
direction that artifact design should take [18].  

In this study, we examine two best of breed PES systems (Amazon.com and 
Google Products) to identify the features of each and areas of concern that may 
prevent each of these technologies from accomplishing their expressed goal of an 
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improved customer information search experience as measured by product/decision 
choice confidence and post-choice regret. 

2   Theoretical Foundations 

2.1   Peer Endorsement Systems, Product Choice Confidence, and Decision 
Confidence 

Mudambiand Schuff [5] define online customer reviews as “peer-generated product 
evaluations posted on company or third party websites”.  Together with automated 
recommendation systems and other provided product information, they serve the 
purpose of providing customers with as clear a picture as possible of the features of a 
product. Unlike these other systems, however, they serve to aggregate and present the 
product in the context of the user community itself.  

Mere presence of a PES has been shown to improve customer perceptions of a 
website’s usefulness [19]. PES can be found today on nearly all major e-Commerce 
websites. For this reason, the presence of a PES today may not provide the same 
distinction as it once did. Thus, other factors related to PES, namely the informational 
value of the review content it provides, become paramount [5]. Mudambi and 
Schuff[5] conceptualized the informational value of an online review in terms of its 
helpfulness to Amazon.com customers. Review helpfulness can be thought of as a 
review’s ability to aid the information search phase of the customer decision-making 
process. Presentation format and interface design thus play a part in the overall 
helpfulness of the PES implementation.  

Product Choice Confidence refers to a customer’s perception that they have 
complete and accurate information with which to make a product selection [14]. Put 
another way, customers with high product choice confidence feel that there is not 
information regarding product quality or appropriateness that they failed to, or were 
unable to consider in their information search for that particular product. Product 
choice confidence has significant implications for e-Commerce retailers [12,20], and 
the link between customer expectations and actual product experience is well 
understood. In the IS literature, this is known as expectation disconfirmation. Failing 
to meet expectations has been shown to lead to a decline in online trust, perceptions 
of the system, and intention to transact additional business with the retailer [20]. 

Decision Confidence is concerned with a customer’s perceptions regarding the 
logic or wisdom used in making a decision [13]and  depends largely on the quality of 
the customer’s information search and the methods used when arriving at the 
decision. An e-Commerce customer overlooks a suitable alternative product during 
the purchase decision-making process. Eventually, the later discovery of this product 
presents a better fit for a customer need, which causes the customer to doubt the 
quality and wisdom of their decision. Confidence here is unrelated to the original 
product chosen. If we assume this product was accurately advertised, and customer 
expectations wholly matched the eventual usage experience, then we must conclude 
that consumer confidence in this case is separate and distinct from any specific 
product. Thus, the confidence a customer has in the decision-making process is itself 
a unique construct [13,14]. 
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Research on the economic impact of regret dates back to regret theory put forth by 
Loomes and Sugden [10]. Under regret theory, regret is a negative feeling borne of an 
action one takes that they subsequently wish they had not [12]. Thus, regret is the 
realization, post-choice, that a different action might have led to a better outcome [14].  

Das and Kerr [14] conceptualized regret as deriving from two main antecedents. 
Regret based on the quality of a purchased product results from a Post-choice comparison 
of that product and some previously unknown information that creates valence between 
the product chosen and its (previously available, now lost) alternative [12].  

Clearly, the accepted definition of regret suggests a natural relationship between 
feelings of regret and the quality of information used in decision-making. Individuals 
with access to more and better information are aware of more options, and better 
equipped to evaluateunselected alternatives [11,21]. Regret has been examined in 
some IS studies that looked at Ebay auction formats [22] and adverse selection of 
luxury goods [23].  

2.2   PES Design Comparison 

Often, PES review results can number in the hundreds to thousands. Users are provided 
with only basic search functionality to look for key terms, but no ability to summarize or 
look for common trends in reviews is provided. A challenge in current PES research is 
concerned with how this large body of unstructured data can be summarized in such a 
way as to generate meaningful and useful information [6,7,24]. Originally, we sought to 
contribute to this review by developing a design science artifact that would examine this 
unstructured data and return both relevant keywords and phrases that customers could 
use for both product evaluation and future information search. During this design 
process, it was brought to our attention that Google Products (PES2) was currently beta 
testing a product with many of the same functionalities. At that time, the focus of this 
research shifted from artifact design to an ex post comparison of these two divergent 
systems. Hence for this study, we compare the PES interface of Amazon.com (PES1) 
with that of Google Products (PES2).  

The PES1 system provides reviews for nearly every one of Amazon’s hundreds of 
thousands of products. It is not uncommon for a product on Amazon.com to garner 
over one thousand reviews. Each page in PES1 contains information detailing the 
total number of reviews, complete with a breakdown of reviews by star rating (1-5 
stars) and the cumulative overall star rating given to a product. The star rating is the 
average rating (again 1-5 stars) across all reviews for that particular product. The 
system also allows a user to flag a review as helpful or not helpful, with the most 
helpful reviews being displayed first. Although the system does provide some basic 
overview information, in general PES1 makes use of a narrative format. Reviews are 
provided to customers without summarization, and users are able to read as many or 
as few reviews as they wish.  

After examining the functionality provided by PES2, we set up an experiment to 
compare this system with the PES1 website interface. PES2, which at the time of 
writing is still in a beta stage, provides aggregate review information taken from a 
number of retailers, including Amazon.com. The system relies on Google’s core 
competency of information search to present a large amount of summary data in a 
concise format. 
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Fig. 1. Example of PES1 and PES2 Results 

With PES2, the emphasis is not on reading entire reviews in a narrative form. 
Rather, users are provided with quotations taken from reviews that are tied to key 
terms. For example, the total review content for a movie may contain frequent 
occurrences of the word “romantic”. PES2 allows users to view reviews in which this 
keyword appears.   

For this study, we used an ex-post design science methodology [18] to 
experimentally test the performance of each of these interfaces in a simulated e-
Commerce environment. This was done to show the merits and deficiencies of each 
interface in regards to our variables of interest. In the following section, we discuss 
the theoretical underpinnings that determined our design decisions. 

2.3   Theoretical Model 

The theoretical model (Figure 2) shows the proposed relationship between the 
constructs under analysis. Product choice confidence refers here to user perceptions that 
the information provided by the PES was adequate to accurately gauge the product 
considered. Decision confidence refers here to user perceptions that the information 
provided by the PES could be used to make a reliable and accurate decision. Finally, 
Post-choice regret refers to user perceptions, post-purchase, that the decision process 
will prove sound upon further reflection. 

 

Fig. 2. Theoretical model of post-choice regret in ecommerce 

3   Empirical Evaluation 

Experimental evaluation provides numerous useful benefits in design science [17]. 
Empirical experiments test artifact utility, as well as allow for greater generalizability 
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of results. In this study, we simultaneously evaluate the performance of two current 
PES iterations to identify the strengths of each. This expost design allows for the 
conceptualization of a future third artifact ultimately containing the best 
characteristics of the two [18].  

We argue here that a PES can either promote or hinder the helpfulness of an online 
customer review. The interface design itself either brings helpful information to the 
front of the customer’s attention, or hides it in the background among other, less 
pertinent data. When a PES interface performs its job correctly, it allows the 
information that most effects Product and Decision confidence to bubble to the top. 
Of the two interfaces studied, Google Products (PES2) provides a means of filtering 
relevant information from the larger mass of customer review data. This filtering does 
not come without a cost. In the process of summarizing large amounts of review data, 
the narrative context inherent to the individual reviews is lost. Therefore, a major 
question of interest here is whether this filtering process will actually lead to better 
information quality, or is there perhaps some tangible value to the consumer in 
preserving the original narrative dialogue as presented by Amazon’s (PES1).  

We propose that a PES built to reduce information overload should provide the 
customer with a higher level of awareness regarding information that would erode 
confidence in the products they buy, or the purchase decisions they make. Thus, the 
interface that elicits feelings of both Product and Decision confidence should also 
lead to lower perceptions of post-choice regret. Based on our proposed theoretical 
model we have the following hypotheses: 

• H1: Product choice confidence is negatively correlated with total post-choice 
regret.  

• H2: Decision choice confidence is negatively correlated with post-choice regret. 
• H3a: Product choice confidence will differ between PES1 and PES2 users.  
• H3b: Decision choice confidence will differ between PES1 and PES2 users. 
• H3c: Perceived Likelihood of Post-choice Regret will differ between PES1 and 

PES 2 users. 

3.1   Experiment Design and Data Collection 

A total of 242 subjects participated in the experiment. The study was conducted in an 
institution of higher-education. Numerous studies in the area of e-Commerce have 
justified the use of students as study participants because of as a group they are 
representative of the typical e-Commerce user [25,26]. Of these participants, all 
subjects were familiar with buying products online, and peer endorsement systems in 
general. 77% were female, with 54% making less than $40,000 a year. 56% reported 
working with or using computers more than four hours a day.  

The specific nature of the experiment was as follows: Participants were selected 
from a pool of undergraduate students, and then randomly assigned into one of two 
treatment groups. After answering a set of demographic questions, participants were 
shown a set of three product pages in either the Amazon.com or Google Products 
PES. Subjects were allowed to peruse the reviews, and were given no instruction into 
the way in which they should use the system (i.e. aspects of the interface were not 
emphasized by the researchers). At the end of the allotted time, participants answered 
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a short series of questions designed to measure their feelings of product and decision 
satisfaction, as well as post-choice regret. In order to avoid confusion, reverse coded 
questions were avoided wherever possible. For this reason, higher scores on all 
variables represent positive feelings. Thus high post-choice regret scores are actually 
associated with lower perceptions of post-choice regret.  

3.2   Hypothesis Testing 

First, we tested whether there is statistical support for the proposed theoretical 
relationships between product choice confidence, decision confidence, and post-
choice regret. For this hypothesis test we first used an analysis of variance (ANOVA) 
technique to test the overall suitability of the model. Support was found for this test  
(F value 194.37; p-value=.0001). We next regressed the product choice confidence 
and decision confidence on the dependent variable post-choice regret.  

H1 was supported (t value 2.77; p-value=0.007). H2 was also supported (t value 
9.44; p-value=.0001). Holding decision confidence equal, a one unit increase in 
product choice confidence was associated with a .24 point increase in post-choice 
regret. Holding product choice confidence equal, a one unit increase in decision 
confidence was associated with a .63 point increase in post-choice regret.  

To test our final hypothesis, we are interested in whether or not significant 
differences in our variables of interest can be attributed to the PES interface. For this 
purpose, a t-test provides a suitable method. Keeping with common practice, we set a 
significant level of 0.05 to test our hypotheses.  

There was a significant observed difference for product choice confidence among 
users of PES1 and PES2 (t value -2.77; p-value=0.0065). A significant difference was 
also observed for decision confidence scores for PES1 and PES2 users (t value -3.62; 
p-value=0.0004). Finally, A significant difference in post-choice regret was also 
found (t value -3.55; p-value=0.0005). Table 3 summarizes the results of the 
hypotheses testing.  

4   Discussion and Future Research Directions 

In this study we examined the way in which PES interface design choices either 
promote or detract from the usefulness of PES content.  Hypotheses H1, H2, and H3 
were all supported by the data.  This provides support for the overall research 
question of whether PES can influence consumer confidence in the online decision 
making process by lowering feelings of both post-choice regret and its antecedents. 
As expected, individuals with higher feelings of confidence in both their product 
choice and their decision process considered themselves less likely to experience 
post-choice regret at a future point in time.     

The second question of interest in this study is whether or not these benefits of PES 
can be attributed to specific design characteristics, namely a PES ability to summarize 
online customer reviews in a relevant and meaningful way.  Support was found for 
Hypotheses H3a, H3b and H3c.  This provides some statistical evidence that PES 
design characteristics do impact the consumer decision making process to varying 
degrees.   



 Experimental Evaluation of Peer Endorsement System Artifacts 273 

 

Table 3. Hypothesis Test Results 

Hypothesis/Finding p-value Supported/ 
Not Supported 

H1: Product choice confidence in this analysis 
had a significiant impact on user perceptions of 
post-choice regret 

p-value=0.007 Supported 

H2: Decision confidence in this analysis had a 
significant impact on user perceptions of post-
choice regret 

p-value=.0001 Supported 

H3a: Statistically significant product choice 
confidence differences were found when 
comparing PES1 users to those of PES2. 

p-value=.0065 Supported 

H3b: Statistically significant differences were 
found for decision confidence when comparing 
PES1 users to those of PES2. 

p-value=.0004 Supported 

H3c: Statistically significant differences were 
found for perceptions of post-choice regret 
when comparing PES1 users to those of PES2 

p-value=.0005 Supported 

 
Interestingly, PES 1 outperformed PES 2 in every category.  From the standpoint 

purely of information overload, we could expect PES 2, with its summary features 
and ability to extract relevant data from large masses of reviews to have a larger 
benefit on information quality.  However, participants found that the online review 
content plays a useful role in the online decision making process, but that the 
characteristics of PES design ultimately determine both how much and the nature of 
the benefit provided by the system.  PES 1, with its unfiltered presentation of online 
customer reviews, outperformed PES 2’s filtered summary data in every category 
including product and decision confidence, as well as perceived post-choice regret.   

One limitation of the study is concerns the comparison of PES1, which is 
widespread and established, with the lesser known PES2 system.  It is worth noting 
therefore that this widespread familiarity with the PES1 interface may have impacted 
the responses of survey participants.  In terms of name recognition, however, Google 
is also a very established brand, and therefore should eliminate most of the risk 
associated with extraneous variables such as trust or user self-efficacy.   

Another possible explanation for the higher scores of PES1 may lie in the nature of 
the review presentation.  PES1, in preserving the narrative context of the online 
customer reviews, could be providing consumers with a product that is greater than 
the sum of its parts.  This sentiment was reflected in some of the qualitative responses 
that we collected.  When asked what they liked about the system, users had this to 
say. 

• (PES 1) had information on other things that the users buying this product had 
looked at and/or chosen. The descriptions of the products were easily 
accessible and detailed. 

• (PES 1) has long and comprehensive user reviews. Also, the summaries are 
more comprehensive and informative. 
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• I like the way that (PES1 ) had ratings that were in-depth and beyond an 
overall product rating. 
 

Many users of PES2 did report positive aspects of the interface design.  Most often, 
these were related to the more fine-grained control that PES2 gave of the viewer 
environment.  In addition to summary data, PES2 also allowed users to specify the 
nature of the keywords used in summarizing relevant reviews.  Several users found 
this particular feature very helpful, saying that Google Products allowed control over 
the viewing of reviews, and presented information in a concise and clear format.   

In summary, while PES1 outperformed PES2 in this analysis, there are numerous 
takeaways from this study that can be used to design a future artifact encompassing 
the best aspects of both systems.  Additionally, in formalizing and testing the 
relationship between PES design and important decision-making constructs such as 
perceived post-choice regret, the study makes a significant contribution to both theory 
and future design science practice.    
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Abstract. The 2008/2009 economic crisis provided a sustainable impulse for 
improving environmental scanning systems. Although a substantial body of 
knowledge exists, these concepts are not often used by practitioners. Based on a 
literature research, this article outlines six guidelines for designing environ-
mental scanning systems that are more applicable than the state of the art. We 
incorporate these guidelines in a six-step method and focus on how the capa-
bilities of "modern" information systems (IS) enable a better "grasp" of weak 
signals and a closer incorporation of the findings into the executives' decision-
making process. Applying this reworked method at a raw materials and  
engineering company leads to a first instantiation—the "Corporate Radar." The 
version discussed here ends with a value-driver tree showing economic value 
added at risk on top. The resulting lessons learned helped us in two ways: 
providing concrete starting points for future research and arguing for the 
research method presented here. 

Keywords: Corporate management, balanced chance and risk management, 
corporate business intelligence (BI), method design. 

1   Introduction 

The increasing volatility of their companies' environment is a growing concern for 
executives. In particular, they worry about not being prepared for environmental shifts 
or—even worse—not being able to parry them. 

The 2008/2009 economic crisis gave a sustainable impulse for focusing earlier on 
emerging threats and opportunities [1, 2]. Environmental scanning—ideally, IT-based 
within a corporate business intelligence (BI) architecture1—can help to manage this 
challenge. Its main function is to gather and interpret pertinent information that would 
assist management in planning the organization's future course of action [4, 5]. 
Companies that do so will have brighter prospects than those that do not [6]. 

In literature a substantial body of knowledge exists, but it often goes unused in 
practice [7-9]. Practitioners perceive the task as a difficult one per se. Some may not 
even know how to start, experiencing difficulties in design, implementation, and  
                                                           
1 BI is a broad category of technologies, applications, and processes for gathering, storing, 

accessing, and analyzing data to help its users make better decisions [3]. 
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day-to-day operation [10]. The objective of this article is therefore to design 
environmental scanning systems that are more applicable than the state of the art. 

This article adheres to design science research (DSR) in information systems 
(IS)—a discipline that focuses on developing innovative, generic solutions for practi-
cal problems and thus emphasizes utility [11]. Design science (DS) distinguishes four 
types of artefacts: constructs, models, methods, and instantiations [12]. We set out a 
method. While they can range from algorithms to practical instantiations [11], we 
present six guidelines which recommend how the design of environmental scanning 
systems should be reworked. 

Various processes exist for developing artefacts under the DS paradigm [11-13]. 
The one described by March & Smith [12], which distinguishes between "build" and 
"evaluate," predominates in the literature [11]. Emphasizing these activities, we apply 
the research process model of Peffers et al. [13] with six phases: Identify a problem 
and motivate the research: We start the article with lessons learned from the 2008/ 
2009 economic crisis. Reworked environmental scanning systems should help exe-
cutives to focus earlier on emerging threats and opportunities. Define objectives of an 
(IS) solution: After revisiting relevant foundations (Sec. 2) and performing a literature 
review, we identify gaps between the body of knowledge and their infrequent use in 
practice (Sec. 3). Design and develop: As designing environmental scanning systems 
is not a greenfield endeavor, we give a structure to existing recommendations and add 
new ones to overcome the identified gaps (Sec. 4). Demonstrate: We then apply the 
reworked method at a raw materials and engineering company with the result of a 
"Corporate Radar" instantiation (Sec. 5.1). Evaluate: That prototype provides a direct 
feedback on the methods' outcome and we discuss the lessons learned (Sec. 5.2). They 
help us to argue for the research method presented here (Sec. 6). Communicate: The 
key findings should also provide concrete starting points for future research (Sec. 7). 

2   Foundations 

A company's environment is defined as the relevant physical and social factors within 
and beyond the organization's boundary [14]. While operational analysis most often 
focuses on (short-term) internal difficulties in the implementation of strategic pro-
grams [15], the scope of strategic environmental scanning is to anticipate (long-term) 
environmental shifts and to analyze their potential impact. This article concentrates on 
the latter, hereafter referred to as "environmental scanning." As strategic issues can 
emerge within or outside a company, changes in both, a companies' external and 
internal environment are reflected [16]. 

Management support systems (MSS) are proposed as a label for IS to support for 
managerial decision making. They cover decision support systems, management in-
formation systems, executive information systems (EIS), knowledge management 
systems, and business intelligence [19]. In this domain, executive information systems 
(EIS) focus on top management. Environmental scanning systems in turn have their 
roots in management literature [4] focusing on the executives’ task to be aware of 
environmental trends [17, 20]. So they specify the sectors to be scanned, monitor the 
most important indicators that may create opportunities or threats for the company, 
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cover the (IT-based) tools to be used [17, 18], and often assign responsibilities to 
support environmental scanning [5]. The latter is not covered in this article. 

Two modes of information collection are distinguished [21]: Besides the reactive 
mode, in which information is acquired to resolve a problem, we follow the proactive 
mode, in which the environment is scanned for upcoming changes representing 
opportunities and threats. 

3   Current Need for Environmental Scanning Systems 

3.1   Regulatory Needs 

Environmental scanning is not just "nice to have," as Kajüter [22] shows in his multi-
country comparison. In the wake of several cases of fraud around the turn of the 
millenium, legislators expressed a need for a more detailed approach to risk manage-
ment. Best known is the U.S. Sarbanes-Oxley Act. In particular, Section 404 requires 
companies listed on the New York Stock Exchange to extensively document internal 
controls, establish independent audit committees, and it made audits of internal con-
trols mandatory [23]. 

Furthermore, "going concern" is no longer a voluntary statement. Since 1998, both 
the International Financial Reporting Standards (IFRS) framework and the IAS 1 
specify that audits must incorporate the "foreseeable future" of at least one year. 
Environmental scanning systems should be integrated into such forward-looking risk 
management [24]. 

3.2   State of the Art 

We performed a literature review [25] combining elements of IS design theories along 
with the research method used (Fig. 1): Requirements are prerequisites, conditions, or 
capabilities needed by the users of software systems [26]. Models outline concrete 
systems, features, or combinations of these [27]. Methods cover the environmental 
scanning processes employed. Papers are regarded as empirical approaches if they 
rely on observation or other empirical methods. Design approaches involve ideas and 
frameworks for creating a better world. 

Our literature search followed vom Brocke et al.'s [28] four-step process: First, 
using the MIS Journal Ranking [29], we selected six of the most popular IS journals2 
[25]. We also looked at A-ranked conference proceedings3. Second, we used EBSCO 
host, Google scholar, Science Direct, and Wiley Inter Science to access the journals. 
Third, using the keywords "environmental scanning system" and "early warning 
system, weak signal, leading indicator" they produced 14 relevant hits in total. Fourth, 
doing a backward and forward search, we end with 70 relevant publications (Fig. 1). 

                                                           
2  MIS Quarterly (MISQ), Decision Support Systems (DSS), Information & Management 

(I&M), Journal of Management Information Systems (JMIS), European Journal of Informa-
tion Systems (EJIS), and Information System Management (ISM). 

3  International and European Conferences on Information Systems (ICIS, ECIS). 



Managing the Future—Six Guidelines for Designing Environmental Scanning Systems 279 

 

Fig. 1. Classification of the publications 

Lack of research on sound requirements analysis: Looking at Fig. 1, the first apparent 
issue is that just seven out of 70 publications focus on requirements. To develop a 
corporate radar, Xu et al. [30] conducted a cross-industry study and found that task-
related environmental areas are perceived as more important than far-general 
information is. Another four studies reviewed the functional requirements of execu-
tives in terms of their scanning practices. For example, Yasai-Ardenaki & Nystrom 
[18] emphasize a link between scanning areas and strategy. Especially in volatile 
industries, the "periphery"—a metaphor describing latent changes that can result from, 
e.g. political movements—should be considered in environmental scanning [9]. 
Regarding Daft et al. [31], at a minimum the periphery should cover science, politics, 
law and justice, and international relationships. Focusing on the non-functional per-
spective, El Sawy [32] suggests that a successful solution should have just a limited 
number of scanning areas and sources. 

Existing models lack the "grasp" to apply weak signals in practice: Out of our 70 
articles, 25 publications present models for environmental scanning systems. These 
can be divided into three generations: Early-warning models were first mentioned in 
the late 1960s [33]. Forecasting advances this technique using time series, not only for 
actual and planned data ("as-is/to-be comparison"), but also planned and extrapolated 
as-is data. Second-generation scanning systems identify latent risks and chances. Such 
an indicator-based model is described by Davies et al. [15]. They recommend stan-
dardized indicators and provide guidelines for selecting them. Reference values and 
ranges of tolerance are employed to avoid overreactions to random fluctuations. 

Finally, Ansoff [6] introduced the concept of weak signals. An example is the 
spread of carbon fibre. Its usage has increased steadily in recent years, and its 
potential to serve as a substitute for steel represents a strategic issue. Ansoff's concept 
remains topical in recent literature. 76 percent of the publications about models we 
researched use his approach (Fig. 1): Narchal et al. [17] promise that their systematic 
scanning and monitoring is more effective than ad hoc scanning concerning forecas-
ting the impact of signals on the organization. Their approach uses so-called descrip-
tors. Examples are general elections, which bundle many "soft factors" that can affect 
the organization. From our instantiation we learned that carbon-trading is such a 
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factor determined by elections. Therefore changes of government indicate threats or 
opportunities. The body of knowledge covers several of such models but they lack 
applicable guidelines. 

Lack of methods to incorporate environmental scanning results into executives' 
decision making: Aguilar [4] examined modes of scanning, namely undirected vie-
wing, conditional viewing, and informal and formal search. Attaining strategic advan-
tages through information gathering is a subject of high interest. 58 percent of articles 
on methods refine the concept. 

Two types of analytical techniques can be distinguished. The first employs mathe-
matical methods often used by banks. But, the 2008/2009 economic crisis showed that 
such methods have significant shortcomings. Complicated premises [2], the fact that 
using confidence intervals leads to the exclusion of high-impact events, and the 
devastating effect small errors in assumptions can have on the outcome make this type 
of technique unsuitable for application [34]. The alternative are heuristic techniques 
[16]. For example, the Delphi method involves questioning experts, following certain 
rules in order to avoid a majority opinion too early [35]. Narchal et al. [17] recom-
mend using influence diagrams focusing on levers and their influence on important 
environmental descriptors. In order to model dependencies between single items, 
cross-impact matrices evolved [35]. They can even contribute finding the most pro-
bable future scenario. Articles dealing with executive scanning behavior do not 
provide concrete guidelines on how to design environmental scanning systems [36]. 

3.3   Empirical Facts 

Fuld [7] showed that 97 percent of US companies lack an early warning system. 
Interviews with 140 corporate strategists found that two-thirds had been surprised by 
as many as three high-impact competitive events in the past five years. Following 
Krystek & Herzhoff [8], 30 percent of European chemical companies do not have 
environmental scanning systems in place. Furthermore, 15 percent said the instruments 
available are not accepted for practical use. 

Similar findings are reported from companies listed in the Financial Times "Europe 
500" report [37]: Most of the executives consider scanning concepts as too complex 
and difficult to implement. Therefore, the results are not a substantial part of their 
decision-making. 

In the light of previous considerations, a gap between literature and practice be-
comes obvious. Despite the clear benefits environmental scanning systems offer, 
companies do not use them. In particular, a more applicable method is lacking to  
fulfill the business requirements we identified. To overcome this gap, we focus on ad-
dressing the following drawbacks: first, the "grasp" of weak signals needs improve-
ment. Thus, introducing scanning results into executives' decision-making process 
will require methodological support; and second, mathematical models are too complex. 

4   Method Design 

For the method design we start with first ideas from Narchal et al. [17] and Mayer & 
Wurl [38]. The latter refer to their approach as Corporate Radar. Based on the findings 
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of our literature analysis, we incorporate six guidelines that make the IS design method 
more applicable than the state of the art is. 

4.1.   Take a 360-Degree Approach, But Select Just the Most Important Environ-
mental Scanning Areas 

When designing environmental scanning systems, we recommend prioritizing task-
related areas for executives [30]. Because they have to manage the company, the radar 
must provide a "360 degree" view (Fig. 2), but only the most important areas should 
be selected for scanning [32]. More specifically, the design of environmental scanning 
systems should start by reflecting the company's vision and strategic program [18]. 

The task-related environment consists of suppliers, customers, and competitors. 
The more volatile the environment is, the more the general environment should be 
scanned as well [9, 31]. It can be described using the PESTL scheme [31]. 

 

Fig. 2. Scanning areas for reworked environmental scanning systems 

To select internal scanning areas, we follow the value chain, which consists in the 
industrial sector of procurement, production, and sales (a more complex model is pre-
sented in [39]). In terms of supporting areas, strategic issues often emerge in human 
resources, research & development, and capital supply. These can involve, e.g., em-
ployee satisfaction or the development of a new technology [16]. This first activity in 
setting up a Corporate Radar does not necessarily require IT support. 

4.2   Define Concrete Descriptors and Use IT to Proactively Identify Relevant 
Cause-and-Effect Chains 

To anticipate future shifts, we adopt the idea of descriptors. But to reduce the equi-
vocality of scanning findings [31] also indicators are subsumed under descriptors. We 
see two levers to improve the "grasp" of weak signals. The first is to distinguish relevant 
descriptors from the bulk of data. Therefore, evaluating them in terms of lead time, 
clarity and appropriate cost/impact ratio is proposed. For example, the Baltic Dry Index 
provides a concrete descriptor for the sales area that meets the above-mentioned 
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requirements. It is the "visible end" of a cause-and-effect chain measuring the rates 
charged for chartering dry bulk vessels to indicate economic development. 

The second lever is to identify patterns to foresee future developments. Artificial 
neural networks, data mining, and semantic search, compared to precedent techniques 
or a human observer, might improve processing weak signals and extracting cause-
and-effect chains. 

4.3   Leverage IT to Automate Day-to-Day Routines and to Follow the 
Descriptors' Movements 

In a third step, data sources for the descriptors and the frequency of data collection 
must be determined. A trade-off is necessary between the cost of data collection, such 
as license fees of data sources, costs of additional employees, the reporting system 
itself, and its ability to indicate potential opportunities and threats.  

We emphasize the Internet [9] as well as capital markets [36] as data sources, 
which provide useful, condensed information on competitors, suppliers, and custo-
mers. Using supportive, predefined user interfaces for data access or common IT lan-
guages, such as XBRL (eXtensible Business Reporting Language), facilitating to 
access these information sources by automated routines to systematically monitor the 
movements of the descriptors. To save even more cost and time to process informa-
tion Frolick et al. [40] propose gathering data through computerized notes. 

4.4   Translate Descriptors' Impact into a Balanced Opportunity-and-Threat 
Portfolio and Leverage Expert Experience Documented in an Impact-
Matrix 

Once descriptors and their data sources have been defined, a model of their impact on 
company performance must be created. Therefore critical assumptions, which must 
hold, if a company is to achieve its objectives are in focus. To do so, we first desig-
nate ranges of tolerance and then apply a heuristic analysis. Using the basic functio-
nality of cross-impact matrices, we propose the impact-matrix (Fig. 3) to model  
dependencies and to define company-specific opportunities and threats. Thus, the 
matrix must cover two types of variables: The columns show the descriptors derived 
from the scanning areas and the rows contain assumptions that serve as the basis for 
scenarios. The rows should also cover constitutive risks—in other words, risks that 
cannot be affected by the company, e.g. plagiarism. To measure the impact 
descriptors have on the assumptions, we apply a one-dimensional scoring to conjugate 
their future state. 

If a critical value for an assumption is exceeded (see assumption 2, Fig. 3), an alert 
is triggered, signaling either a threat or an opportunity. Large deviations in the values 
of single descriptors or in assumptions must be reported ad hoc as "breaking news" or 
"turning points" that refute prior assumptions. Typical assumptions are about market 
growth or the economic development of important customers. 

An interpreted descriptor map allows quantifying threats and opportunities (Fig. 4, 
left hand side). The x-axis shows the score from the impact matrix and the y-axis the 
estimated lead time. Critical descriptors are bundled for the assumption to which they 
refer and are highlighted according to their direction of development. Depending on 
descriptors' development and score, either a threat or an opportunity alert is signaled. 
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Fig. 3. Impact-Matrix 

To incorporate the findings into the executives' decision-making process, we 
transfer them into the balanced opportunity-and-threat portfolio (Fig. 4, right hand 
side) for a condensed presentation. The number of descriptors, bundled by assump-
tion, helps to quantify the potential impact. The score from the impact matrix helps to 
quantify the likelihood of occurrence and the descriptors' typical lead time helps to 
quantify the time to impact. Applying this method enables corporations to compre-
hend short-term change using human experience rather than mathematical models. 

 

Fig. 4. Balanced opportunity-and-threat portfolio (screen shot from the instantiation) 

4.5   Incorporate Scanning Results into Executives' Decision-Making Process by 
Generating Scenarios from the Set of Environment Assumptions 

The balanced opportunity-and-threat portfolio is used to predict those aspects of the 
future that are relevant to the company. To ensure that executives receive these 
findings in an amount and form that facilitate effective decision making, we link the 
identified opportunities and threats with the companies' management control approach 
[16, 40]. In our instantiation, this took the form of a value-driver tree representing 
economic value added at risk (Fig. 5). Once the descriptor values and the associated 
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opportunities and threats have been determined, they should be used to define three 
scenarios: optimistic, most probable, and pessimistic [17]. 

4.6   Use Retrospective Controls to Continuously Update the IS and 
Collaboration to Share the Scanning Findings in Day-to-Day Work 

New findings should be used to verify the assumptions and determine whether the 
method applied requires modification. To monitor the need for new descriptors, 
checking the lines' and columns' total of the impact-matrix absolute values (Fig. 3) is 
helpful. In addition to ad hoc reporting (Sec. 4.2), a periodical presentation of findings 
helps to identify the most probable scenario and critical assumptions for the next 
planning period. Such reviews ensure that recognized issues are monitored and adding 
descriptors further explains identified chances and risks. Furthermore, the disappea-
rance of opportunities and threats can be displayed. Groupware allows e-mailing and 
other forms of collaboration [41]. 

5   Demonstrate 

An instantiation at a large, international company in the raw material and engineering 
sector (Europe, sales: USD 56 bn; employees: 174,000) helped us to evaluate the re-
worked method on hand and to make the guidelines more concrete. 

5.1   Objective, Results, and Future Design 

During the 2008/2009 economic crisis, both, the business side and IT department 
recognized that they could contribute better to executives' decision making with in-
formation about potential opportunities and threats. A 360-degree environmental 
scanning system was required following two main objectives: (1) Enhanced analysis 
should provide more information on company's environment—going beyond standard 
business parameters to analyze events, trends, and forces that could radically alter the 
future of the company. (2) To incorporate the findings into executives' decision 
making, an integration of the scanning findings into group reporting was mandatory. 

The CIO applied our reworked six-step method. First, the areas for environmental 
scanning were delineated. Then three to five descriptors were selected for each scan-
ning area. Data sources were identified and their update frequency was determined. In 
a fourth step, tolerance limits were defined to avoid overreactions and assumptions 
were drawn to be linked with the descriptors by questioning internal professionals 
ending in the impact matrix (Fig. 3). The descriptor map allows synthesizing the 
company specific balanced opportunity-and-threat portfolio. It integrates the findings 
of the scanning process into executives' decision-making process (Fig. 4). The radar 
discussed here culminates in an IT-based value-driver tree showing economic value 
added at risk on top (Fig. 5). 

A new business application with a user-friendly user interface ("frontend") pro-
vides the scenario visualization that allows switching between the best, worst and 
most probable scenarios (Fig. 5, right hand side). Best and worst case scenarios define 
the range of the most important value drivers such as net sales and costs. Because of 
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the mathematical connections between them, ranges for the financial performance 
indicators EBIT, ROCE and EVA (Fig. 5, left hand side) are defined as well. The 
slider position represents the most probable scenario. All drivers can be moved to the 
right or to the left to simulate changes no matter which scenario is selected.  

The Corporate Radar is implemented in a four-layer architecture. It uses a data 
warehouse to extract and transform data from the various transaction systems and 
stores it in a central location. In our case it is a SAP Business Warehouse. Query 
technologies carry over the IT restrictions based on separate data storages. A plan-
ning, consolidation, and strategy management application, SAP BO Planning and 
Consolidation and SAP Business Objects Strategy Management, accesses the environ-
mental scanning data and incorporates it into the executives' decision-making process 
by providing management reports with a new governance, risk, and compliance in-
formation cluster. The data is presented in the uppermost (fourth) layer. We used SAP 
BO Xcelsius as the frontend. 
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Four months after introducing the prototype, we researched the day-to-day expe-
rience to see how the instantiation goes on, especially how to identify the descriptors 
leveraging "modern" IT capabilities. This effort was conducted both internally and 
externally using free data from the Web and the help of market research firms. In 
particular, the CIO is interested in using semantic search in future to go more deeply 
beyond the standard business parameters. 

5.2.   Lessons Learned from the Instantiation 

The case example, along with three interviews4 in other industries, shows that one of 
the success factors of such IS design methods is direct interaction with executives to 
overcome their overwhelming business requirements. 

Lesson 1: The design of environmental scanning systems is predominantly a top-down 
business project, and it should be communicated that way. One challenge—which 
arose unexpectedly right at the beginning of the project—was to align executives' 
individual perspectives with company's existing vision and strategic program (Sec. 
4.1). Our information-needs analysis thus involved jointly rethinking the company's 
strategic program, as well as how descriptors can make an actionable contribution 
proactive to its goals. A broad range of diffuse forward-looking information was 
available that needed to be streamlined. 

Lesson 2: Project managers can establish their role in environmental scanning 
systems, if they can act as mediators between business requirements and IT capa-
bilities. The most important analyses were useful in achieving a second type of 
alignment: one between business requirements and increasing IS capabilities. By con-
necting the right parties across the company, the CIO brought in an interdisciplinary 
business/IT perspective that makes him the ideal mediator in the course of the design. 

Lesson 3: Executives must champion the complete IS development process, devoting 
time not just to the analysis of their information needs, but to reviewing the prototype 
as well. Besides participating in the information needs analysis, executives must take 
an active role in reviewing the prototype as well—an area in which they are, for the 
most part, unfamiliar. To do so, they are best served by providing them with hands-on 
"clickable" prototypes and then making enhancements step by step. 

In terms of the method itself, another three lessons in comparison to other holistic 
approaches such as Narchal et al. [17] or Frolick [40] emerge as follows: 

Lesson 4: The requirements analysis should be transparent right from the beginning: 
Structured interviews in method phases one to three (Sec. 4.1-4.3) helped to involve 
executives, risk managers, accountants, and IT experts from the beginning of the 
project. Such a feedback culture enabled transparency regarding how findings are 
generated and used in the IS design—a solid basis for its later acceptance by all the 
stakeholder groups. Herein, the impact matrix (Fig. 3) shows directly the inter-
dependencies between the descriptors (and its changes) and the assumptions for the 

                                                           
4  Chemicals: Europe, employees about 105,000, sales about USD 65 billion; high-tech: Asia 

and North America, 35,000, USD 15 billion; automotive supply: Europe, 150,000, USD 
32 billion. 
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scenarios at a glance enabling the proposed better "grasp" of weak signals. Data 
mining and semantic search can accomplish the task of identifying the descriptors, but 
they are not easy to implement and handle. A better first step are scanning routines 
with alert functionality implemented to automate basic tasks such as insolvency scans 
of the most important customers or significant changes in daily currency rates. 

Lesson 5: Design for use: We skipped the mathematical models and reworked the method 
on hand using heuristic techniques. Especially the balanced opportunity-and-threat 
portfolio synthesizes the findings of environmental scanning this way. To integrate the 
findings into executives' decision-making process, we linked the results with the economic 
value added, often used in practice, and expanded their key figures with a "at risk" 
perspective. Furthermore, we provided an ease of use IS to simulate the impact of 
environmental scanning with sliders on the scenarios defined before. This helped to 
overcome the researched gaps that premises of mathematical models and confidence 
intervals are not easy to understand. 

Lesson 6: Provide adaptability for future enhancements within a business/IT ap-
proach: A modular design allowed us to improve the Corporate Radar step by step, 
from the Delphi method, vis-á-vis the impact matrix, the portfolio to the first proto-
type. Furthermore, some work—e.g., the analysis of the descriptors' data sources and 
the design of the prototype—could be done in parallel, making it possible to compen-
sate for project delays. Herein, it was useful to take a business/IT architecture of the 
four layers "strategy, organization, alignment, and IT support" [36] not only helping 
us to streamline the objective of the companies' Corporate Radar, but also to address 
the IT-architecture aspects of the implementation. 

6   Evaluation of the Research Method on Hand 

Comparing the findings from the instantiations with the state of the art reveals some 
points worthy of discussion. First, the method on hand offers greater rigor than action 
research does for several reasons. Up-stream compatibility: A literature analysis as a 
starting point not only makes it possible to identify current design gaps, but even to 
leverage the existing body of knowledge. Incorporating some publications from 
practitioners would expand this knowledge with insights from day-to-day operations. 
Distinctiveness: A literature review leads to guidelines that are nearly complete and 
certainly distinct. Using a framework to structure the literature analysis aids basic 
orientation. Downstream compatibility: The instantiation provided an opportunity for 
a first evaluation of the utility of the guidelines we derived. For future research, 
modular guidelines can be pursued rather than, for example, structural models. 

Second, as IS research is losing relevance in practice [43], the advantages of this 
method over "general" empirical surveys and structural models can be specified as 
follows: Traceability: Combining literature research with "build, demonstrate, and 
evaluate" activities offers rigor without losing the key DSR objective: to build new 
artefacts to create a better world. In doing so, an instantiation helped us not only to 
evaluate the utility of the guidelines synthesized from the literature review, but also to 
specify them in practice. This should increase practitioners' acceptance of the work. 
Handling and direct use of findings: Guidelines should be easier to work with than 
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conceptual findings of surveys or hypotheses of structural models. They can be used 
one by one not only to define reworked IS, but also to evaluate existing IS as well. 

7   Outlook and Future Research 

The objective of this article was to set out guidelines to rework environmental scanning 
systems. We derived them from the findings of a literature analysis and integrated them 
in a six-step IS design method. Thereby, we highlight consistent IT-based scanning and 
processing of descriptors to improve the "grasp" of weak signals. To better incorporate 
the scanning findings into executives' decision-making process, we leveraged an IT-
based opportunity-and-threat portfolio. Applying the reworked method at a raw 
materials and engineering company brings up a "Corporate Radar," ending with a value-
driver tree showing economic value added at risk on top along with capabilities to 
simulate scenarios and their descriptors' impact on the most important financial KPIs. 

So far, our research has been limited to a restricted number of publications. We 
covered the leading journals, but we see future research to expand this coverage, 
especially by identifying more practitioner publications that do not include any of our 
search terms. However, this should be a secondary issue. 

Focusing on the DSR perspective, it is more important to do additional case studies 
to specify the guidelines discussed here with "demonstrate" and "evaluate" activities. 
Another contribution could be a survey to get a direct perspective on executives' 
requirements for environmental scanning systems in a broader sample. 

Due to the number of instantiations so far it is not possible to determine for sure 
whether these guidelines lead to more applicable environmental scanning systems. At 
least they provide concrete starting points for future research. Our own research will 
use additional instantiations to determine the extent to which these guidelines and, 
hopefully, forthcoming extensions are generalizable. Moreover, an empirical study is 
underway to identify user types, use cases, and IS access modes for a more situational 
approach of environmental scanning systems to better meet executives' individual 
needs. 
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Abstract. In information systems (IS) design, understanding users and their 
preferences for interacting with IT is key. Such awareness is particularly 
important in the field of management support systems (MSS). We conduct 
a literature review on how user-group characteristics can be incorporated into 
MSS design and propose six design guidelines to enhance their adaptation capa-
bilities. Three of these guidelines aim at better meeting users' functional pre-
ferences: incorporate more subjective information needs in MSS design, expand 
the scope of functional MSS principles beyond the user interface, and provide 
a comprehensive model of MSS functions for the growing number of expert 
users. Strengthen the constructional MSS perspective should make the design 
more concrete for practice. The fifth finding is to understand the characteristics 
of MSS usage by considering MSS use cases and access modes in addition to 
users’ working style. Last but not least, MSS research should place more 
emphasis on principles for situational artefact design. 

Keywords: Situational artefact design, working style, corporate business intel-
ligence (BI), human-computer interaction (HCI). 

1   Introduction 

Both "management support systems" (MSS) [1] and "decision support systems" 
(DSS) [2] have been proposed as labels for information systems (IS) intended to 
provide IT support for managerial decision making. Since DSS evolved from a 
specific concept that originated as a complement to management information systems 
(MIS) and was overlapped in the late 1980s with executive information systems 
(EIS), we refer to our object of study as MSS instead [3]. This more general term was 
first used by Scott Morton [4] to cover DSS, EIS, knowledge management systems 
(KMS), and business intelligence (BI) [1]. 

Ideally, MSS design would meet the requirements of all potential users. But faced with 
limited resources, MSS design needs to balance standardization and individualization.  
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In an analogy to situational method engineering [5], reference modeling [6], and design for 
artefact mutability [7] MSS designers might accomplish such a balance by segmenting 
requirements. Requirements are prerequisites, conditions, or capabilities needed by the 
users of a software systems [8]. The resulting design objective should then be to provide a 
situated solution for each segments by applying adaptation mechanisms for generic 
artefacts [9]. 

MSS design is often driven by manager's functional roles within the organization 
[10]. Such an IS design disregards their individual characteristics. Therefore, mana-
gers still question the relevance of MSS [11, 12]. In the light of these considerations, 
this article conducts a literature review on how user-group characteristics can be 
incorporated into MSS design. Based on the findings, we propose six design guide-
lines that enhance MSS adaptation capabilities to user-group preferences. 

This article follows the tenants of design science research (DSR) in IS—an ap-
proach that focuses on developing innovative, generic solutions for important, rele-
vant design problems in organizations and emphasizes utility [13]. Various processes 
exist for developing artefacts under the design science paradigm [14]. The one 
described by March and Smith [13], which distinguishes between "build" and "eva-
luate" activities, predominates in the literature [15]. Our overall research targets the 
"build" part and we follow vom Brocke et al.'s [16] five-step model with one modi-
fication: we arrive not only at future research questions [17], but design guidelines for 
MSS to provide a more concrete starting point for future research. 

We motivate this article by reporting gaps in manager's MSS acceptance. After 
revisiting relevant foundations, we prove the relevance of user-group preferences for 
MSS design (Sec. 2) and derive a framework for categorizing the literature with 
findings from three IS fields (Sec. 3). We then describe the literature search process 
(Sec. 4.1). The most important publications surveyed provide accepted knowledge 
which we incorporate into our proposal (Sec. 4.2). Based on the findings, we state the 
research gaps in literature (Sec. 5) and develop design guidelines to overcome these 
gaps (Sec. 6). Three instantiations provide a first validation of our proposal. However, 
this article does not substantially evaluate the guidelines developed here or the sub-
sequent design of MSS. These topics need to be addressed in future research (Sec. 7). 

2   User Characteristics in MSS Research 

As early as 1979, Zmud [18, p. 975] echoes several authors by claiming that "indi-
vidual differences do exert a major force in determining MSS success." However, a 
few years later Huber's [19] stock-taking took the wind out of its sails for many years 
to come. He claimed that accommodating user preferences require IS designers to 
consider too many characteristics, that better educating users is a preferable solution, 
and that MSS might be completely configurable by users in future anyway. 

The last 20 years invalidate Huber's line of argument. Research on user accep-
tance—the technology acceptance model (TAM) by Davis [20] and the IS success 
models by DeLone and McLean [21]—prove that user perception plays a predominant 
role in IS success. Moreover, the present moment seems especially favorable for 
redesigning MSS. Today's management grew up with gadgets of all kinds and have an 
increasingly positive attitude towards IT [22]. 
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3   Structuring Requirements and Principles for MSS Design 

Structuring our literature research, we first look at requirements engineering (RE, 
Sec. 3.1). Second, we concentrate on enterprise engineering (EE, Sec. 3.2) to move 
from requirements to principles of IS design. Third, we cover human-computer 
interaction (HCI, Sec. 3.3) to address user preferences and their IS interaction in de-
tail. The findings are synthesized in a framework for our literature review (Sec. 3.4). 

3.1   Requirements Engineering 

RE is a field of software engineering concerned with determining the goals, functions, 
and constraints of hardware and software systems [23]. Herein, it is common to 
distinguish between functional and non-functional requirements [10, 24]. Functional 
requirements describe "what" the system should do. Thus, they are statements about a 
"function that a system … must be able to perform" [8, p. 35]. Related to user tasks 
within the organization, functional requirements are domain-specific. Customer 
relationship management systems or MSS are examples. Role-based access rights or 
drill-downs into products, regions, and customers are more detailed functional speci-
fications of a MSS. 

Non-functional requirements, in contrast, reflect "how well" the IS performs within 
the given environment as it fulfills its function [25]. They can be characterized as 
cross-domain. Examples are performance, usability, flexibility, reliability, or more in 
detail, IS response time [26]. Accurate customer relationship management systems or 
more business-driven MSS complete our example. 

3.2   Enterprise Engineering 

EE aims at the purposeful, theory-based design and implementation of enterprises 
from an engineering perspective [27]. Its central aspect is accomplishing the shift 
from users' requirements (black-box) to specification by design (white-box). 

That may seem to closely resemble the objective of RE. Within EE, however, it is 
the result of the design phase [28]. That has two impacts: First, constructional require-
ments are exposed explicitly, introducing characteristics of the IS design process such 
as transparency, traceability and modularity. Second, the principles which result are 
predefined design actions specifying how MSS are brought to life, not just require-
ments [28-30]. A service-oriented IS architecture or a client-server architecture with 
thin clients are constructional principles not visible to the user, but important for the 
IS engineer and his IS design task. 

3.3   Human-Computer Interaction 

HCI is "… concerned with the ways humans interact with information, technologies, 
and tasks, ..." [31, p. 335]. Chan et al. [32] categorize three major themes. First, HCI 
concentrates on the users. Second, HCI is iterative, whereas the software development 
process validates that all design specifications are implemented. Third, the focus is on 
empirical testing, helping on IS design with the experience gained in practice. 

The first step of HCI's user-centered design process is to understand the user 
characteristics and the IS context. Therefore, HCI has established several theories 
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about human behavior and cognition that explain their responses to computer use [33] 
beyond RE (Sec. 3.1). 

3.4   Framework for Literature Categorization 

Following HCI research, we start for literature categorization with articles about 
techniques for user-group segmentation (A.1) and their characteristics (A.2). We go 
on with EE, which breaks up the IS design process into two stages. The black-box 
model ("usage" model) describes the user perspective and covers their functional 
requirements and associated functional principles (B.3). The white-box model covers 
the constraints to IS design from the engineering perspective. In addition to functional 
requirements and principles, IS design has to cover constructional requirements (C.1) 
and constructional principles (C.2) as well (Fig. 1).  

Next, we detail the functional requirements by means of the RE findings. We go on 
with the separation of domain-specific requirements (B.1), which cover the purpose of 
IS design, and cross-domain requirements (B.2), which cover more formal aspects of 
IS as they fulfill their function. Finally, we add functional principles (B.3). Fig. 2 
illustrates the framework. 

4   Literature Analysis 

After introducing our literature search strategy (Sec. 4.1), we synthesize the results on 
how user-group characteristics are incorporated into MSS design and in what areas 
are gaps to overcome (Sec. 4.2). 

4.1   Search Strategy 

Our literature search strategy follows vom Brocke et al.'s [16] four-step process: First, 
we focus on leading IS research outlets and select ten journals based on the catalog 
provided by the London School of Economics [34]. We consider this catalog as 
appropriate for our purposes, since it incorporates not only mainstream IS journals, 
but also social studies of IS.1 Furthermore, we expand our list with proceedings from 
the two "A"-ranked international conferences listed by WKWI [35]: International and 
European Conferences on IS (ICIS, ECIS). To expand our sample towards engi-
neering discipline, we look at outlets of systems and software engineering.2 Finally, 
our search covers HCI journals3.  
                                                           
1  We choose five journals of each set, namely: MIS Quarterly, Information Systems Research, 

Information & Management, Journal of Management Information Systems, Decision Support 
Systems as well as European Journal of Information Systems, Information & Organization, 
Information Systems Journal, Journal of Organizational and End-User Computing, and 
Journal of Information Technology. 

2  We used several journal rankings [35-37] and choose Information and Software Technology, 
Communication of the ACM, ACM Computing Surveys, Journal of Systems and Software, 
and the International Journal of Systems Science as the ones with a great impact factor. 

3  We found Human-Computer Interaction, International Journal of Human-Computer Inter-
action, International Journal of Human-Computer Studies, and Computers in Human 
Behavior in the journal rankings [35-37] and added AIS Transaction on Human-Computer 
Interaction as an upcoming HCI Journal. 



 Utilizing User-Group Characteristics to Improve Acceptance of MSS 295 

 

To access the journals, we choose EBSCOhost, Science Direct and ProQuest, as 
they predominantly cover issues of the last 20 years. Then, we execute the keyword 
search on titles and abstracts4. The results were 466 hits, of which we found 20 to be 
relevant. To identify further articles, we do a backward search which leads to a total 
of 30 relevant articles. 

 

Fig. 1. Selection of relevant publications 

4.2   Results 

Structured according to the framework presented in Sec. 3, Figure 2 exhibits identi-
fied related work. Studies relating to more than one component of the framework 
appear more than once. Hereafter, the publications from the journals with the highest 
impact factors5 are highlighted and described briefly to get a "look & feel" for the 
following seven clusters of publications. 

A User Analysis 

A.1 User-Group Segmentation. These articles are rooted in psychology and deal with 
an individual's cognitive style. That is the way in which individuals tend to grasp 
information (e.g. quantitatively vs. qualitatively) and how they apply this information 
when making decisions (e.g. logical argumentation vs. intuition). We limit our scope 
to those that have been applied in IS research. 

                                                           
4  Search String: "decision making" OR "executive information system" OR "decision support 

system" OR "management information system" OR "data warehouse" OR "business 
intelligence") AND ("use" OR "style" OR "pattern" OR "adoption" OR "acceptance." 

5  We consider impact factors from http://www.elsevier.com. 
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Fig. 2. Classification of researched publications 

One of the most popular and widespread technique for user-group segmentation is 
the Myers-Briggs Type Indicator (MBTI) [38]. This assessment classifies an indi-
vidual's personality according to four dichotomies: attitude, perceiving function, 
judging function, and lifestyle. With respect to decision support and decision making, 
the perceiving and judging functions are of particular interest. 

Related to the judging functions of MBTI is Witkin's concept of field-dependence 
and field-independence [39]. Field-dependent individuals perceive data in their con-
text as a whole and are less attentive to detail (low analytical). Field-independent 
people perceive data independent of their context, paying more attention to details 
(high analytical). 

A two-dimensional classification of cognitive decision styles is provided by Rowe 
and Boulgarides [40]. According to the individual's values and their cognitive com-
plexity between tolerance ambiguity and need for structure, four styles are differen-
tiated: Individuals with an analytic preference enjoy solving problems and use careful 
analysis. Conceptual preferences are achievement-oriented and initiate new ideas 
(need for recognition). Directive preferences expect results and follow their intuition 
(need for power). Individuals with a behavioral preference are supportive and use 
limited data (need for affiliation). 
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Summarizing the findings, there are a lot of methods to differentiate individual's 
cognitive style (Figure 2), which can be considered to separate user groups for MSS 
design. We found no research gap in this concern. 

 
A.2 User-Group Characterization. The first set of articles here covers differentiating 
characteristics that have an impact on MSS. Dhaliwal and Benbasat [41] and Mao and 
Benbasat [42] demonstrate that the users' level of expertise has an effect on their MSS 
usage. Deng et al. [43] identify cultural differences in MSS user satisfaction. 
Tractinsky and Meyer [44] claim that an MSS user is not only in a receiving, but also 
a presenting role. Consequently they demonstrate that a users' objective such as 
facilitating decision making or maintaining an impression has an impact on his or her 
preferred interface design. 

Each article in the second group develops IS profiles for a certain user group. They 
are defined as a set of directly observable user characteristics. Young and Watson 
[45], and Rainer and Watson [46] argue that executives are not typical MSS users. 
They demonstrate that "ease of use" has no significant effect on executives' accep-
tance of MSS and derive success factors such as previous computer experience. 
Walstrom and Wilson [47] go on to derive three user types of executives: converts, 
pacesetters, and analyzers. The first group uses MSS to improve information access; 
the second uses MSS to improve communication and performance monitoring; and 
the third uses MSS to solve problems. Seeley and Targett [48] identify four patterns 
of executive computer use over time: steady-state users, growing users, born-again 
users, and declining users. Summarizing the findings, there is even more literature 
about user-group characterization and their IT usage than on user-group segmentation 
(A.1) so that we cannot state a research gap in this concern. 

B Implications of User Groups for Functional MSS Design 

B.1 Domain-Specific Requirements. MSS literature provides several methods for 
determining information needs and corresponding reference models for its specifica-
tion. As a starting point, Rockart's [49] Critical Success Factors (CSF) focus on single 
executives and interviews. An example of a recently developed model is the Balanced 
Scorecard (BSC) [50]. 

In terms of the model perspective, Palvia et al. [51] focus on external information 
to be included in the MSS: competitors, markets, economics, finance etc. Internal 
information is specified by Mayer and Marx [52]. With financial and management 
accounting, compliance and program management, as well as cash flow and liquidity 
management they propose five information clusters for their new-generation EIS. In 
summary, this kind of literature tends to go more and more beyond the financials. But 
none of these proposals considers interlinkages between domain-specific require-
ments, user preferences and MSS design. A reason could be that the theory of homo 
oeconomicus dominates management research in the last decades [53] and thus to 
some extent IS research on its linking edge between human being and IT as well. 
 
B.2 Cross-Domain Requirements. Martinsons and Davis [54] draw implications for the 
predominant decision style in America, Japan, and China. Chinese leaders will consider 
using MSS only to support routine decision making or informal personal reporting.  
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That differs from that of American business leaders for quantitative reasoning even in 
complex situations. Therefore, they need MSS that codify valuable information. 
Japanese business leaders also tend to apply systematic online reporting.  

Dhaliwal and Benbasat [41] examine the different explanation needs of novices 
and experts from MSS. They find out that novices tend to make greater use of "feed-
forward" explanations (non-case-specific, generalized information on the input cues 
for decision making), while experts make greater use of "cognitive feedback" (case-
specific information that explains the outcome of an analysis). Regarding expla-
nations of the "cognitive feedback" type, Mao and Benbasat [42] show that novices 
need "reasoning-trace" explanations ("how") more than "justification" ("why"). 

Walstrom and Wilson [47] define typical functionalities to be used by converts, 
pacesetters, and analyzers. Converts use MSS to access predefined reports, analyzers 
will use the MSS primarily to perform analysis, whereas pacesetters make extensive 
use of communication capabilities. Research on implication of user groups on cross-
domain requirements has already been done. However, they are often not compatible 
among each other due to different user group characterizations. 
 
B.3 Functional Principles. The following articles develop concrete principles for 
MSS design. Tractinsky and Meyer [44] derive functional principles depending on the 
objectives of MSS users from a presenting perspective. If the reports in the MSS are 
used to aid decision making, the interface should be restricted to 2D bars and figures 
so as to not distract from the content. If the reports in the MSS are used for presen-
tation, the interface should apply 3D bars and figures. 

Lamberti and Wallace [55] design user interfaces for portraying uncertainty in an 
MSS for the military—identifying critical targets in a real-time environment. Based 
on the dimensions of field-dependence/field-independence and systematic/heuristic 
decision style, they develop four screen setups with different colors, symbols, grap-
hics, and numeric displays. 

Agrawal and Clay [56] examine the effect of an individual's temperament, cate-
gorized by the Keirsey Temperament Sorter [57], and information representation on 
decision making. For tabular representations, individuals with a guardian or artisan 
temperament will have higher decision accuracy. For graphical representations, indi-
viduals with an idealist or rational temperament will have higher decision accuracy. 
For tabulars, individuals with a guardian temperament will have lower decision time 
than those with an artisan temperament. For graphical representations, individuals 
with an idealist temperament will have lower decision time than those with rational 
temperament. In comparison to the number of articles regarding the functional 
requirements (Sec. B.1, B.2), there is no facetted body of knowledge available. 

C Implications of User Group for Constructional MSS Design 

In the field of constructional requirements (C.1), Walia and Carver [58] identify and 
classify errors that occur during the requirement phase and develop a taxonomy of 
these. Therein, they list people errors, documentation errors as well as process errors, 
which include, for instance, management errors or traceability errors. EE also deals 
with constructional requirements such as the reduction of system complexity and 
costs [27, 28]. 
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In the field of constructional principles (C.2), it is primarily the software engi-
neering discipline that deals with IS architecture styles on a high level, such as 
a service-oriented architecture [10]. Although some authors even deal with architec-
ture styles, none of the articles considers implications of user-group characteristics on 
constructional requirements or constructional principles. 

5   Synthesis 

Six findings emerge from the literature analysis. They will determine the guidelines 
for enhancing the MSS capabilities to adapt to user-group preferences (Sec. 6) and are 
as follows. 

First finding: An imbalance is evident between studies regarding the impact of user-
group preferences on domain-specific and on cross-domain (functional) require-
ments. While a number of publications exist on user-group preferences and their 
impact on cross-domain requirements (B.2), we found none examining their impact 
on domain-specific requirements (B.1). This absence suggests that subjective in-
formation needs is not a big issue in MSS literature so far. 

Second finding: There is a lack of functional principles addressing issues beyond 
user-interface design. Although cross-domain requirements (B.2) are extensively de-
scribed in the literature, design principles (B.3) can only be found rarely, and the ones 
we found are primarily limited to the user interface [42, 55].  

Third finding: A commonly accepted model for a basic set of MSS functions is not 
available. Functional requirements (B.1) tend to take a granular focus on specific 
MSS functions, such as generating explanations or providing information on data 
quality, but they are often not aligned within a commonly accepted overall (research) 
model for MSS functions such as Walstrom and Wilson [47]. Such a model would be 
beneficial for creating a common body of knowledge and integrating more and more 
user-centered functions into MSS design in future. 

Fourth finding: No publications exist on the effect of user-group preferences on 
constructional requirements and principles. As Figure 2 shows, most of the publica-
tions address the impact of user-group preferences on the black-box model (B.1-B.3). 
We found no publications that cover implications of user-group preferences on the 
white-box model (C.1, C.2). One reason could be that white-box elements focus on 
concrete MSS design and thus are more difficult to evaluate. 

Fifth finding: Determining MSS usage characteristics based on working style alone is 
no longer sufficient. The literature we found on user-group preferences focuses on 
cognitive style, users’ IS perception and their decision making by different user types 
(A.1). Only a few contributions consider other MSS user factors such as gender, level 
of expertise, and seniority (A.2). More importantly, in addition to MSS users’ 
working style, other user factors, such as MSS use cases or MSS access modes, are 
barely considered at all. 

Sixth finding: Concrete principles for leveraging state-of-the-art user-group cha-
racteristics are underrepresented compared to the associated requirements. The last 
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finding is that studies of user-group preferences and their impact on MSS require-
ments (B.1, B.2, and C.1) dominate over those on MSS principles (B.3 and C.2) per 
se. This imbalance could be due to the fact that such principles are broader in scope 
and therefore more difficult to evaluate. However, this research gap leads to incohe-
rent solutions for individual problems instead of generic artefacts with capabilities 
allowing adaptation for classes of design problems [9]. 

6   Evaluation 

Two instantiations at large, international companies in chemicals (Europe; employees: 
105,000; sales: USD 65 bn) and automotive supply (Europe; 150,000; 32) as well as 
one in an international consultancy (U.S., 7,000; n/a) helped us to evaluate the fin-
dings in practice and formulate guidelines for the required MSS adaptation capa-
bilities. In the first two instantiations, our findings provided a basis for designing an 
EIS user interface in line with executives' preferences. The third one was about a tool 
to track time and expenses. We performed the evaluation by interviews with the 
executives as the IS user and the IS engineers and compared their state of the art IS 
with the findings from the instantiation. 

First guideline: Differentiate functional requirements and incorporate more sub-
jective information needs in MSS design. The first finding of our synthesis outlined 
the imbalance between the rich body of knowledge on user preferences impacting 
cross-domain requirements (B.2) and the lack of literature on domain-specific require-
ments (B.1). In terms of what domain-specific MSS adaptation capabilities are re-
quired, our instantiations showed that prevailing opinion views objective information 
needs, determined by an executive's tasks within the organization, as more important 
than subjective ones [59]. At the same time, providing an adaptation mechanism to 
achieve a situational balance for meeting these two types of information needs would 
help to improve user acceptance of MSS. 

Second guideline: Expand the scope of functional MSS principles to areas beyond 
user-interface design. Such functional principles can take the form of standardized 
dialogs or drill-down functionalities to provide a consistent platform for distinct user 
groups. From our instantiation we see a preference such as net sales analysis by 
product, region, and most important customers—sequentially and in that order. An-
other example is a cash flow graph over time or most important KPIs such as EBIT 
(earnings before interest and taxes) in comparison to other KPIs. 

Third guideline: Develop a comprehensive model of basic MSS functions even for 
expert users. In our instantiations we recognized that the number of analytical power 
users on the C level has grown significantly [60]. MSS design should incorporate 
appropriate MSS principles, such as basic reporting and planning functions, more 
experienced shortcut navigation or flexible analyses such as ad hoc reporting, non-
routine information, and direct links to upstream IS. 

Fourth guideline: Place greater emphasis on examining the effect of user-group 
preferences on the constructional MSS perspective. Our research revealed a  
lack of information about user-group characteristics on the white-box MSS 
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model. Our instantiations showed that a design process prospectively involving 
the user is important for IS acceptance. In this way, engineers understand the 
concrete implications of user-group characteristics on constructional requirements 
and principles, helping to ensure that adaptation capabilities are not hampered by, 
i. e. an inappropriate architecture, and—vice versa—business requirements with 
no grounding in available MSS capabilities should be prevented right from the 
start of MSS design. 

Fifth guideline: Consider in MSS design not only working style, but use case and 
access mode as well to determine an executive’s usage. In addition to the working 
style, MSS use case (e.g., individual analysis, one-to-few working meetings, or one-
to-many presentations) and MSS access mode (e.g., stationary, portable, or mobile) 
are important user factors in MSS design.The consulting case provides an example: 
When they rolled out the new tool to track time and expenses, they failed to consider 
the user-group preferences of its consultants. Since confidentiality prevents them from 
working for their clients during travel, trips provide them with the opportunity to 
catch up with administrative tasks. Unfortunately, the new tool required an Internet 
connection, which limited its accessibility during travel. If this requirement had been 
considered in its development, the tool might have been more successful. Our 
instantiations showed that a combination in terms of MSS users’ working style, use 
case, and access mode will lead to MSS design that is more appropriate even for 
idiosyncratic managers. 

Sixth guideline: Emphasize concrete principles for (situational) artefact design per se 
rather than "pure" identification of requirements. Our instantiation showed that 
requirements analysis alone will not contribute to better MSS design. Thus, principles 
should play a larger role in achieving better MSS design and a requirements analysis 
must be complemented with concrete functional and constructional principles to avoid 
incoherent solutions for individual problems in favor of generic solutions with adap-
tation capabilities for different classes of design problems. 

7   Outlook and Future Research 

The objective of this article was to review the literature on how consideration of user-
group characteristics can be incorporated into MSS design. We proposed six design 
guidelines that enhance the capabilities of MSS to adapt to user preferences. Three of 
these guidelines involve looking at user characteristics to improve functional MSS 
design. Our synthesis also reveals a need to strengthen the constructional perspective. 
Our fifth guideline calls for supplementing information on MSS users’ working style 
with MSS use case and MSS access mode as to create a complete view of MSS usage. 
Last, but not least, research should emphasize concrete principles rather than "pure" 
requirements identification to force coherent solutions—in other words, generic 
artefacts with mechanisms for adapting them for different classes of design problems. 
Three instantiations provided a first validation of our proposal. 

The research on hand is limited to a restricted number of researched publications. 
However, the fact that we covered the leading journals means that major contributions 
should be included. An extension of our work will expand our analysis, but this 
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should be a secondary issue. Focusing on DSR, it is more important to specify the 
design guidelines presented here with future "build" and "evaluate" activities—driven 
in additional case studies or in a survey to gain a direct perspective on user-group 
preferences for MSS in a relevant sample. 

Our future research will be twofold. On the one hand, we will improve the litera-
ture analysis as outlined. On the other, we will propose a MSS user-group 
characteristics taxonomy based on a validated segmentation of working styles, use 
cases, and MSS access modes. Such a taxonomy will then allow to develop situational 
MSS design methods. 
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Abstract. In recent years, service orientation has been discussed as a new 
design paradigm promising better manageability and changeability of 
increasingly complex IS. This article examines their role in executive 
information systems (EIS) design and contributes a reworked architecture that 
is more flexible than the state of the art. Structured in terms of four layers 
strategy, organization, alignment, and IT support it uses cross-layer modeling 
chains that enable even drill-through analyses when needed. Mapping loosely 
coupled services within an alignment layer provides the necessary flexibility. 
Two typical changes in financial accounting and management accounting 
processes at a telecom company provided an opportunity to evaluate the 
reworked architecture. Finally, the lessons learned helped us in two ways: 
providing concrete starting points for integrating service orientation into EIS 
architecture design and arguing for the reworked architecture on hand. 

Keywords: Enterprise architecture (EA), informations systems (IS) integration, 
corporate business intelligence (BI), pilot implementation. 

1   Introduction 

Companies today operate in an increasingly dynamic environment. Due to their 
overall responsibility, C-level managers, hereafter referred to as executives, are 
particularly affected by this situation. Information systems (IS) meant to help these 
top managers are known as executive information systems (EIS). They are designed 
to serve as their central, hands-on, day-to-day source of information [1]. 

EIS have become complex over recent years, and their IT side is often unable to 
keep pace with the changes in business [2]. Thus, their flexibility1 gains importance 
[5]. This need became more apparent as the 2008/2009 economic crisis catalyzed two 
changes in corporate management [6]: executives have expanded their role in day-to-
day business and they have to make decisions faster than they have in the past. 
                                                           
1  Flexibility is the cost-adequate, qualitatively good capability to handle new but anticipated 

requirements [3]. Agility covers responses to unexpected requirements as well [4]. Hereafter, 
we use flexibility to cover both abilities. 
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Directly (point-to-point) linking business and IT artefacts often fails to meet 
flexibility needs. To provide flexible links, researchers often propose employing 
service orientation in IS design, but this term has become a buzzword in recent years. 
Concrete projects are rare in practice, often due to a lack of support from the business. 
In the wake of the 2008/2009 economic crisis, however, businesses should now more 
clearly see the need for IS flexibility, and even executives should begin to recognize its 
value. At the same time, they likely find approaches such as virtual decoupling [7] 
difficult to understand, and we predict that they see little applicability for them in 
practice [8]. 

Thus, this article examines the role of service orientation in EIS design not from 
the perspective of an IS engineer, but from the business perspective of executives 
dealing with current changes in corporate management. Based on the findings, we 
contribute a reworked architecture that is more flexible than the state of the art. 

This article adheres to design science research in IS [9]. Distinguishing constructs, 
models, methods, and instantiations [10], we set out a model of an EIS architecture. 
The guidelines for integrating service orientation help to specify how the model 
should be designed to increase artefact flexibility [11].  

Various processes exist for developing artefacts under the design science paradigm 
[9, 10, 12]. Emphasizing "build" and "evaluate" activities, we apply the research 
process of Peffers et al. [12]. The motivation comes from current changes in corporate 
management and their impact on EIS design. After establishing the foundation and 
presenting the results of a literature review (Sec. 2), we clarify gaps in the body of 
knowledge with the results of a survey (Sec. 3). Four design layers derived from 
enterprise architecture (EA) research provide a framework for structuring both the 
empirical requirements analysis and the reworked EIS design (Sec. 4). We then discuss 
how the reworked EIS architecture is applied (Sec. 5.1-5.2). The lessons learned (Sec. 
5.3) help us to provide concrete starting points for integrating service orientation into 
EIS architecture design and to argue for the reworked architecture presented here (Sec. 
6). The article ends with a summary and topics for future research (Sec. 7). 

2   Need for a Service-Oriented Rework of EIS Architecture 

We focus on service orientation as a design paradigm for IS [13] and consider IS as 
the entirety of persons, business processes, and IT processing data and information in 
an organization [14]. Hence an IS includes both business and IT artefacts. Service 
orientation involves composing complex solutions from a set of loosely coupled 
building blocks. Herein, services are functional capabilities—known in software 
development as encapsulated functionalities—with published interfaces [15]. The 
greater flexibility that results from service orientation makes it possible to realign 
business and IT artefacts when the business changes or technological innovations 
occur. This capability is based on the two properties that define the concept. First, 
service consumers do not need to know which actions are being performed to produce 
a result (transparency), and second, services produce a meaningful, distinct result for 
a given context (granularity). Both properties foster the loose coupling that allow an 
IS consisting of services to flexibly change. 

According to ANSI/IEEE 1471 [16] and ISO/IEC 42010 [17], architectures are 
defined as (a) "[t]he fundamental organization of a system, embodied in its components, 
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their relationships to each other and to the environment," and as (b) "the principles 
governing its design and evolution." The organization of a system is often represented 
by models. A model represents an extract of reality by selecting objects relevant for 
expressing a certain domain and/or purpose. Architecture models can serve a variety of 
purposes. Lyytinen [18] distinguishes three types: those that describe an individual IS; 
environmental models, which describe interactions between IS; and IS context models, 
the type we employ here. 

Existing Architecture Models: Several IS context models have been developed [19]. 
Those currently accepted as state of the art are the Architecture of Integrated 
Information Systems (ARIS) framework [20], the Zachmann Framework [21], and 
The Open Group Architectural Framework (TOGAF) [22], one of the most frequently 
used EA in Europe. All these models provide taxonomies and relations for expressing 
the basic elements of EA. ARIS includes four dimensions: organization, function, 
data, and processes. The Zachman Framework and TOGAF are more layered 
frameworks. The first is structured in terms of scope, enterprise and system model, 
technology, and detailed representations. The latter employs the layers business, 
application, data, and technology architecture. Comparing these approaches, Aier et 
al. [23] distilled four design layers for proper IS architectures: strategy, organization, 
alignment, and IT support (software and IT infrastructure). We use this structure as 
the starting point for both our survey (Sec. 3) and the rework of the EIS architecture 
to address the requirements indicated by participants (Sec. 4). 

EIS-specific Architecture Design: No such clear picture exists regarding EIS 
architectures. Following Walls et al. [11], EIS design is based on requirements and 
subsequent design recommendations in the form of reference models. For example, 
Rockart [24] employed a method of providing information to top management called 
"Critical Success Factors." An example of a more recent model is the Balanced 
Scorecard [25]), but a comprehensive approach that combines financial and 
management accounting with compliance management and project management is 
lacking. 

Koutsoukis et al. [26] argue that data warehouse (DWH) technology offers good 
availability and performance, allowing integration of data from various transactional 
and analytical sources. Using online analytical processing for data models provides 
flexibility. Mayer and Krönke [27] argue for ad hoc reporting capabilities and direct 
links to upstream systems. Internal information is specified by Mayer and Marx [28]. 
With financial and management accounting, compliance and program management, as 
well as cash flow and liquidity management they propose five information clusters for 
their new-generation EIS. Chen [29] proposes an integrated organization and 
information model. All in all, however, none of the EIS architectures examined stress 
the flexibility to respond to changing corporate management processes. Furthermore, 
constructional principles, such as TOGAF, are not applicable for all design layers of 
an IS architecture and they are not specified for the EIS domain. 

EIS Architecture Design and Service Orientation: Within EIS architecture design, the 
role of the service orientation is unclear [30]. Yang and Xin [31] propose using it and 
thus shifting EIS scope from data models to the flexible (re-)use of functions, but they 
give no guidelines for doing so. In conclusion, no publications were found that 
highlight service orientation in EIS design. 
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It seems that a fully integrated IS approach would be the way to address the issues 
mentioned above. But a look back reveals that "total approaches" failed. By the early 
1980s, comprehensive management information systems (MIS) overtaxed mainframes 
and integration capabilities, and we believe that this would still happen with "modern" 
IT. We therefore look for a trade-off between the all-encompassing MIS approach and 
"purely" strategic—but in terms of IT architecture integration—isolated EIS. 

3   Survey 

Specifying our proposed business perspective on EIS architecture design (Sec. 1), we 
select a field survey (cross-section analysis) as the research method with the following 
characteristics. Since corporate management has most clearly become impossible 
without IT in large, international companies, this type of organization was defined as 
the population for our survey. A paper-based questionnaire was sent to the CEOs and 
CFOs of the 250 largest companies listed in the Financial Times "Europe 500" report. 
The first part of the survey took place between April and June 2008, shortly before 
the onset of the economic crisis in mid-2008. The follow-up survey was conducted 
between November 2009 and March 2010 to identify a perspective on "lessons 
learned" from the crisis. A study among companies listed in the DAX® 100 [32] in 
1999 provided the reference base. As a result, the research is classified as a 
longitudinal survey over the last 11 years on executives' work and their IS support. 

A total of 59 CEOs and CFOs responded in the 2008 survey (59/500: 11.8%). In 
the 2010 survey, 42 questionnaires were returned (42/500: 8.4%). Of these 
respondents, 30 executives returned both questionnaires (50.8%/71.4%). 

Following the "organizational imperative" [33], EIS design must consider two 
context factors: they must be integrated into the company's organization and oriented 
toward executives' corporate management activities. Starting with the organizational 
context factors, we examined two changes due to 2008/2009 economic crisis. 

More Operational Responsibility, even at Headquarters: According to our 2008 
survey results, one-third of the executives said that they currently intervene frequently 
and extensively in operations—in parallel to their strategic management tasks. 
Another 22% characterized their involvement as very frequent and very extensive. 
These findings show that executives expanded their role in operations due to the 
2008/2009 economic crisis. The 2010 results indicate that this trend started 2008 in 
the financial sector, is now evident in the industrial sector as well: again, one-third of 
the executives said their involvement in operations is frequent and extensive, while 
another 10% specify they intervene very frequently and very extensively. 

Faster Decision Making and Biased EIS Objectives: A second question examined 
executives' demand for flexibility. Almost 50% answered that they are operating in a 
environment that is more aggressive than ever. A situation that continues in the 2010 
survey. As a consequence, executives have to make decisions faster than they have in 
the past. In terms of the two objectives for EIS architecture design, increasing 
flexibility and lowering costs [34], executives rate the first as "high" to "very high." 
While executives often viewed IS just as a "cost pool" in the past, the survey shows 
that they now consider flexibility to be of similar importance as cost (Fig. 1). 
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Fig. 1. Executives' perspective on current EIS architecture objectives 

With a third question we looked at the areas in which executives forsee the greatest 
need for change. In addition to changes in organizational structures (mean of 3.1) and 
the data models (3.6), they outline the need to respond flexibly to changing 
management processes (4.0). Thus, defining the objective of EIS design more in 
detail, we asked the executives about their main activities (strategy layer, see Sec. 2) 
and then about their most important corporate management processes (organization 
layer) and how they allocate their day-to-day time to these activities (Table 1). 

Table 1. Tasks of executives (EIS strategy and organization layer) 

Category 
 

Task 
 

1999 
[%] 

2008 
[%] 

2010 
[%] 

Δ  1999/2008
[%] 

Δ  2008/2010 
[%] 

Strategy layer 

External 
communication 

11 36 30 +25 -6 
Ratio of 
external 
communication 
vs. internal 
management 

Internal  
management 

89 64 70 -25 +6 

Normative  
management 

13 17 17 +4 +/-0 

Strategic  
leadership 

55 48 46 -7 -2 

Group  
services 

14 10 14 -4 +4 

Cash flow and liquidity 
management 

12 16 19 +4 +3 

- Internal 
management 
in detail 

Others 6 9 4 +3 -5 

Focused on regulatory 
compliance 

n/a 2 2 n/a +/-0 

Biased toward 
regulatory compliance 

n/a 0 3 n/a +3 

Balance between regula-
tory compliance/capital 
market communication 

n/a 59 55 n/a -4 

Biased toward capital 
market communication 

n/a 38 35 n/a -3 

- External 
communi-
cation  
in detail 

Focused on capital 
market communication 

n/a 1 5 n/a +4 

Organization layer 
Strategy definition 42 32 37 -10 +5 Strategy 

management Strategy execution and 
strategy tracking 

58 68 63 
+10 

-5 

Category 
 

Task 
 

1999 
[%] 

2008 
[%] 

2010 
[%] 

Δ  1999/2008
[%] 

Δ  2008/2010 
[%] 

Strategy layer 

External 
communication 

11 36 30 +25 -6 
Ratio of 
external 
communication 
vs. internal 
management 

Internal  
management 

89 64 70 -25 +6 

Normative  
management 

13 17 17 +4 +/-0 

Strategic  
leadership 

55 48 46 -7 -2 

Group  
services 

14 10 14 -4 +4 

Cash flow and liquidity 
management 

12 16 19 +4 +3 

- Internal 
management 
in detail 

Others 6 9 4 +3 -5 

Focused on regulatory 
compliance 

n/a 2 2 n/a +/-0 

Biased toward 
regulatory compliance 

n/a 0 3 n/a +3 

Balance between regula-
tory compliance/capital 
market communication 

n/a 59 55 n/a -4 

Biased toward capital 
market communication 

n/a 38 35 n/a -3 

- External 
communi-
cation  
in detail 

Focused on capital 
market communication 

n/a 1 5 n/a +4 

Organization layer 
Strategy definition 42 32 37 -10 +5 Strategy 

management Strategy execution and 
strategy tracking 

58 68 63 
+10 

-5 

 



 How Service Orientation Can Improve the Flexibility of EIS 311 

4   EIS Architecture Design with Four Layers: Strategy,  
Organization, Alignment, and IT Support 

The following section describes how the identified requirements have been 
implemented within a reworked EIS architecture to answer the first research question 
(Sec. 1). In addition to the constructional principles, architectures cover the 
"blueprint" of the artefact to be designed, thus, specifying their components and the 
links among them. Accordingly, both artefacts and an associated principle for each 
design layer are proposed below. The results can be summarized as follows (Fig. 2). 
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Fig. 2. Proposal for a service oriented EIS architecture with four design layers 

4.1   Strategy 

Executives devote the majority of their day-to-day time to internal management and, 
within this area of activity, to strategic leadership (Table 1). As a result, we propose 
as the objective of a reworked EIS architecture to support the latter (Fig. 2), while 
bearing in mind that executives are intervening more frequently and extensively in 
operations and thus need more operational information (Sec. 3). As the role of 
external communication has approximately tripled in the last 11 years, from 11% 
(1999) to 36% (2008) and 30% (2010, Table 1), supporting such efforts is defined as a 
second objective of a reworked EIS. Finally, regulatory compliance is essential (Table 
1). Thus, unlike its single-purpose EIS predecessors, a reworked EIS architecture 
must accomplish a threefold goal: supporting strategic leadership and communicating 
the results to capital markets while ensuring regulatory compliance. 
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4.2   Organization 

Defining strategy may be the more intellectually demanding task, but the survey 
results show executives devote considerably more time to executing and tracking 
strategy than to strategy definition (Table 1). We propose a two-step structure for 
reporting on these efforts to "translate strategy into action" and—if deviations from 
planning occur—making decisions to correct the course. Using the body of 
knowledge (Sec. 2, [28]), a one-page report should provide an overview and serve as 
a starting point for detailed predefined analysis, while a flexible periphery should 
allow ad hoc queries, access to nonroutine information, and direct links to upstream 
systems. 

In keeping with the specification "breadth before depth" [35], we propose that 
reports cover the most important information clusters only [28]: financial and 
management accounting, compliance and program management, and cash-flow and 
liquidity management. The design principle can be summarized as follows: a two-step 
reporting approach should close the strategy execution and tracking loop with one-
page reporting and detailed analyses, both covering five information clusters.  

4.3   IT Support: Software and IT Infrastructure 

IT support for the proposed EIS architecture has two aspects (Sec. 2): software and IT 
infrastructure. Software: Since the 21% and 23% of the executives considered using 
standard software in EIS architecture to be important or very important, we follow 
TOGAF Principle 5, "Common Use Applications" [22], by taking a "buy before 
build" approach—in other words, using standard business software packages. In terms 
of data structures—conceptual, logical, and physical data models—we follow TO-
GAF's Principle 10, "Data is an Asset," and propose a group DWH to centrally main-
tain all EIS data. The resulting design principle for the EIS software support layer is 
thus: to ensure flexibility at acceptable cost, standard software components should be 
combined individually and data structures should be configured unambiguously. 

IT infrastructure: Our framework entails no specific requirements regarding 
hardware and networks. First implementations of this approach [27, 35] show that the 
standard software components and data structures used create no special demands on 
IT infrastructure. Ensuring scalable, stable, and resource-efficient hardware and net-
works is an appropriate directive for the IT infrastructure. 

4.4   Business/IT Alignment 

Because increasing flexibility and lowering (IT) costs matter in the "new" normal IS 
design equally to executives, we recommend unbundling business and IT artefacts 
following the service orientation paradigma in IS. This decoupling is supported by 
domains, (logical) applications, and capabilities, and by enterprise services. 

In the accounting field, services represent activities such as "perform payment" or 
currency conversion. Bundles of IT functionalities that are not structured according to 
services but rather the information objects they manage or a particular corporate 
management process are labeled as capabilities. Applications cover tasks such as 
accounts payable, or accounts receivable in the financial accounting domain,  
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value-driver trees or margin calculations in the management accounting domain. 
Business domains are characterized by a large number of connected applications and 
services. Thus, financial or management accounting are such examples. Supporting 
flexible links between corporate management processes, the relevant software 
components, and data structures while lowering IT costs can summarize the principle 
of the business/ IT alignment layer. 

5   Implementing the Reworked Architecture 

Our instantiation shows results from one of the world's leading telecom companies, 
which offers its customers the entire spectrum of IT and telecommunications services 
from a single source. In 2009, they generated revenue of EUR 64.6 billion with about 
260,000 employees. We proposed our approach as a more flexible solution than the 
state of the art, as both the business side and IT department recognized that they could 
contribute better to executives' IS support if they could more flexibly handle changes 
within the corporate management process. In the following, we discuss service 
orientation for financial reporting (Sec. 5.1), drill-through analyses (Sec. 5.2), and 
lessons learned (Sec.  5.3). 

5.1   Legal Group Consolidation Process 

The obligation to compile an annual statement is regulated by the generally accepted 
accounting principles for the region in question. For our telecom company, these rules 
are documented in § 242 I of the German Commercial Code (Handelsgesetzbuch). As 
a prerequisite for the group perspective, the results of the legal consolidation 
process—such as group net sales or earnings before income and taxes—must be 
incorporated into the annual statement (§ 290 Handelsgesetzbuch). 

Fig. 3. Legal group consolidation process in the organization layer 

Modeling at the organization layer: Based on legal requirements (strategy layer), a new, 
more service-oriented group consolidation process must be designed at the 
organizational layer. To do so, appropriate service patterns are derived from the 
consolidation process. Business Process Modeling Notation (BPMN), a graphical 
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notation for specifying business processes in a process model, was used for 
documentation [37]. The first step in the process is to capture the divisional statements 
("reporting data"). The data are converted into the group currency and consolidated. 
Then, the results are validated. Adjustment bookings are performed if any failures 
occur. The final step is to design and approve the report (Fig. 3). 

Translation to the alignment layer: Applications serve to refine this process. It is 
necessary to specify whether each activity is carried out automatically or manually. 
Unless a failure occurs, automated activities involve no interaction with human users 
and can be performed separately within IS. Currency conversion of divisional 
statements is one such service (Fig. 4, layer 2). For manual activities, authorities must 
be provided with the information they need to make decisions. For example, the 
"adjustment bookings" activity (Fig. 4, layer 1) is detailed in the alignment layer with 
a string of enterprise services, such as "failure report (automatic), require adjustment 
booking (automatic), and check adjustment booking." 
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Fig. 4. Legal group consolidation in the business/IT alignment layer 
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Fig. 5. Domain map covering the business perspective on IT architecture 
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Translation to the software layer: A last step of the service-oriented legal con-
solidation process is to link the services of the alignment layer with existing IT 
functionalities. Creating these links involves taking a business perspective on the IT 
architecture (Fig. 5). The IT functionalities were identified using open interfaces of 
SAP Business Consolidation (BCS) and SAP Financials (FI), both standard software. 
In the service-oriented approach described here, web services are used because they 
allow technology- and location-independent referencing. 

5.2   Generating "Drill-Through" Analysis 

The discussion of the strategy layer pointed out the increasing significance of 
operational information for executives (Sec. 2). In response, a reworked EIS 
architecture should provide reporting that drills through to the underlying upstream 
systems. A first step in our instantiation was to implement direct access to the financial 
reporting module of the enterprise resource planning system (ERP). If the EIS provides 
condensed versions of the balance sheet and P&L and cash-flow statements, the drill-
throughs allow direct access to the full versions, such as the complete list of accounts 
receivable and payable. In our architecture, the procedure for generating such a flash 
report is based on the consolidation process described previously. 

Legal consolidation (activity 3, Fig. 3) requires a great deal of time. From an 
internal perspective, however, just a "simple summation" would be sufficient for a 
first view. In the reworked EIS architecture, it is easy to add a new activity to the 
legal consolidation process to perform this step.  

Changes at the organization layer: The group-currency statements from the divisions 
on group currency must be captured and then a summarized P&L must be compiled 
and presented for approval (Fig. 6). To avoid delaying the consolidation processes, 
reporting data should be duplicated for this purpose. 

Changes at the alignment and software layers: In our instantiation, two new 
services—"duplicate reporting data" and "create flash report"—are added to align the 
process flow. Finally, a link was created with SAP BCS to allow the new function 
"create flash report" to be performed automatically. The DWH perform the "duplicate 
reporting data" function. 
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Fig. 6. Service oriented design of flash report in conjunction with legal group consolidation 
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The reworked architecture also makes it possible to create value-driver trees or 
calculate different kinds of contribution margins. Drill-through into operational 
production and sales figures show the determinants of important products. The program 
management view (Fig. 2), in turn, offers details of strategic initiatives. For example, 
executives can access the working status of new production lines or sales distribution 
activities in terms of budget, schedule, and responsibilities. Finally, executives are able 
to switch from the legal structure (group and divisions) to one based on the management 
structure (group, divisions, and key business units). Within this view, they can look at 
net sales by region or key figures, such as margins, for the most important customers. 

5.3   Five Lessons Learned towards Service Orientation in EIS Architectures 
Design from a Business Perspective 

Regarding the second research question of how service orientation contributes to the 
flexibility of EIS architecture, our survey and the instantiation presented here provide 
five insights that can help drive service orientation to rework EIS architecture design. 

First lesson learned: Executives currently see flexibility as the greatest challenge for 
EIS architecture design. EIS architecture design must become more flexible for two 
reasons: first, to handle changes in the corporate management process, and second, to 
provide the additional information executives want from upstream ERP IS via "drill-
throughs." Service orientation can provide this flexibility by cross-layering modeling 
chains with services at an alignment layer (Fig. 2). 

Second lesson learned: Despite the desire for flexibility, service orientation has not yet 
been implemented due to a current focus on short-term payoff. The 2008/2009 
economic crisis brought greater cost transparency, and the payoff time for investments 
became shorter than ever. But implementing service orientation and reaping the 
flexibility benefits is a long-term project. In this longer view, service orientation should 
be able to help while providing a positive side effect: reusing services, such as planning 
and consolidation, by identifying them in more than one IS will save costs. In our 
instantiation, looking at IS from a business perspective (Fig. 5) made it possible to 
identify "currency conversion" in four financial software solutions. This activity was 
centralized as an enterprise service and maintenance was leveraged for a single 
functionality. As a result, cost and time were reduced by 30% for this IS accounting 
function. 

Third lesson learned: Measuring the business benefits of service orientation is a 
strong lever for its future success. Our instantiation showed that service orientation 
must demonstrate its impact in terms of business benefit. These benefits can be 
measured in dimensions such as cost efficiency or consistent ease of handling through 
different IS. Furthermore, a business-driven domain model of IS (Fig. 5) help the 
business better understand what capabilities are available. Integrating service 
orientation into EIS architecture design does not have to result in the "best" solution, 
but the most efficient in economic terms. 

Fourth lesson learned: A top-down approach offers the best service-oriented EIS 
architecture model. As the scope of executive tasks expands, architectural efforts should 
aim to more strongly reflect a company's vision and strategic program and help to 
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translate these targets into action (strategy and organizational layer). Our instantiation 
showed that reports and analyses can be used to align business requirements with IT 
capabilities. Thus executives must take an active role in the process, not only to clarify 
their information needs, but for the first prototype reviews as well. The latter is an area 
in which they are often unfamiliar, so they are best served by providing them a hands-on 
"look and feel" prototype and then enhancing it step by step. Following this design 
approach, efforts to promote service orientation should be a top-down, business-driven 
project and should be communicated that way. 

Fifth lesson learned: Further domains exist for service orientation. Using service 
orientation should be feasible in domains beyond EIS. Business metadata on 
intercompany ownership relations or addresses, customer data about discounts, or other 
order information seem to be such areas. These data are needed by several IS within the 
company and must be consistent to allow uniform group standards and a single face to 
the customer. A good approach would be to outsource these data to a separate IS, 
maintain them centrally, and provide them as an enterprise services from this "single 
point of truth" to different company authorities and IS. 

6   Evaluation 

In terms of the reworked EIS architecture to better respond to changes in corporate 
management, some methodical points should be discussed regarding how this work 
compares with the state of the art and what future issues remain to be addressed. 

The architecture model presented here was proposed to focus on the business 
perspective on EIS design. Thus, the requirements have been broadly validated by a 
survey applying three characteristics (Sec. 3). First, this survey was not just a one-
time effort, but a longitudinal survey over the last 11 years. Second, we reached out to 
the biggest companies listed in the FT "Europe 500" report, assuming that they have 
the resources to let highly experienced experts handle these issues. Third, we asked 
the executives directly about their requirements for IS support and service orientation 
incorporated in their EIS architecture design in detail. 

EIS are often implemented as "islands" devoted solely to issues of strategic 
leadership, but today they should integrate different management methods within a 
consistent business/IT architecture. Thus, our EIS architecture design combines strategic 
and executive frameworks with IS architecture models. For the first, we researched a 
number of management methodologies EIS should support, such as Critical Success 
Factors and Balanced Scorecards. Understanding what executives do and their 
perspective on EIS design allows a focus on pressing current issues for the business 
side, especially supplying executives with operational information via "drill-throughs". 
In terms of the IS architectures models, we researched ARIS and TOGAF. On this 
point, the survey imparted a clearer perspective on current requirements across 
architecture layers than looking at the state of the art alone. Finally, structuring the 
survey and the design in terms of a multilayer model provided a reliable business-to-IT 
starting point. 

The instantiations so far made it possible to generate a first perspective on our 
architecture’s flexibility, but user requirements for such EIS vary more than we 
expected; e.g., needs differ widely between dashboard-oriented CFOs and CIOs and HR 
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directors who work still with paper-based standard reports. A modular architecture 
design like the one presented here, with adaptation mechanisms and distinct information 
clusters, should help IS engineers to handle change better than the state of the art does. 
To reflect the arguments that have gone before, we refer to our findings as a reworked 
architecture for EIS (Fig. 7). 

Reworked architecture

Requirements validated from 
a business perspective across 
companies listed in FT "Europe 
500" report

Business requirements not 
aligned with IT capabilities

Modular design with adaptation 
mechanism for different classes 
of design issues 

Individual solutions; missing 
adaptation mechanisms 

Consistent business-to-IT 
architecture

Strategic leadership islands, no 
integration with operational IS 

1st generation EIS (early 1990ies)

 

Fig. 7. Characteristics of the reworked EIS architecture 

7   Conclusion and Future Research 

At first glance, the design of EIS architectures seems to be established. However, our 
current survey within companies listed in the FT "Europe 500" report identified two 
basic changes in corporate management which impacts executives' IS support. Their 
range of implementation deviates enough from existing approaches to justify referring 
to the EIS architecture presented here as a "reworked" approach. 

Starting with a literature review, we identified how corporate management 
activities shifted in the 2008/2009 economic crisis and examine their impact on EIS 
architecture design. Our survey specified the requirements from a business perspective. 
The reworked EIS architecture meets these requirements with a four layer design; 
strategy, organization, alignment, and IT support. An instantiation helped us to 
demonstrate and evaluate flexibility, highlighting the incorporated service orientation. 

Some limitations to this study should also be noted. First, our literature research is 
based on a restricted number of publications. However, the fact that we covered 
leading journals means major contributions should be included. In terms of the 
survey, only internal EIS stakeholders participated, providing 59 and 42 data sets. 
However, the samples of other executive surveys are no larger [38, 39]. Thus, 
expanding the literature review is worthwhile, but should be a secondary issue.  

In terms of design science research, it is important to continue with "build" and 
"evaluate" activities to improve the proposed EIS architecture (Sec. 4) and its service 
orientation (Sec. 5). Our future research will use more case studies to determine the 
generalizability of the proposed model and, hopefully, forthcoming extensions. 

Beyond the IS architecture design, we expect further innovations. A younger 
management generation, more familiar with IT, will be particularly interested. New 
user interfaces and end-user devices should simplify IS handling, even for executives. 
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We are currently investigating this issue with a follow-up study to identify executive 
working profiles in order to develop a more situational approach to EIS design. 
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Abstract. The asset-backed securities (ABS) market shrank due to the financial 
crises in 2007/2008. The financial collapse was caused by both the consumer 
and the commercial ABS markets failure. However, the ABS market is an 
important source of funding for market participants in the financial services 
industry. Hence, we see a returning trend for ABS markets and present in this 
paper the development of a prototype from a design science research (DSR) 
perspective to enable smaller banks to securitize and sell their assets. Given the 
relatively low mortgage and credit volumes within smaller banks they are 
currently not able to package and sell their securities. The prototype developed 
in this paper offers a solution by pooling all mortgages gathered from hundreds 
of smaller banks, calculating the attached risk, and finally, selling them to 
investors. In this context, DSR enabled us to build such a cooperative strategy 
in form of a prototype. 

Keywords: Asset-backed Securities, Design Science Research Approach, Small 
Banks, Financial Services Sector. 

1   Introduction 

Securitization of financial assets such as mortgages in the financial services industry 
has enabled banks to create sub-prime financial instruments. These instruments 
contributed to the financial crises, e.g., through asset-backed securities (ABS) which 
are bonds backed by the cash flow of a variety of pooled receivables or loans [2]. 
However, creating an ABS was only possible for larger financial institutions with a 
large amount of assets (e.g. mortgages) to trade. In addition, these institutions needed 
the knowhow and compute power to securitize them. Smaller players such as 
cooperative or savings banks have not the compute power, amount of mortgages, as 
well as knowhow to securitize and trade their assets individually. Therefore, they 
have a lesser competitiveness compared to larger banks since they have to comply to 
the same financial regulations such as the Basle II accord nevertheless. Given the 
importance of smaller banks for national financial systems, we develop in this paper a 
securitization prototype that provides securitization-as-a-service for savings and loan 
banks. The prototype was developed in a three year research project together with 
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partners from industry following a design science research (DSR) approach [21, 29, 
39]. The DSR approach allowed us to specify, implement, and evaluate the prototype 
to provide new insights for the domain under consideration. The developed ABS 
prototype selects potential mortgages for securitization from a database where all 
smaller banks store their mortgages at a central IT service provider. Subsequently, the 
prototype automatically provides the decision makers at each bank the opportunity to 
sell or not to sell the mortgages under specific conditions. If the mortgages are sold, 
the ABS prototype recalculates possible securitization packages and accompanying 
risk measures given the number of available mortgages. Afterwards, the ABS package 
can be sold to interested investors. To illustrate the functional capabilities of the 
illustrated solution as well as that the above mentioned requirements were satisfied; 
we tested the prototype using anonymous real-world data. In doing so, we were able 
to illustrate that it is possible for smaller banks to participate in the international 
financial market by co-creating securitized ABS bundles. 

Through the development of the prototype we present our findings, how smaller 
banks can benefit from IT services co-creation. To accomplish this goal, Grid 
computing can provide a viable solution for co-creation of these smaller banks. 
Controlled from a central IT service provider, applications build upon Grid computing 
can bundle ABS services jointly together to enable the smaller banks to participate in 
the ABS market. A single bank in this sector would be too small and has not the 
appropriate technology in place. However, in order to adopt such a solution, the 
business value of IT concerning the services sourcing has to be determined. The 
majority of extant literature on business value of IT has explored IT benefits from the 
perspective of a single company (or focal firm) [32]. Thereby, the literature focuses 
solely on increased performances and subsequent cost reductions for the adopting 
company [26]. Only a few studies considered environmental factors or, more 
specifically, inter-organizational IT implementations accompanying the business value 
of IT [26]. The developed prototype follows the call of Kohli and Grover [26, p. 28] 
who ask for more IT value research in the emerging area of inter-organizational IT 
value. This can be realized by resources sharing and co-creation. In this paper, we 
contribute to this area and illustrate how value can be co-created using a 
securitization-as-a-service solution for smaller banks. 

The remainder of this paper is structured as follows: The following section 
demonstrates the research method with which we developed the prototype together 
with industry. Next, a literature review on the business value of IT is presented to 
support our developed prototype in the organizational context. Subsequently, the 
following section describes the architecture and main characteristics of the 
implemented prototype for the ABS market. Finally, we conclude with a discussion of 
the implications for smaller banks and the limitations of this paper. 

2   Research Method 

DSR provides an appropriate scientific lens for the development of our prototype. The 
focus of DSR is the creation of IT artifacts and the design of the artificial [36, 38]. 
Thereby, IT artifacts are either constructs, models, methods, instantiations, or a 
combination thereof [29]. The prototype for the ABS securities depicts an instantiation.  
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It encompasses the creation of something new that does not exist so far and that serves 
human purposes [29]. DSR has its historical origins in the engineering discipline [3, 29] 
while at the same time being related to many other academic disciplines, e.g., architecture. 
In both disciplines (i.e. engineering and architecture) as well as in IS, the science of the 
artificial is of interest to both: science and practice [5]. The theoretical bases for the 
science of the artificial are so-called kernel theories. Kernel theories result from the 
evaluation and modification of theories from the natural and social sciences through a 
creative translation process [21, 31, 38]. The resulting kernel theories form the basis for 
deriving requirements and the subsequent solution of a real-world problem in DSR [38]. 
Our prototype builds upon the theoretical basis of the IT business value literature. The 
developed prototype enables smaller banks to securitize their credits and mortgages on the 
ABS market. Thereby, the competitiveness of these banks is improved and a common 
value co-creation is generated. Most DSR researchers would agree that the developed IT 
artifact by itself may provide a theoretical contribution to the knowledge base provided 
that key guidelines of DSR are fulfilled and that the given problem is solved [18, 19]. 
Therefore, a problem-solution and the contribution to the knowledge base is derived either 
from existing kernel theories and IT artifacts as explained above, or by developing a new 
IT artifact [23]. In this process, an important initial step is the search for a problem that has 
practical relevance [21]. In other words, ‘a DSR project seeks a solution to a real-world 
problem of interest to practice’ [27, p. 492]. To accomplish this essential goal, it is 
distinguished between products (IT artifact) and processes (set of activities) in the DSR 
cycle [29, 38]. The outcome of DSR, i.e., the IT artifact, is always embedded in some 
place, time, and community and has to be theorized to meet innovative and progressive 
demands [33]. 

Concerning the DSR process, it is distinguished between two basic processes, 
building and evaluating the IT artifact [6, 22, 29]. The first important design process, 
the building process, is the sequence of activities to produce ‘something new’, an 
innovative product. The second important design process, the evaluation process, 
involves the evaluation of the created IT artifact to provide feedback and relevance to 
generate new knowledge about the problem at hand. The newly generated insights 
serve to improve both the quality of the IT artifact and the design process itself [21]. 
The build and evaluate processes are conducted partly in parallel and involve multiple 
iterations. Through these multiple iterations, the IT artifact is fully generated to the 
satisfaction of the researchers and practitioners that later make use of it [31]. Finally, 
DSR creates a rigorous and meaningful contribution to practice in form of an IT 
artifact and its evaluation [18]. This paper follows the key guidelines of DSR to 
develop and evaluate an IT artifact. 

3   Business Value of IT Services 

Research and theory on business value of IT is a promising meta-theoretical lens 
through which we regard our DSR approach. Literature on business value of IT is 
concerned with the return on investment in IT and how IT is improving the 
production process to an increased economic output [26]. As already mentioned, most 
research on business value of IT examines on organizational level the company’s 
performance impacts due to IT [e.g., 9, 25, 32]. Most often, IT is regarded either as a 
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variable that is measured through its visible outcomes or as an IT management 
variable/manifestation that is measured through the manager’s decisions [26]. 
However, the business performance improvements depend on several other factors 
such as the type of IT, management practices, the organizational structure, or the 
competitive environment within a company is operating [12, 15]. These endogenous 
variables do not deal with economic value directly but influence it in the long run 
[26]. The term “business value of IT” can be used to the company’s performance 
improvement of IT, which includes the productivity enhancement, cost reduction, 
competitiveness, and other measures of performance [14]. 

To categorize these different kinds of business value of IT, Melville et al. [32] 
differentiate IT artifacts and their business value into five categories (see Table 1), 
which were adapted from Orlikowski and Iancono [33]. 

Our developed prototype fits to the “tool” category given that the prototype enables 
the banks to participate in the ABS market and therefore improves the banks 
competitiveness. Moreover, to analyze the increasing IT value of the company, 
Melville et al. [32] provided an IT business value model which encompasses the IT’s 
impacts on the business process and the performance. This circumstance is 
summarized as the “focal firm”. However, several other impact factors that are not 
directly connected to the business value of IT influence the organizational outcome 
and performance such as the competitive environment [32]. 

Table 1. IT artifact differentiation used in IT business value research, according to Melville  
et al. [32] 

Category Description 
Tool IT is a tool intended to generate value, whether productivity enhancement, cost 

reduction, competitiveness, improved supplier relationships, etc. Specific 
intention for IT is often unknown. Studies of specific system and 
implementation contexts enable examination of tool view assumptions. 

Proxy IT is operationalized via proxies such as capital stock denominated in dollars. 
Wide range of potential proxies exists, but few have been adopted. Adoption of 
diverse proxies enables triangulation and enhances accumulated knowledge. 

Ensemble Assessment of IT business value generation in rich contexts, often using case or 
field studies. Organizational structure and co-innovations such as workplace 
practices may be included as moderators or mediators of value. 

Nominal IT is not conceptualized and appears in name but not in fact. Abstraction 
enables model precision at the expense of generality. 

 
In summary, the prior literature has explored business value of IT from a single 

company (focal firm) perspective. Most studies focus on the increased performance or 
business process outcomes within the company that has invested in IT and do not 
investigate any spill-over effects on supply chain wide improvements [26]. Only a 
few studies take also environmental factors and inter-organizational IT 
implementations into consideration. They discuss outsourcing arrangements [e.g., 16] 
and how each firm benefits from such a relation but not how small enterprises can 
cooperatively increase their business value of IT. Thereby, the investment in such a 
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system is a strategic decision since it not only holds the risk of lacking the ability to 
deal with unforeseen developments occurring outside the companies boundaries but 
also due to the high investments that have to be made to develop such jointly used 
systems [7, 28]. Small enterprises differ in terms of their uncertainty regarding IT and 
competition, limited resources, and their operational focus from larger enterprises [7]. 
At the same time, they have to be as competitive as larger enterprises in the same area 
of business which can be achieved by applying an innovative IT strategy [28]. In 
particular, small enterprises can react faster to changing environments due to flat 
hierarchies, manageable IT systems and due to their ability to adapt quickly by 
reorganizing organizational structures [7]. In combination, small enterprises might 
suffer from limited resources and IT capabilities but can react very flexible to 
changing environments. It seems feasible to ensure competitiveness by combining 
their resources and cooperating with other small enterprises while remaining flexible 
and adaptive at the same time [7]. The developed prototype in this paper meets these 
criteria allowing small banks to participate in the ABS market while sharing resources 
and knowledge a single bank alone could not effort or provide. 

4   Development of a Prototype for a Cooperative Securitization in 
ABS Markets 

The prototype developed in this paper can be regarded as an innovative solution for 
the financial services industry to meet the increasing competitive pressure on the 
financial markets in a collaborative, service-oriented, and cost-efficient way [10, 17, 
20, 34]. 

4.1   Architecture 

This section discusses the basic idea of securitization with all involved parties in nine 
different steps (see Figure 1) [8, 24]. On the one hand, a customer is willing to 
securitize a credit or mortgage and appears as an originator for this procedure. On the 
other hand, an investor is willing to invest his or her money in ABS securities. 
Thereby, the originator pools the demands and sells them to a special purpose vehicle 
(SPV) which is specially founded for this transaction (step 1). The SPV acts as a 
broker between these two parties and leads the negotiation. At the same time, an 
accepted rating agency rates the demands of the originator and attaches the rating to 
the ABS securities (step 2, 3) which were provided by the SPV (step 4). Hence, the 
investor receives the conditions under which the securities can be bought and 
measures the risk of the securities in terms of the rating. If the investor is satisfied, he 
or she purchases the ABS securities to the presented conditions (step 5). 
Consequently, the investor pays an emission price to the SPV (step 6). The emission 
less the originated costs and therewith the emission return is forwarded from the SPV 
to the originator (step 7). The originator by itself pays an interest and clearance to the 
SPV for selling the ABS securities (step 8). Finally, the investor receives a coupon 
and/or clearance from the SPV and receives the ABS securities (step 9). 
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Demand

ABS/MBS 
Securities

Originator SPV

Rating 
Agency

Investor

1. sells demands

8. interest and
clearance

7. emission return 
9. coupon/clearance

6. em
ission pricing

2. query for the rating

3. rating of
the pool  

Fig. 1. Overview of the involved parties in an ABS securitization [adapted from 8, 24] 

In contrast to the above described securitization, a Grid-based solution provides the 
opportunity to involve more than one originator in the system and collects as well as 
measures this information in an effective manner. Given the relatively low mortgage 
and credit volumes within smaller banks, they are not able to package and sell their 
securities and thus do not have the opportunity to act on the ABS market. The 
solution is to pool all mortgages gathered from hundreds of smaller banks, to 
calculate the attached risk, and finally, to sell the securities to investors [24]. 

Figure 2 outlines the basic architecture of the developed prototype [adapted from 8, 
24]. Basically, the prototype constructs services to select credits or mortgages of the 
banks by measuring them to the investor’s specifications. The credits or mortgages 
from the small banks are collected from an originating entity (OE). The OE acts as an 
agent for the participating banks. Within these banks, the managers have now the 
opportunity to bind their credits or mortgages to different requirements and sell them 
just under these conditions, whereat these services are combined in a services 
architecture. However, one of the limitations of the prototype is that in its current 
form there is no optimization strategy included for the ABS portfolios. By measuring 
the mentioned information from the banks, an SPV is created especially for this 
transaction. Another possibility is that the SPV is created by the demand of the 
investors beforehand. Hereby, the investors have to wait until an OE with appropriate 
data from the banks is available. However, the SPV together with the OE conclude a 
credit default swap (CDS) to assure the default risk of the collected credits and 
mortgages. Moreover, the OE by itself concludes a CDS with every participating 
bank. Finally, the securities are sold from the SPV to the investors in different 
tranches (from low to high market risk). The revenues of the sale are not directed to 
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the different smaller banks but rather collected in a collateral pool. The gathering and 
uniform securitization of the securities do not allow a differentiated allocation of the 
revenues. The collected revenues are invested in risk neutral securities from the 
government and allocated to the participating banks. Hence, the banks benefit from 
the ABS securitization in the following two terms: on the one hand, they have the 
opportunity to participate in the ABS market which was not possible before and on 
the other hand, they are able to collect risk neutral securities [8, 24]. 

Bank 
A

Originating 
Entity SPV

Collateral 
Pool

Tranche A
(low risk)

Tranche N
(high risk)

Investor A

Investor B

Investor N

Bank 
B

Bank 
C

Bank 
D

CDS with Banks

CDS

CDS

Swap Fee

Swap Fee

ABS
Emission

……

 

Fig. 2. Overview of the involved parties in an ABS securitization with Grid-technology 
[adapted from 8, 24] 

4.2   Implemented Prototype 

The implemented prototype (developed between 2007 and 2009) runs as a web-based 
Java application and reflects the prior described requirements for securitization on a 
Grid-engine. The interface is accessible via a secure hash algorithm (SHA) certificate. 
The prototype itself is hosted in a Grid environment (using Open Source Grid-
Middleware Globus Toolkit version 4.x) where it is tested using real-world data. The 
test data consists of real-world credit and mortgages values from a medium-sized 
bank and is stored in an Oracle 10g database and accessible via a (4GL) PL/SQL 
query-language. 

The left side of Figure 3 presents a screenshot of the ABS prototype and depicts 
the different requirements with which the credits or mortgages can be selected from 
each bank manager, e.g., the duration of the credit or the object type for which the 
mortgage is inquired. After the selection of the appropriate requirements, the bank 
receives automatically a menu with credits and mortgages that measure to the prior 
selected requirements (Figure 3, right side). Thereby, the bank can decide which 
credits or mortgages should be opened for a securitization by marking the appropriate 
ones. Thereafter this selection is send to the OE via a service which gathers the 
information from all participating banks. Hence, the OE either creates a SPV that is  
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especially founded for this transaction or the SPV is created beforehand on the basis 
of the investors demands. However, the available credits and mortgages from the 
smaller banks are measured to the investor’s demands. The Grid technology mainly 
supports this process by collecting and measuring the data through the implemented 
services. A standard server application would not be capable to handle the large 
amount of data within an acceptable time frame. Thereby, the characteristic X of the 
right side of Figure 3 represents the current state of the securitization: X means the 
option to choose which credit or mortgages should be injected into the OE to start the 
negotiation with the investors; Y means which of the credits or mortgages should be 
securitized to the negotiated terms; and Z depicts the results of the securitization for 
the bank. 

After matching the data provided by the participating banks with the investor’s 
demands, the prototype sends a selection request back to the small banks with the 
negotiated requirements of the credits and mortgages (left side of Figure 4).  

At this point in time, the SPV acts as a kind of broker and provides the 
participating banks several options for the securitization of their credits and 
mortgages. The banks can select which of them to be securitized to the offered 
conditions. Accordingly, the information of the selected credits or mortgages is 
gathered again from the OE and directed to the SPV. Finally, the SPV sells them in 
different risk tranches to the investors. In addition, the small banks receive the result 
of the securitization of their credits and mortgages (right side of Figure 4). 

4.3   Evaluation 

The prototype presented in the previous section was evaluated using instruments 
recommended by DSR [21]. In order to meet changing requirements during the 
implementation phase of the prototype we adopted the concept of throw away 
prototypes [31] that helped us to perceive the development process as a creative act of 
construction and deconstruction rather than designing and delivering an overall 
satisfying solution in the first attempt. Therefore, we iteratively refined the prototype 
by permanently adjusting the design and developing process. We used a modular 
design architecture to support this stepwise refinement of the prototype. 
‘Experimental’ (simulation) and ‘testing’ (Black Box) evaluating methods were 
conducted in this creation process [21]. On the one hand, the experimental evaluation 
included functional tests to discover failures as well as to identify defects and on the 
other hand, it included the execution of the prototype with real-world data. 

Functional tests of the completed prototype were conducted apart from the 
stepwise evaluation at the beginning of August 2009 which met the expectations of 
the participating partners [30, 35, 37, 38].  

The experimental tests with real-world data were realized by implementing a test 
program which simulates dozens of smaller banks with different mortgages in stock. 
The data was provided by a medium-sized bank and depicted their credit and 
mortgages volume of one year. Table 2 presents the data in detail. 
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Table 2. Structure of the test data 

Type of 
data 

Number of records Included information 

Customer 
accounts 

170,450 records anonymized account number, anonymized customer 
number, limit, account balance, period of validity, etc. 

Estates overall more than 
670,000 records 

period of being customer, type of estate, usage of estate, 
date of credit application for the estate, local presence 
of the estate, ranking of the estate, etc. 

Credits 
and 
mortgages 

42,051 records anonymized account number, amortization rate, interest 
agreement, interest adaptation, period of validity, 
amount, etc. 

Scoring of 
the 
customer 

50,000 records anonymized customer number, date of credit request, 
score by request, behavioral score of the customer, date 
of behavioral score, etc. 

 
The simulated banks of the test program injected their assigned mortgages to the 

prototype with different requirements. The calculations of the prototype were 
correctly conducted and the securities were sold to the simulated investors. An 
additional interest was to explore the limitations and performance of the prototype. 
Unfortunately, the financial crises hindered our industry partners to extend and 
enlarge the prototype to a real applicable software tool. Therefore, we were not able 
to test the time delays of the prototype in a productive system. However, through the 
tests with anonymous real-world data we were able to evaluate the functional 
readiness of the prototype for the securitization in an ABS market as well as to 
present the advantages of the participating banks gained through this inter-
organizational cooperation. 

5   Conclusion 

The ABS market is an important source of funding for market participants in the 
financial services industry. In this market, the smaller banks act in a competitive 
environment [32] with other larger banks in the financial services industry. Creating 
an ABS was only possible for these larger banks with a large amount of assets to 
trade. Smaller banks had not the compute power, amount of mortgages, as well as 
knowhow to securitize and trade their assets individually. In this paper we presented a 
prototype that enables smaller banks to create a unique value-creating strategy with 
respect to their competitors [4, 32] by following a cooperative and inter-
organizational strategy [26]. 

The DSR approach provided us the opportunity to frame the problem beforehand 
and to develop a potential solution design [23]. To the best of our knowledge, there is 
no literature on the development and implementation of a prototype that acts as a 
broker on the ABS market between the involved parties. Moreover, the idea to gather 
and package the securities of small banks to enable them to participate in this market 
was not discussed in the previous literature. The majority of extant literature has 
explored IT benefits from the perspective of a single company (or focal firm) [32]. 
However, one of the prior articles discussed the differences between an individual and 
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institutional securitization on an ABS market [13]. David [13] found that profits 
earned from an ABS securitization can be optimized by changing the correlation 
coefficient between sets of receivables backing different securities for individuals. On 
the other hand, profits earned from institutions are immune to changes in the 
correlation and can be controlled only by altering the number of securities created. 
Other literature concentrates on the role of the ABS market and its impact on the 
financial crisis [2, 11, 40]. However, none of these articles discuss the problem from a 
design and developmentalist point of view. In this context we are in line with 
Holmström et al. [23] who recommended to merge the developmentalist and 
behavioral parts of the research process together. 

IT does not create value for its own sake; there are several factors that are 
mediating IT and its value creation [26]. For instance, our developed prototype to 
securitize credits as well as mortgages for ABS markets enables smaller banks to 
participate in this market but does not provide a business value for its own. Rather the 
inter-organizational cooperation between these banks to securitize their credits or 
mortgages provides a kind of co-creation of business value. Hence, the increased 
business value emerges from the improved competitiveness of the smaller banks by 
participating in the market [7, 28]. In this context, we followed Kohli and Grovers 
[26] demand for more research in inter-organizational IT value creation. With the 
presented solution, the banks can securitize their relatively low credits or mortgages 
jointly and hand over the risk to the OE and SPV. Thereby, they decrease their 
bonded capital costs through the securitization with a lower risk by assigning the 
credits or mortgages to the SPV. In addition, the rating, through an accepted rating 
agency, of the credits and mortgages become more profitable because of the lower 
common risk. Hence, the credits and mortgages become more attractive to the 
investors on the market. This innovative solution improves the competitiveness of the 
smaller banks through their cooperation [28] and enables them to create an inter-
organizational IT value. Otherwise they do not have the level of technical expertise 
required to develop their own solutions [7]. 

In summary, we used DSR as an approach to implement a new and innovative IT 
artifact that presents a solution for an unsolved problem: the missing ABS market-
entrance for small banks. The prior discussion outlines the impacts of this solution to 
the whole market. The small banks are enabled to participate in the market and at the 
same time improving their competitiveness through this inter-organizational 
cooperation against larger banks. The outcomes of such an investment are important 
for a contribution to the IS discipline [1]. 

To explore the usage, acceptance, and performance of such a system in the daily 
business, the prototype has to be modified and refined in further research. 
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Abstract. Procedures are a common knowledge form in process industries such 
as refineries. A typical refinery captures hundreds of procedures documenting 
actions that operators must follow. Maintaining the action-knowledge contained 
in these procedures is important because it represents a key organizational asset 
that can be leveraged to minimize the threat of accidents. We develop an 
approach that extracts services from these operator procedures. The paper 
describes the heuristics underlying this approach, illustrates its application, and 
discusses implications. 

Keywords: Service Extraction, Knowledge Modules, Knowledge 
Representation, Heuristics. 

1   Introduction 

Procedures are pervasive across process industries [1-4]. They cover activities varying 
from the routine to the rare, with time spans ranging from minutes to days. A 
petrochemical plant, for example, can contain hundreds of documented procedures. 
These procedures present two significant problems. First, in the absence of industry 
standardization, they represent large chunks of unstructured knowledge that is rife 
with unnecessary duplication. Second, they contain instructions that assume uniform 
levels of expertise in the audience. The first problem requires a solution to actively 
extract and manage knowledge contained in these procedures [5]. The second 
problem points to an assumption that is increasingly untenable because of a looming 
wave of retirement among operators in the petrochemical industry [6]. This research 
is motivated by the above problems, using the oil refining domain, treating as a 
domain representative of many process industries. 

We adopt the position suggested by Bera and Wand [7] that the instructions 
contained in operator procedures represent action knowledge. Extending this position, 
we re-conceptualize each procedure as a set of services, consisting of a well-defined 
set of instructions. Extracting these services to manage the action knowledge requires 
a concerted effort. In this paper, we propose such an approach. It consists of heuristics 
to extract these services. The anticipated outcome of our approach is a set of services, 
each containing an action knowledge module that may be independently maintained, 
manipulated, and tailored for different audiences.  
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The approach we develop consists of heuristics that leverage structural properties 
of the procedures, coupled with a lightweight ontology, i.e., domain expertise 
contributed by subject-matter experts from the petrochemical industry. The paper 
reviews prior work in section 2. In section 3, we describe the approach and develop 
the heuristics. Section 4 illustrates application of the heuristics to the procedures. We 
conclude in section 5 with a discussion of implications, limitations and future work. 

2   Background and Review of Prior Work 

Reports indicate that major industrial accidents (such as those in petrochemical plants 
and refineries) are less likely today than they were three decades ago [8]. Significant 
strides have been made in organizational practices, training routines and installing a 
safety culture in refineries [9-11]. These, in turn, have resulted in increased levels of 
expertise among operators and have contributed to a decrease in accident rates. 
Accident tracking data and preliminary analyses, however, continues to implicate 
causes such as lack of (availability and use of) effective procedures, and lack of (or 
inadequate) training [12]. The scale of the problem is critical for the petrochemical 
industry. Accidents, if they happen, can affect not just property but also cause loss of 
lives; and can damage not just the industrial assets but also communities surrounding 
the refinery. There are about 140 refineries in the U.S., each with about 250 
operators1. During their tenure at the refinery, the operators acquire and cultivate 
expertise that becomes hard to acquire for newcomers [13]. The looming wave of 
retirement is expected to reduce the ranks of expert operators in the petrochemical 
refineries by as much as 20% in the next several years [13]. This research represents a 
potential response to the train-wreck scenario anticipated by these trends.  

2.1   An Action View of Knowledge and Procedures 

In anticipation of the problems identified above (and as the industry has learned more 
about the work that operators do), the petrochemical industry has taken steps to codify 
a number of procedures. These procedures are used in most, if not all, refineries to 
provide oversight and control of operator performance [14]. Although their format 
can vary, they fundamentally contain sets of instructions that operators must follow 
[12], sometimes with additional information such as underlying rationale. These sets 
of instructions represent knowledge for action that operators use. This ‘action’ view 
of knowledge has roots in prior work in artificial intelligence [15, 16]. It suggests an 
emphasis that is different from the truth-value of knowledge and provides an 
important precursor to our work [17].  

Our conceptualization closely follows the ‘action’ view of knowledge suggested by 
Bera and Wand [7]. They build on the precursors mentioned above to argue that it is 
effective performance, not justified true belief, that defines the basis for knowledge 
[7]. Blosch [17] suggests a complementary view, emphasizing the role of ‘action’ 
knowledge in ensuring the successful accomplishment of practice. This ‘action’ 
knowledge may be expressed as instructions, steps or manuals, that is, as explicit 
                                                           
1 Number and Capacity of Petroleum Refineries: 
  http://www.eia.doe.gov/dnav/pet/pet_pnp_cap1_a_(na)_8OO_Count_a.htm 
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knowledge [18]. Our conceptualization of operator procedures as ‘action’ knowledge, 
thus, represents an application and extension of the ideas suggested by Newell and 
Simon[16], Nonaka[18], and Bera and Wand[7]. The extension we suggest involves 
re-conceptualizing a procedure as a set of services, which are larger granularity than 
individual instructions. We elaborate on this next. 

2.2   Service Extraction via Procedure Modularization 

Procedures implement the action view of knowledge outlined above. A typical 
refinery includes hundreds of such procedures. Each codifies a complex set of 
instructions to achieve a larger goal such as start-up or shut down (e.g. a procedure to 
perform a controlled shutdown for the Hydro-cracking unit). Several factors suggest 
that decomposing each procedure into services – service extraction [19] – is likely to 
be appropriate for these long and complex procedures. First, different operators (such 
as field or console operators) may be responsible for carrying out different subsets of 
instructions. Second, different parts of the procedures may be carried out at different 
times. Third, some instructions may require operating in different locations or on 
different equipment within a refinery. Finally, there may be sub-sets of instructions 
that are common across multiple of procedures.  

The term ‘service extraction’ was originally coined in the context of legacy 
systems to describe the identification of smaller-grain, self-contained units from 
larger, monolithic systems [20, 21]. An extracted service describes a set of operations 
that may be independently deployed, invoked and monitored [22]. In the context of 
operator procedures, we define service extraction as the extraction of self-contained 
components of action knowledge that may be communicated and used by operators.   

It is, however, difficult to disentangle the pieces of action-knowledge that are 
embedded in the operator procedures because the instructions are in natural language 
and may require significant domain knowledge. To achieve this goal, we plan to draw 
on a number of fundamental attributes of instructions such as actor switches, temporal 
interruptions, and location movements. Each presents an opportunity to define 
boundaries around a subset of instructions. However, it also presents a challenge 
because of the scale of the problem: hundreds of long procedures in each refinery 
with ongoing updates to each. In the next section, we develop an approach for service 
extraction that is amenable to automation.  

3   Service Extraction from Operator Procedures 

The approach we propose for service extraction from operator procedures is driven by 
the considerations outlined in the review of prior work. First, we acknowledge that 
operator procedures contain action-knowledge [7] written in natural language that 
must be parsed before identifying services. Second, we acknowledge the importance 
of domain knowledge in this parsing task. Third, overlaps across procedures suggest 
that these commonalities can be explored to identify common services across 
procedures. Fourth, procedures such as different operators, locations and time-spans 
provide possible leads for identifying boundaries around services. Because each of 
these strategies is unlikely to produce an error-free set of outcomes, we argue for a 



338 J. He et al. 

 

heuristic [23], instead of algorithmic, approach for service extraction from operator 
procedures. We define a service as a self-contained subset of instructions, extracted 
from one or more procedures [20, 21], that is a directly addressable and editable 
chunk of action knowledge.  

The proposed service extraction approach consists of three phases. The first 
identifies the action knowledge component in the procedures by removing the pre-
amble. The second parses each instruction in the action knowledge component to 
identify important elements. The final phase identifies appropriate subsets of 
instructions, and extracts these as services. Figure 1 outlines the approach.    

 

Fig. 1. A Heuristic Approach to Service Extraction from Operator Procedures 

We conceptualize each procedure as a set of statements: some containing instructions, 
i.e. action knowledge, others containing information such pre-amble. The heuristics 
analyze the instructions by leveraging their structural, syntactic and semantic 
attributes [24]. The heuristics first use part-of-speech tagging [25] to identify 
elements in each instruction such as actions, actors and objects. These are then 
subjected to heuristics to identify and extract services. Table 1 outlines the notations.  

Table 1. Notations 

Set Variables  
Sn: the n-th line of procedure statement  
Ki:  the i-th keyword of statement Sn, ki ∈ Sn 
vi: the i-th verb in list V 
ni: the i-th noun in list N 

Lightweight ontology of domain concepts 
TitleIndicator:  list of labels that are indications of title 
V:  list of verb or derived phrases denoting predicates 
N:  list of noun or derived phrases and abbreviations denoting 

refinery processes 
Conj:  list of noun or derived phrases denoting conjunctions  
EndingList: list of routine actions to terminate procedures 
WaitingList:  list which contains any phrase indicating break in time 
LocationList(): lists of units grouped based on their physical distances 

 
 
 
 
 
 
 

extract modules 
(Phase 3) 

procedures 

knowledge 
separation 
(Phase 1) 

pre-process 
instructions 
(Phase 2) 

identify 
triggers 

cluster 
instructions 

service 
extraction 
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Table 1. (continued) 

OutsideActor list of noun or derived phrases denoting console operators 
InsideActor list of noun or derived phrases denoting field operators 

Indicator variables  
Sn.title:  flag to record whether Sn is a part of title 
Sn.meta-info:  flag to record whether Sn is a statement that contains meta-

information 
Sn.maintext:  flag to record whether Sn is a statement contained in the main 

body of the procedure 
Sn.predicate: the predicate of Sn which denotes action 
Sn.actor: the subject of Sn which denotes the actor 
Sn.object: the object of Sn which denotes the target plant where action is 

applied to 
Sn.condition:  the conjunction of Sn which denotes the beginning of condition 
Sn.StartTrigger: flag to record whether Sn is the start trigger of the procedure 
Sn.EndTrigger: flag to record whether Sn is the end trigger of the procedure 
Sn.BreakByActor: flag to record whether there is a procedure break because of 

actor change at Sn+1 
Sn.BreakByTiming: flag to record whether there is a procedure break because of 

waiting condition Sn 
Sn.BreakByLocation: flag to record whether there is a procedure break because of 

location change of Sn.object 
Sn.BreakByCoocurrence: flag to record whether there is a procedure break because Sn 

and Sn+1 seldom co-occurr 

Thresholds  
Relation[(vi, ni) × (vj, nj)] : occurrence of two actions (vi, ni) and (vj, nj) in an order 
Threshold:  to indicate whether the two instructions should be separated 

Functions  
MetaInfoLocate(): a function to identify location of meta information, given the 

location of title 
MainTextLocate(): a function to identify location of main body, given the location 

of title 
PhraseAfterConjunction(): a function which return the whole phrase after the input 

conjunction 
POST():  a function which calls part-of-speech-tagging process  

3.1   Heuristics for Phases 1 and 2: Separating Content and Identifying Elements 

The first phase is supported by three heuristics that parse each procedure to separate 
the action-knowledge content. The first heuristic scans the procedure to locate its title. 
A taxonomy of equipments and units in the refinery aids this heuristic.  Based on the 
position of the title, the meta-information and main body of the procedure (containing 
action knowledge) is located relative to the position of title by heuristics 2 and 3. 
Table 2 summarizes these heuristics.  

 
Phase 2 pre-processes the main body of the procedure. This part of the procedure is 
conceptualized as a set of instructions, i.e., action knowledge. The pre-processing is 
accomplished by extending part-of-speech-tagging (POST) [25] with terms from the  
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Table 2. Heuristics to Separate Action Knowledge Content in Operator Procedures 

Heuristic  Assumptions and Formalization 
Heuristic 1 – Title 
Identification 

Assumption: The Title contains a Term that describes the process 
affected. 
∃ ki ∈ Sn | ki ∈ TitleIndicator ⇒ Sn.title = 1  

Heuristic 2 – Meta-
Info Identification 

Assumption: Meta-information is relative to the position of the 
Title (see Heuristic 1). 
∀Sn| (Si.title = 1) ∧ (Sn ∈ MetaInfoLocate(Si)⇒ Sn.meta-info = 1 

Heuristic 3 – Body of 
Procedure 
Identification 

Assumption: The location of the main body of the procedure is 
relative to the position of the Title (see Heuristic 1). 
∀Sn| (Si.title = 1) ∧ (Sn ∈ MainTextLocate(Si)  ⇒ Sn.maintext = 1 

 
lightweight ontology that reflect domain knowledge along with a dictionary that 
differentiates action, such as predicates, subjects, objections, and conjunctions [26]. 
The heuristics in this phase allow re-structuring each instruction into action 
descriptions made up of a responsible actor, the subject of action and a verb that 
indicates the action. Table 3 summarizes the four heuristics that support this phase.  

Table 3. Heuristics for Pre-processing of each Instruction in the Procedures 

Heuristic Assumptions and Formalization 
Heuristic 4 – 
Predicate 
Tagging 

Assumption 1: Each instruction contains at most one predicate. 
Assumption 2: The predicate denotes the action of this instruction. 
 (∀ki ∈ Sn | POST(ki) ∈ V) ⇒ Sn.predicate = ki 

Heuristic 5 – 
Action Object 
Tagging 

Assumption 1: The object of instruction is identified from a taxonomy.  
Assumption 2: Objects appear after verbs.  
(∀ki ∈ Sn | POST(ka) ∈ V ∧ POST(ki) ∈ N ∧ i > a ) ⇒ Sn.object = ki 

Heuristic 6 – 
Actor Tagging 
 

Assumption 1: There is at most one actor for each instruction. 
Assumption 2: Two types of operators: inside (console) and outside 
(field). 
 (∀ki ∈ Sn | POST(ka) ∈ V ∧ POST(ki) ∈ ActorOfInsider) ⇒ Sn.actor = 
insider 
(∀ki ∈ Sn | POST(ka) ∈ V ∧ POST(ki) ∈ ActorOfOutsider) ⇒ Sn.actor = 
outsider 

Heuristic 7 – 
Condition 
Tagging 

Assumption: Multiple instructions are connected via conjunctions. 
(∀ki ∈ Sn | POST(ki) ∈ Conj) ⇒ Sn.condition = 
PhraseAfterConjunction(ki) 

3.2   Heuristics for Phase 3: Identifying and Extracting Modules as Services 

The third phase is supported by six heuristics that use the pre-processed instructions 
to identify and extract modules as services. They are explained next with the help of 
short examples. The first two heuristics identify start and end triggers.  

Heuristic 8. Start Trigger Identification. This heuristic identifies the trigger that 
initiates the sequence of instructions specified in the Procedure. It is often specified as 
a pre-condition, i.e., without an explicit action. It describes either a value (range) for a 
parameter of interest or elapsed time (range) that, once breached, requires that the 
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operator to initiate the Procedure. A lightweight ontology that describes the key 
parameters is, therefore, essential for recognizing the start trigger. For example, a start 
trigger may be a description of failure such as “fuel gas failure”, “loss of instrument 
air”, or a condition such as “when the instrument air failure falls to 16.5 psig.”  It is 
important to identify the Start Trigger because it provides an explicit condition that 
may invoke multiple possible services that initiate different procedures.  

Heuristic 9. End Trigger Identification. This heuristic identifies the trigger that 
specifies the wrap-up activities such as reporting results or checking parameters. They 
are often common across multiple procedures and can, therefore, appear as services 
that are shared across procedures. A lightweight ontology of terms, in this case, one of 
the actions that indicate that the wrap-up actions have begun, is essential to identify 
the end trigger. Phrases such as “notify process manager,” “notify duty man,” and 
“review unsatisfactory readings with head operator” are examples of commonly 
occurring review and reporting actions at the end of procedures. Identification of the 
end trigger and consequently, the wrap-up service, is important because it allows 
modularizing a set of instructions that can be reused across multiple procedures.  

Four other heuristics cluster procedure instructions to identify and extract services. 
The inputs to these heuristics are the pre-processed instructions that remain after the 
modules identified by the start and end triggers are removed.  

Heuristic 10. Time-based Clustering. This heuristic clusters instructions within a 
procedure that occur without a break in action. These are instructions that are not 
interrupted by conditions such as waiting for an external action or till a certain 
parameter value is reached. These instructions may be performed by one or more 
operators, in sequence or in parallel without an apparent pause. The basic idea 
underlying this use of activity timing comes from studies of event-condition-action 
models [27]. An interruption in the procedure serves as the boundary around the 
service defined by this cluster of instructions. Here as well, a lightweight ontology of 
terms is essential. We use indicators of interruptions obtained from the domain 
experts for this purpose. For example, indicators such as “wait” and “till” provide 
clues about the boundary around an instruction cluster. Such time-based clustering is 
important because it provides a first clue to decomposing the procedures into modules 
that can lead to service extraction.  

Heuristic 11. Location-based Clustering. This heuristic clusters the instructions 
within a procedure based on the physical proximity of their target objects. For 
example, a procedure may contain contiguous instructions but one may require action 
such as “turning a valve” in one location, followed by “checking a meter” in another 
location. If these two locations are far, then it is an indication that these two 
instructions, in spite of their apparent sequence without pause within the procedure, 
belong to different modules. Operationalizing this heuristic requires non-trivial 
information about the geo-locations of different target objects. With the help of such 
geo-locations, it is, however, straightforward to identify boundaries around instruction 
sets that allow such separation among instruction clusters. Such location-based 
clustering is important because it provides additional clues, beyond those provided by 
time-base clustering, for identification and extraction of services.  
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Heuristic 12. Actor-based Clustering. The Actor responsible for each instruction 
provides another clue to instruction clustering. This is true because many procedures 
are complex and require coordination across multiple operators. For example, a 
procedure to shutdown a unit may require field operators to carry out some 
instructions (such as “closing a valve”), and the console operators to follow others 
(such as “monitoring a parameter”). Implementing this heuristic requires examining 
the Subject for each instruction in the procedure. A change in the subject suggests the 
boundary around a cluster of instructions. Such actor-based instruction clustering is 
important because it can produce services that have clear assignment of responsibility.  

Heuristic 13. Co-occurrence-based Clustering. Unlike the previous three heuristics 
that leverage a lightweight ontology such as the location information, time indication, 
and actor types, this heuristic relies on a statistical pattern. It tries to identify co-
occurring pairs of instructions in multiple procedures. The relative frequency of co-
occurrence is used by the heuristic to identify and extract this cluster of instructions as 
a service. A key decision for this heuristic is the threshold frequency, which we allow 
to be user-determined. The significance of this heuristic is straightforward. It allows 
extraction of repeating clusters of instructions into modules that can be extracted as 
services. Table 4 summarizes the heuristics. 

Table 4. Heuristics for Identifying and Extracting Services from Procedures 

Heuristic Assumptions and Formalization 
Heuristic 8 – 
Start Trigger 
Identification 

Assumption: The start trigger is the first instruction with no explicit 
action. 
∃Sn | Sn-1.maintext != 1 ∧ Sn.maintext = 1  ∧ Sn.predicate = null ⇒ 
Sn.StartTrigger = 1 

Heuristic 9 – 
End Trigger 
Identification 

Assumption 1: Main body text of procedure ends with instructions.  
Assumption 2: The end trigger is the last action. 
Assumption 3: The end trigger is one of special actions in EndingList. 
∃Sn | Sn+1.predicate = null ∧ Sn.predicate ∈ EndingList ⇒ 
Sn.EndTrigger = 1 

Heuristic 10 – 
Time-based 
Clustering 

Assumption: A break in activity e.g. checking/waiting suggests a 
boundary.  
∀Sn | Sn.condition ∈ WaitingList ⇒ Sn. BreakByTiming = 1 

Heuristic 11 – 
Location-based 
Clustering 

Assumption: Actions on units in proximity belong to the same module. 
∀Sn | Sn.object ∈ LocationList(j) ∧ Sn+1.object !∈ LocationList(j)  

⇒ Sn.BreakByLocation = 1 
Heuristic 12 – 
Actor-based 
Clustering  

Assumption: A switch inside to outside or vice versa suggest a break. 
∀Sn | Sn.actor != Sn+1.actor ⇒ Sn.BreakByActor = 1 

Heuristic 13 – 
Co-occurrence-
based Clustering 

Assumption: High co-occurrence of two actions suggests membership 
in a module. 
(∀ vi, vj ∈ V, ∀ ni, nj ∈ N | Sn-1.predicate = vi ∧ Sn-1.object = ni ∧ 
Sn.predicate = vj ∧ Sn.object = nj) ⇒ Relation[(vi, ni) × (vj, nj)] ++ 
∀Sn | Relation[(Sn.predicate, Sn.object) × (Sn+1.predicate, Sn+1.object)] ≤ 
threshold ⇒ Sn.BreakByCoocurrence = 1 
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The heuristics identify instruction sets as modules and extract these as a first 
approximation of services. The next section illustrates their use with real-world 
procedures obtained from multiple refineries. 

4   Application and Evaluation  

The heuristic approach we have outlined is difficult to evaluate because of a number 
of concerns. First, the heuristics must be tailored to differences in procedure formats 
from different organizations because the petrochemical industry does not follow a 
standard format for documenting procedures. Second, the application of heuristics is 
data-driven, i.e., the applicability of heuristics to procedures from different 
petrochemical companies is likely to be different. Third, statistical pattern mining 
across multiple procedures can be difficult to demonstrate because of the availability 
of a small number of procedures.  

The application and evaluation we report is, therefore, formative, instead of 
summative evaluation [28]. The approach we follow for evaluation resembles a case-
based method that focuses on illustration [29, 30] following a descriptive approach 
[30]. The example procedure(s) we use for evaluation describes a set of instructions 
for failure recovery at the Hydrocracker unit at a refinery (anonymized). The 
procedure is named DHT Shutdown Procedure – Fuel Gas Failure. It contains 33 
statements. The description and illustrations show outputs obtained by applying the 
heuristics along with the rationale. Before proceeding to the illustration, we describe 
the lightweight ontology along with examples. It consists of taxonomies of terms, 
including actions, actors, equipments and locations obtained from subject-matter 
experts. Table 5 shows the categories and examples in each.  

Table 5. Lightweight Ontology and Example Elements 

Category Examples  
Phrases indicating Title standing instruction, DHT shutdown procedure, col 13 … 
Verbs indicating Actions close, shut down, open, block off, start, steam … 
Nouns indicating Objects feed pump, damper, accumulator, Htr 30, CCU … 
Conjunctions when, till, unless … 
Procedure End Actions notify process manager, notify duty man, fill in report … 
Wait conditions oil from Htr 29 reaches 450oF, reactor pressure at 200 psig … 
Labels for Inside Actor insider, I, console, console operator 
Labels for Outside Actor outsider, O, field, field operator 
Geo-coded Locations Feed heater and reactor: Htr 29, heater 30, feed pump, feed line  

The heuristics in Phase 1 separate the procedure into three parts: meta-information, 
title, and the main body of the procedure (see Table 6). The first heuristic uses (a) a key 
phrase indicating “title”, and (b) a label indicating equipment. Together, they allow 
marking of a part of the procedure as the title. Based on the location of the title (in this 
procedure, at Statements 5 and 6), the location of meta-information and the main body of 
the procedure (containing action knowledge) are determined by Heuristic 2 and 3 based on 
the position of the text relative to the title. The main body of the procedure contains 27 
statements, which are then subjected to heuristics from the later phases.  
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Table 6. An illustration showing application of Phase 1 heuristics 

Statement Body of Procedure Output of Phase 1 
S1 Reference No.: DDHE – 9 S1.meta-info = 1 
S2 Page: 1 – 1 S2.meta-info = 1 
S3 Date: MM/DD/YY S3.meta-info = 1 
S4 By: xxxxx S4.meta-info = 1 
S5 STANDING INSTRUCTION NO. DDHE – 9 S5.title = 1 
S6 DHT SHUTDOWN PROCEDURE – FUEL GAS 

FAILURE 
S6.title = 1 

S7 Fuel gas failure S7.maintext = 1 
S8 Close main block on fuel and pilot gas lines S8.maintext = 1 
…. …. …. 

In Phase 2, instructions in the body of the procedure, that is instructions 7 through 
33, are parsed using part-of-speech-tagging [25]. The heuristics identify and tag the 
following elements in each instruction: predicate, subject, object, and condition. The 
process is augmented with the lightweight ontology described above. Table 7 
illustrates the outcomes for some of the instructions.  

Table 7. An illustration showing application of Phase 2 heuristics  

 Body of Procedure Si. 
subject 

Si. 
predicate 

Si.object Si. 
condition 

S7 Fuel gas failure field  null null  
S8 Close main block on fuel and 

pilot gas lines 
field close fuel and 

pilot gas 
lines 

 

S9 stream to Htr 29 & Htr 30 
fireboxes 

field steam Htr 29 & 
Htr 30 

 

S10 Open dampers field open dampers  
S11 Divert stripper bottoms back 

to feed 
field divert stripper 

bottoms 
 

S12 Start electric pump  field start electric 
pump 

 

S13 Circulate stripper bottoms field circulate stripper 
bottoms 

 

S14 Shut down power recovery 
turbine 

field shut down power 
recovery 
turbine 

 

S15 Shut down feed pump  field shut down feed pump  
S16 If feeding USC, notify the 

CCU  
field notify CCU feeding 

USC 
S17 Cut out all USC field cut out USC  
S18 Close annin valve in feed line field close feed line  
S19 Shut down field feed pump field shut down field feed 

pump 
 

S20 Block off platformer field block off platformer  
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Table 7. (continued) 

S21 unload compressor make 
valves 

field unload compressor 
make 
valves 

 

S22 Notify the SMR that H2 is not 
longer needed 

field notify SMR  

S23 Shut down condensate 
injection 

field shut down condensate 
injection 

 

S24 Shut down sour water pump field shut down sour water 
pump 

 

S25 Close in warm and cold flash 
accumulators with normal 
levels 

field close warm and 
cold flash 
accumulato
rs 

 

S26 Close in lean and fat DEA 
circulation 

field close lean and fat 
DEA 
circulation 

 

S27 Shut down Htr30 circulation  field shut down Htr30  
S28 Pump stripper bottoms back 

to feed 
field pump stripper 

bottoms 
 

S29 As time permits close 
individual fuel 

field close individual 
fuel 

time 
permits 

S30 close pilot burners field close pilot 
burners 

 

S31 Shut down feed and product 
inhibitor injection 

field shut down feed and 
product 
inhibitor 
injection 

 

S32 Shut down air fans field shut down air funs  
S33 If unable to restart unit, notify 

Process Manager 
field notify Process 

Manager 
unable to 
restart 
unit 

 
The heuristics in Phase 3 use the structured instructions (see Table 7) produced by 

the last phase. Heuristic 8 is triggered by the Null predicate in instruction 7 (first line 
in Table 7). It sets this statement as a start module. Heuristic 9 is triggered by the 
predicate “notify” in instruction 33 (last line in Figure 3). Heuristic 10 is not triggered 
because none of the predicates indicating a time interruption are found in the 
instructions. Heuristic 11 is triggered based on information about location of units. 
The instructions show that the unit changes twice during the procedure. Each change 
triggers Heuristic 11 to set a procedure break. In the example procedure, the target 
object of instructions 8 to 11 appear in the same location (obtained from the 
lightweight ontology). The target object of instruction 12 is not co-located with the 
target object for instructions 8 to 11. This location change causes Heuristic 11 to set a 
break between statements 11 and 12. Heuristic 12 is not triggered either because all 
instructions are carried out by the same operator role, the outside, field operator. 
Heuristic 13 relies on mining co-occurrence of patterns across multiple procedures. 
The example procedure shown cannot illustrate this heuristic. After applying the 
heuristics, the procedure is decomposed into multiple modules, each defined as a 
service. The services extracted are shown in Table 8 below.  
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Table 8. Services extracted from the Procedure  

Cluster Contents Service Description 
S7 Instruction: Fuel gas failure Start Trigger Service 

 
S8 to S19 Starting from “Close main block 

on fuel and pilot gas lines” to 
“Shut down field feed pump” 

Service 1: 12 instructions 
Primary Operator – Field Operator 
Location – Feed Heater and Reactor 

S20 to S26 Starting from “Block off 
platformer” to “Close in lean and 
fat DEA circulation” 

Service 2: 7 instructions 
Primary Operator – Field Operator 
Location – Recycle Compressor 

S27 to S32 Starting from “Shut down Htr30 
circulation” to “Shut down air 
fans” 

Service 3: 6 instructions 
Primary Operator – Field Operator 
Location – Feed Heater and Reactor 

S33 Instruction: If unable to restart unit, 
notify Process Manager 

End Trigger Service 

 
The illustration provides prima facie validation of the approach by showing the 

ability to parse the 33 instructions in the procedure to extract five services (See Table 8).  

5   Conclusions and Future Work 

This research has proposed a heuristic approach to extract services that represent 
action knowledge modules from procedures in a petrochemical refinery. The approach 
is inspired by work related to an action view of knowledge [7, 15, 16]. The service 
extraction approach identifies and extracts services from operator procedures. In 
doing so, we have extended the service extraction perspective [20, 21] in a novel 
manner – applying it to operator procedures in a process industry instead of its 
traditional application to extraction of services from legacy systems.  

We claim several potential benefits that follow from our approach. First, the 
approach exposes fundamental properties of each instruction such as timing, location, 
and subject (actor) in a manner that make each instruction amenable to manipulation. 
Second, it is likely that the services extracted with our approach are easier to manage 
and reuse across multiple procedures. Third, the availability of extracted services 
provides more freedom for tailoring the presentation to operators who may exhibit 
different levels of expertise. Fourth, the services extracted can be used to drive 
training efforts for novices as well as experts who may make delegation decisions.   

We acknowledge that there are some limitations to our approach. First, the emphasis 
on action knowledge structured as predicates, subjects, objects, and conditions may lead 
operators to ignore descriptive or peripheral knowledge that may be implicitly 
embedded in instructions. Second, services may emphasize the “how” instead of “why” 
slowing the development of experience-based expertise. Although we indicate this as a 
potential threat, it is possible to supplement the services with a conceptual map of the 
refinery and the rationale that enhances the operators’ understanding. Third, our 
approach requires some extra efforts to create a domain-specific lightweight ontology 
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from subject-matter experts. The effectiveness of services is dependent on the quality 
and veracity of information in this lightweight ontology. Fourth, it is essential to 
understand if there is any knowledge that captures dependencies across services which 
is lost via our approach. We plan to investigate this concern as we continue our 
research. Finally, the service extraction approach is based on existing procedures. It 
does not immediately lead to the identification of new procedures. Here as well, we will 
explore the possibility of combining services to identify new procedures as the research 
progresses.   

The work we have described for service extraction relies on heuristics. We have 
argued that this is an appropriate approach because of the nature of knowledge in the 
procedures. Nevertheless, we acknowledge that there are disadvantages to using a 
heuristic approach. These include the following. First, the heuristics require domain 
expertise that may be difficult to obtain. Second, it is difficult to claim 
comprehensiveness. There may be additional heuristics that we have not discovered 
yet. Third, the sequence in which the heuristics are applied may influence the 
outcomes. In particular, it is necessary to account for potential interactions among the 
heuristics themselves. These remain on our future research agenda. 

In spite of the limitations acknowledged above, the approach has considerable 
potential for advancing the state of the practice. Possible applications of such an 
approach can be found in other industries with large amount of procedures, 
instructions, and working guidelines. Examples include monitoring nuclear plants 
[31] and healthcare procedures [7]. Although prior work has suggested possibilities 
for automating procedures in process industries, the human-in-the-loop phenomenon 
is increasingly recognized as critical [32, 33]. Improving this aspect of the process 
industry operations requires that we actively extract, represent and manage the 
knowledge embedded in operator procedures. This research is aimed at achieving this 
broad goal of managing action knowledge embedded in the procedures. The service 
extraction approach developed in this paper is one element of this overall goal. We 
hope that the approach outlined will serve as the basis for further discussion and 
enhancement.  
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Abstract. Modular design rules are rooted in a tradition of process design for 
physical production. In response to an emerging information systems research 
agenda for design logic in the realm of services and digital goods, and through 
the lens of dynamic capabilities theory, the research presented here re-examines 
traditional modular design in the context of a service-centric volatile 
marketplace. A complex adaptive systems simulation artifact from prior 
literature is augmented with a novel operationalization of market volatility, and 
a series of hypotheses are tested that demonstrate a need for revision of modular 
design rules in a dynamic context. Rules that have historically isolated the 
modular design decision to characterizations of task interaction are expanded to 
incorporate a new objective: adaptive parity with the environment.  It is the goal 
of this continuing research stream to make early contributions in the recently 
proposed agenda for new organizing logic in digital innovation and services. 

Keywords: modular design, service design rules, dynamic capabilities theory, 
complex adaptive systems, simulation, service-oriented enterprise. 

1   Introduction 

In a recent article, Yoo et al. propose an information systems research agenda in 
support of an emerging “layered modular architecture” for firms, that fuses 
technology with digital production and embedded services (Yoo, Henfridsson, & 
Lyytinen, 2010). This new agenda re-contextualizes modular design principles within 
the world of digital production and services science. The maturing notion of the 
Service-Oriented Enterprise (SOE) can be one avenue through which information 
systems are brought to bear within this context (Cherbakov, Galambos, Harishankar, 
Kalyana, & Rackham, 2005). However, prior testing and validation of long-standing 
modular design principles, a critical foundation upon which SOE technologies can be 
used to design processes (choreographies in SOE parlance), lack a characterization of 
the volatile environment within which the designs execute. These design rules are 
historically task-interaction-centric. It is possible that the very design principles, 
which dictate service and digital product configuration, must be adjusted to account 
for this new context. The research stream depicted in this manuscript seeks to make 
early headway within Yoo et al.’s agenda for layered modular architecture by 1) 
contextualizing volatility in the service and digital production landscape through the 
lens of dynamic capabilities theory, 2) expanding a well-recognized modular design 
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simulation artifact to incorporate an operationalization of the market volatility that is 
characteristic of the services context, and 3) presenting theoretically grounded 
revisions to classic modular design rules based on the results of hypothesis testing 
within the revised artifact.  

With a transition from an industrial to a hybrid service/industrial or perhaps 
increasingly pure service-based economy, the lens through which researchers examine 
competition between firms has evolved to emphasize the ability of the firm to adapt 
and respond to increasingly regular shifts in market preferences. Dynamic capabilities 
theory represents one such perspective, contextualizing market shifts as disruptions 
and a firm’s competitiveness as the ability to adequately respond by reorganizing 
and/or refactoring capabilities in order to continue to provide value within the context 
of the market’s new preference landscape (Eisenhardt & Martin, 2000; Helfat & 
Peteraf, 2003; Makadok, 2001; Pavlou & El Sawy, 2005; Teece, Pisano, & Shuen, 
1997; Winter, 2003).  Figure 1 depicts the lifecycle of a firm’s capabilities as the firm 
faces shifting market dynamics, leading to disruption. 

Activities
across time

Disruption

Replication
(make adjustments to accommodate

the disruption and maintain capability)

Renewal, Redeployment, or Recombination
(Capitalize on new opportunities from the

disruption)

Retrenchment
(unable to adjust to change, value of

capability decreases)

 

Fig. 1. A capability’s lifecycle and the role of disruption (Helfat & Peteraf, 2003) 

Through the formalism of Dynamic Capabilities theory, key assertions regarding 
the role of information systems technology and design rules for process and service 
configuration become clear.  Figure 2 positions these elements within the capabilities 
hierarchy, exposing their critical nature for the firm looking to compete in a service-
driven economy, defined by their ability to respond affectively to market disruption. 

Information systems technology is employed at the higher levels of the capabilities 
hierarchy, and provides a vehicle through which emerging characteristics of the 
market environment and process/service execution can be captured and monitored.  
The Service-Oriented Enterprise (SOE) represents such an organizational model, 
where information systems are employed to capture data from dynamic process 
executions (known as choreographies), as well as to sense and capture contextual 
information related to the environment within which these choreographies execute.  
One outcome of this model for information systems embedded within organizational 
processes is a critical data source that can be used to help guide future process and 
service design decisions. 

Patterns in this emergent data can then be exposed to the design rules that the firm 
employs when constructing their customer-facing products and services. The products 
and services themselves are a result of the firm’s “shop-floor” processes, which 
represent a firm’s lowest and most volatile level within the capabilities hierarchy. 
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Fig. 2. The role of information systems and design rules in the capabilities hierarchy 

Dynamic Capabilities theory asserts that design decisions made at the higher levels 
of the hierarchy ultimately dictate both performance and adaptability for the resultant 
products and services.  These objectives (peak performance and adaptability) exist in 
conflict within themselves.  Inherently, the best performing product or service 
offering is one that is completely tailored to market preferences at a current point in 
time.  However, tailoring the production process of a product or service to perfectly 
match the current state of the market reduces the ability for that process to evolve at 
an increasing rate of change for market preferences.  The tension between these two 
objectives is amplified within a service context, where firms compete by adapting to 
customer demand and customer demand evolves rapidly. 

Within this context, the design rules that dictate the structure of lower level 
processes, by necessarily committing the process to a position along the spectrum of 
the performance/adaptability tradeoff, become critical to the success of the firm.  
Here, modular design has emerged as a key set of principles that support the dynamic 
capabilities notion of “planned adaptation” (Eisenhardt & Sull, 2001; Simon, 1993; 
Teece, et al., 1997).   Research in this area began with the exploration of alternative 
configurations for complex systems (Simon, 1962).  It was noted that hierarchical and 
decomposable systems demonstrated greater stability, and the research in this area 
evolved into the development and validation of tools for system decomposition.  One 
such tool, the design structure matrix (DSM), is used to identify interactions between 
tasks in a workflow and then modularly cluster tasks so that the task groupings exhibit 
high intra, yet low inter-group interaction (Baldwin & Clark, 2000).  Figure 3 
represents a sampling of DSM across a number of task interaction scenarios. 

Within a DSM each task is represented along the vertical and horizontal axes, and 
an “x” is placed at the intersection of a pair of tasks if those two tasks are dependent 
upon each other. The purpose of the DSM is to then reorganize the tasks in question  
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Fig. 3. DSM representing the interaction structure of a diverse set of patterns 

so that they cluster together with minimal interaction across the clusters. The 
emergent nature of knowledge regarding task interaction and environment, and 
characterization of the marketplace as a rough landscape to which firms are regularly 
adapting products and services in order to meet demand, make complex adaptive 
systems simulation a natural test bed within which DSM-driven modular designs can 
be tested and the DSM tool examined for validity (Kauffman, 1993). Because of this, 
Kauffman’s NK model has been used as the basis for a stream of research seeking to 
explore the efficacy of modular design based on task interaction.  The results of these 
efforts have supported DSM-style modular design as the dominant modularization 
strategy, and a critical design principle has emerged from this research: when in 
doubt, under-modularize (Ethiraj & Levinthal, 2004b). 

Ironically, however, the very nature of the evolving marketplace has been assumed 
away in these prior experiments. Specifically, performance landscapes for choreographies 
in the simulation trials have historically remained static. This is in stark contrast to the 
competitive conditions of a service-based context where customer preferences are fickle 
and rapidly changing. The research herein seeks to build off of existing work in the area 
by implementing a grounded characterization of environmental volatility within the 
same NK simulation model. DSM decomposition will be used as a baseline for modular 
choreography design, and performances for configuration adjustments from this 
baseline will be observed in order to explore possible adjustments to modular design 
principles in the face of a dynamic environment. 

2   Hypotheses 

Design research on modularization has always been about identifying a target 
characterization for hierarchical task decomposition. Prior research has led to a 
characterization emphasizing task interaction, and recommending decomposition so 
that inter-module interaction is minimized. This DSM-style decomposition represents 
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an effort to balance the adaptability of increased modularization with the peak 
performances of more tightly coupled designs. In this exploratory study, aspects of 
the environment, specifically characteristics of market volatility, are introduced. 
Therefore, hypotheses to identify adjustments that may need to be made to target 
decomposition (service abstraction) guidelines in the face of varying environmental 
conditions are organized under a guiding proposition that attempts to capture the 
inherent tension between modularization for adaptability while maintaining 
performance levels in the face of volatility. Table 1 depicts the “adaptive parity” 
proposition and related hypotheses. Adaptive parity simply suggests that a modular 
design’s adaptability must necessarily keep up with the rate at which disruption 
occurs within the execution context. This proposition suggests that, in a volatile 
market, designs should err on the side of increased modularity.  Adaptive parity is a 
marked revision to existing design rules that propose under-modularization in the case 
of design uncertainty (Ethiraj & Levinthal, 2004b). For each experiment, classic DSM 
decomposition represents the “true” underlying task interaction structure; the baseline 
off of which adjustments are made to test performance impacts under varying 
environmental contexts. 

Table 1. The adaptive parity proposition and related hypotheses 

Adaptive parity proposition: the target level of modularization in a volatile 
environment becomes the level at which organizational adaptability is in 
parity with environmental volatility.  
Hypothesis 1 (impact of volatility hypothesis): As volatility increases for a 
choreography with a level of service abstraction set to mirror that of the “true” 
modular structure, the performance of the choreography will degrade. 
Hypothesis 2 (adaptation hypothesis): In a volatile environment, a choreography 
with an increased level of service abstraction will outperform a choreography that 
has a service abstraction level at or below that of the “true” modular structure. 
Hypothesis 3 (below parity hypothesis): Additional levels of service abstraction 
that serve to bring the adaptability of the choreography closer to parity with the 
volatility of the environment will improve choreography performance. 
Hypothesis 4 (above parity hypothesis): Increasing the level of service abstraction 
beyond that which balances adaptability with volatility will degrade the 
performance of a choreography. 
Hypothesis 5 (decreasing returns to approaching parity hypothesis): The 
magnitude of performance improvement for adding an additional layer of service 
abstraction when approaching parity with the volatility of the environment 
monotonically decreases. 

3   Methodology 

The basis for this simulation model is adapted from Ethiraj (Ethiraj & Levinthal, 
2004a, 2004b) who in turn credits Simon (1962) for the conceptual criterion used to 
convert Kauffaman’s (1993) NK model with random interaction structure into a  
non-random interaction environment representing modules with high intra-module 
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interaction and low inter-module interaction. The model begins with a set of thirty 
tasks, each capable of being configured in one of two alternative fashions (binary task 
variables). The tasks represent individual activities that need to be performed in a 
choreography in a Service Oriented Enterprise. Since each task in the choreography 
can take on one of two configurations, there are 230 unique possible configurations for 
the set of tasks in the choreography. The performance of each task is a function of not 
only the configuration of the individual task, but the configuration of the tasks with 
which it interacts. This is in line with the common conceptualization of the activities 
within a firm occurring on a rugged and nonlinear landscape where unknown task 
interactions and explicit task structuring serve to increase the complexity of searching 
the landscape for performance peaks through local task performance improvement 
(Levinthal, 1997).  

 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
1 x x x x x
2 x x x x x
3 x x x x x
4 x x x x x
5 x x x x x
6 x x x x x
7 x x x x x x
8 x x x x x
9 x x x x x
10 x x x x x
11 x x x x x
12 x x x x x
13 x x x x x x
14 x x x x x
15 x x x x x
16 x x x x x
17 x x x x x
18 x x x x x
19 x x x x x x
20 x x x x x
21 x x x x x
22 x x x x x
23 x x x x x
24 x x x x x
25 x x x x x x
26 x x x x x
27 x x x x x
28 x x x x x
29 x x x x x
30 x x x x x  

Fig. 4. Interaction Structure: N=30, M=5 

The interaction structure for the tasks in the choreography is presented in figure 4. 
Validation of the simulation instrument is a critical first step for this research. In order 
to achieve this through input/output comparison with the Ethiraj (2004b) study, the 
predominant interaction structure reported therein where N (the number of tasks) 
equals 30 and M (the number of modules) equals 5 is adopted. An “x” in a cell of the 
interaction matrix represents a relationship between the tasks designated by the index 
of the row and the index of the column where the intersection occurs.  Therefore, the 
interaction matrix dictates the set of tasks whose configuration any individual task’s 
performance depends upon (along with its own configuration).   

For example, based on the matrix in figure 9, task 5 (represented by the fifth row in 
the matrix) is dependent upon itself as well as tasks 1, 2, 3, 4, and 6 (as can be seen by 
the “x” in each of the respective columns in the matrix). Since each task can take on 
one of two configurations and the performance of task 5 is a function of six tasks 
(itself and five other tasks with which it interacts), there are 26 or 64 possible 
performance values for task 5. Task 7, however, is dependent upon itself as well as 
tasks 8, 9, 10, 11, and 12 (representing the within-module high degree of task 
interaction) and also task 6 (representing the weaker “interface” interaction between 
modules (Simon, 1962)). Therefore task 7 can take on 27 or 128 possible performance 
values. To operationalize performance, a value for each possible configuration of a 
task and the tasks with which it interacts is randomly drawn from the uniform 
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distribution U[0, 1].  The overall performance of the choreography is then computed 
as the simple average of all task performances. 

When the simulation is started, each period every service entity (or module) in the 
choreography is allowed to search for a local adaptation to improve performance. The 
service entity is only able to observe the performance of the tasks within the entity 
itself. The performance of the service entity is calculated as the average of the 
performance of the three tasks it contains. The entity calculates its performance, 
randomly selects one of its tasks, reconfigures the task, and compares its overall local 
performance with the reconfigured task to that of the overall local performance before 
the change. If the local performance of the service entity improves, then the 
adaptation is kept. Otherwise, it is discarded. Each service entity in the choreography 
is allowed to search for one local adaptation per period. Through this process, the 
central tension between increased perception of the impact of a local adaptation and 
the speed at which the choreography can evolve is enacted. An over-modularized 
choreography design (M>5) is allowed extra local adaptations per period, but the 
adaptations ignore a higher degree of task interactions when they are put into place 
(potentially degrading the performance of other tasks through their adoption).  An 
under-modularized choreography design (M<5) has greater perspective on the 
relationship between the tasks in the choreography, however is considerably slower to 
evolve due to fewer opportunities for local adaptation per period. Validation of the 
simulation model occurs through an input/output comparison of the patterns of 
performance emergent in both this study’s implementation of the model and the 
implementation in the Ethiraj (2004b) study. The pattern of concern involves the 
relative performance trends of local adaptation for choreographies of size N=30 where 
one is over-modularized (M=10), one is under-modularized (M=3), and one is 
modularized in congruence with the true underlying interaction structure (M=5). 

3.1   Modeling Environmental Volatility 

The NK interaction model is then augmented through the inclusion of theoretically 
grounded operationalizations of marketplace volatility.  Volatility in the marketplace 
is characterized by how often a disruption occurs, and how large the disruption is 
(Jurkovich, 1974; Miles, Snow, & Pfeffer, 1974). This study adopts a four point scale 
for marketplace volatility ranging from [0, 3]. Volatility is operationalized in the 
performance landscape underlying the NK interaction model through a re-
computation of the performance landscape for tasks. The four point scale 
characterizes the rate of re-computation and the number of tasks being recomputed 
(the magnitude of the re-computation). So, for example, a volatility level of 0 
emulates the static performance landscape of prior studies where each period there is 
a 0% chance that any task has its performance landscape recomputed. A volatility 
level of 1 represents a 25% chance that 25% of the tasks will have their performance 
landscape re-computed. A level of 2 represents a 50% chance that 50% of the tasks 
are recomputed, and so on. If the performance landscape for a task is conceptualized 
as a series of peaks and valleys, then the re-computation of a task’s performance 
landscape is akin to rearranging the peaks and valleys that the firm navigates while 
searching for better task configurations to achieve a higher performance peak. 
Implementing market volatility in this fashion emulates the evolving needs of the 
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marketplace that change the requirements for services provided by the choreographies 
of a Service Oriented Enterprise.   

3.2   Simulation Validation 

The NK interaction model underlying the simulation for this research has been 
adapted from the Ethiraj (2004b) study, specifically targeting his work on local 
adaptation for varying degrees of uniform modularity. In order to validate the 
comparability of the current study’s model with the Ethiraj model, the pattern of 
performance for equivalent model inputs should be consistent across the two 
implementations (O'Leary, Goul, Moffit, & Radwan, 1990). Figure 5 depicts the 
output from the Ethiraj implementation for a scenario where N (the number of tasks) 
equals 30 and M (the number of modules in the true underlying interaction matrix) 
equals 5.  For comparison, the validation run for the current study’s model (presented 
in figure 6) includes three characteristic modularization levels: Under-modularization 
(3 modules), over-modularization (10 modules), and “true” modularization (5 
modules). The pattern, as observed in Ethiraj (2004b) includes the following 
characteristics: 

 “true” modularization creates a performance upper-bound for alternative 
modularization strategies. 

 Under-modularization approaches the performance level of “true” 
modularization, but does so at a slower pace. 

 Over-modularization approaches an asymptote below the performance level 
of “true” modularization. 

 Initially, over-modularization out-performs under-modularization before 
under-modularization overtakes it while approaching a higher performance 
asymptote at a slower pace. 

The same pattern for performance outcomes of the different modularization strategies 
can be observed in the validation output for the current implementation. Initially, 
over-modularization outpaces under-modularization because of its increased 
adaptability. However, under-modularization catches up and overtakes it on its way  
 

 

Fig. 5. Ethiraj output for N=30, M=5 



358 J. Nichols et al. 

 

to a higher performance asymptote at the level of the “true” modularization strategy.  
A comparison of the trends in output across figures 5 and 6 demonstrate that the 
current implementation captures the behavior of Ethiraj’s prior implementation and 
replicates the pattern of results reported in his study. The baseline environment for the 
current implementation (volatility and engagement complexity set to 0) is congruent 
with the static performance landscape examined in prior studies. 

Static Performance Landscape
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Fig. 6. Validation output:  N=30, M=5 

4   Hypothesis Testing and Results 

The results of hypothesis testing are presented in bar charts such as that depicted 
below. 
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Fig. 7. Example outcome from hypothesis testing 

This example chart is from the results of testing hypothesis 1.  Each bar represents 
the average performance, across 1000 independent simulation runs, for a specific 
environmental and choreography configuration.  For each hypothesis test the 
simulation runs were allowed to continue until performance stabilized (Jacklin, et al., 
2005; Phattanasri & Loparo, 2005).  The stable zone for each test spanned periods 70 
through 100, therefore the height of each bar is calculated as the average of these 
thirty periods across the 1000 simulation runs.  Because this study focuses on 
evaluating the impact of changes in environment and choreography configuration, 
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Cohen’s d was utilized as a measure of effect size across average performances as 
well as traditional tests for statistically significant differences.  Both of these tests are 
reported in each chart, where the p-value represents statistical significance and the d 
value represents the magnitude of effect for a change from one configuration to the 
next.  An arc is drawn from one bar to the next in order to illustrate the configurations 
being compared, and each arc is complimented with the results of both significance 
and effect size testing. 

Performance, the dependent variable, is always represented as the Y-axis in the 
charts.  The X-axis varies based on the specific independent variable being tested for 
each hypothesis. In the example above, the X-axis represents different levels of 
volatility. The complete set of variables manipulated across hypothesis testing include 
environmental volatility (represented in the charts as “vol” or “v”), the number of 
modules in the choreography (“m”), the choreography’s engagement complexity 
(“ec”), and the total number of tasks in the choreography (“n”).  For each test, the 
underlying interaction structure for the choreography is such that there exists 5 “true” 
modules (sets of tasks within which interaction is high, and across which interaction 
is low). 

4.1   Analysis of Hypothesis 1 

Hypothesis 1 (the impact of volatility hypothesis) states that the performance of a 
choreography designed through existing modular guidelines will degrade as the 
volatility of the environment increases.   
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Fig. 8. Results of testing hypothesis 1 

Prior modular guidelines recommend a structure that mirrors the “true” task 
interaction structure of the choreography. This is to say that a properly designed 
choreography will be composed of sets of tasks where task interaction is contained 
within the sets and minimized across sets. For each configuration, represented as a bar 
in the chart below, the choreography was decomposed to mirror the 5 module design 
of the choreography’s underlying task interaction structure. The X-axis represents 
increasing volatility. For each increase in environmental volatility, the degradation of 
performance is both statistically significant (p=0.000, alpha=.05) and of a large effect 
size (d>.8). Hypothesis 1 cannot be rejected, and a significant reduction in 
performance for a choreography designed through traditional modular guidelines is 
observed as environmental volatility increases. 
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4.2   Analysis of Hypothesis 2 

Hypothesis 2 (the adaptation hypothesis) states that, in a volatile environment, a 
choreography designed with a higher degree of modularity will outperform those that 
are designed with a degree of modularity at or below that which is recommended by 
traditional modular design rules.  The X-axis in the chart below represents 
granularity, where the three levels inspected are modular designs of 3 sets of tasks 
(under-modularized), 5 sets of tasks (the recommended configuration from traditional 
design guidelines), and 10 sets of tasks (representing a choreography with an 
increased degree of modularization).  For each configuration, the environmental 
volatility was set to high (v=3).  
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Fig. 9. Results of testing hypothesis 2 

The choreography with a degree of modularity above that which is traditionally 
recommended outperformed both the “under-modularized” and the “right-sized” 
configurations in a volatile environmental context.  The performance improvement 
above the traditionally designed choreography was both statistically significant 
(p=.000, alpha=.05) and of a large effect size (d>.08).  Therefore, hypothesis 2 cannot 
be rejected.  A significant improvement was observed in increasing the modularity of 
a choreography beyond that which is recommended under traditional modular design 
rules when facing a volatile environmental context. 

4.3   Analysis of Hypothesis 3 

Hypothesis 3 (the below parity hypothesis) states that increasing the modularity of a 
choreography in order to bring its adaptability closer to parity with the volatility of 
the environment will result in additional gains in performance.  In order to test this 
hypothesis, the volatility of the environment is set to high (vol=3).  In this context, 
there is a 75% chance each period that 75% of the task configurations in the 
underlying structure will be changed.   

It should be noted here that the configuration of the tasks in the underlying 
structure represent the “goal” configuration for the choreographies in the simulation 
in order to achieve maximum performance. In this sense, the underlying task 
configuration represents market requirements for the choreography being evaluated. 
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As each choreography contains 30 tasks, this means that each period approximately 
22 of the tasks will require reconfiguration in order to keep up with the degree of 
change occurring in requirements for the choreography.  In the chart below, 
granularity is again represented across the X-axis.   
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Fig. 10. Results of testing hypothesis 3 

The degree of modularity is manipulated to span an under-modularized 
configuration (m=3), a configuration adhering to traditional modular design rules 
(m=5), an over-modularized configuration (m=10), and an additional over-
modularized configuration close to but just below parity with the volatility of the 
environment (m=20). Each period, every module is allowed to evaluate the 
performance improvement local to that module for implementing one adaptation to 
one task within that module. In the m=20 configuration, therefore, 20 adaptations are 
possible per period. This is close to but just below the 22 requirements adjustments 
possible each period in the underlying choreography structure. In order to test 
hypothesis 3, the comparison of importance is that between the two over-modularized 
configurations of m=10 and m=20. Hypothesis 2 demonstrated a performance 
improvement for an over-modularized configuration in a volatile context, whereas 
hypothesis 3 is designed to examine the impact of additional modularization 
approaching parity with the environment. The performance improvement across these 
two configurations is both significant (p=0.000) and of a high effect size (d>.08).  
Hypothesis 3 cannot be rejected, and increases in modularity for a choreography that 
approach parity with the volatility of the environment result in additional performance 
improvements. 

4.4   Analysis of Hypothesis 4 

Hypothesis 4 states that modularizing past the point of parity with the environment 
will result in performance degradation.  In order to test this, the same experimental 
setting from hypothesis 3 was used with the inclusion of a choreography configured 
with 25 modules (m=25).  The adaptability of this configuration is above the degree 
of volatility represented in the environment (potential for 22 requirements 
adjustments per period). 
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Fig. 11. Results of testing hypothesis 4 

The comparison of interest for testing hypothesis 4 is that between the 
configuration where adaptability is just below parity (m=20) and the configuration 
where adaptability is above parity (m=25).  A decrease in performance is observed 
after passing parity with the environment (p=0.006, alpha=.05) with a large effect size 
(d>.08).  Hypothesis 4 cannot be rejected, and a significant performance reduction is 
observed when the adaptability of a choreography is increased past that which is 
needed to keep up with the volatility of the environment. 

4.5   Analysis of Hypothesis 5 

Hypothesis 5 (the decreasing returns to approaching parity hypothesis) states that the 
performance gains for increases in granularity of equal magnitudes will diminish.  Put 
another way, the marginal performance gains for increased adaptability approaching 
the degree of volatility in the environment decrease.   
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Fig. 12. Results of testing hypothesis 5 

Hypothesis 3 demonstrated the significance of performance improvements as the 
modularity of the choreography increased from m=5 to m=10 and from m=10 to 
m=20.  Hypothesis 5 is concerned with the magnitude of these improvements.  Both 
increases in modularity, from m=5 to m=10 and from m=10 to m=20, represent a 
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doubling of the degree of modularity for the choreography.  However, the increase 
from m=5 to m=10 demonstrates a very large effect size (d=19.3) whereas the 
increase from m=10 to m=20 demonstrates a relatively much smaller effect size 
(d=2.58).  Therefore, hypothesis 5 cannot be rejected; increases in modularity of equal 
magnitude when approaching parity with the volatility of the environment result in 
decreasing performance gains as the choreography becomes more modular. 

5   Conclusion 

DSM is a powerful tool for modularization in the context of the service-oriented 
enterprise.  However, the injection of service management and design technologies 
avail the firm to a wealth of information regarding the context within which service 
choreographies are executed.  This information is underutilized in DSM design, as the 
DSM tool itself focuses strictly on task interaction.  The hypotheses tested here 
demonstrate that, in the face of environmental volatility, the DSM-oriented goal of 
minimizing inter-module interaction underperforms when compared to designs that 
target an alignment between design adaptability and the degree of volatility in the 
execution context; designs that approach adaptive parity with the environment.  This 
shortcoming in DSM design is represented through the lens of dynamic capabilities 
theory in the figure below.   

Disruption

 

Fig. 13. Disruption limiting the expression of a firm’s adaptive capabilities 

If a choreography’s design is not informed by characterizations of the volatility of the 
environment, adaptations to disruption are unable to adequately reflect performance 
gains before additional disruption occurs. Further, first steps towards approaching parity 
with the environment exhibit the greatest performance gains. Firms may then benefit 
from “convenience” opportunities for design adjustment rather than strict adherence to 
the emergent target degree of decomposition as they examine their context.  This is in 
stark contrast to the previously established design principle, “when in doubt, 
undermodularize”. The research here suggests that, in a volatile context, early notions of 
task interaction structure should lead to designs that err on the side of increased 
modularization.  This fits nicely within Yoo et al.’s notion of design for “generativity”, 
where components in a layered modular architecture are product agnostic (Yoo, et al., 
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2010).  The volatility of the environment is such that future use for components cannot 
be known, thus driving increased abstraction into finer and more loosely coupled 
modular designs engineered for future reconfiguration.   

The inclusion of environmental volatility in design research for modular systems is 
one step toward evolving modular design rules from their origins in the 1960’s to a 
more contemporary perspective that captures the dynamism of competing in a service-
driven context.  From the results of this study, it is proposed that classic modular 
design mechanisms such as DSM, which rely on task interaction to dictate design, 
now form a foundation upon which aspects of the execution environment must come 
into play.  Continuing research embeds further aspects of the environment into the 
simulation test bed, including the notion of engagement complexity from the 
coordination theory literature, and examines the interaction between competing 
environmental forces.  Further, continuing work observes performance impacts at the 
level of the value chain in a service market, where each service entity is afforded their 
own distinct environmental profile.  These efforts seek to contribute to the growing 
stream of information systems research that examines organizing logic and design 
rules at the intersection of technology as an organizational platform (e.g. SOE), and 
the growing marriage of digital products and services in the contemporary 
marketplace.  
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Abstract. The purpose of this study is to analyze the nature of IT artifacts that 
have been proposed in the emerging discipline of Service Science, Management 
and Engineering (SSME) as well as to provide further directions for design 
research in the service discipline. We review a sample of 123 service-related IT 
artifacts – that we identified on a German online research portal – by coding 
them with a framework for design research in the service science discipline. 
The key insights derived from the analysis are: (1) methods dominate other 
artifact types; (2) instantiations are almost exclusively developed for supporting 
the potential dimension of services; (3) research on customer solutions focuses 
on an inside-out perspective; (4) new constructs are predominantly developed 
for modeling the outcome dimension of services; (5) artifacts often possess a 
narrow scope; and (6) artifacts are seldom instantiated into software tools. 
These novel insights are expected to guide future design research in the service 
discipline by identifying areas which have only been sparsely addressed by 
design research or are yet to evolve to a sufficient state of maturity. Our 
approach is original as it features an early and innovative endeavor for 
identifying the nature of IT artifacts in SSME. 

Keywords: Design Science, Service Science, IT Artifacts, Germany, Hybrid 
Value Creation, Customer Solutions, Product-Service Systems. 

1   Introduction 

Over the last decades, we have been witnessing a transition from a primarily goods-
based to a more and more service-based economy in most developed countries [1]. 
Today, services are ubiquitous and they account, for example, for more than 80% of 
the gross domestic product (GDP) and total employment of the United States and 
about 70% of the GDP in Germany [2-4]. Interestingly, “[t]he service sector accounts 
for most of the world’s economic activity, but it’s the least-studied part of the 
economy” [5, p. 71]. Even up to today, researchers and practitioners within and across 
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fields have not yet agreed upon a common definition of the term “service” [6]. 
Researchers from different disciplines have so far investigated the phenomenon from 
rather distinct angles, e.g., from an economic, business, or technical perspective [7].  

Information Systems (IS) is an integrative research discipline “that is at the 
intersection of knowledge of the properties of physical objects (machines) and 
knowledge of human behavior” [8, p. 613]. Therefore, IS not only emphasizes to 
build theories that represent knowledge on how the world is like, but also focuses on 
engineering IT artifacts. Orlikowski and Iacono [9] call the IT artifact the “core 
subject matter” of IS research, while Gregor [8] states that what “distinguishes IS 
from other fields is that it concerns the use of artifacts in human-machine systems.” 
With appropriately designed IT artifacts, management and engineering problems in 
service systems can be supported, such as defining service portfolios, customizing 
individual value propositions for customers, and efficiently delivering services. 
Hence, the design and evaluation of IT artifacts for engineering and managing service 
systems is a major contribution IS research can render [10]. 

Against this background, the goal of this study is to review existing contributions 
of design science research to the service science discipline in Germany, which has not 
been in the main focus of similar studies [7,11]. We chose the field of hybrid 
customer solutions as an exemplary subset of the service discipline. Hybrid customer 
solutions (also referred to as hybrid products) are integrated bundles of physical 
goods and related value-added services that are intended to jointly solve a specific 
customer problem. Focusing on this research stream seems especially fruitful since 
numerous researchers, companies, and funding agencies have been involved in 
governmentally funded research projects in this area during the recent years. The 
purpose of this study is to provide these stakeholders with a status quo and 
perspectives for further design science research in the service discipline. Using an 
existing framework [12] as a device of mind, we analyzed a repository of 123 
research results that had been published on the German online research portal 
“Research Map of Hybrid Value Creation” (German: Forschungslandkarte zur 
hybriden Wertschöpfung). This web portal collects, categorizes, and shares results of 
German service science research projects. The remainder of the paper is structured as 
follows: Next, we briefly review the framework for design science research in the 
service science discipline. With this framework, we then analyze artifacts that have 
been contributed to the research on hybrid customer solutions as a part of service 
science in Germany. Key insights are discussed subsequently. Finally, we give a brief 
conclusion and discuss limitations and prospects of the presented study. 

2   Framework for Design Science Research in Service Science 

In previous work [12], we developed a framework for structuring design-oriented 
research activities in the area of service management and engineering (Figure 1). The 
original framework encompasses three dimensions (artifact type; service perspective; 
and level of analysis, i.e., macro-, meso-, and micro-level), from which the following 
two form the basis for our analysis presented in this paper. 

The first dimension is based on the outputs of design science research constituted 
by the four types of IT artifacts according to March and Smith [13]. Constructs form 
the vocabulary of a domain. They build the basis for defining problems and 
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specifying their solutions. Modeling languages, such as the Business Process Model 
and Notation (BPMN) are common collections of constructs. Models are sets of 
statements expressing relationships between constructs. Reference models, for 
example, describe a class of real-world phenomena on an abstract level. Their purpose 
is to give guidance to the design of other company-specific models. Methods are 
sequences of steps used to perform a task. Typical examples are algorithms, 
procedures, or guidelines. Constructs and models typically represent the inputs and 
outputs of methods. Service Blueprinting [14], for instance, is a well-known exemplar 
of a method for service design. Instantiations are realizations of constructs, models, or 
methods in information systems. Instantiations are valuable for demonstrating the 
utility of artifacts. In addition, they test the feasibility of both the design process and 
the designed artifact. The utility and feasibility of a method for simulating service 
processes, for instance, can be demonstrated by a software tool. 

The second dimension of our framework comprises different perspectives on the 
phenomenon of service [15]. The potential perspective accentuates that firms have to 
build up resources in order to provide services to clients. It focuses on the 
infrastructure basis which is used to design, configure, offer, and deliver services. 
Those resources might be operant resources (i.e., resources that operate on other 
resources, such as human resources, knowledge, or skills) or operand resources (i.e., 
resources to work on, such as raw material) [16]. The process perspective focuses on 
the business processes and activities for delivering services to customers. Due to the 
fact that value co-creation is a key characteristic of services [17], one central 
challenge in business process design is to determine the degrees of cooperation and 
visibility for each activity of the service process. The outcome perspective is 
concerned with determining the structure and the functional and non-functional 
properties of a service. In contrast to the process perspective, which focuses on how a 
service is delivered, it focuses on what is delivered. The market perspective respects 
the customer as a co-creator of value. The market perspective therefore comprises 
tasks such as identifying customer problems or determining a customer’s willingness 
to pay for particular service offerings. 

The two perspectives are in line with the components of other frameworks that 
have been developed to systematically study services or service systems respectively 
[18-21]. To illustrate the application of the proposed framework, Fig. 1 shows a 
classification of fictional artifacts. A typical artifact of the construct-outcome cell 
would be a modeling language that allows for an unambiguous specification of the 
function and form of a service. Similar modeling languages, e.g., EXPRESS-G / 
STEP, are commonly used to describe physical goods in a standardized and machine-
readable format. However, due to the distinct characteristics of services widely 
accepted standards for the description of services are still missing. A typical artifact 
categorized in the model-potential cell would be a reference model depicting a best-
practice organizational structure for service units in a certain industry. A 
mathematical procedure to calculate the optimal price of a service would be a 
compelling representative of the method-market cell. Such price optimizations for 
services are complex tasks due to the heterogeneous and perishable nature of services. 
An example for the instantiation-process cell would be a workflow system supporting 
the execution of service processes.  
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Fig. 1. Framework for design science research in service science [12] and exemplary artifacts 

3   Review of IT Artifacts 

3.1   Data Collection 

In the following, we apply the framework for analyzing the area of hybrid customer 
solutions in Germany, a specific research stream within service science. The objective 
is to analyze the research results that design-oriented research has so far contributed 
to this very subarea. A substantial collection of such research results is listed in the 
Research Map of Hybrid Value Creation, which is accessible at http://www. 
forschungslandkarte-hybridewertschoepfung.de. This web portal invites researchers 
and practitioners to publish, categorize, and share research results on the engineering 
and management of hybrid customer solutions. Up to today, more than 300 users have 
registered at the portal, which underlines the site’s status as a valuable source of 
information. We were able to identify a total of 123 research results listed in the 
portal (as of 2010-11-29). Since we intended to analyze the contributions of design 
science research only, we excluded theories and purely empirical work (about 1/3 of 
all entries) from our further analysis. 78 entries remained for analysis. 

3.2   Data Analysis 

We conducted a structured content analysis and drew the relevant data from the 
descriptions of research results as published on the abovementioned online portal. In a 
content analysis, case descriptions and other accessible sources of data are coded. 
Multiple readings of data and multiple coders are employed to enhance reliability and 
validity of the analysis [22]. Content analysis may be used in an inductive or 
deductive way [23]. We pursued a deductive approach as the framework introduced in 



370 J. Becker et al. 

 

Section 2 provided the categorization matrix for our structured content analysis. Each 
of the 78 descriptions of design-oriented research results was thoroughly studied and 
classified according to the framework’s dimensions. We solely relied on the textual 
descriptions of the research results as a basis for coding and neglected the 
categorizations which the portal users had already assigned to their contributions. 
This was necessary, since the categorizations provided by portal users were partly 
incomplete or contradictory to the textual descriptions. The categorization of research 
results was done in a team of four researchers. For each research portal entry, two 
researchers independently coded the textual description. The four service perspectives 
and four artifact types together represent eight characteristics that were used to 
describe an artifact. It was allowed that a particular artifact may represent both more 
than one service perspective and more than one artifact type. After the independent 
categorization by two researchers, 11 out of the 78 results featured completely 
consistent classification across these eight characteristics. Inter-coder-reliability –
computed based on a pairwise comparison of the coders’ decisions made for each 
attribute – showed that in more than half of the decisions the reviewers came to the 
same result (Perc. Agreement: 55.6%, Scott's Pi: 0.051, Cohen's Kappa: 0.054, 
Krippendorff's Alpha (nominal): 0.051, N Agreements: 347, N Disagreements: 277, N 
Decisions: 1248) [24]. In all other cases, the remaining two researchers mutually 
analyzed the deviations and agreed on appropriate classifications. 

3.3   Results 

The analysis shows how often research results of a certain artifact type and a certain 
perspective on the service phenomenon have been entered into the research portal. 
Some artifacts are quite specialized, i.e., they represent a specific artifact type and are 
supposed to support a particular service perspective only. Other entries, however, are 
meant to address multiple perspectives and cannot clearly be assigned to one artifact 
type only. This is illustrated by the sums for the two analysis dimensions that both 
exceed the total number of artifacts (Table 1). 

Table 1. Number of artifacts by service perspectives and artifact types 

 Service perspective Artifact type 
 Potential Process Outcome Market Construct Model Method Instantiation 
# Artifacts 45 34 35 29 26 22 47 20 

 
With regard to artifact type, methods dominate by far. 47 out of the 78 artifacts are 

categorized as methods. Constructs (26), models (22) and instantiations (20) are found 
less often than methods. Concerning service perspectives, the analyzed artifacts 
predominantly address the potential perspective (45). The market perspective is 
addressed by 29 research results only.  

We conducted a normalization of values by weighing the values according to the 
total number of classifications for each research result and each dimension of 
analysis. Thus, we made sure that all research results contribute equally to the further 
analysis. The cell values for each research entry were calculated as ‘artifact type  
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Table 2. Cross tabulation of service perspectives and artifact types 

 Potential Process Outcome Market 
Construct 13 (2.6) 14 (3.6) 16 (5.7) 9 (3.0) 
Model 13 (5.4) 14 (5.0) 7 (1.9) 8 (2.9) 
Method 29 (11.4) 21 (7.1) 21 (7.5) 17 (8.) 
Instantiation 14 (6.1) 8 (2.8) 7 (2.69) 6 (2.2) 

 
value’ times ‘perspective value’. For instance, the framework of hybrid value creation 
[25], which is a model, was found to address both potential and process dimension. It 
therefore contributes to the first two cells in the second line with a value of 0.5 each. 
Table 2 shows the values before and after (in brackets) normalization. 

Looking at the combination of both classification aspects, the peak is at 29 artifacts 
that represent methods for the potential perspective. The normalized value for this 
perspective-artifact combination is 11.4. Instantiations for the market perspective are 
scarce (6 instances, normalized value of 2.2). The normalized value for models that 
address the outcome perspective (1.9) is even smaller. Instantiations, i.e. software 
tools, are almost exclusively used to support the potential perspective. 14 out of a 
total of 20 instantiations have this scope. Similarly, models are hardly found apart 
from the potential and process perspectives. Constructs are especially used to describe 
the outcome perspective of customer solutions (16 out of 26, normalized: 5.7). Fig. 2 
charts the normalized results. 

 

Fig. 2. Visualization of normalized results 

Research results can be assigned to more than one characteristic in each dimension. 
Hence, it is promising to analyze, what combinations of characteristics within one 
dimension appear in conjunction with each other. As is illustrated in Table 3, by far 
the most frequent combination of two artifact types is the combination of constructs 
and methods (16 research results, i.e., 20.5% of all research results). At a closer look, 
this stems from modeling languages that comprise modeling constructs as well as they 
constitute methods for modeling. Other pairs are only seldom found or are non-
existent. We further investigated whether three-out-of-four combinations or even 
combinations of all four artifact types can be found. Accordingly, we were able to 
identify 4 triples of models, methods, and instantiations and 2 triples of constructs, 
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models, and instantiations. Surprisingly, although the construct-method combination 
is the most frequent pair of artifacts, no construct-method-instantiation triples have 
been found. Only one combination of all four artifact types was identified. 

Table 3 shows the results of an analogous analysis of the service perspective 
dimension. Potential-process (13) and outcome-market (10) are the most frequent 
combinations. The occurrence of these combinations is quite self-evident, as potential 
and process are both rather inside-oriented and outcome and market more outside-
oriented perspectives. By far the most numerous triple is the combination of the 
perspectives potential, process, and outcome (6). In total, 4 combinations of all four 
perspectives have been found. 

Table 3. Absolute and relative frequencies of combinations of artifact types (left) and service 
perspectives (right) 
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● ○ ○ ○ 5 (6.4%)  ● ○ ○ ○ 11 (14.1%) 
○ ● ○ ○ 11 (14.1%)  ○ ● ○ ○ 8 (10.3%) 
○ ○ ● ○ 23 (29.5%)  ○ ○ ● ○ 6 (7.7%) 

1 

○ ○ ○ ● 10 (12.8%)  

1

○ ○ ○ ● 7 (9.0%) 
● ● ○ ○ 2 (2.6%)  ● ● ○ ○ 13 (16.7%) 
○ ● ● ○ 1 (1.3%)  ○ ● ● ○ 0 (0%) 
○ ○ ● ● 2 (2.6%)  ○ ○ ● ● 10 (12.8%) 
● ○ ○ ● 0 (0%)  ● ○ ○ ● 3 (3.6%) 
● ○ ● ○ 16 (20.5%)  ● ○ ● ○ 5 (6.4%) 

2 

○ ● ○ ● 1 (1.3%)  

2

○ ● ○ ● 0 (0%) 
● ● ● ○ 0 (0%)  ● ● ● ○ 6 (7.7%) 
○ ● ● ● 4 (5.1%)  ○ ● ● ● 2 (2.6%) 
● ● ○ ● 2 (2.6%)  ● ● ○ ● 1 (1.3%) 

3 

● ○ ● ● 0 (0%)  

3

● ○ ● ● 2 (2.6%) 
4 ● ● ● ● 1 (1.3%)  4 ● ● ● ● 4 (5.1%) 
     78 (100%)       78 (100%) 

 
Finally, we analyzed whether there are many narrowly focused research results, 

solely concentrating on one characteristic in each dimension (see also Table 3). 
Among these focused research results, methods (23) dominate the artifact dimension. 
The distribution in the service perspective dimension is more uniform, with potential 
being the most frequent perspective. 

4   Discussion 

The objective of the research portal that we used as the data source for our analysis is 
to provide an overview of research that is already completed, still ongoing, or – 
indirectly – yet to be tackled in future research on hybrid costumer solutions. 
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Therefore, the results of our study can serve researchers in identifying hot spots and 
blind spots in this particular field. Some key insights, which we were able to derive 
from our study, are discussed in the following subsections. 

Method is the dominating IT artifact type: Methods are the dominating type of artifact 
in research on hybrid customer solutions. Methods identified are, for instance, 
procedure models and guidelines that address tasks of all perspectives, but especially 
the potential perspective. The focus on methods can be explained by the research 
disciplines that are involved in service research in Germany and research on hybrid 
customer solutions in particular. Especially the German business administration and 
engineering disciplines both aim at proposing normative procedures that help to cope 
with economic and technological challenges. From the perspective of the involved 
researchers, methods obviously seem to provide a more innovative contribution to the 
body of knowledge than constructs or models do, which are in essence the inputs and 
outputs of methods. 

Instantiations mainly focus on service potential: Not many instantiations have been 
found in the examined online research portal. Most of those existing instantiations 
found address the potential dimension. These instantiations mainly comprise 
lightweight online questionnaires and assessment tools, which can be implemented on 
tight budgets and do not require data integration with other application systems. They 
are often supposed to allow for a (semi-)automatic analysis of the participating 
company’s resources and service potentials. Other instantiations comprise modeling 
tools that are intended to support the conceptual development or engineering of new 
services and hybrid customer solutions. This service engineering approach is built on 
the premise that services can be engineered just like tangible products can. Service 
engineering traditionally is at the core of (manufacturing-focused) service research in 
Germany. Therefore, instantiations related to the potential perspective can build upon 
an extensive base of prior research. However, opportunities for the development of 
new instantiations also lie within the other perspectives. For instance, workflow 
applications could be used to make service processes run more efficiently and 
smoothly. Software support may also prove useful to let customers configure services 
by themselves so that the outcomes better meet their requirements. 

The inside-out perspective dominates the outside-in perspective: Most of the IT 
artifacts support the potential perspective, whereas few artifacts are found to address 
the market and outcome perspectives. It can be argued that there is a dominating 
inside-out approach to the design of new services due to the manufacturing/industry 
focus of service science in Germany. This industry-stamped approach rather 
represents a technology-push than a market-pull mechanism. Therefore, a change 
towards a more customer-driven outside-in perspective still seems difficult to be 
accomplished for manufacturing companies as well as for researchers working in the 
field of SSME. 

Constructs mainly focus on service outcomes: Innovative constructs are especially 
developed to describe the outcome perspective of customer solutions. This seems 
logical, since it is the integration of product and service components that is at the 
heart of research on hybrid value creation. Referring to the process and potential 
perspectives, existing constructs in terms of (process) modeling languages have 
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already reached a considerable degree of maturity. These artifacts probably also have 
proven useful in service research and there has hardly been a need to develop 
additional service-specific artifacts for these perspectives. 

Artifacts tend to be focused on isolated service phenomena and lack an integration of 
different perspectives: The cross reference matrix in Table 3 shows that few artifacts 
have been designed to holistically support several perspectives on services. Although 
it seems intuitive that narrowing the design problem to isolated – and perhaps more 
easily to grasp – phenomena speeds up the design process, this approach might also 
lead to a high degree of fragmentation of the results. This is disturbing, since 
companies require holistic solutions to support their everyday service business and 
cannot rely on a collection of isolated artifacts simultaneously. Therefore, one 
objective to be tackled in the future would be to integrate isolated artifacts with each 
other. 

Artifacts tend to get stuck in a low degree of maturity and are seldom translated into 
applicable software instantiations: In addition to the apparent narrowness of IT 
artifacts in service science, their depth also seems quite limited, as can be inferred 
from Table 3. According to these figures, only a minority of artifacts is incorporated 
into software tools. This represents a barrier to the successful transfer of research 
results into practice, as constructs, models, and methods that only exist “on paper” 
might be difficult to apply in real-world business contexts. 

5   Conclusions and Limitations 

In this paper, we applied the framework for design science research in the service 
science discipline in order to analyze the IT artifacts that have been contributed to 
service science. We conducted an in-depth analysis of 123 research results taken from 
a German research portal that focuses on the research stream of hybrid value creation. 
We classified the 78 IT artifacts within this sample according to the service 
perspectives (potential, process, outcome, and market) and the artifact types 
(construct, model, method, and instantiation) distinguished by the framework. We 
discussed six key insights and gave some reasons for the observations made. Hot 
spots of design research within the service science discipline as well as opportunities 
for future research were disclosed. 

Admittedly, the survey results and their discussion suffer from some limitations. 
The sample of artifacts analyzed can neither be labeled exhaustive nor representative. 
Our study relies on a research portal that is operated by a German research institution 
and which is open to all researchers and practitioners without further reviewing. The 
entries in this portal are dominated by German and governmentally funded research 
initiatives and thus do not represent the international service science community as a 
whole. Nevertheless, the portal represents the most exhaustive collection of research 
results – and especially of IT artifacts – available in the German-speaking service 
research community to date. Therefore, this study sheds light on the achievements 
generated in the recent 15 years of governmentally-funded service research initiatives 
in Germany and might also guide some directions for shaping future national as well 
as international research programs. 
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Abstract. Uniform control and coordination of immigrant children’s vaccination 
is a critical current problem in the Swedish child health safety work. In this paper 
we discuss the Business Rules (BR) centric and SOA architected digital service 
VacSam. VacSam incorporates principles of SOA, Business Rules Approach, and 
Business Process Management. The incorporation is used for deriving VacSam 
from a part of the Swedish vaccination business process by separating decision 
logic from process logic. Based on regulatory texts and empirical investigations, 
VacSam BRs presently provides vaccination diagnosis of and recommendations 
to immigrant children. By ensuring the basic principles of SOA, VacSam 
becomes an eligible, SOA executable digital service. VacSam is in development 
and has hitherto been evaluated in an artificial context, where we show that the 
service can provide explained diagnosis of and recommendations to immigrant 
children’s vaccinations totally based on natural language BRs. 

Keywords: SOA, BRA, BP Modeling, Design Science Research. 

1   Introduction 

Design science research (DSR) should address three issues: 1) the nature of the 
artifact/problem/object studied, 2) research methodology, and 3) the research 
contribution [1]. 

The research presented here is part of a major DSR project addressing inter-
organizational development of e-services. The specific service is a business rule-centric 
digital service for coordination of child vaccination (VacSam). Child vaccination is a 
global issue of increasing importance. Vaccinations are prescribed in accordance with 
schedules that vary per country. When immigrant children enter the Swedish health care 
system, it is problematic to coordinate vaccinations prescribed in previous countries and 
further vaccinations to be given according to the Swedish schedule. The VacSam 
project addresses this need by developing a rule-based digital service for vaccination 
schedule coordination by Swedish standards. Another contribution is that we show how 
a digital service can be developed based on SOA, Business Rules Approach, and 
Business Process Modeling. As part of the project, we also develop a user participatory 
method for inter-organizational development of e-services. 
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Following Gregor and Hevner’s [1] classification of DSR contribution types, this 
project’s contributions are at level 1 and level 2. The VacSam systems is a level 1 
contribution (artifact or situated implementation) and the two approaches, the SOA, 
BRA, BP modeling approach and the user participatory method for inter-
organizational development of e-services are level 2 contributions (design 
principles—knowledge as operational principles/architecture). 

Our research followed the guidelines presented in [2]: addressing a critical problem 
in a novel way, the use of justificatory knowledge, the process as a search process, 
evaluation of artifacts, etc.  

The remainder of the paper is organized as follows. The next three sections present 
the justificatory knowledge and briefly present the SOA manifesto and basic 
principles. This is followed by a discussion on business processes and business rules. 
Section 5 presents the Business Rules Centric Digital Service (Vacsam). In Section 6, 
two evaluations are presented: 1) evaluation of the artifact instantiation (the VacSam 
system), and 2) evaluation of the understandability of the VacSam system’s BRs. The 
paper ends with the conclusions in section 7. 

2   Justificatory Knowledge 

Service Science is where fundamental science and theories advocate innovation 
through Service Orientation. It indicates a movement from monolithic ISs towards 
loosely coupled responsible Digital Services (DS) [3, 4]. When a DS is derived from a 
part of a business, the basic principles of SOA are applicable and one or many Service 
Requestors could use the service-oriented resource. Increased service quality becomes 
a tentative result. A business could thus be designed, analyzed and formed as service-
oriented and comply with the basic principles of SOA. 

SOA can be realized with different technologies and functions independently from 
choice of realizing technology, e.g. Web Services, REST, and WCF [5, 6]. The 
criterion for SOA is therefore not about how one single product promises to redeem 
SOA, but how a specific product can be a part in reaching the desired level of service 
orientation in a business (see, e.g. [7]). Thus, business rules and business process 
modeling tools could correspond to SOA realizing products. 

SOA brings decentralized ISs which components are loosely coupled, thus one or 
many digital services constitute an IS.  As a result, increased variability is achieved as 
the components or digital services still knows about each other through common 
shared basic principles (see, e.g. [6]). 

When realizing SOA, it is important to know which part of a business that is to be 
service oriented because its characteristics will affect the type of digital services 
designed. Consequently, it becomes a critical enabler to separate decision and process 
logic when designing, composing and categorizing a digital service (see, e.g. [8]).  

Business Rules Management System (BRMS) remedies inconsistent business 
decisions providing the same properties for digital services transporting decision logic 
as digital services transporting process logic are equipped with in a SOA [9]. Based 
on that, separate digital services provide process and decision logic. 

Advocating this new type of IS is one layer intended for decision logic (BRs) and 
one for application specific code or process logic [10]. 
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The service requestor, provider and directory communicate through a transport 
medium constituting the conceptual basics of SOA. Thus, SOA is about service 
orientation of businesses and services on higher level of abstraction than SOA 
realizing technologies (see, e.g. [5]).  

The SOA Manifesto [5] corresponds to service-oriented business design guidelines, 
i.e. high level SOA. The manifesto is based on six factors and constitutes 14 
guidelines expressing: respect the social power structure in the business; be aware that 
the extent of SOA may vary and that products and standards cannot realize SOA 
alone; identify services by having business owners and engineers cooperate to verify 
that services are in parity with business goals. 

The SOA Manifesto is realized through the basic principles of SOA intrinsically 
expressing: separation of concerns, encapsulation and information hiding.  

2.1   Distinguishing Digital Services by Their Origin Business Process 

Designing a digital service includes categorizing and preparing it for composition. 
Manual composition corresponds to workflow design addressing technical 
considerations. Automated composition corresponds to user defined expected goals 
(see, e.g. [11, 12]). Thus, digital service composition implies separating “what” from 
“how” (see, e.g. [11, 13]). 

Declarative programming specifies “what” while imperative programming 
specifies “how” (see, e.g. [9, 11]). Thus, automated composition relates to declarative 
programming and manual composition to imperative programming [11]. 

As SOA addresses non-technological considerations [5, 6] it can identify functional 
requirements but not explain “how” these are realized imperatively (see, e.g. [5]). 

Entity services hold a low transformative capability providing base information. 
Base information in turn is low transformative depending on the transformative nature 
of its origin BP. 

As a result, entity services, activity services or process services could be 
categorized as bounded resources (existing before requested) or unbounded resources 
(created on request) depending on the transformative nature of their origin business 
process (see, e.g. [11]). 

3   Business Rules 

Business Rules (BR) represent decision logic as a rational and stateless set of 
interconnected rules leading to a decision based on known values of terms and facts 
producing logic values of true or false (see, e.g. [8, 14]). Business Rules should be 
based upon facts. In addition facts should be based upon concepts represented by 
terms (see, e.g. [15]). Morgan [14] defines a Business Rule accordingly: 

[…] the conditions under which a process is carried out or the new conditions that 
will exist after a process has been completed [14, p. 59]. 

BRs express “what” should be done, or “what” is constraining a business activity 
from executing and not “how” it should be done (see, e.g. [15]). 
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BRs are integrated in the Enterprise Model (EM) since business rules approach 
strengthens the relations between business goal and vision [16, 17]. Thus, BRs are 
anchored in the EM by constituting the business rules model. The EM depicts how the 
business process model expresses “how” to achieve common goals, while the business 
rule model defines “what” to achieve common goals (see, e.g. [16]). The resource and 
actors model focus on actors performing “what” and “how”. The concepts model 
establishes the common business vocabulary constituting business ontology [16].  

Most BRs could be found throughout a business e.g., in legacy IS or in the business 
plan. Thus, business analysis is useful when discovering business rules [9, 13, 14]. 
That also implies to discover the business ontology and set the ground for the 
business vocabulary ensuring BRs to include the right terms and facts (see, e.g. [14]). 
Hence, the ontology becomes part of the business architecture.  

3.1   Business Rules Approach  

Business Rules Approach (BRA) provides abilities to declaratively express natural 
language, well formed, thus, atomic IS executable business rules (see, e.g. [9, 14, 
18]). BRs should exist independent from workflows and procedures [15] spanning 
above business processes [18]. Based on that, BRA is an approach providing guidance 
in how to reset influence of decision logic from engineers to managerial business 
owners [9, 14]. BRA expresses BR design and management as an independent 
discipline of ISD [15, 19]. 

Business Rules Management System (BRMS), Business Rules Engine (BRE) and the 
BR repository are key components within BRA. The components look after BRs to express 
“what” and separate decision logic from application specific code (see, e.g. [9, 16]). 

The design of digital services relates BRA to SOA (see, e.g. [9]), why service 
oriented concepts are shared between BRA and SOA [9]. Such concept is, e.g. that 
each BR set is supplied with a Web Service Description Language (WSDL) definition 
enabling the BR set to be requested as an independent Digital Services. 

4   Business Process Modeling and Digital Service Categorization 

Business process logic is a rational and stateful workflow of events, activities, actors, 
and decision points, transforming input to output. A Business Process (BP) is a 
collection of logically staged activities which together produces a value [8, 20]. 
Therefore, the distinction of a BPs characteristic, e.g., state and capacity, is what 
provides understanding of a BP [21]. 

The Business Rules Manifesto [18] advocates BRs to span and act governing over 
BPs separating decision and process logic. That provides loose coupling between BPs 
and BRs and between digital services and business processes. Hence, knowledge 
about the BP becomes fundamental when realizing SOA (see, e.g. [18, 22, 23]).   

Business Process Modeling (BPM) provides abilities to understand “how” an event 
turns into an activity or “how” business activities execute and under which conditions 
[8]. Hence, that is to understand the decision logic governing the process logic in a 
business process. 

BPM is thus applicable when isolating transformable segments from non-
transformable in a BP, or transformable process logic from non-transformable process 
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logic. The non-transformable segment constitutes, e.g., entity services or bounded 
resources providing the business with base information. Quite contrary, transformable 
segment constitutes, e.g., process services or unbounded resources providing the 
business with transformative information (see, e.g. [11]).  

5   The Business Rules Centric Digital Service VacSam 

The problem relevance of VacSam is to service-orient the Swedish vaccination 
recommendation activity by incorporating SOA, BRA and BP modeling. The design 
of VacSam corresponds to a technology-based solution solving a real world important 
business problem (see, e.g. [24]). 

VacSam is derived from the process and decision logic of the Swedish vaccination 
recommendation activity [25]. Hence, VacSam acts as a DSS, which, based on BRs for 
vaccination schedules and known data of a child’s vaccination history, will provide GPs 
with a diagnosis of vaccination status and recommendation for further vaccinations as 
compared to the Swedish schedule. VacSam also provide explanations of the outcome 
based on the rules that were fired. It will thus be possible for GPs to trace the conclusion 
back to the sequence of rules that gave rise to the result. Through this, GPs or 
vaccination experts can assess the credibility and applicability of the result. 

VacSam is implemented using IBM Websphere ILog JRules suite of tools. JRules 
is a commercial full-fledged BRMS supporting rule-authoring, execution, and testing. 
The design process, described and discussed in [8, 25, 26], is made up of three stages 
which together lay the foundation for VacSam. In essence, we have worked with 
static analysis and rule analysis workshops, business process modeling and business 
concepts modeling (see, e.g. [9, 13, 14, 15]). Presently 1, 077 rules are implemented 
in the VacSam e-service. 

5.1   Business Process Modeling 

Using Event Process Chain (EPC) in ARIS Express 2.2 BP modeling was conducted in 
parallel with BR design. The BP was modeled based on empirical findings (see, [26]). 

The Swedish vaccination business process has two overall states, basic and fully 
vaccinated, consequently not fully and not basic vaccinated are two more overall BP 
states. BP modeling provided noteworthy insights affecting the BR and DS design. 

Understanding the BP by visualization made process logic transparent expressing 
“how” to calculate, e.g., the emigration age of a foreign child, which is vital for the 
recommendation provided. 

Also, knowledge about the BP provided understanding for what the BRs govern; 
e.g. the conditions for executing the necessary calculation: if the person’s age in 
months at the person’s emigration date is at least 3 then vaccinate with DTwP. This 
calculation is an imperative JAVA expression in the execution class, but invoked by 
governing declarative business rules. 

5.2   Business Rules Modeling 

We performed a static analysis of regulatory texts from The National Board of Health 
and Welfare [27] and other sources on vaccination important to discover the business 
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rules for VacSam, such as an Excel file with all national schedules provided by World 
Health Organization [28]. We transformed this into currently 1301 unique and atomic 
well formed BRs constituting the BR repository. 

When we implemented the BRs in the JRules Business Action Language (BAL), we 
strived to resemble the structure and wording in the natural language BRs as much as 
possible. However, rules written in BAL follow the production rule structure of if-then 

{-else} that is quite reversed compared to the used rule structure from [14, 15] which 
are more linguistic, putting the subject and the truth value before the conditions. 

5.3   Term-Fact Business Objects Modeling 

In JRules, the business term and fact model is the foundation for BRs. Hence, all the 
BRs you author and run in JRules acts on the terms and facts. The term-fact model in 
JRules is the so-called Business Object Model (BOM), which holds the JRules 
equivalent of the executable classes. The members (attributes and methods) in the 
BOM hold the data and the functions that conditions and actions in the rules use. The 
BOM in the VacSam artifact is presently made up of these five classes: 
CombinationVaccine, Person, Vaccination, VaccinationStatus, and Vaccine. 
Person and VaccinationStatus hold many Boolean values, which are set by the rules 
at runtime. Inference in JRules works differently than in e.g. Prolog since a rule in 
JRules cannot use the result of another rule as input, which is a major weakness. 
Instead we use these Boolean attributes to store the result of fired rules in the working 
memory. The rules can thus use them in the condition part. 

The Business Object Model (BOM) should be verbalized such that the objects and 
their members (attributes and methods) are given a more business friendly wording. 
As an example, there is the need to calculate the age of a child when he or she left the 
emigration country. Only then is it possible to know at what age (in days, weeks, 
months, or years) a child left a foreign vaccination schedule to enter the Swedish. 

To do this, methods are implemented in the execution classes, which calculate the 
differences between the birth date and the emigration date. The methods e.g. 
Person.ageInYearsInEmigrationCountry(Date the_date) are implemented in the 
class Person. A more business friendly verbalization is the age in years of 

{this} at {0} with {this} as a placeholder for ‘the person’ and {0} as a 
placeholder for ‘the person’s emigration date’. It is therefore possible to state an 
age condition as in the following rule (words in '' are variables): 

 
if 
all of the following conditions are true : 

- 'the person'´s age in years in emigration country at    
  'the person'´s emigration date is at least 14 

- 'the person'´s country is one of { "Norway" } , 
then 

set the name of 'the vaccine' to "BCG"; 
add 'the vaccine' to 'the vaccination'; 
set the dose of 'the vaccination' to 1; 
add 'the vaccination' to 'the person'´s vaccinations ; 
add "dose 1 of BCG vaccine at 14 years of age" to the arguments of 
'the reason'; 
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5.4   Business Rules Flows 

In VacSam, the rule sets execute using the RetePlus (an IBM proprietary version of 
the original Rete algorithm) option in JRules. This algorithm calculates which rules to 
fire, in what order, etc. using a working memory and an agenda. Since fired rules can 
update the working memory and thus change the agenda, rules can be fired again 
making inference and “intelligence” possible. Not having to mind the order of rules is 
according to the ideas of BRA. 

Still, in some cases the order of rules and rule sets need to be controlled at design 
time. There are for instance several likely ways to be vaccinated against Diphtheria, 
Tetanus, and Pertussis (DTP). If the rules can establish that a child has been fully 
vaccinated against DTP according to the Swedish schedule, there is no need to also 
check if the child has been vaccinated against DT, since that is part of the already 
established DTP vaccination. Thus, we designed the rule flows in VacSam to avoid 
this situation. 

5.5   Explanations of the Useful Final Result 

In VacSam, there is a part in the rule’s action segment, which adds a text to 
something called the arguments of 'the reason'. One of the main goals of the 
VacSam service is that it can provide simple explanations of the outcome of rule 
execution. These explanations should not be the name of the fired rules, interesting as 
that might be, but part of the business rule itself. We therefore created a new class 
called Reason and added three array lists to this, which hold arguments, conclusions, 
and the top-level conclusion. We also provided an input/output parameter to be able 
to have the reasons as output from the rule engine. 

The arguments hold the dose, vaccine and vaccination age set by all the rules fired 
for international schedules. These rules are executed first and the results produced are 
then compared to the rules for the Swedish schedule. In this case, the vaccination set 
by the rules can infer not vaccinated, partly vaccinated, or fully vaccinated with a 
vaccine or combination vaccine according to the Swedish schedule. The results of 
these rules are stored as conclusions, which are finally compared to the top-level 
decision. The outcome of this decision is stored in top-level conclusion. The 
concluding diagnosis and recommendation part of an explanation concerning a 13-
year-old girl from Belize is shown below: 

 
==== THE DIAGNOSIS IS ==== 
The child is considered as not fully vaccinated according to the Swedish 
schedule since: 

a. ** The child is partly vaccinated or not vaccinated against HPV 
b. The child is fully vaccinated against Diphtheria, Tetanus, 

Pertussis, Hib and Polio 
c. The child is fully vaccinated against Measles, Mumps, and Rubella  
d. The child is a girl 
e. The child was born before year 2002 
 
==== THE RECOMMENDATION IS ==== 
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1 dose of Diphtheria vaccine should be given to the child since: 
      a. The child is alien 
      b. The child is at least 12 years old 

1 dose of Tetanus vaccine should be given to the child since: 
      a. The child is alien 
      b. The child is at least 12 years old 

The child is a risk child and may be given vaccine against Hepatitis B 

6   Evaluation 

Evaluation is a crucial component in an IS design science research process [2].  
Evaluation can be done in a number of different ways using different methods and 
techniques [2, 29]. At this stage of the overall project we did two evaluations: 1. 
evaluation of the artifact instantiation (the VacSam system), and 2. evaluation of the 
understandability of the BRs. 

An artifact instantiation can be evaluated in a natural or artificial context [30]. The 
former means, e.g., evaluation of VacSam in its intended context. At this stage of the 
project, it was deemed unrealistic to do naturalistic evaluations. Consequently, we did 
artificial evaluations. We did two different evaluations. The first evaluation focused 
on the VacSam system per se. This evaluation should evaluate if the system produces 
correct results. The evaluation method used was experiment. In the experiment 
different “scenarios” were generated. The scenarios were different children (the target 
group for VacSam) with different characteristics in terms of birth age, sex, birth 
country, emigration age, and immigration age.  These are the critical characteristics 
that a user (e.g. a GP) can input to VacSam. We ran the different scenarios and 
evaluated if the system produced correct results. We started with simple scenarios and 
later increased the complexity. The overall result of the experiment was that the 
system produced correct results. As expected, during the experiment we got results 
that were correct per se, but not in conjunction with clinical praxis. Thus further 
analysis with VEs and GPs and empirical findings were needed.  Results of this type 
led to redesign of VacSam. The VacSam evaluation was in part continuous and was a 
part of the design research method as briefly described in Section 5.  

The second evaluation was related to the classical concern regarding user 
participation in requirement analysis and user participation in systems change. One of 
the goals was that when the VacSam systems will be in use it is expected that domain 
experts should be able to change the system. Future changes will be necessary as 
regulations etc. are changed and new vaccines are approved and recommended 
corresponding to the low transformative decision logic VacSam encapsulates. In this 
evaluation we also opted for an artificial evaluation. During the development process 
we found it necessary to test VacSam (i.e. the BRs) as we developed it. As we have 
discussed elsewhere [25] this was done in workshops with an immunization expert. 
The expert had no prior experience of business modeling for IS, including BR 
modeling, and was not experienced in ISD. Nevertheless, the expert had no problem 
understanding the rules and was able to approve and correct the rules, as well as 
amend and suggest new rules. 

The evaluation suggests that it should be possible for a domain expert to 
understand the rules and also to make changes in the current rules as well as develop 
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new rules without extensive training and support. Once VacSam is in use it should be 
interesting and critical to do naturalistic evaluations as well as evaluations of the other 
output of the overall project. 

7   Conclusion 

We have shown that VacSam as an artifact fulfills the ideas of the BRA largely, by a 
repository of business friendly BRs understandable to business people and separation 
of BR execution from other software in an IS system. Presently the BRs implemented 
in VacSam do indeed produce the required results of diagnosis and recommendation 
of vaccinations of immigrant children in Sweden. The results produced are entirely 
based on regulation texts and vaccination schedules transformed into BRs, and BR 
elicitation workshops with vaccination experts. The BRs are implemented and run in a 
SOA environment built on a commercial BRMS. The VacSam service produces 
results that should be understandable and traceable for health care workers and 
vaccination experts, and thus serve as the intended and much needed DSS for the 
vaccination activity in the Swedish health care sector.  

Hence, VacSam is derived from process and decision logic. Also VacSam is an entity 
service, providing non-transformable base information and could therefore be 
categorized as a bounded resource existing before it is requested. In addition, VacSam is 
a stateless service and does not store requests on the server side. As a result, VacSam 
answers to separation of concerns, information hiding and encapsulation. Based on that, 
VacSam is an eligible digital service in line with the SOA manifesto and SOA basic 
principles and is thus allowed to execute in the digital ecosystem of SOA. 

VacSam is also not a laboratory experiment, but a sincere effort to try and support 
a very important part of the work towards child health safety. Hence, VacSam needs 
to be implemented in the real world it is suppose to support. When it is and, 
hopefully, has been in use it will be interesting and critical to perform naturalistic 
evaluations as well as evaluations of the other output of the overall project. 
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Abstract. Today, with process management generally established as an 
integrated management tool, there is a strong interest in process modeling. The 
organizations spent time and effort in generating the optimal process model. 
Although there is a multitude of process modeling techniques available, the 
modeling process is often inefficient and the results are not satisfying. As each 
use case makes other demands on a process modeling language and tool it may 
be due to the neglect of some aspect of the design phase supposed to include a 
comprehensive requirement analysis and the implementation of these in an 
appropriate language and tool.  Thus we want to offer a framework which 
focuses more on the design phase. The approach is based on a meta model 
hierarchy, focusing on modeling. This hierarchy is extended with a design 
phase. The increased quality of the final process models will also influence the 
whole process life cycle.  

Keywords: process management, process design, process modeling, meta 
model hierarchy, specification of process modeling languages, requirement 
analysis. 

1   Introduction 

In order to produce a metal component with a certain level of granularity an 
appropriate tool is necessary. In this context "appropriate" means that the tool applied 
with a certain method, has to have the functionality to realize the fine tuning that 
results in the desired level of granularity. It has to be borne in mind that it is also the 
characteristics of the material that will influence the result of the tuning process; not 
all material can be machined to the same degree of granularity.  

We learn from our example that although all requirements are derived from the 
characteristics of the final product, they can be related to different objects concerning 
the implementation: to the input, the applied tool and method and the output (i.e. the 
final product). In order to finally guarantee a high quality production of the output an 
initial comprehensive requirement analysis is essential. During implementation the 
specified requirements must not be neglected for example due to time and cost 
restrictions or other reasons. 

In the context of process management, the overall aim of our research is to focus 
on the production of qualitatively good process models (i.e. output). Qualitatively 
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good means, that all relevant characteristics of a process are modeled. Adequate 
modeling languages and tools are the crucial drivers for this. What is about the quality 
of a process model for a production process being unable to indicate the 
manufacturing and exposure time? For this, this so called design phase, which 
incorporates the requirements analysis and is done before modeling, is all the more 
important [1] [2]. Wrong decisions in the design phase (e.g. selection of an inadequate 
process modeling language) are difficult to compensate for in the following phases of 
the process life cycle, as modeling or monitoring, controlling  (cf. [3], [4], [5] ). With 
this the design must not be neglected.  

In our opinion especially requirements for the applied tool, language and the final 
product must be identified and distinguished. We do not want to blame standard 
process modeling languages like BPMN [6] and UML [7], but it is most probable that 
some of the required characteristics of an individual process cannot be modeled with 
these. On the other hand, it is obvious that the usage of a domain specific process 
modeling language also has its drawbacks; among others, portability and 
exchangeability of process models will be reduced. Thus, a fine balance has to be 
drawn to decide which modeling language best fits the requirements [8] [3] [5].   

In order to guide the process designer during the design phase and the requirement 
analysis we offer a framework. To this end, we base our approach on a meta model 
hierarchy defining a framework for the definition and usage of processes modeling 
languages (and tools). Extended with an explicit design phase the requirements can be 
structured according to the different levels.  

In Section 2 the paper continues with an introduction into the process life cycle in order 
to give an idea about design and modeling and the context. Section 3 gives an overview of 
different design approaches. We introduce the meta model hierarchy as basis for our 
approach in Section 4. The way in which design and modeling can be integrated into this 
method is explained in Section 5, while Section 6 presents our new ideas in greater detail. 
Section 7 provides a brief evaluation. Section 8 concludes the paper. 

2   Process Life Cycle 

The design phase is an integral part of the process management approach. Process 
management constitutes a management concept to plan, guide and organize a 
company efficiently. It aims at the target-orientated management of time, quality and 
costs to achieve both strategic and operative goals. It can be illustrated as a so called 
“process life cycle” ([9], [10], [11], [12], [13], [14], [15]) which generally includes 
the following phases (see also Fig. 1): 
 
Strategy: At first, the company’s strategy for the achievement of its goals has to be 
defined. The strategy serves as a framework for all its business activities. It includes 
as well the definition of the business model and its organizational structure. It should 
be pointed out, that the strategy does not have to be re-defined after each process 
cycle. It serves more as a basic fundament for the whole process life cycle. 
 
Design: The design phase comprises the collection of the requirements regarding  
the process models. Based on this the appropriate process modeling language is 
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determined and an appropriate process modeling tool is selected. It might be that the 
process modeling language (and the tool) must be adapted to reflect specific 
requirements of the application domain. In addition, modeling rules must be specified 
dealing with the layout and structure of the processes. 
 
Modeling: The process models are defined. This is done by applying the selected 
process modeling language and tool and the specified modeling rules. Produced 
models should be validated before being executed. 
 
Execution: The process models have to be installed in the organization. The method 
of doing this will depend on the type of business. It may range from the publication of 
the process on the intranet to the deployment of the process in a fully automated 
workflow management system. 
 
Monitoring and Controlling: For quality management reasons the processes must be 
monitored during execution. The target performance comparison aims at revealing 
deviation from the plan data. In doing so, corrective measures can be applied and 
experience gained from executed processes should be applied to improve subsequent 
process executions. The latter one results in a flow of continuous improvement as the 
process life cycle repeats starting again with the design (and in rare cases with the 
strategy). 

 

Fig. 1. Process Life Cycle 

3   Related Work 

Analysis of the literature shows that there is both a theoretical and a pragmatic 
approach to process design. In this Section we shall give a short overview of both. 
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Theoretical process design: The theoretical process design (see [16], [17], [18], [19], 
[20]), also called scientific design, is based on formal methods, models and 
techniques and the application of analytical procedures. As a design from scratch it 
aims to derive an optimal process layout, for example concerning the right order of 
the process steps. Analytical methods as linear programming, branch-and-bound 
method or algorithmic procedures are widely used in this context [16]. We not want 
to go into detail, because they are not in our focus. This also applies to the 
mathematical models as Petri-nets [20]. Another example is the so called Product 
based design (BPD) [18]. Starting with the analysis of the product, its structure of the 
building elements reveals which process steps are required to produce the object. 
Each process step of the resulting process model can be mapped to a part of the 
product. With this procedure, an effective and output-oriented process design can be 
realized.  

The advantage of all these theoretical approaches is the structured and analytical 
procedure involved. As they are mostly proved and tested and developed over the 
time, they offer a well founded concept for the design. Furthermore, due to an explicit 
analysis the design decisions are traceable. Nevertheless, there are some 
disadvantages: Mostly the cost-benefit-ratio is disproportionate and they are difficult 
to apply with real world scenarios. The latter is due to the fact that it is difficult to 
formally characterize the elements and the context of the use case which have to be 
designed. Last but not least the process design is defined by lots of criteria which 
have to be balanced. The compromise which has to be made can only be developed 
individually but not with a formal method.  
 
Pragmatic process design: The pragmatic process design (see [1], [21], [18]) is a 
practice oriented approach. The design is focused on existing processes which have to 
be improved. Weak points are eliminated, or at least minimized, which is mostly done 
by local updates. Thus it gets along with the process redesign as it is, for example, 
described in [22]. A well know and often applied method is best practice (see [1], 
[21]). A best practice is a historical and proved solution for a special situation. It is 
only applicable to particular circumstances and may have to be modified or adapted 
for similar circumstances. Meanwhile best practices are available in different 
industrial areas and divisions. The method of benchmarking (see [23], [24]) is based 
on the comparison of the own process with the processes of other, similar 
organizations. In case of deviation which leads to a disadvantage, the relevant 
processes have to be adapted accordingly.   

A disadvantage of the pragmatic approach is that it does not necessarily lead to an 
optimal design. For this a solid analysis and synthesis of the processes is missing. 
Best practices are not generally applicable, they have to be adapted. However in 
general a pragmatic level of quality with a justifiable effort is achieved. Furthermore, 
these approaches are the fundament for the development of theoretical approaches of 
the process design and thus the basic for the overall design research area. They 
complement one another perfectly, thus a final judgment as to which approach is 
preferable should not be made.  
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4   Meta Model Hierarchy 

As foundation for our ideas we use the meta model hierarchy according to [25], [26], 
[27] (we are aware that other approaches exist, see for example [28]). This meta 
model hierarchy is functionally comparable to MOF (Meta Object Facility) which is a 
generally accepted standard of OMG [29]. Within the meta model hierarchy process 
modeling languages, process models and process instances are defined at different 
hierarchical layers, namely M3, M2, M1 and M0 (see Fig. 2).  

With this comes a structured and systematic procedure for the definition of process 
modeling languages and process models. The approach allows for the definition of 
(almost) arbitrary process modeling languages. This can be a standard but also a 
domain specific process modeling language. 

 

Fig. 2. Meta Model Hierarchy 

In the following we shall give a short introduction into the meta model hierarchy. 
The focus is on modeling, thus the results of each level are recorded in a model. In 
order to facilitate understanding of the approach we do not explain it chronologically, 
but start on M1 with the definition of process models. 
 
M1 – Process Model: On M1 the process models are generated. The process steps 
including further perspectives and characteristics are defined, i.e. data, 
organizations/roles and tools/ systems. All process elements are stored in libraries and 
can then be "re-used" to generate further process models. As an example, the process 
model "travel-reimbursement" is defined that describes the general procedure how an 
employee (organization/role) claims his / her travel expense (data). 
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M2 – Process Modeling Language: In order to define a process model on M1 a 
process modeling language must be available. This is provided on M2. At first a basic 
but still abstract process modeling language is defined which is represented by an 
abstract process meta model (APMM). It contains basic process modeling constructs 
such as process steps, control or data flow which are essential throughout all 
applications. In order to use the language in a special context a domain specific 
language can be derived represented by the domain specific process meta model 
(DSPMM). The domain specific customization is realized by adding new constructs, 
removing or adapting existing ones. For example, in the medical domain a special 
construct to depict medical decisions is added.  

The most important fact to know in this context is that from the APMM user 
defined, domain specific process modeling languages can be derived. 
 
M3 – Abstract Process Meta Meta Model: In order to define a process modeling 
language on M2 a basic language definition is required. This is called abstract meta 
meta model (APM²M). It comprehends the definition of basic modeling elements as 
for example nodes and arcs to form directed graphs. 
 
M0 – Process Instances: The level M0 is not part of a modeling environment but of 
an execution environment since it contains the instances of a process which are 
executed. For example, the process model "travel-reimbursement" is instantiated to 
get the concrete process "travel reimbursement for Mr. Smith for his Asia-pacific trip 
in December 2009". It should be mentioned that the execution environment does not 
necessarily have to be an IT-related system; it can also be the organizational 
environment of the organization.  

In the following (Section 5) we want to explain the way in which the phases design 
and modeling of the process lifecycle actually affect this meta model hierarchy. On 
the basis of this, we focus on the design and the ways in which the design phase can 
be extended and structured. 

5   Design and Modeling in the Meta Model Hierarchy 

The following figures show both the traditional way of integrating design and 
modeling in the meta model hierarchy, and the extended view (see Table 1). In order 
to develop a comprehensive approach execution and monitoring – controlling are also 
integrated into the framework on M0. 
 
Traditional Interpretation: According to the definition of the process life cycle 
presented in Section 2, modeling is associated with layer M1 of the meta model 
hierarchy (see Table 1, A). Design is mostly seen as preparation of modeling by 
selecting a modeling language and defining modeling constraints. Thus it is mainly 
located on layer M1, too. Mostly the generation of domain specific model elements 
are neglected and standard process modeling languages are selected. This is indicated 
by referring the design phase to layer M2 only to a small extent. Design aspects 
referring to process execution on M0 are also considered. They are typically fewer 
than for modeling.  
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Table 1. Mapping Design and Modeling 

  

(A) Traditional interpretation (B) Extended interpretation 
 

 
Extended Interpretation: According to Section 4 modeling can be located at each 
layer of the meta model hierarchy. Each layer therefore produces specific models: 
M3: abstract process meta meta model - modeling primitives, M2: process meta 
model - process modeling language, M1: process model. On level M0 executable 
process models are generated. In consideration of this, it is possible to differentiate 
between different types of models. 

The idea is now that each modeling (or model) level is extended with aspects of the 
design. Since these not only influence the definition of process models but also have 
an impact on the functionality and characteristics of a process modeling language, 
design is relevant to both layers M1 and M2; to the latter one to a much greater extend 
as it is actually the case. It might even be that very specific design requirements 
demand the definition of a completely new modeling paradigm on layer M3. With this 
interpretation the design is applied to all levels of the meta model hierarchy.  

The result of the extended interpretation can be seen in Table 1, B, which 
illustrates the research contribution: The design phase should not just focus on 
process modeling on M1. Also, requirements relevant for the other layers of the meta 
model hierarchy must be considered. In view of our research goal to improve the 
quality of the process models, mainly M2 should be focused more. This allows an 
individual development of a process modeling language appropriate for a certain use 
case. 

6   Categorization of the Requirements with the Meta Model 
Hierarchy 

The idea of the hierarchical structure of design and modeling should now be 
transferred to the requirement analysis. Examination  of the literature concerning the 
design of process modeling language shows that lots of requirements have already 
been identified (see for example [30] or [31]). It is not our goal to explicitly define 
additional requirements. This has to be done individually for each use case. In fact a 
framework for better structuring them should be offered (see Fig. 3). 
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Fig. 3. Categorization of the requirements 

In most cases requirements are initially collected without structure for example 
during a brainstorming session. Referring back to the extended interpretation of 
design and modeling (Table 1, B) the requirements can be categorized according to 
the different levels of the meta model hierarchy, which is illustrated in Fig. 3: M3: 
requirements regarding the modeling paradigm, M2: requirements regarding the 
modeling language (and the tool), M1: requirements regarding the process model and 
how the modeling has to be applied (method and rules), M0: requirements regarding 
the process execution.  

With this, a precise definition of the requirements for a process model and the 
modeling language is possible as the basis for an adequate implementation. It is 
important to know that the different layers are not isolated from each other. The 
results from one layer are always be used on the next lower one. 

7   Evaluation 

For the purpose of evaluation we analyzed the requirements from two modeling 
projects at our chair; one from the medical, the other from the administrative domain. 
We identified several issues which could not be effectively modeled with modeling 
languages such as UML or BPMN and the associated tools. Examples are as follows: 

(1) Phases which aggregate processes or tasks on a more abstract level than 
normal composite processes:  The phases should be differentiated 
graphically from the latter - indicating also the time frame of the phases  

(2) Leaps in the control flow which are not limited to one sheet of process: 
The relation between the starting and endpoint has to be illustrated and 
traceable from one sheet to the other 

(3) Variants: The variation points, which indicated the difference between 
variants, have to be differentiated from normal gateways, connectors, etc.. 
In doing so they should not be limited to the control flow aspect, but also 
to others as, for example, the organizational or operational aspect. 
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Due to space limitation we are not able to enter into a detailed description of the 
individual problem statements, resulting requirements and elaborated concepts. 
However, for (3) a first prototype of an Open Meta Modeling Environment (oMME) 
(see [32] or [33]) could be generated. This is a platform for the development, adaption 
and visualization of meta models as it was described in Section 4. The platform 
should finally integrated an individually developed configuration concept which was 
published in [34].  

8   Conclusion 

In this paper we introduced an extended interpretation of design and modeling. The 
main goal is to improve the quality of the process models by means of optimal 
process modeling languages. This benefits modeling but also the subsequent phases of 
the process life cycle. During the design all requirements, viz. towards the modeling 
language, the tool, the model itself and also towards the execution of the final process, 
have to be collected. Doing this neither explicitly nor comprehensively, this could 
result in the selection of modeling languages and tools which do not really fit to the 
characteristics of the use cases. Due to the negative consequences along the whole 
process life cycle, we want to encourage the process modeler to conduct a 
comprehensive requirement analysis. With this he is able to select an individual 
process modeling language (and tool).   

In order to support this idea we offered a framework for design and modeling. It is 
based on a meta model hierarchy used to structure design and modeling and the 
requirement analysis. With this, the process modeler should be able to specify an 
appropriate process modeling language to generate expressive and meaningful process 
models. 
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Abstract. Systems analysts and organizational designers are increasingly called 
upon to rethink business processes both to respond to changing conditions and 
to realize the potential of new information technologies. Existing process  
modeling tools typically represent one particular version of a process but do not 
represent the alternative ways in which that process could be organized. De-
pendency diagrams offer analysts a way past this difficulty by representing the 
underlying coordination issues in a process, allowing analysts to consider alter-
native process designs. Unfortunately, dependency diagrams can be difficult to 
draw because dependencies can be difficult to discover. This paper describes 
Resource Flow Graph Analysis (RFGA), a method for developing dependency 
diagrams which leverages the observability of activities and resource flows to 
allow analysts to systematically uncover the dependencies which shape a given 
business process. The potential application of the method to process analysis 
and system design is illustrated by a “design exercise.” 

Keywords: process design, dependencies, coordination, resource flows, design 
methodology. 

1   Introduction 

A story is told of a young girl who is watching her mother prepare brisket (a kind of 
meat dish) in the kitchen.  The mother carefully trims the end off the piece of meat 
before placing it in the pot to cook.  The girl asks her mother why she has trimmed the 
end of the brisket and the mother replies, “That is how your grandmother taught me to 
prepare brisket.” 

Later the girl is visiting her grandmother’s house and asks, “Grandma, why do you 
cut off the end of the brisket?  Is that part not good to eat?” 

Her Grandmother replies, “When your mother was young, we had a small kitchen 
and a very small pot for cooking brisket.  I cut off a piece so it would fit in the pot.” 

While this story is somewhat whimsical, we actually see this phenomenon all too 
often in organizations:  for example a business in which no one knows why the pink 
copy of some form gets filed or who uses a given report.  We develop processes but 
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lose touch with the forces that shaped them.  Then, when the situation changes, we are 
not always clear about how a process can or should be changed.   

The “brisket problem” is of great relevance to systems analysts in that business 
process analysis is closely integrated with information systems design [1, 2]. Process 
modeling helps to define the services a system ought to provide in order to add value 
to an organization and hence is a key part of requirements definition. In addition, by 
analyzing a business process, analysts can also discover new ways to organize work, 
reinventing business processes to take advantage of the capabilities of information 
technology [3-6].  

It follows that in order to produce the most useful analysis and design, analysts 
must effectively resolve or avoid the “brisket problem.”  Unfortunately, the process 
modeling tools we use to represent and analyze processes tend to be vulnerable to this 
pitfall:   

 They do not show us what parts of the process can change when conditions change 
(e.g. when Grandma gets a larger kitchen) and what parts of the process must  
remain fixed because of fundamental constraints. 

 They limit the set of possibilities we can consider and thereby leave the designer 
vulnerable to suboptimal design -- selecting the best from among a limited set of 
alternatives while never considering even better possibilities. 

In this paper I will argue that a different approach to process representation is needed 
when engaged in rethinking a process:  the “dependency view.”  In the dependency 
view we make a distinction between the core production activities of a process and 
the coordination activities [6, 7].  Production activities represent the parts of a process 
which must remain the same.  However things change in Grandma’s kitchen, the goal 
remains to prepare a brisket, which means that meat will need to be obtained,  
prepared, and cooked; these are the production activities of this process.  Trim end off 
meat is not a production activity, as Grandma points out to her granddaughter.   

Any left over (non-production) activities in any given version of a process may be 
coordination activities.  Coordination activities are necessary in order to ensure that 
the production activities are combined in a way that yields good results.  In 
Grandma’s original small kitchen, she needed to add the coordination activity trim 
end off meat in order that the cook brisket production activity could complete success-
fully.  Such coordination activities may be said to manage the dependencies among 
the production activities of a process.  I will give a more precise definition of depend-
ency below, but for now we can think of a dependency as some set of constraints on 
the interaction between one or more production activities required for the goals of the 
process to be met. In the case of the brisket, there is a dependency between obtain 
meat and cook meat:  the meat obtained by the former activity must fit in the pot used 
by the latter activity.  We will refer to the set of coordination activities used to  
manage a given dependency as a coordination mechanism. 

By viewing a process in this way, we can consider alternative methods for coordi-
nating a process.  For example, once Grandma has a larger kitchen she can consider 
purchasing a larger cooking pot, at which point the dependency between obtain meat 
and cook meat is satisfied without trimming the brisket and therefore that step in the 
process can be eliminated.  
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Malone et al [6] developed the dependency diagram (see Figure 4 for an example) 
as a process representation that shows production activities together with the depend-
encies among them.  By showing the dependencies of a process rather than specific 
coordination activities, we can consider alternative coordination mechanisms for each 
dependency and thus consider how a process can be modified while retaining its core 
production activities. Dependencies define the requirements that must be satisfied for 
a process to continue to function.  The intriguing possibility is that by representing a 
process using a dependency diagram we will be able to avoid the “brisket problem” or 
cope better with it. 

One goal of this paper is to restate the case, made previously by Malone et al  
(absent the brisket), that the dependency diagram is a useful tool for process design 
and innovation.  However, the primary contribution of this paper is to propose a solu-
tion to a problem that arises when one seeks to put the dependency diagram approach 
into practice: 

Dependency diagrams can be difficult to draw because dependencies can be  
difficult to find.  Dependencies are intangible aspects of a process:  they are relation-
ships among activities and thus cannot be directly observed.  In particular, dependen-
cies are typically only visible when they are not managed effectively.  When a process 
is running smoothly it is not always evident what factors are contributing to this suc-
cess.  Thus to discover a dependency one must engage in counter-factual thinking: 
imagining what can go wrong in order to arrive at the constraints needed to avoid 
such problems. 

A second factor that makes dependencies difficult to discover is the distributed  
nature of dependencies.  A dependency exists between two or more activities.  In 
order to understand the dependency one must understand the interaction among these 
activities.  However, sometimes activities are carried out by different actors and in 
different locations and there may be no one person with a clear understanding of both 
sides of such an interaction. 

Crowston and Osborn [8] describe two basic strategies for identifying dependen-
cies:  In activity-focused analysis the analyst looks for coordination activities and 
seeks to match them with the dependency they manage.  This can be effective, but 
may miss dependencies that are managed informally or implicitly.  For example, a 
weekly staff meeting may be used to manage multiple dependencies and it may be 
difficult to match that one activity with all those dependencies.  This form of analysis 
would also miss dependencies that are currently unmanaged or managed by exception 
handling that does not show up in a process map.   

Thus Crowston and Osborn also identify a second strategy:  dependency-focused 
analysis.  In this form of analysis the analyst searches for dependencies directly by 
examining the flow of resources among activities. This technique has the advantage 
that resources are often tangible and thus it is easier to identify resource flows.  This 
idea, that resources can be used to discover dependencies, is the key insight on which 
the current paper builds.  As will be explained in detail below, each dependency is 
associated with a specific pattern of resource flows and thus by examining the  
resource flows in a process we can uncover the dependencies. 
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In this paper I propose a method, Resource Flow Graph Analysis (RFGA), which 
can be used to support a systematic analysis of resource flows in order to discover 
dependencies.  RFGA develops a map of the resource flows within a process and uses 
this map to discover dependencies.   

RFGA differs from and adds value to the Crowston and Osborn approach in two 
respects:  First, the approach introduces a representation, the resource flow graph, 
which is specifically designed to display and analyze resource flows.  Second, where 
the Crowston and Osborn method first develops a list of activities and resources and 
then analyzes the flows among them, RFGA builds up a resource flow graph in a 
more iterative, emergent manner, allowing for the possibility that resources and even 
activities will be discovered during the process of constructing a resource flow graph. 

The contribution of this paper will be to provide a description of RFGA and an ex-
ample of how it can be used to construct a dependency diagram.  The logic of the 
paper is that RFGA is a technique that analysts can use to discover dependencies and 
draw dependency diagrams and that analysts can in turn use those dependency dia-
grams to distinguish between the parts of a process that can vary and the parts that 
must remain constant.  Analysts can thus systematically explore potential modifica-
tions to the design of a process and thus overcome the potential pitfall of the brisket 
problem. 

This paper adopts the design science research paradigm [9] in that its contribution 
takes the form of novel artifacts and a preliminary assessment of the potential utility 
of those artifacts.  To use the terminology put forward by March and Smith [10] and 
adopted by Hevner et al [9], this paper contributes two new artifacts:  a new model, 
the resource flow graph, and a new method, RFGA.  The utility claimed for these 
artifacts is that they facilitate the development of dependency diagrams, an existing 
design artifact whose utility in turn lies in supporting analysts in their efforts to design 
and improve business processes. 

Section two of the paper reviews the theoretical basis for the dependency approach 
and describes its key representation:  the dependency diagram. Section three intro-
duces RFGA, explains its principle benefits, and describes the method in some detail. 
Section four illustrates the application of the method to a simple example. Section 
five discusses evidence for the usability and usefulness of the method. Finally, section 
six summarizes the contribution of RFGA to process modeling research and practice 
and describes directions for future research. 

2   The Dependency View of Process 

Before we proceed it will be helpful to provide a working definition for the term 
“process.”  A process is a recurring pattern of behavior which is associated with some 
system and to which a purpose is ascribed. The purposeful actions which comprise a 
process are referred to as activities or subactivities (this latter to emphasize that  
individual activities are part of something bigger). 

Systems design methods offer a number of techniques for modeling processes: 
flow charts and data flow diagrams are both used in the structured modeling approach 
[11] and, more recently, the activity diagram (an extension to the flow chart) is a part 
of the UML modeling specification [12, 13].   While these modeling capabilities  
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capture important aspects of a process, all these approaches share the same important 
limitation: they represent one particular version of a process but do not represent the 
alternative ways in which that process could be organized. Activity diagrams do not 
distinguish between control flows that are required by business constraints and those 
that are arbitrary or even counter-productive. Data flow diagrams represent informa-
tion flows but not whether they are essential to achieving the process goal or whether 
they persist for historical reasons. 

Once a process has been designed, traditional process maps are very useful, but for 
the reasons just given, they do not provide much support for generating and evaluat-
ing alternative designs.  These limitations suggest the need to represent the underlying 
business and technical constraints which must be taken into account in organizing 
activities into a successful business process.  As noted in the introduction, Malone et 
al have proposed addressing the limitations of existing process models by represent-
ing the production activities of a process together with its dependencies [6, 7].  The 
basis for this approach is coordination theory. 

Coordination theory begins with a definition: coordination is the act of managing 
dependencies between activities [7]1. Associated with each dependency is a coordina-
tion mechanism, which consists of those components of the system which manage that 
dependency. For example, a shared resource dependency might be managed by a 
“first come first serve” policy or a market-like bidding mechanism or managerial fiat, 
and so forth [7, 16]. 

Three types of dependencies are identified in coordination theory:  A flow depend-
ency captures the issues which arise when a resource flows from the activity which 
produces it to the activity which consumes it.  A sharing dependency identifies the 
issues which arise when a single resource is consumed by multiple activities.  A fit 
dependency identifies the issues which arise when a single resource is produced 
through the joint action of multiple activities. 

A dependency diagram (such as that shown in Figure 4 below) represents the de-
pendencies associated with a process. The diagram includes activities, represented by 
rectangles, and their associated dependencies, represented by ovals.  The direction of 
the links indicates whether an activity is producing (arrow points to dependency) or 
consuming (arrow points to activity) the resource associated with a dependency. 

The dependency diagram omits any coordination activities since these will be as-
sociated with the management of one or more dependencies. By abstracting away 
coordination activities and information flows, a dependency diagram focuses attention 
on the dependencies which define what sort of coordination is required and what sort 
of information is needed to support that coordination. 

Thus the dependency diagram addresses the limitation we have identified in exist-
ing process modeling techniques by:  (1) distinguishing between the parts of the proc-
ess that must be present in any redesign and the parts that may be modified, and (2) 
identifying the requirements that must be addressed by the variable parts of the proc-
ess, that is, the dependencies these variable parts must manage. 

Once a dependency diagram has been developed the analyst can proceed to  
consider potential coordination mechanisms for managing each dependency, taking 
into account new possibilities that may be enabled by new technologies or changing 
business conditions.  

                                                           
1 This brief description of coordination theory is adapted from [14] and [15]. 
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3   Resource Flow Graph Analysis 

Hopefully at this point the reader is convinced that dependency diagrams have the 
potential to play a useful role in process design, but the value of this approach will 
depend on the ability to identify dependencies for inclusion in the diagram. As  
argued in the introduction, dependencies themselves can be hard to discover, both 
because they are not entirely observable and because they may require knowledge of a 
process that is distributed across multiple actors.  Crowston and Osborn [8] have 
developed methods for discovering dependencies, a key component of which is the 
tracing of resource flows within the process.  Resource Flow Graph Analysis (RFGA) 
is a method which has been developed to assist in this “resource-based” discovery of 
dependencies. 

The theoretical basis for RFGA is the relationship between resources and depend-
encies originally articulated by Zlotkin [16].  For our purposes a resource is a physical 
or information object viewed as either an input or output of an activity.  Resources 
flow from the activities which produce them to the activities which consume them.  
The three types of dependencies defined in coordination theory map naturally to three 
distinct patterns of resource flows as indicated in Figure 1. 

 

Fig. 1.  Mapping between resource flows and dependencies 
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RFGA allows an analyst to begin by identifying activities and resources, which are 
generally more visible to process observers and participants, and then identify the 
relationships between these elements in order to construct a resource flow graph, a 
map of the resource flows within a process2.  

The resource flow graph includes both activities and the resource flows among 
them. In general an activity may both consume and produce resources and these rela-
tionships are represented as resource flows into and out of activities. An example of a 
resource flow graph can be seen in Figure 3 below. Note that this diagram corre-
sponds to the dependency diagram depicted in Figure 4. 

Once a resource flow graph has been developed, dependencies can be identified  
using the mapping given in Figure 1 above. Finally, the analyst can use process analy-
sis to identify desired system functionality. Thus RFGA can be described as a  
sequence of two key objectives:  (1) Use informal process descriptions to develop a 
resource flow graph.  (2) Use the resource flow graph to discover dependencies and 
develop a dependency diagram.  

3.1   Creating the Resource Flow Graph 

The first task for the analyst is to construct a resource flow graph from informal proc-
ess descriptions. This is made more difficult by the distributed nature of process 
knowledge. A process stakeholder may possess local knowledge -- knowledge of 
some set of activities and resources -- with only limited awareness of how these  
elements interact with distant parts of the process. This distribution of process knowl-
edge across multiple stakeholders brings with it additional issues that may create 
difficulties in constructing a useful resource flow graph: (1) Process descriptions may 
reflect multiple and possibly conflicting points of view, especially concerning the 
goals of the process. (2) Even with multiple informants with overlapping knowledge, 
the resulting process descriptions may omit activities and resource flows. 

RFGA addresses these issues by focusing the initial analysis on the identification 
of individual activities and resources without attempting to specify their interconnec-
tions fully. The working assumption is that the preliminary list of activities and  
resources may be incomplete and may include multiple, possibly conflicting, views of 
the process. These process components are then linked together by identifying which 
resources are consumed, accessed, produced, or modified by each activity. This  
integration of process fragments into a coherent resource flow graph supports the 
articulation of a point of view for this analysis. In addition this integration may focus 
attention on previously overlooked resources and activities.  More specifically this 
phase of RFGA consists of the following steps: 

1. Read through the process descriptions (i.e. existing documentation and analyst 
notes) and search for activities and resources. 

                                                           
2 Portions of this section have been adapted from [14] and [15]. These earlier publications 

referred to the method as Text Based Process Analysis (TBPA). The phrase Resource Flow 
Graph Analysis (RFGA) has been adopted as better identifying the distinctive approach of the 
method. For a more extensive treatment of this method see also [17]. 
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2. Add these components to a process fragment diagram (e.g. Figure 2 below). At this 
stage the activities and resources are for the most part not connected to each other 
and may be placed in an arbitrary order (often, as a matter of convenience, the 
placement typically reflects the order in which components were encountered). 

3. Using this process fragment diagram, look for resource flows which may connect 
different activities together.  As these flows are added to the process fragment dia-
gram, larger fragments of the process begin to coalesce.  

4. As the process fragments grow in size, examine them for an overall point of view. 
This often turns out to be a critical step in moving from the collection of process 
fragments in step 3 above to the resource flow graph that follows. Experience with 
RFGA suggests that it is often an explicit point of view that helps to select a subset 
of the process fragments and fit them together into a whole. Clearly there may be 
more than one process of interest and the same process may be viewed from sev-
eral different viewpoints in the process fragment diagram. That is to be expected. 
One may in fact construct several process maps from a single text, or one may 
choose one particular point of view for one particular process and favor it over the 
others. What is important is that these choices and these issues be recorded for  
future review. 

Note that there is an inductive bottom-up approach in which one connects fragments 
to build a resource flow graph, and at the same time there is also a top-down approach 
in which one develops a point of view which serves as an organizing framework for 
the fragments.  

3.2   From Resource Flow Graph to Dependency Diagram 

In the second phase of RFGA the analyst uses the resource flow graph to construct a 
dependency diagram: 

1. The analyst removes from the resource flow graph any resource issues that are 
outside the scope of the current analysis. 

2. The analyst also removes from the resource flow graph any activities and resources 
which are part of coordination mechanisms, as they will be represented by depend-
encies. 

3. With the remaining resource flows, the analyst identifies dependencies using the 
correspondences shown in Figure 1.  Note that, unlike a resource flow graph, 
which typically represents all the flows involving resources of importance to the 
activities, the dependency diagram represents instead only those dependencies 
which are of importance to the process; these critical dependencies may correspond 
to all or only some of the flows in the corresponding resource flow graph. A de-
pendency might be considered unimportant by the analyst because its effect on the 
process outcomes of interest is insignificant or because it has a significant impact 
but is easily managed. 

4. The analyst may choose to further simplify the dependency diagram by aggregat-
ing activities or by restricting the scope of the analysis. The purpose of this simpli-
fication is to make the dependency diagram readily understandable. 
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4   A Simple Example 

To get a better sense of how RFGA is employed in practice, we will walk through a 
simple example based on one of several “design exercises” which were carried out to 
explore the usability and practical implications of this method. The focus of these 
exercises was primarily on producing a set of dependency diagrams, with a brief dis-
cussion of process insights and potential supporting systems. In these design exercises 
the process description we began with was provided in conversation with a partici-
pant, who brought an organizational issue involving process design, product design, 
organizational learning, or organizational change. At the close of each exercise I 
asked participants to provide feedback about the method. 

This particular example was a design exercise carried out with Greg3, who is a re-
search scientist at Commonwealth Technical University (CTU), a research university 
in the eastern United States. Greg is part of the Innovation Group, which together 
with two other research groups at the University is being sponsored by CompCo, a 
leading computer component manufacturer. CompCo has asked the three research 
groups to jointly produce a prototype of a system to support business problem solv-
ing. The prototype will be tested on a supply chain management problem provided by 
CompCo. The three groups are to contribute to the prototype as follows:  (1)  The 
Hardware Group will provide the hardware platform for the prototype.  (2) The Mod-
eling Group will provide a model of the business problem.  (3) The Innovation Group 
will provide a process analysis of the business problem.  Our goal in this design exer-
cise was to develop a description of the collaborative design process for the prototype.  

Greg and I began by identifying the activities and resources associated with the de-
sign process, resulting in the process fragment diagram shown in Figure 2.  We then 
identified resource flows and constructed the resource flow graph shown in Figure 3. 
In doing so, we eliminated several resources (funds, software & hardware interfaces, 
research agendas, researchers, computing power, and other projects) as being (tenta-
tively) outside our scope. We identified Construct Example as a subactivity of Ac-
quire Resources, and Design Interfaces as a part of Integrate Design, thus omitting 
explicit mention of these activities from the resource flow graph. We considered Co-
ordinate Research Effort to be part of the coordination mechanism for this process 
and thus it, too, is not included here. 

Finally, we added the activity Integrate Design and the resource research proto-
type because they are needed to complete the account of the process. The prototype, 
which we had omitted in Figure 2, is a key deliverable in this process and hence a 
critical resource. Integrate Design is the activity which produces that resource. 

Based on this resource flow graph, we then developed a dependency diagram  
(Figure 4). We removed the leftmost activity shown in the resource flow graph, Ac-
quire Resources, because we elected to consider any activity prior to the design task 
as outside the scope of our analysis. Accordingly, we included instead a flow depend-
ency and sharing dependency for resources. We adopted the generic term “resources” 
to bring back into our analysis such resources as computing power and funds. We 
decomposed Communicate Results into the four principal communication activities 

                                                           
3 In the account which follows, names and other identifying characteristics have been disguised 

or omitted to protect the confidentiality of the information disclosed. 
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associated with the sponsor and the three research groups. This allowed us to repre-
sent an additional fit dependency which Greg described as involving these four  
distinct communication activities. 

This dependency diagram then served as a basis for a discussion about the choice 
of coordination mechanisms for this process.  For example, the fit dependency  
between the three design activities and Produce Prototype focuses attention on the 
distributed nature of this process: three design activities are carried out by three dif-
ferent research groups.  One can then discuss the desirability of various alternatives 
for managing this fit dependency. 

 

Fig. 2. CTU process fragment diagram 

The claim here is not that we could only arrive at this result by using RFGA.  
Clearly the method described by Crowston and Osborn might have resulted in a very 
similar diagram.  The claim is instead that RFGA gives one a systematic way to iden-
tify all relevant resource flows in the process and thus a comprehensive set of de-
pendencies. 

5   Validation 

Hevner et al [9] suggest that novel design artifacts (including design methods) may 
need to employ relatively informal evaluation techniques including informal argu-
ments and scenarios. I will use both these approaches to assess claims of usability and 
usefulness for RFGA.  
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Fig. 3. CTU resource flow graph 

5.1   Preliminary Assessment of Usability 

Given the novelty of RFGA, the evaluation carried out assesses a weak claim of us-
ability: the claim that the method can be used in practice to develop a dependency 
diagram for some actual organizational process.  I evaluated this claim by carrying 
out a number of “design exercises,” one of which was described in section 4 above.  
Each design exercise included the construction of a dependency diagram, which then 
served as the basis for an analysis of the organizational situation described. At the 
close of each exercise I asked the participants to provide some feedback about the 
method and the analysis. 

In each design exercise, the conversation which resulted was in reaction to  
diagrams developed by me in response to a situation presented by the participant. The 
methodology thus was the central resource for structuring and guiding each design 
exercise. The insights obtained from these exercises and their reported relevance to  
 

 

Fig. 4. Dependency diagram: DESIGN RESEARCH PROTOTYPE 
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the situations described by participants would seem to provide preliminary support for 
the claim that this methodology is usable and at least limited support that it has the 
potential to be useful as well [17]. 

In addition, the method has been used to analyze the process by which application 
service providers deliver services to their customers [14] and to identify coordination 
issues and design alternatives for knowledge management systems [15]. 

5.2   Preliminary Assessment of Usefulness 

To assess its usefulness, I will briefly consider the potential value of RFGA relative to 
the Crowston and Osborn method discussed above. RFGA is intended as a comple-
ment to the Crowston and Osborn approach, specifically as an elaboration on the 
method of tracing resource flows in order to discover dependencies.  The principle 
capabilities which RFGA brings to resource tracing are (1) the use of the resource 
flow graph to represent resource flows and (2) the iterative method by which the re-
source flow graph is obtained.  By showing all resources and activities in relation to 
each other and within the context of the overall process, it becomes easier to identify 
flows that might have been overlooked.  Further, by building up the resource flow 
graph from a series of fragments, one is able to begin with what may be the insights 
of individual process stakeholders about small fragments of the process and then 
gradually see how these fragments can be integrated into a larger view. 

While RFGA adds some additional techniques for identifying and validating  
dependencies, these additional steps may not be necessary when the initial process 
descriptions are comprehensive or when resource flows are already well understood. 
In such cases it might be preferable to use the Crowston and Osborn approach to  
arrive at a dependency diagram directly, without first creating a resource flow graph. 
The additional capabilities of RFGA seem likely to be especially useful in circum-
stances when process descriptions are partial and inconsistent and when it is difficult 
to ascertain the role played by resources in the process. 

6   Conclusion 

This paper describes a method for developing dependency diagrams from informal 
process descriptions by first identifying resources and activities and the relationships 
among them. The approach addresses difficulties inherent in this kind of analysis 
including the difficulty of observing dependencies directly and the distributed nature 
of process knowledge. The method was evaluated by a series of design exercises and 
a comparison to existing methods.  While preliminary assessments of the method 
suggest its potential as a tool for analysts, additional work is necessary to realize this 
potential: 

RFGA must be subjected to a more rigorous test of its usability and usefulness. 
The method should be employed on larger projects with measurements made of  
project outcomes and analyst perceptions.  The role played by RFGA in the broader 
systems development process also needs to be explored further. The method might be 
extended to provide more guidance for moving from a dependency diagram to system 
requirements such as use cases.  Some preliminary work along these lines has already 
been carried out [18]. 
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While we have made the case for a dependency view based on coordination theory, 
it is worth noting that other researchers have proposed methods for representing de-
pendencies for this purpose [19-21].  RFGA should be compared to these methods to 
identify the trade-offs and potential complementarities.  For example, a preliminary 
comparison with Dependency Network Diagrams [21] suggests that RFGA might be a 
useful complement in situations where system requirements are driven by a fine 
grained view of dependencies among individual activities as opposed to soley based 
on patterns of interdependence among organizational actors.  Research by Reijers et al 
seems especially worth comparison with RFGA since it appears to apply a similar 
approach to the analysis of information products [22].   
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Abstract. Enacting cross-organizational business processes requires critical 
support for long-running and complex interactions involving multiple partici-
pants. The Web Services Choreography Description Language (WS-CDL) aims 
at facilitating just that, by providing means to describe correlated message ex-
changes among services geared towards achieving a business goal. While WS-
CDL specifications are machine-readable documents, they do not necessarily 
allow developers to determine—by direct inspection—whetheror not the pat-
terns of message exchanges they stipulate do indeed describethe intended ser-
vice behavior. In this research paper, we show how Colored Petri Nets (CPN) 
can be used to analyze WS-CDL documents in order to identify faults in the 
specification. We have developed a research prototype that assists in the crea-
tion of a CPN model from a given WS-CDL document. The CPN model gener-
ated is then analyzed using the formal verification environment and simulation 
capability provided by CPN-Tools. We provide a discussion on the analysis of 
an example WS-CDL document using this approach, as well as on the advan-
tages and limitations of using CPN for analyzing WS-CDL specifications. 

Keywords: Web service, WS-CDL, Service Choreography, Colored Petri Nets, 
ChorToNet,and Analyzing Specifications. 

1   Introduction 

Supporting interactions among Web services is important in the context of cross-
organizational business processes as they typically involve multi-step as well as corre-
lated message exchanges among services. Successful completion of long-running 
interactions depends upon multi-party conversation policies that specify “who is al-
lowed (or expected) to send messages to whom and in what order” [1]. Conversation 
policies would necessitate services to establish an explicit conversation context during 
their initial contact and interact with each other within that context in order to attain 
their goal [2]. Services interpret each message exchanged in relation to the previously 
exchanged messages in the framing conversation. Thus, conversation policies that 
describe peer-to-peer interactions among participating services can be considered as 
state-transition models as they describe a reactive behavior of services [3]. 
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The Web Services Choreography Description Language (WS-CDL)[4] is a XML-
based specification being proposed by the World Wide Web Consortium (W3C). The 
purpose of WS-CDL specification is to provide a systematic way to specify conversa-
tion policies that describe the ordering of message exchanges amongWeb  
services.The WS-CDL specification describes peer-to-peer interactions among par-
ticipating services, as well asthe type of messages that need to be exchanged, in a 
well-defined order that may contain conditional branches and loops. 

It should be noted that WS-CDL has gained little traction in practice, and W3C has 
not formally recommended it as a standard. However, WS-CDL specification,  
currently, is the best solution available for supporting complex interactions among 
Web services. Adequate tool support for developers is one of the key ingredients to 
increase adoption of WS-CDL in the industry. 

Although developers can use tools such as Pi4soa [5] to create a WS-CDL  
document, their ability to determine—by direct inspection—whether message ex-
changes described in a WS-CDL document are fault-free and describe the intended 
service behavior, is limited. A fault in a WS-CDL document, for example, would be a 
missing or incorrectly specified order of message exchange, which would result in 
unintended service interaction behavior or the impossibility for the occurrence of an 
otherwise viable message exchange.Thus, faults in WS-CDL specificationscan have a 
detrimental effect on the successful completion of the business transactions they de-
scribe. Merely reading WS-CDL documents to determine whether they contain an 
appropriate order of message exchanges is not practical. Therefore, it is crucial to 
develop effective means to analyze and identify faults in a WS-CDL document prior 
to deploying it. 

 

Fig. 1. Approach for investigating faults in WS-CDL documents 

In this paper, we develop an approach (see Fig. 1) to analyze and search for “red 
flags” that signal the potential presence of faults in WS-CDL documents. Our ap-
proach takes advantage of modeling formalisms provided by Colored Petri Nets 
(CPN) [6] and the simulation capabilities provided by CPN-Tools [7]. Towards that 
end, we have developed a CPN model representation for each element of a WS-CDL 
specification that is relevant to the ordering of message exchanges. Since developing 
CPN models from WS-CDL by hand can be a tedious and error-prone task, we have 
developed a research prototype, dubbed ChorToNet, that takes a given WS-CDL 
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document as input, recognizes WS-CDL elements specified in the document, and 
generates a CPN model that can be directly imported by CPN-Tools for further analy-
sis. We analyze a sample WS-CDL document to demonstrate the utility of the  
approach described in this paper. 

The rest of the paper is organized as follows: section 2 provides a background on 
WS-CDL and CPN; section 3 provides details on the CPN representation for  
WS-CDL elements we have defined; section 4 discusses details of the ChorToNet 
application; section 5 shows the analysis of a WS-CDL document using our approach, 
and—finally—in section 6, we offer concluding remarks. 

2   Background 

In this section, we provide an overview of WS-CDL specifications and CPN model-
ing. We also provide a review of related works on analyzing WS-CDL specifications. 

2.1   Overview of WS-CDL 

A WS-CDL specification provides a language for defining service interaction behav-
ior rules, byproviding a complementary layer above service composition languages 
for coordinating service interactions. Web service composition languages such as 
WS-BPEL [8]describe the order of tasks performed by participating services to 
achieve business goals. However, they do not specify the order of message exchanges 
required to maintain long-running conversations among participating services. 

As shown in Fig. 2, each WS-CDL document contains a package as its root  
element. Within the package element, details about collaborating participants and 
peer-to-peer interactions between them are specified. Thus, WS-CDL documents 
contain a static section, which provides details about collaborating participants; and a 
dynamic section—i.e., thechoreography element—which provides message exchange 
ordering rules and constraints [9]. 

2.2   Overview of Colored Petri Nets 

Colored Petri Nets (CPN) constitute a state-oriented modeling language for simulat-
ing and verifying whether systems have certain set of behavioral properties [10]. CPN 
combines strength of ordinary Petri Nets [11] with the functional programming lan-
guage Standard ML [12]. Petri Nets provide the fundamental graphical notations and 
basic primitives such as places, transitions, and arcs. Standard ML provides the 
primitives for defining data types and manipulating data values.To gain a detailed 
understanding of CPN, please refer to [10]. 

A CPN model represents different possible states within the system and events that 
trigger system change from one state to another state [10]. A CPN model organizes 
system states and events into a set of modules (pages) each of which consists of a 
network of places, transitions, and arcs[10].Each place can be marked with to-
kens. Each token represents a data value, which is referred to as its color. The state 
of the system is modeled using tokens and places with associated token colors. 
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Fig. 2. WS-CDL document structure 

An event is modeled using transitions. A substitution transition is used as an  
abstract representation (i.e., higher level view) of a CPN page that contains a detailed 
description of a sub-system. The inputs and outputs of a substitution transition are 
interfaced with inputs and outputs of a CPN page through special places called 
sockets (associated with substitution transition) and ports (associated with CPN 
page). A port is assigned to a socket to specify the relationship between a substitu-
tion transition and a CPN page. Arcs connect places and transitions and also  
control the movement of tokens through the model. Transitions are enabled as  
tokens move from one transition to another. 

Desired properties of a system under analysis can be verified by performing state 
space analysis on its CPN representation. As part of a state space analysis all reach-
able states and event occurrences are computed in order to identify system behaviors 
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such as the absence of deadlocks, the possibility of reaching a given state, and the 
guaranteed delivery of a given service [10]. CPN models are used for analyzing key 
characteristics of a broad class of systems, including business process models [13], 
workflow models [14], agent systems [15], and software engineering [16]. CPN  
models can be constructed and analyzed using a tool suite known as CPN-Tools, 
developed by the CPN group at the Eindhoven University of Technology[7]. It offers 
a graphical user interface (GUI) front-end through which CPN models can be created, 
edited, and simulated. It also performs state space and performance analyses. 

2.3   Related Works 

Zhang et al. [17] developed an approach for modeling and validating WS-CDL  
specifications based on various UML diagrams. However, this approach does not 
provide the capability to ensure that service interaction behaviors have the intended 
effect at runtime. Xiangpeng et al. [18] developed a language called CDL, along with 
its semantics operationally defined, and apply the model-checking technique to verify 
correctness of a WS-CDL specification. However, in order to utilize this approach, 
developers would need to learn a new language, which might not be practical in some 
situations. Pu et al. [19] developed an approach to generate Java programs based on 
WS-CDL specifications, which can be executed to identify any violations in the WS-
CDL specification. While the authors’ approach is interesting, they did not provide 
details on tool support and evaluation on identifying typical WS-CDL specification 
faults. Foster et al. [20] developed an approach using finite state process algebra to 
translate WS-CDL specifications into message sequence charts. However, message 
sequence charts provide a static view for a specific scenario and may not be effective 
at representing sets of scenarios typically contained in WS-CDL. Decker et al. [21] 
developed an approach using Pi-calculus to perform reachability analysis for choreo-
graphies, however, the authors indicate that their approach was not effective when 
repeated interactions are present in the choreography. Diaz et al. [22] developed an 
approach to map a given WS-CDL specification into a Timed Automaton, which is 
then used for generating WS-BPEL skeleton structures. The authors utilize UPPAAL, 
a model-checker tool to verify the Timed Automaton representation against the  
expected system behavior. However, the authors’ objective is to generate WS-BPEL 
documents, not necessarily to analyze and verify WS-CDL specification properties. 

3   Mapping WS-CDL Elements to CPN Constructs 

The objective of this research is to develop an approach (shown inFig. 1) to analyze 
WS-CDL documents using CPN analysis techniques. CPN models are constructed 
and simulated with the goal of debugging and investigating the system design proper-
ties [10]. CPN models can be simulated using CPN-Tools to investigate functional 
and logical behaviors of the system under different scenarios [10]. Thus, the state 
space analysis capability provided by CPN-Tools can be used for identifying potential 
faults associated with a WS-CDL document for different service behavior scenarios.  
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The idea of using CPN modeling technique is by no means novel, as it has been util-
ized by other researchers to verify other web service specifications such as WS-BPEL 
[23, 24] and WSCI [25, 26]. 

In order to analyze WS-CDL documents using CPN-Tools, first, we need to estab-
lish an appropriate mapping between WS-CDL elements and CPN constructs. In this 
preliminary research, to reduce the complexity associated with CPN modeling; we 
primarily focus on those WS-CDL elements directly involved in specifying the order 
in which the activities occur, as well as those associated with the exchange of infor-
mation and the assigning of values to variables. In the next sections, we briefly  
describe CPN representations for WS-CDL elements.  

3.1   Activity Element 

Activityelement specifiesthe ordering rules of actions performed within the choreog-
raphy element[4]. Activityis a group element, i.e., contains a combination of activities; 
therefore,it is represented using a substitution transition. Thissubstitution transi-
tionfires as the control token moves from one to anothersubstitution transition. A 
sequenceactivity element is represented using sequential pairing of substitution  
transitionwith interposing socket place. Similarly, a parallel activity element is 
represented using concurrent pairing of sequential socket places with interposing-
substitution transition. In regard to a parallel activity element, a control token is 
duplicated into as many copies as there are parallel activities. Each copy of the token 
is passed into the substitution transitions representing each parallel activity. After 
completion of activities represented for each substitution transition, tokens are 
merged into one single token. A choice activity element is represented using concur-
rent pairing of sequentialsubstitution transitionswith interposingsocket place. In 
regard to choice element, the CPN-Tools randomly select a substitution transition to 
be executed. Fig. 3 depicts CPN model representations for activity elements. 

3.2   Interaction Element 

Interaction element specifies a series of message exchanges between roleTypes[4]. 
Typically, these roleTypes are referred to as the fromRoleType (the initiator of the 
exchange) and the toRoleType (the responder). Thus, exchanges between roleTypes 
can be of two types—request or response. Requests are always directed from the 
fromRoleType to the toRoleType and responses are from the toRoleType to the from-
RoleType. roleTypes are represented using places, and messages are represented 
using tokens. A request message exchange is represented using a place containing a 
token connected to a transition which is connected to another place without a token. 
When the control token arrives at the transition, it is fired. The message token is then 
displaced from the place representing the fromRoleType to the place representing the 
toRoleType. Similarly, response message exchange is represented using a place with-
out a token connected to a transition which is connected to a place with a token. 
Fig. 4 depicts CPN model representations for interaction elements. 
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Fig. 3. CPN model representations for activity elements 

 

Fig. 4. CPN model representations for request and response message exchanges 

3.3   Assign Element 

Assign element is used to populate or change the value of one or more variables 
within a roleType[4].Assign element is represented using a CPN page wherein 
places representing source variables are connected to a transition, say T1. When the 
transition T1 is fired, the value to be assigned is placed in another place, say P1. Arc 
connecting T1 and P1 would contain a standard ML based expression to determine an 
appropriate value (as a function of the source variables) that will be placed in the P1. 
When the transition (say T2) connecting P1 and the place (say P2) representing the 
target variable is fired, then the value from P1 is inserted into the variable represented 
in the P2. 

3.4   Workunit Element 

Workunit element is used for specifying constraints that must be satisfied to perform 
certain activities and for specifying repetitive activities[4]. Activity elements  
contained within workunit element are represented using substitution transition. 
Workunit element also includes a guard condition, a repeat condition, and a block 
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condition. Workunit element is represented using a CPN page. In the CPN page, a 
place, say P1 holds a token possessing a boolean variable. This variable will be true 
if a guard condition has been specified in which case values in places containing 
variables relevant to guard conditions are evaluated using the Standard ML. If guard 
condition was evaluated to be trueorno guard condition was specifiedthen control 
passes directly to the activities contained in the page. If guard condition is evaluated 
to be false, then the token in theplace(representing block attribute), say P2, is evalu-
ated. If block condition is evaluated to be true, then the control token is redirected to 
the page’s entry point. If block condition is false, thenpage is exited (the control 
token leaves the page).Upon completion of the activities, the value of the token in 
theplace (representing repeat attribute), say P3, is evaluated. If true, values in places 
containing variables relevant to repeat conditions are evaluated. The result of this 
evaluation determines if the page will be exited or re-entered from the beginning (the 
control token is redirected to the page’s entry point). 

3.5   Choreography Element 

Choreography element specifies a pattern of collaborating behaviors between 
services[4]. Choreography element is represented using a CPN page containing rep-
resentations for interaction and activity elements contained within the choreography 
element. 

4   ChorToNet Application 

Manually transforming a WS-CDL document into its equivalent CPN model represen-
tation can be laborious and time consuming. However, both WS-CDL and CPN mod-
els can be generated as XML-based documents, so automating the construction of one 
based on information gathered from the other is quite feasible. Thus, the purpose of 
the ChorToNet application is to generate CPN model representations of the choreog-
raphy sections of WS-CDL specifications. This application takes a WS-CDL docu-
mentas input, applies the mappings discussed in the previous sections, and produces 
an XML document that is readable by CPN-Tools. 

We initially considered using eXtensibleStylesheet Language Transformations 
(XSLT) to transform WS-CDL specifications into CPN model representations. 
XSLTs are best suited for mappings that are more of a static nature such as transform-
ing XML documents into XHTML documents. However, generating CPN models 
based on WS-CDL specification is a complex transformation. Consider, for instance, 
the tasks of coordinating positions of places and transitions to ensure the CPN 
model can be visually inspected using CPN-Tools.  

The ChorToNet application was developed using Java following a layered architec-
ture, as shown in Fig. 5. It uses XmlBeans to generate Java types that represent XML 
schema types of WS-CDL specifications and CPN models. The input WS-CDL  
document is traversed, and the required information (e.g., sequence, choice, parallel, 
interactions, workunits, roleTypes, and variables involved in the choreography) are 
appropriately collected. Then this information is used by the CPNBuilder class to create 
the CPN model document. The CPNBuilder class uses cpn-choreography_Elements 
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layer, which provides the functionality for transforming WS-CDL elements into CPN 
representations. Classes in the cpn-choreography_Elements layer use builders layer for 
the functionality required to construct places, arcs, and transitions (including substi-
tution transitions). In the next section, we illustrate our approach by analyzing a  
sample WS-CDL document, and identifying and rectifying faults contained in it. 

 

Fig. 5. ChorToNet Architecture 

5   Analyzing a Sample WS-CDL Document: Intermediate Example 

The approach espoused in this paper was applied to a simple problem named ‘Inter-
mediate Example,’ which is found in the WS-CDL Primer developed by W3C [27]. 
The ‘Intermediate Example’ is a choreography that describes the sequence of  
message exchanges between two roleTypes that represent a buyer and a seller of some 
commodity. Thus, in this choreography we have two roleTypes: BuyerRole and 
SellerRole, and the variable controlling the flow of the choreographyisbarteringDone, 
which is a Boolean type. At the start of the choreography, barteringDone is assigned 
the value of false. Next, an interaction in which there is a request exchange where the 
BuyerRole elicits a quote from the SellerRole. Subsequently, there is a response ex-
change in which the SellerRole sends a quote to the BuyerRole. The process then 
enters into a loop whereby the BuyerRole either accepts or rejects the quote. If the 
buyer accepts the quote, the barteringDone variable is set to true and the process ter-
minates. If the quote is rejected, a quote is re-elicited. This cycle continues until the 
quote is accepted and barteringDone is assigned true.  

Using the ChorToNet application, a CPN model representation of the WS-CDL 
document was generated. Subsequently, the CPN-Tools was used to generate the state 
space report (see Fig. 6),whose analysis allowed us to detect faults in the specifica-
tion. Table 1 provides a brief explanation of the state space report properties and cor-
responding interpretation for analyzing WS-CDL documents. From the report, it can 
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be noted that there is an identical number of nodes in both the state space and the 
strongly connected component (SCC) graph. This means that no SCC had more than 
one node associated with it. Thus, there was no potential for cycles. This was an un-
expected behavior as the bartering process was expected to continue until the quote 
was accepted. Since it is possible the quote is never accepted, there should be a cycle 
somewhere in the state space. This indicates that there is a fault in the WS-CDL 
specification, which prevents the bartering process from being cyclic. 

From the report (cf. Fig. 6), it can be noted that both Home marking and Dead 
marking is represented by node number 12. This is not unusual as it means there is a 
terminal state (node 12), and that state is reachable from all other states. Further 
analysis of the state space using CPN-Tools, showed node 12 coincided with the 
completion of the choreography. Next we looked at the dead transitions. Investigation 
of these dead transitions indicated the activity within the workunit was never carried 
out. After the quote was received by the BuyerRole, the process terminated. In other 
words, no bartering takes place. Clearly, this is not the desired service behavior. The 
fact that process terminates after the BuyerRole receives the quote indicates that 
 

CPN-Tools state space report 
State Space 

Nodes: 12 
Arcs: 11 
Secs: 0 
Status: Full 

Scc Graph 
Nodes: 12 
Arcs: 11 
Secs: 0 

Home Markings 
[12] 

Dead Markings 
[12] 

Dead Transition Instances 
AssignID135 T145 
AssignID135 T146 
AssignID135 T147 
ChoiceID271 T281 
ChoiceID271 T295 
Interaction_QuoteAcceptID110 T126 
Interaction_QuoteReelicitationID212 T228 
Interaction_QuoteReelicitationID212 T246 
WorkUnit_WhileBarteringIsNotFinishedID309 T381 
WorkUnit_WhileBarteringIsNotFinishedID309 T382 
WorkUnit_WhileBarteringIsNotFinishedID309 T383 
WorkUnit_WhileBarteringIsNotFinishedID309 T385 
WorkUnit_WhileBarteringIsNotFinishedID309 T387 
WorkUnit_WhileBarteringIsNotFinishedID309 T388 

Live Transition Instances 
None 

Fig. 6. State space report for intermediate example 
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the error was in the workunit’s guard expression. Currently, the guard condition is set 
to be true. Therefore, activity elements contained within workunit would be executed 
only when barteringDone has value true. However, initial value of barteringDone is 
false. Consequently, the guard condition is never satisfied. As a result, the worku-
nit’sactivity is never carried out. The report also states that there were no live  
transitions. This was to be expected, as there was a dead marking. 

Table 1. State space report properties and their interpretations for WS-CDL documents 

State space 
report property 

Meaning for CPN model Interpretation for WS-CDL analysis 

State space It indicates the number of 
reachable states (nodes) and 
state changes (arcs). A full state 
space indicates that there is a 
node for each state and an arc 
for each state change. “Secs” 
indicate the number of seconds 
taken for constructing the full 
state space. 

Reachability of a state change can be 
used to verify certain service  
behaviors. For example, state  
change indicating service A sending 
request message to service B. 

SCC graph It indicates mutually reachable 
nodes in the state space, i.e., 
there exists a path from a given 
node to any other in the 
component. 

If the number of nodes in the state 
space and the number of nodes in  
the SCC graph are equal, then each 
SCC is comprised of exactly one 
node and thus there are no cycles. If 
the number of SCCs is less than the 
number of nodes, then one or more 
cycles are present as at least one 
SCC must have more than one node. 
In this case, the nodes in those  
multi-node SCCs must be analyzed 
to determine if the cycle(s)  
corresponded with what is expected. 

Home markings A marking reachable from any 
reachable markings. A marking 
represents a node in the state 
space. 

The presence of more than one home 
marking implies the presence of 
infinite cycles. 

Dead marking A marking with no enabled 
transitions represents a 
terminating state. 

Presence of dead marking indicates 
completion of a process or reaching 
a state from where it will be unable 
to continue. Presence of no dead 
markings indicates that process will 
never terminate. 

Dead transition 
instances 

Transitions with no reachable 
marking that are enabled. Dead 
transitions indicate a part of the 
model that will never be 
activated. 

Presence of dead transitions may 
indicate that a certain interaction can 
never occur, i.e., associated  
interaction may have no effect on 
service behavior. 

Live transition 
instances 

Transition that can be enabled 
once from any reachable 
marking. 

Presence of live transition indicates 
non-terminating loops. 
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5.1   Modified Intermediate Example 

A modification was introduced into the ‘Intermediate Example’ WS-CDL docu-
ment. Specifically, the guard expression of the workunit was changed from true to 
false. This was done with the intention of removing the fault discovered in the pre-
vious section. The state space report associated with the modification is shown in 
Fig. 7. From the report, it can be noted the size of the state space has increased. 
This was expected due to the loop associated with bartering. It can also be noted 
that there are fewer nodes in the SCC graph (21 nodes) than in the state space (31 
nodes). This means at least one of the SCCs contains two or more nodes from the 
state space. Further investigation of the nodes using the CPN-Tools indicates that a 
SCC was associated with the workunit or with an activity contained within the 
workunit. This was an expected service behavior. This SCC is an expression of the 
fact that bartering could go on forever. 

From the report, it can be also noted there is one dead transition. Inspection of 
the CPN model indicates this transition is activated only if there is some possibility 
that the workunit could block waiting for the guard condition to become true. In this 
case blocking was not specified in the WS-CDL document; therefore, blocking 
would not occur. This means the dead transition T385 should never become en-
abled. Again, there is no transition that is always enabled. For this version of the 
choreography, we found no “red flags” that can signal faults. The potentially infi-
nite loop detected by CPN-Tools is an expected service behavior, as this means it is 
possible for the bartering process to continue indefinitely. 

CPN Tools state space report 
State Space 

Nodes: 31 
Arcs: 31 
Secs: 1 
Status: Full 

Scc Graph 
Nodes: 21 
Arcs: 20 
Secs: 0 

Home Markings 
[31] 

Dead Markings 
[31] 

Dead Transition Instances 
WorkUnit_WhileBarteringIsNotFinishedID309 T385 

Live Transition Instances 
None 

Fig. 7. State space report for modified intermediate example 
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6   Discussion and Future Work 

In this paper, we present a preliminary report of a design science research that  
addresses the problem of analyzing WS-CDL documents, which specify expected 
service behaviors that are critical for successful completion of complex business trans-
actions using Web service-based solutions. To analyze and identify faults in WS-CDL 
documents, we introduce an approach that takes advantage of CPN modeling technique 
and CPN-Tools. We developed a mapping between WS-CDL elements and CPN 
model representations. The developed tool ChorToNet automates the generation of 
CPN models from a given WS-CDL document. Developers then can import this CPN 
model document into CPN-Tools for simulating and generating state space reports to 
identify faults in the WS-CDL document. We have also provided guidelines for  
analyzing WS-CDL documents based on state space report properties. We have dem-
onstrated the utility of the approach by identifying and correcting faults with ‘Interme-
diate Example’ found in the WS-CDL Primer specification developed by W3C.  

The contribution of this paper apart from the approach and ChorToNet application, 
is that by analyzing ‘Intermediate Example,’ we have shown that even the creator of 
the WS-CDL specification standard, W3C, has introduced errors in developing exam-
ple choreography. This indicates how easy it is to introduce design flaws when devel-
oping WS-CDL documents, thereby, demonstrating importance of this research.  

Using CPN technique, however, presents a major disadvantage. The limitation of 
the approach adopted in this paper is that developers have to interpret state space 
report properties and need to have knowledge of standard ML for further investigation 
of report properties. These are not common traits of a Web service developer. Thus, in 
order to make this approach practical, we would have to automate the process of 
simulating and generating state space reports using CPN-Tools, interpret report prop-
erties, and annotate WS-CDL document with identified possible faults. Achieving the 
above is an objective of our future work. We recognize that we have critiqued certain 
related works that exhibit similar limitations. However, we argue that unlike other 
modeling formalisms, CPN provides a dual advantage: it portrays process logic and 
message exchange behaviors, and also provides the strong capability for analyzing 
and verifying design expectations of Web service specifications in the form of state 
space reports and CPN-Tools. 

In conclusion, this research contributes to the Web servicedomain, by extending 
application of CPN modeling technique to analyze Web service choreography specifi-
cations. We have shown that our approach can detect possible faults in WS-CDL 
specifications. Overcoming the limitations and completely automating the approach 
presented would mean reduced costs and time associated with developing and verify-
ing Web service choreography specifications before deploying it. 
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Abstract. Design-oriented research has evolved as a major research paradigm 
in the academic discipline of information systems (IS) aiming at the design of 
innovative and useful IT artifacts such as methods, models, constructs, and in-
stantiations. With the concept of “user-perception” at the core of this approach, 
it appears promising to explore the potentials of neuroscience in design-oriented 
research that allow for measuring physiological effects of people interfering 
with artifacts. In this paper, we discuss fields of application concerning both the 
design and evaluation of artifacts. However, we also argue that neuroscience, 
despite its value for design-oriented IS research, should complement rather than 
substitute traditional research approaches and that results require thorough in-
terpretation. We report on a first study that triangulates quantitative and neuro-
scientific data in the area of enterprise resource planning systems and indicate 
directions for future research. 

Keywords: design science research, design theory, brain, neuroscience, fMRI. 

1   Introduction 

Design-oriented research concerns the design process of IT artifacts, for example, 
constructs, models, methods, and instantiations [23, 30, 34, 51]. The design of con-
ceptual models at an enterprise-wide scale may serve as an example highly relevant in 
practice. While the origins of conceptual modeling can be traced back to software 
engineering, there are several additional purposes of conceptual modeling essentially 
referring to the different areas that are objects of modeling. Among these are data 
modeling [4, 43], knowledge modeling [10, 32], business process modeling [3, 48], or 
– in its broadest sense – enterprise modeling [17, 47]. 

The design of conceptual models comes along with questions associated with  
human perception. Examples are: Which modeling language/technique is the most 
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appropriate? Which is the right level of detail? How to safeguard the comprehensibility 
of process models developed for people from different cultural backgrounds? And, to 
what extent do people perceive these models as useful for their individual work at all? 
Also, recent studies have increasingly accounted for the role of user perception in 
conceptual modeling, putting constructs such as “model understandability” at the 
centre of interest [31, 36]. Moreover, other disciplines also stress the importance of 
user perception when designing IT artifacts. Examples are requirements engineering 
[42, 46], usability engineering [33] as well as human-computer interaction [8]. 

In design-oriented research, traditional qualitative and quantitative approaches such 
as interviews and surveys have been suggested as tools to assess the appropriateness 
of artifacts based on conscious perceptions of users [23]. However, the use of such 
methods may be associated with limitations (e.g., [38]) since interview and survey 
data, for example, are often subjective and possibly influenced by hidden intentions of 
the informants. Hence, the reliability of such evaluations is a topic of major interest in 
design-oriented research. In this regard, neuroscience may offer promising tools for 
design-oriented research as neurobiological data is considered more reliable than 
traditional data sources in specific research situations [15, 16, 38]. However, neuro-
science is a new approach in design-oriented research [29, 40] and there is a lack of 
knowledge on how to make use of the potentials neuroscience may offer.  

This paper intends to explore the use of neuroscientific tools in design-oriented  
research. For this purpose, a brief introduction and classification of tools is given in the 
next chapter. We then identify important areas in design-oriented research that may 
benefit from the use of these tools. In order to illustrate these potentials, we report on a 
current Neuro-Information-Systems (NeuroIS) study in the field of process and inter-
face design in Enterprise Resource Planning (ERP) systems. We discuss our results 
and conclude with a brief summary and an outlook on future research opportunities. 

2   A Review on Tools from Neuroscience 

This section reviews neuroscience tools on the basis of already existing overviews 
(see [38]). In particular, we draw upon the following papers: [7, 24, 25, 29]. The  
purpose is to give ground for discussing the broad spectrum of tools available for 
design-oriented research rather than discussing each tool extensively (see Figure 1). 
In this paper, we focus on both brain imaging-tools and psycho-physiological tools as 
they mark two types of measurement strategies. 

Brain Imaging Tools 

We start with brain imaging tools as they are the most striking and popular neurosci-
entific tools at the moment [38]. In Table 1, we briefly describe four imaging methods 
which we consider to be relevant for design-oriented research: electroencephalogra-
phy (EEG), functional magnetic resonance imaging (fMRI), positron emission  
tomography (PET), and magnetoencephalography (MEG). 
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Table 1. Selected Brain Imaging Tools (adapted from [38]) 

Type Description Pros Cons Examples 
EEG Brain imaging tool 

that measures voltage 
fluctuations on the 
scalp that result from 
changes in membrane 
conductivity elicited 
by synaptic activity 
and intrinsic 
membrane processes. 

High temporal 
resolution (i.e., 
milliseconds and 
below), and this can 
easily detect the 
time course of 
neural activity. 

Limited spatial 
resolution, an 
infinite number of 
source 
configurations can 
generate identical 
potentials on the 
scalp (inverse 
problem). 

One study [44], for 
example, used EEG 
to develop and 
evaluate a brain-
computer interface. 

fMRI Brain imaging tool 
that tracks the blood 
flow in the brain using 
changes in magnetic 
properties due to blood 
oxygenation (the so-
called BOLD signal). 
Simultaneous direct 
recording of neural 
processing and fMRI 
responses shows that 
the BOLD signal 
reflects input to 
neurons and their 
processing. 

Provides a much 
better spatial 
resolution (a few 
millimeters) 
compared to EEG. 

Temporal 
resolution is 
poorer (a few 
seconds) than with 
EEG. 

One study [39], for 
example, used fMRI 
to study brain 
activation 
differences between 
men and women 
during the 
processing of 
trustworthy and 
untrustworthy eBay 
offers. 

PET The detected 
distribution 
information regarding 
metabolism or brain 
perfusion allows for 
brain activation 
inferences which can 
then be visualized in 
tomograms. 

Spatial resolution is 
relatively high (a 
few millimeters). 

Temporal 
resolution is low 
(several minutes 
to fractions of an 
hour). Because 
radioactive tracers 
are used, the 
application to 
healthy test 
persons is 
restricted. 

One study [22], for 
example, used PET 
to investigate 
learning and 
automation 
processes while 
playing the video 
game Tetris. 

MEG This tool is sensitive to 
changes of magnetic 
fields that are induced 
by the electrical brain 
activity. 

Temporal resolution 
can be compared to 
that of the EEG. In 
contrast to the EEG, 
MEG is also able to 
depict activity in 
deeper brain 
structures 

The inverse 
problem also 
applies to MEG. 

One study [2], for 
example, used MEG 
to study the brain 
mechanisms 
underlying shopping 
behavior. 

 

Psycho-Physiological Measurement 

In accordance with the existing NeuroIS literature (e.g., [16, 38]), we include psycho-
physiological measurement tools within the group of neuroscience tools. Although 
these tools do not directly measure brain activity, the captured indicators are closely 
related to the nervous system. Psycho-physiological tools are probably the oldest and 
simplest techniques for measuring somatic states [7]. In addition, they are relatively 
easy to apply making them an attractive alternative to more sophisticated brain imag-
ing tools such as fMRI. The following section gives a brief overview of important  
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Table 2. Selected Psycho-physiological Tools (adapted from [38]) 

Type Description and example 
EKG Heart rate (often measured by EKG) can be used to detect cognitive attention because the 

heart rate changes as cognitive attention is directed to a situation [6]. 
EMG Facial EMG can be used to measure the emotional response by attaching sensors to  

different parts of the face. Increased activity in the zygomatic muscle group (the smile 
muscle near the mouth) has been linked to positive emotion and increased activity in the 
corrugator muscle group (the frown muscle near the eye) has been linked to negative 
emotion [6]. 

SCR Skin conductance response (SCR) – essentially sweating – is an indicator of arousal; the 
more aroused an individual becomes, the more he orshe sweats, regardless of whether the 
arousal is positive or negative [11]. Thus, SCR can be combined with facial EMG to  
understand the direction and strength of emotion. 

 
psycho-physiological tools, namely heart rate, facial electromyography (EMG), and 
skin conductance response (SCR). 

Psycho-physiological responses occur near instantaneously while other neurologi-
cal responses (e.g., the BOLD signal) can require several seconds to occur. Bearing 
this in mind, psycho-physiological tools are considered “highly appropriate” for the 
investigation of a number of IS research questions, especially in human-computer 
interaction studies [40]. 

Apart from brain imaging tools and psycho-physiological measurement tools, fur-
ther techniques are available, including brain lesions, transcranial magnetic stimula-
tion (TMS), diffusion tensor imaging (DTI), and near-infrared spectroscopy (NIRS). 
These techniques are discussed in more detail elsewhere (e.g., [38]). However, brain 
imaging on the one hand and psycho-physiological measurement tools on the other, 
may give a good foundation to discuss the applicability of neuroscientific tools in 
design-oriented research. 

3   Leveraging Neuroscience for Design-Oriented Research 

Design-oriented IS research concerns the design and evaluation of IT artifacts that are 
both novel and purposeful [23, 34]. The outcomes of design research are artifacts 
along with insights regarding their applicability and usefulness in certain application 
contexts [41]. Neuroscientific tools may be leveraged for both designing and  
evaluating artifacts as we will now discuss in more detail. 

We start with the evaluation of artifacts, as the potentials of neuroscience are most 
obvious here. At a basic level, the evaluation of an artifact allows the researcher to 
make statements about its usefulness and ease of use. Fellow researchers have  
proposed the use of traditional qualitative and quantitative approaches such as case 
study research and simulations for the evaluation of artifacts [23]. Not only in design-
oriented research may the use of such methods be associated with limitations though 
(e.g., [15, 38]). Both interview and survey data, for example, are often subjective as 
they might be influenced by the hidden intentions of the informants. In this regard, 
measurement methods from neuroscience may offer additional approaches to the 
evaluation because they make the assessment of both cognitive and affective effects 
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of IT artifacts on individual recipients possible. Past PET studies, for instance,  
measured cognitive load (e.g., [22]), and fMRI was used to identify specific brain 
regions that are associated with cognitive conflict (e.g., [5]) such as the anterior  
cingulate cortex (see also chapter 2). Hence, neuroscience could be used to further 
investigate various phenomena related to the perception of artifacts. 

One may argue that the costs associated with neurological measurements are high 
and the external validity of research results is limited because individuals, in case of 
fMRI, need to lie in a fixed position in the scanning machine. On the one hand, how-
ever, it can be expected that technological progress will enable cheaper and more 
mobile measurements in the future. On the other hand, it is remarkable that – consid-
ering the psycho-physiological measurement – some ”lightweight“ measurement 
methods (e.g., galvanic skin response, pupil behavior, heart rate) already exist, and 
these methods can complement the more sophisticated techniques such as fMRI. Such 
“lightweight” techniques make it possible to collect neurophysiological data related to 
the use of artifacts not only in experimental settings, but also in the professional work 
environment.   

Apart from engaging in specific neuroscientific experiments, established findings 
from earlier neuroscientific research may also well be used in design-oriented  
research. Such findings may inform the design of an artifact and thus contribute to its 
grounding. Indeed, there are neuroscientific findings, most notably related to the  
perception of artifacts (e.g., the above findings regarding cognitive load and cognitive 
conflict), that may inform design research. The selection process of modeling lan-
guages, for example, may be grounded in knowledge about the information process-
ing capacity of the recipients (e.g., regarding the processing of objects, numbers and 
other characters). Works on different cognitive styles could also be used in order to 
enable the refinement of models in a rather multi-perspective way. Similarly, studies 
on the rational and creative cognitive performance could provide a valuable basis for 
the design of models. In this context, Riedl [37], for example, highlights the question 
to what extent the cognitive style of people may have an influence on the choice of 
either object-oriented or flow-oriented languages. A wide range of similar questions 
can be studied accordingly using neuroscientific theories, methods, and tools. 

The evaluation of artifacts by means of neuroscientific methods may further elicit 
new knowledge on design processes. Potential findings include cause and effect rela-
tionships between design decisions and affective impact on users. Hence, neurosci-
ence can also be used further developing the theoretical basis available for grounding 
the design of artifacts. On the one hand, this relates to design theories [21, 49] as a 
specific type of theory that provides normative statements about typical design proc-
esses (i.e. ”how to do something,” [20, p. 628]). On the other hand, this also holds 
true for other theory types (e.g., the Technology Acceptance Model, TAM). Here, it 
again appears particularly promising to combine traditional research approaches with 
neuroscientific methods. Recent NeuroIS papers already discussed (i) the theoretical 
insights that neuroscience offers for TAM research (e.g., the X- and C-systems con-
cept which is associated with unconscious and conscious information processing) and 
(ii) the brain areas associated with the neural implementation of the constructs  
underlying the TAM [12, 14]. 

In addition to grounding a specific artifacts design, neurscientific insight may also 
help organizing design processes as such. In this regard, it will be interesting to see 
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how earlier phases of the design process can be studied by means of neuroscientific 
methods, for instance, the creative development and collaborative discussion of po-
tential solutions [23, p. 76]. Drawing from neuroscience, there is in fact substantial 
research on the identification of brain structures that are relevant to the neural imple-
mentation of creativity. For example, Dietrich [13] has proposed that the role of the 
prefrontal cortex in creativity is threefold. First, one has to become conscious of a 
novel thought in order to evaluate based on past knowledge and its appropriateness 
(consciousness is associated with activity in the prefrontal cortex). Second, a novel 
thought is only the first step in the creativity process. Once the thought has occurred, 
“the prefrontal cortex can bring to bear the full arsenal of higher cognitive functions 
to the problem, including central executive processes such as directing and sustaining 
attention, retrieving relevant memories, buffering that information and ordering it in 
space―time, as well as thinking abstractly and considering impact and appropriate-
ness” [13, p. 1015]. Third, the prefrontal cortex is also responsible for the implemen-
tation of the expression of the insight. Design-oriented IS researchers could use these 
and similar insights from the brain sciences in order to advance IS theorizing on the 
role of creativity in engineering initiatives (e.g. software engineering or business 
processing reengineering). Such learning could, for example, inform the organization 
and management of creativity-dependent tasks in design-oriented research.  

In summary, there are specific opportunities for design-oriented research to lever-
age prior achievements in the field of neuroscience. Specifically, neuroscience allows 
researchers to assess user engagement with artifacts based on the measurement of 
physiological responses. In addition to visible behavior and decisions, hidden effects 
(and emotional effects in particular) can be assessed. This may help us to better  
understand how users perceive IT artifacts and may also shed light on factors impact-
ing on processes of creative problem solving and innovation. At this, we do not con-
sider neuroscientific measurement superior to other measurement approaches per se; 
we rather see a great potential in triangulating with the analysis of qualitative and 
quantitative data gathered through more traditional data collection methods, for  
instance, interviews or surveys. In order to illustrate this approach, we present an 
example by a recent study carried out in the field of ERP system design. It extends 
conventional ERP usage data by a rich set of neuroscientific data and therefore makes 
possible deepened insights into the design of ERP systems and processes. 

4   Triangulating with Neuroscientific Data: The Example of 
ERPsim 

One example on how to triangulate with neuroscientific data in design-oriented re-
search is the ERPsim project. ERPsim is a simulation technology developed at HEC 
Montréal [26, 27] that allows for simulations in realistic collaboration scenarios 
through the use of a real-life ERP system. One key characteristic of ERPsim is that all 
decisions made by the participants must be entered into the ERP system, and, in order 
to make those decisions, all of the information required must be extracted from stan-
dard reports provided by the ERP system. As such, one can think of ERPsim as a 
flight simulator for an ERP system where end-users are flying a real corporate  
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information system in a virtual business environment. More than 100 universities 
worldwide and numerous Fortune 1000 organizations are using ERPsim to train end-
users in order to better understand the value of enterprise systems (more information 
is available at http://erpsim.hec.ca).  

In recent studies, ERPsim has been used to triangulate with neurophysiological 
data in order to learn about ERP-system and process design. In more detail, ERPsim 
is continuously used to collect neurophysiological data. For this, subjects are im-
mersed in a realistic business situation in which end-users are using an ERP system to 
make decisions and to resolve complex business problems. The specific approach for 
data triangulation is described in fig. 1. 

 

Fig. 1. Capturing a rich data set with ERPsim 

As shown in Figure 1, a rich set of data is captured on users working with the  
ERPsim platform. In the following, we use this example in order to (i) illustrate a 
potential experimental setting and (ii) demonstrate some insights to be gained from 
triangulating with neuroscientific data in the research context of ERPsim. 

Experimental Setting 

The site for collecting neuroscientific data was set up as an extension of the  
infrastructure already existing with ERPsim. ERP systems, such as SAP, log all trans-
actions performed by every user. This data details the sequence of all reports and 
transactions that each end-user executes in the system. Implementing functionality of 
a simulation game ERPsim makes it further possible to capture operational and finan-
cial performances achieved by the subjects performing ERP-related tasks within the 
simulation game. 

This usage and performance data can be triangulated against neurophysiological data. 
With the end of a neurophysiological amplifier and appropriate data acquisition soft-
ware, it is possible to capture end-users’ biosignals, such as electrodermal activity 
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(EDA), electrocardiogram (ECG), facial electromyography (EMG), and electroen-
cephalogram (EEG). Development is currently under way of automatically synchro-
nising the neurophysiology data along with the ERP usage and performance data. 
Every simulation day, ERPsim sends a TTL (Transistor-Transistor Logic) signal to 
the data acquisition software in order to mark the passing of time the simulation in the 
neurophysiological data. 

That way, the psychometric measurement tools can be used to complement the 
other empirical data. It particularly allows for insights into the affective effects on a 
user working with SAPsim in specific situations. For example, Léger et al. [28] used 
the SAM (Self-Assessment-Manikin) scale to obtain a self-perceived evaluation  
related to the emotion (valence, arousal, dominance) experienced by the subject  
during the experiment.  

By mapping these different data sources (clickstream, survey, and biosignals) on 
the same timeline, it becomes evident to obtain a rich longitudinal dataset which  
includes the end-user’s psycho-physiological reactions during the ERP experience, 
the self-perceived beliefs and attitudes related to this interaction, as well as a detailed 
record of his or her actions and decisions executed in the ERP system during the  
experiment together with the results achieved in the simulation game. 

Exemplary Results 

The triangulation with neuroscientific data in the ERPsim project allows for both 
evaluating ERPsim as an IT artifact and using ERPsim to investigate selected  
phenomena of systems design. As to the first, the data gathered is used in order to 
improve user interfaces and workflows implemented in the ERP system. One such 
example is to analyze peaks of physical arousal (measured, e. g., by heart rate or skin 
response) and relate those to certain stages in the process of using ERPsim. As to the 
latter, ERPsim is already used in order to investigate specific phenomena related to 
the design and perception of IT artifacts at a more general level. Current research on 
the concept of cognitive absorption (CA) may serve as an example: 

The construct of CA corresponds to a state of deep involvement under a software 
program and has theoretical roots in the concept of absorption [45], the notion of flow 
[9] and the notion of cognitive engagement [50]. CA has widely been studied over the 
past decade in the IT literature using psychometric instruments developed by Agarwal 
and Karahanna [1]. The paradox of measuring CA with psychometric tools requires 
that a subject be asked to self-evaluate the level of absorption over several Likert 
scale items. Obviously, such an approach implies the subject to be taken out of his or 
her CA state in order to answer this survey.  

Among the possible neurophysiological correlates of this construct (and specifi-
cally the focused attention dimension), we are currently investigating an EEG based 
engagement index (EI) developed by Pope et al. [35] and Freeman et al. [18]. Accord-
ing to Freeman et al. [19], an engagement is a state of high alertness to task relevant 
stimuli. Freeman et al. [18] argues that increases in beta activity are associated with a 
higher level of engagement related to a task, and that increases in alpha and/or theta 
activity would reflect less alertness and task engagement due to decreased information 



 Neuroscience in Design-Oriented Research: Exploring New Potentials 435 

processing. Freeman et al. [19] suggests that EI be measured with the array of percent 
power on three bandwidths (theta: 4–7 Hz, alpha: 8–12 Hz and beta: 13–30 Hz) with a 
four electrode montage sites (03, 04, F3, and F4); specifically if IE is computed when 
dividing beta by the sum of alpha and theta. An ongoing research conducted in col-
laboration with researchers from University of Arkansas is currently investigating the 
relationship between this EEG-based EI and psychometric-based CA. Using ERPsim, 
EEG data and self-reported CA were captured from 36 novices and experts who were 
monitored while interacting with SAP. Results are currently being analyzed. One 
objective is to predict perceptions of CA based on objective psycho-physiological 
measurement. 

The lessons learnt from the ERPsim project suggest that triangulating with  
neurophysiological data can be used to enhance design-oriented research in different 
ways. It is noteworthy that these results can already be gained using “lightweight” 
measurement tools. In addition, data is collected in settings that closely resemble real-
life scenarios. Hence, both costs are comparably low and results show comparably 
high external validity. It will be interesting to see what further research questions can 
be addressed using ERPsim as an innovative research platform collecting a rich set of 
data pertaining to the behaviors and emotions of users while interacting with IT. 

5   Discussion 

An intriguing possibility of neuroscience is to investigate hidden factors like emotions 
that are related to the perception of artifacts. Such knowledge becomes critical when 
IS researchers investigate the mechanisms underlying the adoption as well as the 
design of IT artifacts. While we see great potential in using neuroscience in design-
oriented research, we do not deem neurophysiological measurement superior (or more 
objective) to other methods per se. On the contrary we perceive neuroscience rather 
an opportunity to complement existing methods.  

That said, it appears vital to learn further about specific strengths and limitations of 
neuroscience in design-oriented research. Former research has identified major weak-
nesses of neurophysiological tools, including cost and accessibility, the artificial  
setting, the labor-intensive data extraction and analysis, measurement issues, manipu-
lation, and ethics as well as the difficulty in interpreting neurophysiological results 
[16]. In the following, we indicate some major issues we see particularly related to 
design-oriented research. 

In principle, researchers should bear in mind that neuroscientific measurement re-
fers to individual subjects only (usually about 15 to 20 subjects in fMRI studies). The 
utility of a wide range of artifacts, however, is also the result of the social context in 
which they are applied (cf. [30]). Neuroscience mainly contributes a better  
understanding of IT use at an individual level, while phenomena on a group and  
organizational level require further interpretation and observation.  

In addition, the data captured in neuroscientific studies requires thorough interpre-
tation. While great achievements have been made in identifying neural correlates of 
diverse sorts of arousal, interpretations are limited to certain aspects (e. g. cognitive 
load and cognitive conflict) whilst others are hard to detect with such methods.  
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Furthermore, neurophysiological responses measured are indeed a result of diverse 
stimuli affecting the human body at the same time. That is why also isolating cause 
and effect relations as well as tracing back effects to root causes related to specific 
aspects of artifact design are challenging.  

That said, interdisciplinary research projects appear suited to make best use of neu-
roscientific methods in future research. In such consortia, IS researchers can then pose 
questions for which appropriate theories are identified or experimental designs are 
developed together with neuroscientists. On the basis of such cooperations, a stronger 
methodological discussion on NeuroIS may take place in the medium term. This, 
however, requires the development of generally accepted quality criteria and proce-
dures that can be used both in the work of authors and reviewers. As in other areas, 
the mere application of neuroscientific measurement techniques will certainly not be 
enough. Instead, IS researchers will have to learn using the new possibilities in a way 
that enables them to develop new knowledge surrounding the design and use of IT 
artifacts. Then, the opportunities are truly remarkable as we open up the scene to an 
entirely new source of data. 

6   Conclusion 

In this paper, we discussed the potentials of neuroscience for design-oriented IS re-
search. We indicated areas of application for both the design and evaluation of IT 
artifacts. Not only can IS researchers use neuroscientific methods and tools in order to 
measure physiometric responses of people engaging in the usage or design of IT arti-
facts. There is also a wide range of neuroscientific theories that can be used in order 
to inform our research. We recommend complementing rather than substituting tradi-
tional research approaches. We, therefore, presented an example on triangulating with 
neuroscientific data in design-oriented research. Against this background we also 
identified weaknesses and limitations of neuroscience. With this we hope to contrib-
ute to a better understanding of how to make use of neuroscience in future  
design-oriented research. 
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Abstract. In this paper, we present a novel frontier for IS research that we have 
termed “NeuroIS Design Science”. Our study introduces a novel framework to 
the IS community which leverages neuroscience to better understand the design 
of human-computer interfaces. As a contribution to knowledge, the NeuroIS 
Design Science Model (NDSM) hopes to provide the scientific community with 
physiological measurements and thereby potentially advancing artifact design. 
This may serve as useful data to engineers, psychologists, neuroscientists, and 
manufacturers. What’s more, the design and development of artifact creation 
could have a host of contributions in computer science, electrical engineering, 
as well as material sciences. With regard to information systems, this research 
presents a framework in human and interface interaction which does not cur-
rently exist. It allows researchers to follow a structure which may produce effi-
cient technological artifacts for our future. 
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1   Introduction 

In this paper, we present a novel frontier for IS research that we have termed “Neu-
roIS Design Science”. Within the discipline of IS, design science research has enabled 
the development of novel IT artifacts, organizational development, and theory build-
ing [25]. As a research methodology, the DSRM provides structure and  
direction to creative and often times loose concepts and artifacts [45]. Through these 
principles, design science has provided IS with advancement in socio- technical  
theory [21], knowledge processes [37], and an array of other contributions [28].  Fur-
thermore, the plasticity of this domain allows other areas of research to naturally bind 
with core principles of IS.  In effect, this study leverages such plasticity of open  
architecture in design science with neuroscience and human physiological values.  

Neuroscience is the study of the nervous system [10]. The nervous system is an  
entire organ network which sends and receives signals triggering the action in all 
animals. The human has a central nervous system as well as a peripheral nervous 
system. The central nervous system for our discussion can be viewed as the brain and 
spinal cord. It is the human’s information superhighway for communication. A neuron 
is a cell which is responsible for sending and receiving such information through 
electrical and chemical signals. The three main parts to a neuron are the soma,  
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dendrite, and axon. At a high level, neural communication occurs when the nucleus 
instructs its axon to send a signal (neurotransmitter) down its nerve fiber. This signal 
is then received by other neurons whose dendrites are attached to the axon. The hu-
man brain has anywhere between fifty and one hundred billion neurons. They all 
connect to each other and generate multiple pathways which are termed neural net-
works.  As a result of our neurobiology, science has created ways to measure these 
electrical and chemical signals. 

These measurement techniques associated with our human physiology came to 
be through clinical research in health care. However, in the course of two decades 
researchers have begun using brain measuring techniques in non- clinical settings 
[3]. In many cases this was in an effort to better understand healthy human’s  
cognitive, emotional, physical or behavioral characteristics. For example, stress and 
cognitive load have been observed among healthy men and women through  
electroencephalography [51].  

The rest of the paper is organized as follows. In Section 2, we present a novel Neu-
roIS Design Science Model. In Section 3 we cover the relevant background literature 
that will help understand development of the artifacts and measuring physiological 
values. To demonstrate the usefulness of the model, we present in Section 4 the in-
stantiation of a multi-modal interface artifact, the measurement experiments and  
results. Finally we conclude in Section 5 with thoughts on how this new frontier can 
contribute to IS research. 

2   A NeuroIS Design Science Model 

Building on previous work employing neuroscience and design science in IS [13] a 
NeuroIS Design Science Model is presented. The model proposes an architecture 
which utilizes neuroscience data in an effort to provide utility to design science  
researchers. There are three main regions to our presented model: Environment, 
NDSM, and the IS Knowledge Base (see Fig. 1).  

In the Environment region of our model, a firm understanding in both principles of 
IS and fundamentals in neuroscience are required. This area is highly transdiciplinary 
as it forges neurophysiologic measurement techniques with computer interfaces. In 
this region an experiment is designed with an IS artifact set as its dependent variable. 
Once a thorough understanding of how an IT artifact is used in its native environment, 
researchers may design an experiment to test the efficacy of that artifact.  

In the NDSM region, a three step IS design methodology is woven together recur-
sively and based on neurophysiologic data. In the first step (based on the Environment 
region) a human is measured while using the IT interface as its variable. Next, our 
second step uses the measurement data as fortitude for creating a new IS interface or 
artifact. In this step, analysis of how the human reacted to the IT artifact will provide 
necessary data for which to build a more efficient version of the IT artifact. Efficiency 
may be measured through neurophysiologic values (cognitive load, stress, GSR, tem-
perature, working memory, etc.), time complexities, and subjective assessments.  
Finally, another neurophysiologic test is conducted on a human; however this last step 
tests the IT interface or artifact that was developed in step two of this stage. The 
NDSM stage uses recursion between all three of its steps in effort to drive efficiency  
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Fig. 1. A NeuroIS Design Science Model which portrays all three stages of measuring,  
designing, and testing a new IT interface or artifact 

and utility. The primary focus of this stage is to measure, design, and then test a new 
IT interface or artifact. 

In the Knowledge Base stage of this model, literature and information is dissemi-
nated back to the IS research community. As our NDSM is heavily transdiciplinary, 
there will be several key areas of research which need to be communicated back. For 
example, data on cohesion among participant’s physiologic response, unique proc-
esses used to create a better interface or artifact, and the measurement findings on this 
new artifact. 

Our model may be used across the IS spectrum for any number of phenomena un-
der investigation. This may address areas of cognitive neuroscience focusing on 
stress, cognitive load, working memory, trust, cognitive enchantment, etc. These 
phenomena may then be tested in different environments inside of the IS domain. The 
primary goal behind this model is to understand areas of the body and brain in an 
effort to develop more neurologically efficient IT artifacts [13]. 

The printing area is 122 mm × 193 mm. The text should be justified to occupy the 
full line width, so that the right margin is not ragged, with words hyphenated as ap-
propriate. Please fill pages so that the length of the text is no less than 180 mm, if 
possible.  

3   Relevant Background Literature 

Design science theory as a rigorous research guideline [26] and practical methodology 
[45] has been leveraged as the underling theory behind our design model. Design 
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science (DS) was introduced into information systems and technology as a fundamen-
tal value based on stratified concepts of theory building and science of the artificial 
[18] [10]. It is understood in theory as a process which satisfies real world problems 
with logical and creative answers [30]. The applicable DS methodology in our model 
will be carried out using the design science research methodology (DSRM) [45]. This 
particular vehicle most efficiently fits the NDSM as it encompasses previous design 
science work on theory, [30] [31] applied engineering, [4] [29] and identification [36] 
with an emphasis on the Hevner and Chatterjee guidelines [25]. The DSRM was de-
veloped with six activities which use recursion to bridge from one to another. The 
power behind such a model is the inherent flexibility with regard to each stage in the 
framework. 

Depending on the phenomena in a given NeuroIS experiment, an entry point for 
design could fall into any step and follow the process iteration. These activities in-
clude: problem identification, defining objectives, design and development,  
demonstration of the artifact, evaluation, and communication. 

The first step in our model focuses on calculating and analyzing neural stimuli 
through physiologic measurement techniques. The problem identification will often 
times be novel and undiscovered. Primary motivation and justification behind this 
step may concentrate on an effort to reduce time completion or discovery of high 
cognitive load.  

Cognitive load may be understood as the mental resources an individual exercises 
while solving problems or completing a task [49]. There has been a tremendous 
amount of research devoted to accurately deriving cognitive load from humans during 
task completion [1] [40]. Cognitive load theory [38] gave rise to investigation in edu-
cational instruction and psychological fatigue of the human brain during the 1970s. 
Later, this theory produced meaningful (and practical) discovery with the delineation 
of working memory, and cognitive overload [12]. Cognitive overload may be under-
stood as the proliferation of data in short term memory which at a certain point  
overwhelms the individual. 

As brain imaging and measurement technologies have flourished in recent years, so 
has the identification of key factors pointing to working memory and cognitive load. 
Electroencephalography (EEG) is an excellent example of how modern technology 
has accurate and fast indicators through post-synaptic potential measurement [9] [15]. 
There are both competing and complimentary brain-measuring techniques that re-
searchers commonly use today from fMRI and EEG to infrared tomography and more 
[2] [14] [52]. One commonly used and accepted measurement of cognitive load is 
discovering event related potentials (ERP’s) via electroencephalography [50]. ERP’s 
are brain phenomena which produce multi-dimensional amplitudes (both positive and 
negative polarity) through time locked control of a given stimulus [35] [53].  
Researchers often times introduce participants to a stimulus and look for unique po-
tentials milliseconds after the stimulus has been presented. The NeuroIS Design  
Science Model will make use of the P300 and other ERP phenomena in future studies 
by gaining a baseline of a participant then introducing them to a given stimulus (IT 
interface in this case). The resultant stimulus will be analyzed milliseconds after the 
introduction [5] depending on phenomena. 

Aside from P300, advancements in other neurological research areas have provided 
an array of measurement processes for studying the brain. Each specific measurement 



444 C. Liapis and S. Chatterjee 

 

mechanism or process has its own particular set of advantages while simultaneously 
may offer some disadvantages [30]. Some of today’s more popular methods include 
Magneto-encephalography, Single Photon Emission Computerized Tomography, 
Positron Emission Tomography, Functional Magnetic Resonance Imaging, and Func-
tional Near-Infrared Imaging. As discussed, a common brain measurement methodol-
ogy utilized in our model studies is EEG. This measurement system provides  
researchers with tremendous temporal resolution [3] [23] [19] [20] [22] [42], and is 
very important tool to the future of NeuroIS knowledge [16] [47] [17]. 

EEG research is a non-invasive procedure whereby electrodes placed on top of the 
scalp read neural activity (post-synaptic action potentials) on the outer most portion of 
the brain (neocortex) [48]. Post-synaptic action potential assessment via EEG has 
made significant contributions to Human Computer Interfaces and Brain Computer 
Interfacing as an accurate method in studying specific brain reaction to stimulus [50]. 
More specifically, EEG has proven itself as a reliable process in observing potentials 
through several modes of spectral phenomena beyond ERP’s. For example measuring 
participant’s pre-frontal theta activity alongside parietal alpha potentials has been 
proven a recurring gauge of cognitive load [3] [22] [48]. 

However, to its detriment, many studies reveal there is no silver bullet method to 
EEG and other brain measurement discovery [23] [27]. Brain measurement is still an 
imperfect science which offers what some researchers consider crude representations 
of neuronal activity [19]. Additional measurement techniques which may offset brain 
scans include galvanic skin response measurements, [39] [43] subjective workload 
questionnaires such as the NASA TLX [6] [44], electrocardiogram [11], saccade tests 
[33] and more. 

4   A Multimodal Artifact Instantiation 

To show as an example, how our proposed NDSM model is useful, we present a  
research project that investigated the effects email had on humans in relation to their 
workplace. Previous research estimates email to save companies 326 hours per em-
ployee every year ($9000 net savings per employee) over the use of telephone [45]. 
However, studies focusing on media richness theory counter this with evidence illus-
trating how communication decomposes as it deviates from voice [46][47]. That is to 
say it is more natural (and better understood by the recipient) to speak a message 
rather than typing it. As a result, our research team created a novel vestibular based 
system engineered to target speech and audition. We call our software “Aliis” which 
has taken years of development and we do not go into further details. This voice-
based email system was invented to isolate speech and mitigate simultaneous reliance 
on additional modalities such as sight and touch (ergo keyboard, mouse, and LCD 
display). Thus, the scope of this study compared a standard Microsoft Outlook-based 
email system using Microsoft XP with a voice-based email system to determine two 
criteria. First, was it faster for participants to send an email using the standard 
PC/Outlook system they currently used at their workplace rather than the voice based 
system? And next, were there any differences in cognitive load between the systems? 
We obtained Institutional Review Board approval for conducting the measurement 
experiments. 



 On a NeuroIS Design Science Model 445 

 

To progress through our design model in a nominal sequence, time and cognitive 
load results produced a problem centered initiation at Step 1 in the NDSM. That is to 
say, researchers found current email systems time complexities unacceptable and 
hypothesized to reject its cognitive load values at the prefrontal and parietal cortices 
(Fz and Pz in the international 10–20 system). The investigation for a solution (and 
the objectives thereof) was established to lower cognitive load while speeding up the 
time to send an email (Step 2 in our model). This improvement could save businesses 
tremendous amounts of capital if hypothesis H0 were rejected (standard email sys-
tem). A voice based artifact was developed in light of these prior two steps and dem-
onstrated with 10 participants to meet the objectives set in Step 2. Finally, after a 
successful evaluation via EEG and time trial (Step 3) this data has been submitted as 
communication literature Knowledge Base Stage of our model. 

4.1   Participants 

All applicants were required to have a working knowledge of Microsoft Windows and 
Outlook 2007 through business practice. Informed consent was agreed to by all par-
ticipants and each EEG session lasted approximately one and a half hours. Prior to 
each experiment participants were given a template consisting of the email they were 
to send (To, Subject, and Message data). This template required users to send the 
email to a generic Hotmail account with a subject of ‘Antony’. The message data was 
two sentences used from The Tragedy of Julius Caesar by William Shakespeare. A 
brief walkthrough of each email task ensued in an effort to make sure participants 
understood their responsibilities.  

4.2   EEG Measurements 

EEG was recorded at all channels simultaneously using a Brainmaster Atlantis 4x4 
with gold plated electrodes. Based on previous work, a monopolar montage was ap-
plied computing spectrograms on the International 10–20 system. Derivations of Fz 
and Pz were placed with a corresponding reference on A1 and A2 respectively [23] 
[7] [22] [3] [48]. Ground was set at Cz with a resistance rate of less than 5 kΏ. Our 
EEG sampling rate was set to 256 sps using Brainmaster 3.4 software with a peak to 
peak amplitude scale. Spectral power values set for theta (4–8 Hz) and alpha (8–12 
Hz) was evaluated using a Fast Fourier transformation and all data was analyzed by 
means of 1 s epochs. Artifact was corrected for ocular and muscular interference 
through a built-in application analysis utility as well as manual inspection. 

4.3   Results 

The experiment was examined by comparing matched sets of an Outlook email task 
against a voice based email task. Each user conducted three sessions of one email task 
against another for a total of 30 matched email sets (n=10).Tasks were randomized 
between individuals in an effort to offset any unforeseen expectation or correlation. A 
matched set hypothesis t- test for the paired samples were assessed under the follow-
ing assumption: H0:µd ≤ 0 while H1: µd> 0. The t- test was carried out as  
follows t= đ - µd / sđ where sđ= s/  Both frontal theta and parietal alpha were  
investigated with degrees of freedom = 9 and confidence limits set to 95%  
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(critical value for α=.05) where the t- distribution= 2.262.  With a calculated frontal 
theta value of 3.9966, the decision to reject H0 is statistically significant as it sur-
passes the critical value 2.262. This result shows a tremendous difference in the activ-
ity of the theta wave inside our prefrontal cortex as the Outlook task produces a good 
deal more. However, the parietal cortex’s alpha frequency does not reach the critical 
value for rejection (t = -2.6265). 

With a sample size of 10 and sixty tasks (thirty competing between Outlook and 
voice), we can say with 95 percent confidence that the average frontal theta frequency 
modulates between 19.351 and 23.427 while using Outlook. However with the same 
confidence factor, speaking the email through the voice based system averages 19.648 
to 16.052. This is statistically significant between the two systems showing the voice 
email as using a lower theta wave. Similarly, we can say with 95 percent confidence 
that the average range of our parietal alpha frequency lies between 8.538 and 6.868 
while using Outlook. Speaking the email raised parietal alpha spectrum range aver-
ages from 9.94 to 7.634 (see Fig. 2).  

The next test conducted measured time taken to complete a given email task (see 
Fig. 3). A two tailed t-test of equal variance was conducted to measure time with sp

2 

representing a pooled estimate.  With degrees of freedom = 18, H0:µ1 - µ2 = 0 and 
H1:µ1 - µ2 ≠ 0. Confidence limits were set to 47.5 on each tail (α=.05) and the critical 
value was established at 2.10. Outlook tests were estimated in seconds as having a 
 

 

Fig. 2. Cognitive load measured in the prefrontal cortex with a focus on theta was significantly 
higher while using traditional type- based Outlook. Parietal alpha also increased, however this 
was not statistically significant. 
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Fig. 3. Average time spent sending email. Outlook on average takes more than twice the time to 
send an email than the unfamiliar voice based system. Outlook Mean = 66.167 while voice 
based email Mean = 30.067. 

mean of 66.1667 and standard deviation of 29.4619. Voice based mail had a mean of 
30.0667 seconds and standard deviation of 4.697. As a result of the t-test, sp

2 σ = 
21.096 and resultant test statistic =3.83. As the calculated value of the test statistic is 
greater than our critical value, H0 must be rejected. This data revels it was overwhelm-
ingly faster to speak an email for the entire test population (10 out of 10) than type it.  

5   Analysis and Findings 

Our NeuroIS Design Science Model uses a process which measures human interaction 
with machines for future development of efficiency with systems. It aims to discover 
inefficient relationships and bridges these obstructions with artifacts. As a transdici-
plinary applied system drawing on recursion and rooted in design theory this subject 
matter should generate new, practical technologies. The discovery offers researchers 
and designers an unprecedented window into human tendencies in relation to artifact 
usage. Conducting such research requires experts in many different areas of science 
and engineering to complete its mission accurately. 

Furthermore, as human patterns of relational usage with machine are recorded using 
physiological analytics, our model hopes to discover methods and efficiencies cur-
rently unknown in IS research. The example presented in this paper is an exact case-in-
point. Data has revealed several interesting findings which have direct implications on 
theory, development, and business practitioners. The original investigation sought to 
discern whether there was any utility gained by speaking an email rather than using our 
current approach of typing. Based on this study, our answer may quantifiably be yes. 
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Participants put forth much less mental effort while speaking an email (pre- frontal 
cortex) compared to using a standard personal computer and typing it. The prefrontal 
cortex almost unanimously showed a lower theta frequency with the voice based sys-
tem compared to traditional typing in Outlook. However, with regard to the inverse 
effect of an increased parietal alpha, there was no statistical significance. That is, both 
frontal theta and parietal alpha seemed to decrease in frequency while speaking an 
email rather than typing it. What seemed most surprising about this result was partici-
pants had never before used the voice based system. Nonetheless, they seemed to re-
veal less mental effort in using it compared to a competing system they use at work 
every day. This result could mean many things from a neurological perspective. Per-
haps the reason participants displayed smaller amplitude when speaking their email 
correlates to less mental effort using working memory and task switching [46].  

The second metric used in measuring business utility also showed a statistical  
significance in favor of speaking an email. It was 220% faster on average for a partici-
pant to speak the email rather than type it. Again, this mean result was a consequence 
of participants’ first interaction with a voice-based email system. Considering the  
favorable outcome on both dependant variables, a new question is posed: after using a 
voice-based email platform for a considerable amount of time, do participants spend 
even less time and cognitive load than revealed in this study? Nonetheless, the findings 
in this investigation point toward a greater utility earned by firms who adopt such a 
speech based email system. To be specific, currently companies who enjoy a saving of 
326 hours a year (or approximately $9000 per employee) using a standard email  
platform could save 717 hours or about $20,000 through use of a voice based platform. 

6   Conclusions 

This study introduces a novel framework to the IS community which leverages neuro-
science to better understand the design of human-computer interfaces. As a 
contribution to knowledge, the NeuroIS Design Science Model (NDSM) hopes to 
provide the scientific community with physiological measurements and thereby 
potentially advancing artifact design. This may serve as useful data to engineers, 
phsychologists, neuroscientists, and manufactureres. Whats more, the design and 
development of artifact creation could have a host of contributions in computer 
science, electrical engineering, as well as material sciences. With regard to 
information systems, this research presents a framework in human and interface or 
artifact interaction which does not currently exist. It allows researchers to follow a 
structure which may produce efficient technological artifacts for our future. NeuroIS 
does not pose the question of why humans design technologies. It is obvious every 
application created serves a purpose to assist society. However, whether that 
technology is efficient (with respect to congitive load, stress and enjoyment) is 
universally unanswered. Our work hopes to provide insights into new ways to develop 
artifacts for people, organizations, and society.   

Another important aspect this research unlocks is a call to developers who produce 
software and hardware systems. Should this data be strengthened by future research 
with similar results, a voice-based email system may be highly sought after (from a 
financial viewpoint alone). Fabrication of such an artifact from the statistics presented 
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in this study certainly may call for future development. However, this is not to impute 
such a system would have immediate characteristics for adoption. There are limita-
tions to the development of this study and its technologies. For example, designers 
need to be cognizant of the immediate shortcomings associated with adopting a spo-
ken language system. It may be disadvantageous to embrace such a system if employ-
ees work close to each other or if sound is a factor in the workplace. The voice-based 
email system used in this experiment would not be suitable in a real world production 
environment. It relies heavily on sparse kernel machines and only tolerates low back-
ground noise while sending an email. Another limitation which this experiment did 
not take into account is individual differences. The notion that future experiments 
encompass entire populations is highly unlikely. This research anticipates a contribu-
tion to knowledge from a gross prospective of participant data. Artifacts derived from 
our model should be made practical for many people, but certainly not all. 
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Abstract. As anonymity has both positive and negative effects at the same 
time, it is arguable whether or not anonymity is worth preserving. However, 
there are few studies that seek to clarify the effects of anonymity on the society 
as a whole by integrating individual behaviors and macroscopic models.We 
propose an opinion diffusion model that introduces a ‘conviction’ dimension to 
represent behaviors of an anonymous agent,and investigate the way anonymity 
can affect the society using simulation method. Results indicate that anonymity 
is more effective in a society with a higher similarity threshold. In addition,  
increasing anonymity resulted in increasing the time to reach consensus and  
increasing the number of agents in the biggest cluster. 

Keywords: anonymity; opinion dynamics; agent-based model; privacy;  
Internet. 

1   Introduction 

There is a general consensus that anonymity must be preserved to guarantee freedom 
of expression and protect privacy. However, we have experienced many conse-
quences from anonymity, especially on the Internet. For instance, the Korean pop star 
Daniel SeonWoong Lee was confronted with a campaign by a group of Internet  
usersattempting to discredit his academic achievements. There are more cases in 
which online anonymity is exploited toattack others. 

Several studies suggest that anonymity can give rise to anti-normative and anti-
social behaviors. Mann[16] found that, in a baiting situation in which a personis about 
to commit a suicide by jumping off a building, factors related to anonymity such as 
crowd size, cover of darkness, and physical distance between victim and crowd 
tempted the crowd to incite the victim to jump. In addition, anonymity could be one 
of the means by which“online fraud operators are able to strike quickly, victimize 
thousands of consumers in a short period, and disappear without trace” [2](p. 592). 
Davenport [10] also states that online anonymity facilitates Internet-based crimes, 
“such as hacking, virus writing, denial-of-service attacks, credit card fraud,  
harassment, and identity theft” (p. 34). 

On the other hand, some studies shed light on the positive aspects of anonymity. 
Christopherson[8] suggested that anonymity is one the most important means of  
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protecting privacy for psychological wellbeing. She pointed out that, by hiding one’s 
physical appearance, one can be free from discrimination “based on gender, race, age, 
ethnicity, physical disability, and attractiveness” (p. 3045). Additionally, in a typical 
whistle-blowing situation, where the power differentials between the whistleblower 
and the accused are enormous, anonymity could encourage people to come forward 
and speak up the truth, and that would eventually promote the public welfare[11]. The 
participants in an American Association for the Advancement of Science (AAAS) 
conference considered anonymous communication a strong human right, and  
generally agreed that it should be discretionary for individuals and organizations to 
determine their level of anonymity [20]. 

Many researchers agree that anonymity can benefit or damage the society. 
Suler[19]distinguished between benign and toxic disinhibition that comes from ano-
nymity.Teich et al. [20] suggested that anonymity is like a double-edged sword, and 
thus “it is important to distinguish among uses and types of anonymous communica-
tion so that the evils of one form do not serve as reasons for unnecessarily restricting 
others” (p. 72). In other words, as anonymity has positive and negative effects at the 
same time, it is arguable whether or not anonymity is worth preserving. If academic 
and public discussion determines that anonymity must be preserved, the extent to 
which it should be allowed must also be discussed. 

Researchers have been trying to identify the characteristics of anonymity. Some re-
searchers focused on the effects of anonymity on human behavior [8, 14,15, 16,19], 
and others proposed the degree to which anonymity should be preserved or regulated 
[10, 20]. However, the empirical studies have soughtonly to reveal the motivation 
behind individual behaviors. Researchers who suggestedanonymity policies have 
borrowed their rationale mostly from only one side, and their suggestions are still 
conflicting. While some researchers proposed models explaining how opinions dif-
fuse among numerous agents [1, 3, 4, 13, 21], there have been no efforts to explain 
how anonymity could affect the diffusion. In short, there is little research that seeks to 
clarify the effects of anonymity on the society as a whole by integrating individual 
behaviors into macroscopic phenomena. 

This study proposes an opinion diffusion model that uses conviction as a new di-
mension for expressing opinion. By introducing conviction, we seek todistinguish 
behaviors of anonymous agents and real-name agents. Weaddress theories and em-
pirical studies from psychology, cognitive science and behavioral science in order to 
support and justify the model. We thenrun a simulation to identify how anonymity 
affects the whole network, and suggest some implications from the analysis of the 
simulation results. 

2   Opinion Diffusion Models 

2.1   Axelrod’s Model of Disseminating Culture 

Axelrod’s model [4] “describes a culture as a list of features or dimensions of culture. 
For each feature there is a set of traits, which are the alternative values the feature 
may have” (p. 208). In the model, a site with several cultural features is selected  
randomly, and one of its cultural features is transferred to one of its neighbor sitesse-
lected based on the probability equal to their cultural similarity.Using a simulation 
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method, Axelrod showed that the cultural sites are globally segregated while they tend 
to converge locally. 

2.2   Bounded Confidence Model 

Weisbuch et al. [21] introduced the bounded confidence model in which “agents ad-
justs continuous opinions as a result of random binary encounters whenever their 
difference in opinions is below a given threshold.”In the bounded confidence model, 
each agent has its own opinion x and an uncertainty level u about its opinion. 
Neighboring agents whose opinion differs by u can influence the agent. Weisbuch et 
al. [21] showed that randomly dispersed opinions finally converge into a single cluster 
for a large uncertainty level (u> 0.3), and several clusters is observed for a lower 
uncertainty level. 

 

Fig. 1. An agent has its own opinion x, and uncertainty level u about its opinion. If neighboring 
agents have opinion within the opinion interval, they can influence the agent. 

2.3   Vector Opinion Model 

Weisbuch et al. [21] also suggested an opinion vector model, which treats opinions as 
binary. In the model, an agent has m binary opinions about the complete set of m 
subjects in a vectorform. This model is similar to Axelrod’s model in characterizing 
agents with a set of integer vectors on a square lattice. “The adjustment process oc-
curs when agents agree on at least m–d subjects, where d denotes a discrepancy 
threshold. The rules for adjustment are as follows: when opinions on a subject differ, 
one agent is convinced by the other agent with probability μ” [21] (p. 62). 

While these opinion dynamics models are successful to explainhow opinions are 
disseminated and consensus is reached, they lack the capability of demonstrating how 
anonymity can affect the process. Here we propose an opinion dynamics model that 
can explain anonymous agent’s behavior. 

3   Model Proposal 

3.1   Dimensions of Opinion 

Brucks[7] distinguished between objective and subjective knowledge. “Subjective 
knowledge can be thought of as including an individual’s degree of confidence in 
his/her knowledge, while objective knowledge refers only to what an individual  
actually knows” (p. 2). 
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Previous models treated opinions as one dimension, which is objective knowledge 
or what an agent thinks or knows. In the proposed model, an opinion comprises two 
dimensions; information (i.e. objective knowledge or what an agent actually knows) 
and conviction (i.e. subjective knowledge or how confident the agent is about the 
information). Both dimensions are coded as 0 (unconvinced for conviction and false 
for information) or 1 (convinced for conviction and true for information). There are 
four types of opinions with two binary dimensions; convinced true, convinced false, 
unconvinced true, and unconvinced false. 

 

Fig. 2. An opinion comprises two dimensions; subjective knowledge and objective knowledge. 
Each dimension is coded as binary, so there are 4 types of opinions. 

3.2   Rules 

In order to investigate the effects of anonymity on opinion diffusion, the agent’s state 
is divided into real-name and anonymous. Real-name and anonymous agents will 
behave differently according to their state. The rules mainly comprisethe different 
behaviors of the agents. 

Rule 1. A real-name agent will diffuse only convinced opinions, while an anonymous 
agent will diffuse both convinced and unconvinced opinions. 

The first rule issupported by a theory about social anxiety and self-presentation. Self-
presentation is the attempt to show desirable impression of self to others, and if a 
person thinks that he will fail to do so, he feels social anxiety[18]. If an agent diffuses 
something wrong, he can get a bad reputation for it.Real-name agents will be reluctant 
to diffuse unconvinced opinions due to social anxietybecause they are easily identifi-
able. On the other hand, anonymous agents will not experience such an uncomfortable 
feeling and will thus be able to diffuse unconvinced opinions without reserve because 
they are not traceable. 

The disinhibition effect also accounts for the behavior of anonymous agents. Disin-
hibition is a phenomenon in which “people self-disclose or act out more frequently or 
intensely than they would in person”[19]. Disinhibition is attributed to several elements, 
and dissociative anonymity is one of the elements. That is, dissociative anonymity could 
bring out unordinary self-disclosure which may include unconvinced opinions. 

Rule 2. A real-name agent has more credibility than an anonymous one, and there-
fore agents are more likely to believe information from a real-name source. 
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When an anonymous agent deceives others, it’s difficult to track him down. There-
fore, people are less likely to believe an agent when he does not reveal himself to 
others. Corritore et al. [9] identified four dimensions of credibility: honesty, expertise, 
predictability and reputation.Honesty and expertise can be identified from the opinion 
itself. However, predictability and reputationcannot be measured for anonymous 
agents, and low credibility can also be attributed to them. 

Cr>Ca (1) 

Cr Credibility of a real-name source (0.0 – 1.0) 
Ca Credibility of an anonymous source (0.0 – 1.0) 

Rule 3. Convictionsof an agent can be changed by interactions with other agents. 
Convinced opinions rarely change to unconvinced, and unconvinced opinions easily 
change to convinced. 

We assume that there is a phase transition in the process of changing one belief to 
another. In Figure 3, only an unconvinced opinion can be changed to another opinion. 
Conviction could change, too. ‘Convinced’ opinions can be changed to ‘uncon-
vinced’, and ‘unconvinced’ can be changed to ‘convinced’. However, the likelihood 
of changing conviction is asymmetric due to cognitive dissonance and selective  
perception. 

A person may take one of two stepsin order to reduce cognitive dissonance; con-
formity or disparagement. “Conformity is the preferred mode of dissonance reduction 
at the slight and moderate discrepancies” and “conformity drops out at the extreme 
discrepancies” [6] (p. 614). Therefore, once a conviction is established, it rarely 
changes. Moreover, in a psychological experiment where subjects were given an am-
biguous figure and were required to interpret it,the subjects explained it according to 
their preferences[5].This means that people tend to believe what they want to believe. 
Therefore, ‘unconvinced’ opinions can easily be changed to ‘convinced’ opinions. In 
addition, source credibility can affect Pc and Pu. 

Pc>Pu (2) 

Pc Probability of changing conviction from ‘unconvinced’ to ‘convinced’ 
Pu Probability of changing conviction from ‘convinced’ to ‘unconvinced’ 
 

 

Fig. 3. In the process of belief transition, convinced opinions can be changed to unconvinced 
opinions, and unconvinced opinions can be changed to the opposite opinion.Also, unconvinced 
opinions can be changed to convinced opinions. 
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Rule 4. Similarity between agents will affect the interaction between them.Agents  
will interact with only those who have similarity beyond their threshold.Similarity 
between anonymous users is perceived to be higher than it actually is. 

According to the theory of cognitive dissonance, an increasing discrepancy between 
communicating agents produces increasing dissonance. Generally, people have moti-
vational drive to reduce dissonanceby any of four ways: conform to the communica-
tor’s point of view, disparagethe communicator, persuade the communicator that he is 
correct, and obtainsocial support from other like-minded individuals. “Theoretically, 
increasing discrepancy should result in increasing conformity at the moderate  
discrepancies, and increasing disparagement at the extreme discrepancies” 
[6].Conformity implies that a communicatee is likely to change his or her opinion to a 
communicator’s, and disparagement implies that a communicatee will not care about 
the communication and keep his or her opinion as before. In borderline areas where 
increasing discrepancy could result in either conformity or disparagement, there lies a 
discrepancy threshold, or a similarity threshold. 

In the proposed model, a discrepancy between two communicating agents can be 
obtained by calculating the proportion of the number of different opinions to the total 
number of total opinions. Similarly, we can adopt a concept of similarity, which  
captures how many opinions the two communicating agents have in common. 

Dij = Σk(xik–xjk) / N (3) 

As similarity is the opposite of discrepancy, the equation can be rewritten as follows. 

Sij = 1 –Dij (4) 

Dij Discrepancy between ith agent and jth agent 
Sij Similarity between ith agent and jth agent 
xik Opinion about kth topic of ith agent (xik = 0 or 1) 
xjk Opinion about kth topic of jth agent (xjk = 0 or 1) 
N Number of opinions an agent has 

Rule 4 states that similarity between anonymous agents is perceived differently from 
similarity between real-name agents. Psychological theory can help us justify the rule. 
According to the social identity of deindividuation effect (SIDE) model, factors such 
as “the combination of anonymity and group immersion can actually reinforce group 
salience and conformity to group norms, and thereby strengthen the impact of a  
variety of social boundaries”[17] (p. 697). 

Also, in an experiment of Lee[15], subjects were told information on other partici-
pants, such as major, age, and favorite films and music, before they took part in a 
discussion. As the SIDE model anticipated, subjects without information on the others 
showed stronger group identification. The result of the experiment “confirmed that 
deindividuated participants felt greater within-group similarity than did the individual 
participants”[15] (p. 393). In other words, the experiment suggests that, in an anony-
mous environment, people can feel more similar to each other than in an identifiable 
environment. 
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Pb
r = 0 (if Sij<T), andPb

r = Cr(if Sij� T) (5)

Pb
a = 0 (if Sij<T), andPb

a = Ca(if Sij� T) (6)

T Threshold of Similarity 
Pb

a Probability of changing belief in accordance with an anonymous agent 
Pb

r Probability of changing belief in accordance with a real-name agent 

4   Simulation 

In our simulations, a random scale-free network is builtat the beginning of a run. At 
each time step, an agent is selected based on the number of links it has. In other words, 
an agent with more links has a higher probability of being selected. Then the selected 
agent diffuses one of its opinions to all of its neighbors. If the similarity between the 
selected agent and each of its neighbors is larger than the similarity threshold, the 
neighbor changes its belief to conform to the incoming opinion stochastically. The 
simulation goes on until the system reaches an equilibrium state. An equilibrium state is 
defined as ten consecutive local equilibriums, where a local equilibrium refers to the 
state in which less than or equal to one belief change occurs during 1,000 time steps. 

Table 1. Parameter settings for simulations 

Parameter Value Remarks 
N (number of nodes) 100 
K (number of links) 200 

Scale-free network 

Cr   
Ca   
Pc  
Pu  

Multiplied by Cr or Ca 

T 0.6, 0.8  
Anonymity proportion 0.0 – 1.0 0.2 interval 
Number of opinions per agent 10  
Initial conviction 0.4, 0.6, 1.0  
Initial convinced true opinions 0.6, 0.8  
Initial unconvinced true opinions 0.6, 0.8  

5   Results 

In Figure 4 and Figure 5, the X axis representsthe anonymity proportion. That is, at 
the zero anonymity level, there is no anonymous agent in the network at all, and at the 
full anonymity level only anonymous agents exist. At the intermediate proportions, 
real-name and anonymous agents exist together. The Y axis represents the number of 
‘convinced’ and ‘true’ opinions. The number 1,000 is equal to 100% as one agent has 
ten opinions and one hundred agents were used in the simulation.  
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Fig. 4. In a network where similarity threshold is 0.6, graph lines are relatively flat, which 
means that there is little difference between no anonymity (0%) and full anonymity (100%) 

In the upper side of each graph, there is a legend which shows how many con-
vinced true opinions (C) and unconvinced true opinions (U) exist at the beginning. In 
the graph, each line stands for the different initial conviction, which describes the 
proportion of convinced opinions at the beginning. 

Table 2. One-way ANOVA at similarity threshold 0.6 shows that the anonymity does not bring 
out significant difference in the number of convinced true opinions (initial conviction = 0.4, 
initial convinced true = 0.6, initial unconvinced true = 0.6) 

Anonymity N mean Std. dev. dof F Sig 
0 30 648.07 107.745 
20 30 639.90 123.534 
40 30 634.43 121.222 
60 30 665.07 103.038 
80 30 664.33 135.622 
100 30 660.37 144.352 
Total 180 652.03 122.288 

df1 = 5 
df2 = 174 
total = 179 

.340 .888 

In Figure 4, where the similarity threshold is 0.6, an increase in anonymity level 
resulted in little difference. On the other hand, in Figure 5 where the similarity 
threshold is 0.8, an increase in the number of ‘convinced true’ opinions is salient with 
increasing anonymity. 

Furthermore, statistical analysis shows that the difference in results is not signifi-
cant at similarity threshold 0.6, while it is significant at similarity threshold 0.8. That 
is, anonymity has more impact in a higher threshold environment. 
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Fig. 5. In a network where similarity threshold is 0.8, graph lines are relatively flat, which 
means that there is little difference between no anonymity (0%) and full anonymity (100%) 

Table 3. One-way ANOVA at similarity threshold 0.8 shows that the anonymity bring out 
significant difference in the number of convinced true opinions (initial conviction = 0.4, initial 
convinced true = 0.6, initial unconvinced true = 0.6) 

Anonymity N mean Std. dev. dof F Sig 
0 30 317.17 32.743 
20 30 337.07 37.486 
40 30 354.37 32.292 
60 30 410.97 47.529 
80 30 460.83 49.718 
100 30 489.63 50.573 
Total 180 395.01 76.653 

df1 = 5 
df2 = 174 
total = 179 

81.967 .000 

Why are the effects of anonymity more salient in a society with a higher similarity 
threshold? In a society with a high similarity threshold, people will communicate with 
only those who have very similar opinions with themselves, and they may have few 
neighbors to communicate with. On the other hand, in a society with low similarity 
threshold, people are willing to talk to each other even though they are very different 
in their opinions. 

By becoming anonymous, an agent can overstate its similarity, and thus able to 
communicate with others who otherwise would have not listened to its opinions. In a 
closed society where the similarity threshold is high, agents can rarely find those 
whom they can communicate with because other agents will turn their back even 
when there is a small difference. Therefore, the benefit of becoming anonymous is 
huge in a closed society. On the other hand, in an open society where the similarity 
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threshold is low, a real-name agent can find many others who would like to converse 
with him. People will embrace others whose opinions are very different from theirs in 
such a society. Therefore, in an open society, becoming anonymous only makes an 
agent less credible. Even if anonymity enables an agent to connect more to other 
anonymous agents, the newly added connections are not necessarily better in terms of 
opinion quality. Even when their opinions are as good as other agents’, low credibility 
of the anonymous agents will make the conviction process slower. 

We should also focus on the time it takes to reach an equilibrium state. In general, 
increasing anonymity resulted in increasing the time to reach equilibrium. In all set-
tings, the time to equilibrium increased drastically at the full anonymity level com-
pared to zero anonymity. As agents are less likely to believe an anonymous agent, 
opinions are likely to be kept unchanged in an environment where there are many 
anonymous agents in the system. We can say that anonymity makes the system ineffi-
cient in terms of the time it takes to reach consensus. 

Another interest of our research is the number of agents in the biggest cluster. The 
importance of this measure can be explained by the following example from Al-
dashev&Carletti[3]. Consider a community that is confronted by having to make a 
decision collectively by the majority rule on some issue. Initially, the citizens may 
have very different opinions about the issue. However, before the vote takes place, 
citizens will discuss the issue among themselves to reach consensus. If, at the end of 
the discussion, the biggest party includes only a few citizens, the outcome of the vote 
will leave most citizens disappointed. On the other hand, a community where the 
biggest party includes a large population will be capable of satisfying the majority of 
the citizens. Figure 7 shows that increasing the anonymity in the system also in-
creased the number of agents included in the biggest cluster.  

 

Fig. 6. The time it takes to reach consensus increases drastically with an increase in anonymity 
level (similarity level = 0.8) 
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Fig. 7. Number of agents in the biggest cluster increases with an increase in anonymity level 
(similarity level = 0.8) 

6   Discussion 

Generally, anonymity brings little difference in an open society where people are 
willing to communicate even with others who are much different from themselves. In 
such a society, anonymity could give rise to the negative effect of slowing the opinion 
diffusion process. In other words, formation of society-wide consensus can be ham-
pered by anonymity, and thus, in an open society, anonymity might be useless, and 
even harmful. 

On the other hand, in a closed society where people tend to communicate with only 
those who are very similar to themselves, anonymity could facilitate the information 
flow of the system, and thus increase the social capital. In a closed society, anonymity 
resulted in greater consensus by embracing more people in a cluster. However, ano-
nymity also increases the time it takes to reach consensus. 

We conducted the simulation in the hope that our society is filled more with truth 
whether or not it is ‘convinced’, and this is reflected in the initial settings. However, if 
the initial condition is reversed, the result will be the complete opposite. In such a 
negative situation, anonymity could contaminate the world with falsified opinions, 
andthere would be difficulty in reaching consensus. 

In short, it depends on the context whether anonymity is good or bad. In a society 
filled with falsified information, anonymity could worsen the situation. False informa-
tion could be reinforced by more false information from others, and finally falsehood 
could dominate the whole network. In a society filled more with truth, anonymity 
could bring more truth to the community, but it takes time. Therefore, we should 
consider if the time cost is worth taking. 
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Hofstede [12] identified four basic dimensions that capture characteristics ofdiffer-
entcultures; power distance, uncertainty avoidance, individualism versus collectivism, 
and masculinity versus femininity. Among them, power distance, uncertainty avoid-
ance, and individualism versus collectivism are related to the similarity threshold. In a 
society in which collectivism is dominant, someone who has different ideas from 
social norm will not be tolerated. Furthermore, if people tend to avoid uncertainty 
strongly, they will turn their back even on those who have only slight differ-
ences.Power distance has positive correlation with collectivism. In other words, if a 
society has strong collectivism, strong uncertainty avoidance, and great power  
distances,it means that it has high similarity threshold, and thus anonymity will be 
more effective in that society than in a society with opposite characteristics. 

There are some limitations in our study. The number of agents used in the simula-
tion was so small that we cannot say that the results from the simulation reflect our 
society. Furthermore the simulation was repeated just 30 times for one setting. The 
result could be distorted by only a single extreme case. Increasing the number of 
agents and doing more simulations could help generalize the experiment. 

In the proposed model, all the opinions are given randomly at first. There’s no ex-
planation where the unconvinced opinions come from. The proposed model does not 
capture those dynamic features of information diffusion, and just draws it as a static 
picture. In reality, mass media continuously produces new information and spreads. 
Individuals acquire information from the mass media and they also diffuse it to  
others. In addition, old information should be removed from the system as old memo-
ries are forgotten by people. Sometimes, an opinion is embraced by all the members 
in a society and becomes a norm. It’s immersed into the society and could be redun-
dantor trivial information for a simulation. Including dynamism in the model could 
help us explain the society more precisely.  

In the experiment, we had to assign a value to a parameter to run the simulation, 
but we couldn’t be sure that the parametric values reflected the reality. Without know-
ing where we are, it’s hard to find out where we should go. However, it doesn’t mean 
that the research is useless. At least, we can identify the macroscopic effects of  
anonymity on the society.  

In this research, using a simulation method, we proposed an opinion diffusion 
model by introducing a conviction dimension and we investigated the way anonymity 
can affect the society. We have seen that, in general, increasing anonymity also  
increased the consensus in a society, but it also slowed the process of information 
flow. We hope that our research model will motivate researchers to further study the  
anonymity and opinion dynamics to improve our community. 
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Abstract. Citizen science refers to voluntary participation by the general public 
in scientific endeavors. Although citizen science has a long tradition, the rise of 
online communities and user-generated web content has the potential to greatly 
expand its scope and contributions. Citizens spread across a large area will  
collect more information than an individual researcher can. Because citizen sci-
entists tend to make observations about areas they know well, data are likely to 
be very detailed. Although the potential for engaging citizen scientists is exten-
sive, there are challenges as well. In this paper we consider one such challenge 
– creating an environment in which non-experts in a scientific domain can pro-
vide appropriate and accurate data regarding their observations. We describe the 
problem in the context of a research project that includes the development of a 
website to collect citizen-generated data on the distribution of plants and  
animals in a geographic region. We propose an approach that can improve the 
quantity and quality of data collected in such projects by organizing data using 
instance-based data structures. Potential implications of this approach are  
discussed and plans for future research to validate the design are described.  

Keywords: design, citizen science, management, database design, conceptual 
modeling, data quality. 

1   Introduction 

Citizen science is a term used to describe the voluntary participation of amateur  
scientists in scientific endeavors [1]. Humans are increasingly regarded as effective 
sensors of their environment [2] and the potential for using information collected by 
individuals is continuously expanding [3]. Citizen science has a long tradition. During 
the Victorian era many wealthy individuals engaged in natural history as a hobby, and 
made contributions to the understanding of species distributions and behavior as a 
result. With the development of the Internet, it has become easier for ordinary people 
to participate and contribute large amounts of information. Yet, given the expertise 
and language gap between scientists and ordinary people, information transfer in 
citizen science projects is not straightforward. While citizen scientists can offer  
insights and generate new ideas [4], their lack of training and expertise results in  
inconsistent and incorrect data [5,6,7]. In particular, where direct elicitation of  
people’s opinions is required we can expect lower scientific accuracy of data as wider 
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audiences with lesser expertise get engaged. This research attempts to address this 
problem by suggesting data management principles that maximize the quantity and 
quality of information collected from non-experts.  

There are many advantages to harnessing citizen scientists. Participants spread 
across a large area will collect more information than an individual researcher can. 
Because citizen scientists tend to make observations about areas they know well, data 
are likely to be very detailed. An additional advantage is the potential longevity of 
such data; some citizen science programs (e.g., the Audubon Christmas Bird Count) 
have been in existence for over 100 years, resulting in data sets extending over long 
periods, thus enabling analysis of trends. Coupled with the availability of relatively 
inexpensive photo and video equipment, harnessing the power of ordinary people to 
provide data and observations about the natural world can lead to major advances in 
the natural sciences, as well as assist in vital areas of wildlife conservation and  
emergency management in the event of natural disasters (such as the Gulf of Mexico 
oil spill).  

Although the potential for engaging citizen scientists is extensive, there are  
challenges as well. In this paper we describe one such challenge – creating an online 
environment in which non-experts in a scientific domain can provide appropriate and 
accurate data regarding their observations. We describe the problem in the context of 
a research project that includes the development of a website and database to collect 
citizen-generated data on the distribution of plants and animals in a geographic  
region. We propose an approach to improving the quantity and quality of data  
collected in such projects by using instance-based data structures [8]. Potential  
implications of this approach are discussed and plans for future research to validate 
the design are described. 

2   The Challenge – Facilitating Participation 

The success of a citizen science project depends on the willingness and ability of 
members of the general public to voluntarily observe and report information. In many 
cases, this in turn requires some level of scientific knowledge by participants. For 
example, the website of the Cornell Ornithology Lab, eBird (www.ebird.com ), draws 
on the enthusiasm of avid birders to provide detailed information about bird sightings. 
The Cornell Lab is an international leader in ornithological research, and eBird is an 
exemplar of a successful online citizen science project. However, engagement of the 
lay public with eBird may be limited by the application domain. Citizen scientists 
who wish to upload bird sightings need to be familiar with bird taxonomy and identi-
fication. The bird checklist provided in the online interface assumes the user has al-
ready made a positive identification (i.e., identified the species) and knows to which 
taxonomic group the bird belongs. This is acceptable for a reasonably experienced 
citizen scientist, but the rank beginner ([7] provides a taxonomy of “expertise levels” 
among citizen scientists) may not be able to participate, or may provide data of poor 
quality as a result of his/her inability to make a positive identification [9]. Thus,  
useful participation may be limited to more experienced amateurs. 
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The issue of quality and reliability of user-supplied data in citizen science projects 
has attracted much attention in recent research [5]. Although the literature is limited 
(given the relative recency of Web 2.0 applications), the implied assumption of much 
of the work to date is that there exists an inherent trade-off between data quality and 
the level of participation (data quantity). Experts are considered to be the source of 
the most accurate volunteered information [7], but there are fewer “expert amateurs” 
than “beginners” available to participate.  

The common method of increasing data quality considered in the literature is train-
ing and educating the volunteers. For example, data inconsistency may result from 
volunteers’ lack of experience, inadequate guidelines and insufficient training [4], 
“rolled up” into larger monitoring projects [6]. Training, while generally desirable, 
may not always be possible, especially for low budget projects.   

A typical way to increase quality is through expert verification, an approach that 
has been used for by-catch and beached bird observation [12] and for unusual obser-
vations on eBird [19]. However, with the size of data sets increasing [6], individual 
verification becomes unrealistic and in many ways is contrary to the spirit of citizen 
science. 

Another line of research suggests social networking as key to increasing data  
quality. Some research has proposed a trust and reputation model for classifying 
knowledge using the social networking practice of peer evaluation of content [13]. 
This approach is the basis for iSpot, a website that exploits a user reputation mecha-
nism to determine accuracy of observations [14]. The reputation-trust model adapted 
from well-developed trust research in e-commerce [e.g., 15,16,17] has been applied to 
the context of citizen science [18]. While the social networking approach appears 
promising, it has a number of limitations. Although it has been compared to the “sci-
entific peer review process” [13], social networking is useful only for popular citizen 
science projects with large numbers of users. Web sites with a small number of users 
may not have sufficient user activity per observation to ensure rigorous peer review. 
In addition, as even a very popular website cannot guarantee that every observation 
will receive equal scrutiny, this metaphor of scientific review is not fully justified. 
Furthermore, users with high reputation who are considered experts in some domain 
may still provide inaccurate data in other domains. Most importantly, social network-
ing may fail to harness the potential of an individual non-expert, as in the absence of 
domain knowledge such volunteers may feel too intimidated to express their opinion 
(consider the description of a type 'neophyte' [7]). Finally, the social networking ap-
proach lacks generality, as it relies on a particular technology, and may exclude many 
citizen science projects that do not currently employ a social networking model.  

Notwithstanding the value of the above approaches, we argue that it is possible to 
increase the quality of data generated by of an individual volunteer by minimizing 
subject information that has a high likelihood of being inaccurate. Requiring volun-
teers to make a (potentially inaccurate) positive identification of natural history  
phenomena implies that the observer has some knowledge of traditional scientific 
taxonomy. We argue that an alternative to classifying observations according to a 
fixed taxonomy is to allow volunteers to provide information about observations and 
that this will increase the general success of citizen-scientist projects. 
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3   A Proposed Solution – Attribute-Based Data Collection 

A traditional approach to citizen participation in scientific data collection works well 
(i.e., makes it possible to collect accurate data from a broad constituency) only if the 
participants are capable of classifying observed phenomena accurately. For example, 
accurate classification of observed plants and animals by species requires that partici-
pants understand the distinguishing characteristics of species. We contend that impos-
ing this requirement on participation, as in projects such as eBird, imposes a severe 
and unnecessary restriction on the level of participation that can be realized in citizen 
science projects.  

To combat this limitation, we propose an approach to data collection and storage 
that does not require users to classify observed phenomena. Instead, they record any 
attributes associated with the observation. We illustrate the approach in the context of 
NLNature – an ongoing citizen scientist-based project to collect data about the flora 
and fauna of Newfoundland & Labrador (www.nlnature.com ). Our proposal is based 
on the instance-based data model (IBDM) [8] and our application of the model has 
implications both for interface design and for database design. Working within the 
framework of the IBDM, we extend the model to address issues of identifying phe-
nomena, and suggest how the model offers a solution to the challenges of a typical 
citizen scientist project.  

The IBDM is based on ontological and cognitive principles [8, 20]. Ontologically, 
every “thing” possesses a unique set of properties. Classes are formed based on the 
principle that one can classify things based on a subset of their observed properties, 
and make inferences about unobserved properties the instance possesses by virtue of 
belonging to the class [21]. Since an instance can possess very many properties, it can 
belong to a very large number of potential classes, depending on the context.   

By shifting the focus from a predefined classification to the thing (instance) and its 
attributes (see Fig. 1) we do not need to model a domain a priori in terms of the 
classes of interest. It is sufficient to ensure that the application has a comprehensive 
collection of instances, and each instance contains a set of well-defined attributes. 
When required, a user can assemble a dynamic classification based on the collection 
of attributes that are of interest at a given moment. For example, if an attribute such as 
“behavior” is of interest, then at least two classes can be constructed based on values: 
animals that are nocturnal (active at night) vs. diurnal (active during the day). The 
same system can also use attributes that connect each species with a biological taxon-
omy to reproduce scientific biological classification. Thus, the instance-based model 
is capable of achieving the objectives of a traditional classification without the inherit 
limitations.  

We posit that attribute-based design will enable potential citizen scientists to pro-
vide data efficiently and effectively, thereby increasing their participation in data 
gathering. We propose a data collection interface designed based on the primacy of a 
phenomenon and its attributes over classification of the phenomenon. A user is asked 
to identify those attributes (e.g., size, color, appearance, behavior, location, sound) of 
an observed plant or animal. In principle, the primary scientific object of an observa-
tion (the species observed) can be identified by an expert after the observation is  
recorded, provided that the user reports enough attributes to produce a positive  
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Fig. 1. Traditional vs. attribute-based information (Image source: Wikimedia Commons) 

identification. This contrasts with traditional approaches requiring a priori classifica-
tion (e.g., requiring users to select from a checklist of species), which are usable only 
by more expert volunteers. Once several attributes are selected, the system will match 
them with pre-existing sets of identifying attributes for species, and either infer a 
species or ask for additional attributes that could also be automatically inferred from 
those previously supplied.  

Although the final attribute set resulting from an observation can potentially match 
multiple species, this proposed solution offers a realistic compromise. Non-experts do 
not always know the phenomenon that was observed. It is more realistic to expect a 
volunteer to remember some features of unknown species then to expect a precise 
classification and identification. The key activity of identification therefore shifts 
from designing a perfect classification to facilitating effective attribute management. 
The more the system can guide the choice of attributes, the higher inferential value 
such records hold, and the easier it is to classify observations. 

4   Attribute-Based Database Design 

Database structure can be either a major inhibitor or a facilitator of system  
evolution [8, 20, 22]. Traditionally, database design results in a representation of 
the application domain as a set of related classes (translated to tables in a relational 
database). In addition, once the database structure is established it is assumed to be 
relatively static, allowing other application elements, such as program code, to be 
created based on the static structure. Altering the database structure once a system 
is built is costly. Thus, traditional database design is subject to the inherit  
limitations of a rigid classification [8]. 
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The collection of user-supplied information based on attributes of observations 
suggests the need for a database structure that supports variability in the data collected 
from observers, including failure to classify an observation. Support for flexible at-
tribute collection can be implemented using a traditional relational database, as illus-
trated in Fig. 2. We propose storing attributes in a generic table “Attributes” that con-
tains attribute name and a unique identifier. A separate “Attributes-Relationships” 
table links one attribute to another and creates relationships between attributes. The 
table contains the primary key from the parent attribute and a primary key from the 
child attribute, thus making many-to-many relationships possible. For example, if the 
user selects the attribute “was flying” then “lives in water” will be automatically re-
moved from the interface, and the system will respond by presenting a new set of 
potential attributes that can be inferred from “was flying” (e.g., “has feathers”, “seen 
at night”, “six legs”). The choice of the first attribute narrows the observation to a bird 
(subsequent attributes could focus on feather color, beak size, habitat, etc.), the  
second to a bat, and the third to a flying insect.  

  

Fig. 2. ER diagram showing instance-based data structure for a typical citizen scientist project 

In order to match selected attributes against a class-defining set, class blueprints 
for each species need to be maintained. This is achieved by a table of “Species Defini-
tions” that links species with their attributes via a one-to-many relationship. For ex-
ample, boreal felt lichen will link to the following attributes: fuzzy white fringe 
around the edges, grayish-brown when dry, has red dots, leafy, slate-blue when moist. 
User-observed properties are then matched against the class definitions to infer class 
membership. If necessary, new class definitions can be added or existing ones altered 
during the operational phase of the enterprise system without having to change the 
database schema. Finally, we provide tables that join objects and attributes to store the 
details of the observations. These tables store events in the system. Each table in-
cludes primary keys from the attributes and objects tables, attribute values, and 
date/time of the attribute creation/change. By recording the date of attribute  
creation/change, the system can document events that happen to the same phenome-
non. This approach addresses a persistent issue of database design – adaptation to 
organizational change – that a traditional approach with its reliance on rigid  
classification struggles to resolve [8, 22]. 



 Citizen Science 2.0: Data Management Principles to Harness the Power of the Crowd 471 

 

5   Implications for Data Gathering 

The attribute based system proposed for this citizen scientist project has the potential 
to increase participation rates (and, hence, data quantity). Unlike natural history web-
sites that only present taxonomic checklists and assume a basic level of expertise from 
citizen scientists, the system proposed here allows for the full spectrum of volunteer 
contributors [7] to participate. We believe that this will provide a means of validating 
user-supplied data within the user community, particularly if users supply additional 
information with their observations (e.g., photographs) that can be reviewed by  
experts when necessary. 

Many citizen science projects provide inventory data across space and time. Al-
though there will be biases within the data (for example, to areas where there is high 
human population density and to more charismatic or easily observable species), the 
data do have the benefit of indicating long-term trends. For the scientific community, 
the biggest value is that such data sets are generated by many “eyes on the ground;” 
thus, there is a higher likelihood of rare or unusual species being detected or for early 
detection of new trends. Hence, it is important to have a usable system that promotes 
a broad and consistent level of participation. Some potential uses of data collected this 
way might be unanticipated. For example, long term data can be useful to identify 
benchmark conditions in the event of a natural or anthropogenic disaster (e.g., the 
Gulf oil spill) and can guide restoration strategies.   

This research explores general ways of facilitating information transfer between 
users with different level of domain expertise within the context of a citizen science 
project. Information systems are increasingly being used to collect data from ordinary 
people (e.g. personal health records [23]). While a number of factors are considered to 
influence information quality (e.g., [24]), little attention is given to the role of data 
structures in ensuring quality of collected information. 

6   Limitations and Future Research 

Internet technologies open new opportunities for citizen science. Yet the knowledge 
requirements implied by rigid data structures constrain effective participation of nov-
ices and thereby limit the potential outreach of citizen science projects. A successful 
implementation of the approach proposed in this paper can facilitate development of 
citizen-scientist initiatives. We believe it also has broader applications based on user-
generated content, and promises to be a practical solution to an important design 
problem in citizen science.  

The foundation of our proposed approach to improving the quantity and quality of 
citizen science projects is the IBDM [8]. The primary theoretical assumption of the 
IBDM – that existence of things and properties (attributes) precedes classification - 
has generally [cf. 25] been supported in ontological [26,27] and cognitive research 
[28]. However, while attributes are building blocks of classification [29], not all 
classes can be efficiently expressed as sets of common attributes (e.g., radial 
categories [30,31,32]). Moreover, many superordinate categories, such as furniture, 
animal, vehicles tend to be abstract and reflect some rules or functions rather than 
observable attributes [33-34]. While this appears to limit the scope of our model,  



472 R. Lukyanenko, J. Parsons, and Y. Wiersma 

 

we believe that for practical reasons little information in citizen science projects will 
be expressed in terms of higher-level categories. Indeed, humans prefer to avoid su-
perordinate categories when they think of individual objects [35]. 

Classification is a ubiquitous activity and an attribute-centered approach to knowl-
edge management needs to be tested to determine its technological, economic, scien-
tific and business utility. We are currently designing empirical studies to measure the 
practical impact of the above approach on data collection and storage, user participa-
tion and satisfaction, data quality, and usefulness to scientists. The experiment will 
also test the overall effectiveness and feasibility of applying the IBDM to empower 
citizen scientists.  

References 

1. Silvertown, J.: A new dawn for citizen science. Trends in Ecology and Evolution 24, 467–
471 (2009) 

2. Goodchild, M.: Citizens as sensors: the world of volunteered geography. GeoJournal 69, 
211–221 (2007) 

3. Hand, E.: People power. Nature 466, 685–687 (2010) 
4. Foster-Smith, J., Evans, S.M.: The value of marine ecological data collected by volunteers. 

Biological Conservation 113, 199–213 (2003) 
5. Flanagin, A., Metzger, M.: The credibility of volunteered geographic information. Geo-

Journal 72, 137–148 (2008) 
6. Wiersma, Y.F.: Birding 2.0: citizen science and effective monitoring in the Web 2.0 world. 

Avian Conservation and Ecology 5, 13 (2010) 
7. Coleman, D.J., Georgiadou, Y., Labonte, J.: Volunteered geographic information: The na-

ture and motivation of producers. International Journal of Spatial Data Infrastructures Re-
search 4, 332–358 (2009) 

8. Parsons, J., Wand, Y.: Emancipating instances from the tyranny of classes in information 
modeling. ACM Transactions on Database Systems 25, 228 (2000) 

9. Parsons, J., Lukyanenko, R., Wiersma, Y.: Easier citizen science is better. Nature 471, 37 
(2011) 

10. Dickinson, J.L., Zuckerberg, B., Bonter, D.N.: Citizen science as an ecological research 
tool: challenges and benefits. Annual Review of Ecology, Evolution, and Systematics 41, 
112–149 (2010) 

11. Aaron, W.E.G., Tudor, M.T., Haegen, W.M.V.: The Reliability of Citizen Science: A Case 
Study of Oregon White Oak Stand Surveys. Wildlife Society Bulletin 34, 1425–1429 
(2006) 

12. Hamel, N.J., Burger, A.E., Charleton, K., Davidson, P., Lee, S., Bertram, D.F., Parrish, 
J.K.: Bycatch and beached birds: Assessing mortality impacts in coastal net fisheries using 
marine bird strandings. Marine Ornithology (2009) 

13. Bishr, M., Mantelas, L.: A trust and reputation model for filtering and classifying knowl-
edge about urban growth. GeoJournal 72, 229–237 (2008) 

14. Silvertown, J.: Taxonomy: include social networking. Nature 467, 788–788 (2010) 
15. Komiak, S.Y.X., Benbasat, I.: The effects of personalization and familiarity on trust and 

adoption of recommendation agents. MIS Quarterly 30, 941–960 (2006) 
16. Gefen, D., Karahanna, E., Straub, D.W.: Trust and TAM in online shopping: An integrated 

model. MIS Quarterly 27, 51–90 (2003) 



 Citizen Science 2.0: Data Management Principles to Harness the Power of the Crowd 473 

 

17. Palvia, P.: The role of trust in e-commerce relational exchange: A unified model. Informa-
tion & Management 46, 213–220 (2009) 

18. Alabri, A., Hunter, J.: Enhancing the quality and trust of citizen science data. In: IEEE 
eScience 2010, Brisbane, Australia (2010) 

19. Sullivan, B.L., Wood, C.L., Iliff, M.J., Bonney, R.E., Fink, D., Kelling, S.: eBird: A citi-
zen-based bird observation network in the biological sciences. Biological Conserva-
tion 142, 2282–2292 (2009) 

20. Parsons, J., Su, J.: Analysis of data structures to support the instance-based data model. In: 
International Conference on Design Science Research in Information Systems and Tech-
nology (DESRIST), pp. 107–130 (2006) 

21. Parsons, J., Wand, Y.: A question of class. Nature 455, 1040–1041 (2008) 
22. Allen, B.R., Boynton, A.C.: Information architecture: In search of efficient flexibility. MIS 

Quarterly 15, 435–445 (1991) 
23. Agarwal, R., Angst, C.M.: Technology-Enabled Transformations in U.S. Health Care: 

Early Findings on Personal Health Records and Individual Use. In: Galletta, D., Zhang, P. 
(eds.) Human-Computer Interaction and Management Information Systems: Applications. 
M.E. Sharpe, Inc., Armonk (2006) 

24. Nicolaou, A.I., McKnight, D.H.: Perceived information quality in data exchanges: Effects 
on risk, trust, and intention to use. Information Systems Research 17, 332–351 (2006) 

25. Grill-Spector, K., Kanwisher, N.: Visual recognition. Psychological Science 16, 152–160 
(2005) 

26. Bunge, M.A.: Treatise on Basic Philosophy: The furniture of the world. Reidel, Dordrecht 
(1977) 

27. Wand, Y., Weber, R.: An ontological model of an information system. IEEE Transactions 
on Software Engineering 16, 1282–1292 (1990) 

28. Bowers, J.S., Jones, K.W.: Detecting objects is easier than categorizing them. Quarterly 
Journal of Experimental Psychology 61, 552–557 (2008) 

29. Wand, Y., Monarchi, D.E., Parsons, J., Woo, C.C.: Theoretical foundations for conceptual 
modeling in information systems development. Decision Support Systems 15, 285–304 
(1995) 

30. Raccoon, L.S.B., Puppydog, P.O.P.: A middle-out concept of hierarchy (or the problem of 
feeding the animals). SIGSOFT Softw. Eng. Notes 23, 111–119 (1998) 

31. Young, J.J., Williams, P.F.: Sorting and comparing: Standard-setting and “ethical” catego-
ries. Critical Perspectives on Accounting 21, 509–521 (2010) 

32. Lakoff, G.: Women, fire, and dangerous things: what categories reveal about the mind. 
University of Chicago Press, Chicago (1987) 

33. Rosch, E., Mervis, C.B., Gray, W.D., Johnson, D.M., Boyesbraem, P.: Basic objects in 
natural categories. Cognitive Psychology 8, 382–439 (1976) 

34. Murphy, G.L., Wisniewski, E.J.: Categorizing objects in isolation and in scenes - What a 
superordinate is good for. Journal of Experimental Psychology: Learning 15, 572–586 
(1989) 

35. Rorissa, A.: User-generated descriptions of individual images versus labels of groups of 
images: A comparison using basic level theory. Information Processing & Manage-
ment 44, 1741–1753 (2008) 



Author Index

Abbasi, Ahmed 253
Alturki, Ahmad 107
Andersson, Bo 62
Ayanso, Anteneh 138

Bandara, Wasana 107
Baskerville, Richard 1
Beck, Roman 321
Becker, Jon 335
Becker, Jörg 366
Berente, Nicholas 207
Beverungen, Daniel 366
Blom, Sören 77
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