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Preface

Business process management (BPM) is an established research domain for com-
puter science, information systems, and management scholars. The record num-
ber and wide scope of submissions to the eighth installation of the International
Conference on Business Process Management was an indication of the vibrancy
of the area and the varied interests of BPM researchers. It is tradition that top-
ical workshops accompany the main BPM conference in order to allow groups
to coalesce around new research topics, to present emerging research issues, or
focus in depth on a particular area of research. BPM 2010 was accompanied
by nine workshops – some new, some well established with the stature of mini-
conferences. In addition, a dedicated track for education papers complemented
the main research program. The workshops and education track attracted 143
submissions, out of which the respective Program Committees chose 66 papers
for presentation – a healthy acceptance ratio of 46% that rivals some mainstream
information systems conferences. The workshops were organized by an illustri-
ous group of BPM scholars with a global reach. We were particularly excited by
the first BPM workshop organized by the South American research community
– the First International Workshop on Reuse in BPM.

The following workshops of the BPM 2010 conference were held on September
13, 2010 on the campus of Stevens Institute of Technology in Hoboken, NJ:

• 6th International Workshop on Business Process Design
• 6th International Workshop on Business Process Intelligence
• 4th International Workshop on Event-Driven Business Process Management
• Third Workshop on Business Process Management and Social Software
• First International Workshop on Traceability and Compliance of Semi-

Structured Processes
• First International Workshop on Reuse in Business Process Management
• First International Workshop “Process in the Large”
• First International Workshop on Business Process Management and

Sustainability
• First International Workshop on Cross-Enterprise Collaboration, People, and

Work

The special track on Advances in Business Process Education was held on
Wednesday, September 15, 2010.

We would like to express our sincere gratitude to the Organizing Committees
of each workshop for arranging entertaining, high-quality programs that were
well received by all attendees. We are grateful to the service of the countless re-
viewers that supported the Workshop Chairs and provided meaningful feedback
to the authors. Several workshops had invited keynote presentations that framed
the presented research papers and we would like to thank the keynote speakers
for their contribution to the workshop program. We would like to thank Ralf
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Gerstner, Christine Reiss and Viktoria Meyer at Springer for their support in
the publication of this LNBIP volume. Finally, our most heartfelt thanks go to
Chelsea Shupe, who spent countless hours collecting, assembling, and format-
ting the proceedings before you – her initiative made the production of this book
possible. Thank you.

February 2011 Michael zur Muehlen
Jianwen Su
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Interactive Business Modeling with BusinessMapper and 
Dependency Modeling Language (DML) 

Sebastian Reinisch, Robert Mertens, Aliasghar Esteghlal,  
Frank Ruwolt, and Martin Jähne  

Fraunhofer IAIS, 
Schloss Birlinghoven, 53754 Sankt Augustin, Germany 

name.surname@iais.fraunhofer.de 

Abstract. This paper introduces DML, a dependency modeling language for 
analyzing and developing business process models in a front-loading context. 
Front-loading describes an approach for up front analysis of problems and 
effects that come with the development and introduction of new products and 
accompanying processes into an existing portfolio. The paper also describes 
BusinessMapper, a graphical editing tool for DML that enables users to 
interactively model interrelations and interactions between business processes 
on an abstracted level. By employing run time evaluation mechanisms, 
BusinessMapper makes the effects of new processes or other entities in the 
model instantly evident to the user. Users can thus interactively adjust 
parameters to fit new products and their accompanying processes into existing 
process landscapes. 

Keywords: Front-Loading, Business Modeling, Process Modeling, Dependency 
Modeling, Process Design Methods, Process Design Tools. 

1   Introduction 

The introduction of new products and processes is often associated with the risk of 
unexpectedly high costs or development lead times. One approach to reduce this risk 
is the implementation of flexible production IT systems that accommodates for 
changes in the product portfolio and in the processes supported [2]. Another 
successful approach that aims to reduce this risk is front-loading [1]. This approach 
involves modelling and testing at very early stages of development in order to identify 
problems and unforeseen interrelations. If a better overview is gained at these early 
stages of a project, actions can be taken to avoid problems at later stages of that 
project. Especially in early stages of a project, however, definitions are often largely 
unclear and even the aims of a project are not yet agreed upon by all those involved, 
at least not on the necessary level of detail. One explanation for this can be, that those 
who shape a project at its very beginning are mostly experts. And experts do not 
primarily rely on hard definitions, they heavily rely on visual representations, 
creativity and experience [3]. Mind maps provide this kind of visual representation [4] 
and are widely accepted in business settings throughout Europe. In fact, the authors 
have observed an extensive use of mind maps in early project definition phases in a 
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major telecommunications company. Mind maps can even be used to improve 
communication among experts from different areas since they can to a certain extend 
be used to visualize ontological relations though not completely [5]. However, 
contemporary mind maps leave out one important aspect of front-loading. In order to 
become familiar with new situations, experts often explore dynamic models that allow 
anticipating the effects of adjustments and modifications [3]. With a static mind map, 
this sort of trial and error problem solving approach is not supported. Therefore, the 
approach described in this paper incorporates a dynamic modelling language with a 
classical mind map representation. This modelling language called DML 
(Dependency Modeling Language) is designed specifically to model dependencies 
between the nodes of a mind map-like structure on an algorithmic level. With this 
technique, nodes of a mind map can be semantically linked to other nodes of that 
mind map. This makes it possible to use the mind map as a dynamic visual model that 
can be changed at a mouse click. And these changes do not only occur on a node 
value level but also in terms of the model's very structure, depending on whether the 
user chooses to alter a node statement or the map itself. Hence, the approach 
described in this paper combines the flexibility of a mind map representation with 
expressiveness of a mathematical model. This makes it an ideal tool for front-loading 
modelling in a context where most environment variables still have to be explored - 
like most complex business situations. 

The remainder of the paper is organized as follows: Section 2 briefly discusses 
related work in the intersection of the fields of business process simulation and mind 
maps. Section 3 discusses DML, while section 4 describes the basics of the user 
interface. In section 5, an example application scenario is presented. The paper 
concludes with a summary and an outlook on further work in section 6. 

2   Related Work 

In recent years the technique of mind mapping and its application has become 
tremendously popular in the fields of education, engineering and business. 
Particularly the use of computer-based mind mapping tools offers enormous 
advantages in business settings, as shown by Joanne M. Tucker et al.  [6]. In their 
paper, the authors examine mind mapping techniques comparing several mind-
mapping software applications. They concentrate on advantages and disadvantages of 
creating maps manually versus using mind mapping-software. They found having real 
time collaboration, like teamwork or other interaction between parties in building a 
mind map, may make it worth the expense of using such software. As an example 
they state that “creating mind maps of business processes within the supply chain 
requires interaction and communication between businesses the ability of software to 
allow sharing and editing of mind maps become more relevant.". This flexibility 
makes software based mind mapping suitable especially for business purposes, for 
instance strategic planning, problem solving or event planning. Besides supporting 
communication and collaboration, mind mapping is a “powerful analytical tool for 
case teaching, especially in Executive MBA programs, where students are required to 
gather, interpret, and communicate large quantities of complex information." as 
found by Anthony J. Mento et al. [7]. The authors highlight in their work some 
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specific applications of the mind mapping technique based on their work in executive 
education and in management development consulting. In addition to being beneficial 
in team-building processes and being extremely flexible, mind-mapping supports 
learning based on one's work experiences which “is one of the building block for 
establishing a learning organization" as they conclude. Due to the benefits mentioned 
above, mind-mapping can be used for front-loading in business processes. For 
instance in [8] the mind mapping approach is used for informal modelling in the 
primary steps of process building. The authors use mind maps to add information 
about concepts and relations “enabling business users to manipulate the ontology 
without any detailed technical knowledge in building ontology with higher semantic 
expressiveness." In the context of business simulation Peter J. A. Reusch et al.  [9] 
found mind maps to be the “core module that collects information about the 
preparation, the execution and the evaluation of the simulation" making it a strong 
tool for general project planning. Especially in early phases where expertise is 
lacking, mind maps can be useful for structural analysis and object role analysis. In 
the author's overview paper [9] they also raise the important issue of how mind maps 
and topic maps can be used for better integration, in particular, of business games and 
simulations in an overall modelling and controlling concept. As they point out, mind 
map files are often stored XML-based which provides the opportunity to link the 
information with other tools and be used by further applications. This makes the 
integration in simulation and business games very easy, as they conclude. 

The works cited in this section show that mind maps are very well suited to the 
task of front-loading. However, current mind map based approaches that tackle  
the problem of defining a process or product landscape lack a means of handling the 
dynamic aspects that come with front-loading. In this context, anticipating effects of 
adjustments and modifications is indispensable. The next sections show how these 
dynamic aspects can be integrated in a mind map based model. The very next section 
starts by introducing the dynamic modelling language DML. 

3   DML 

The complexity of a business largely depends on interrelations of business elements 
and processes. Hence it is particularly important to acquire knowledge about existing 
dependencies and - in case of newly developed products - about dependencies and 
impacts generated by these products and their introduction into an existing portfolio. 

In comparison to the software construction domain, where dependencies can be 
extracted from existing source code [10], the modelling and analysis of dependencies 
in a business context is harder because of unclear aims and definitions during 
development and planning the introduction of new products. Therefore sophisticated 
tools are needed. 

The Dependency Modeling Language (DML) supports the modelling and analysis 
of aspect-based business models. Such a model contains qualitative and quantitative 
dependencies between elements/aspects of the modelled business, which are 
represented as nodes in a mind map-like structure. 

Qualitative dependencies show that aspects somehow depend on other aspects but 
leave out the details. Quantitative dependencies describe relationships between 
business aspects in a mathematically precise way. 
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DML statements are an essential part of the business model. They represent 
attributes of aspects and combine common data types (like decimal numbers or 
boolean values), arithmetic operations (e.g. addition, multiplication, relational 
operators) and variables. By using variables it is possible to point to nodes within the 
hierarchical model. DML differentiates between two types of variables - qualified and 
partially qualified variables. Qualified variables refer to exactly one node of the 
hierarchical structure. In contrast, a partially qualified variable refers to a set of nodes, 
e.g. to the set of all subordinate aspects belonging to a given node. It is a combination 
of a qualified variable, which points to the topmost (given) node, followed by an 
expression using wildcard-symbols (like “*" or “?") to define filter attributes. Partially 
qualified variables get especially important when applying built-in arithmetic 
functions. These functions are comparable to functions in common spreadsheet 
applications. They allow different calculations like averaging over a set of attributes 
or calculating the maximum values of different aspects.  

Additionally, the combination of relational operators and conditional statements 
allows a great amount of flexibility within the set of arithmetic expressions.  

Figure 1 shows a simple model of a company producing and selling just one 
product. The model contains some basic facts about this company and its product, 
organized in a mind map – like structure.  

 
Fig. 1. Simple example using qualified and partially qualified variables 

The summarized costs of production are 3.600 €€  (material and wages), the number 
of sold units is 50 €€ , and the sales price of the product is 100 €€ . 

To calculate the profit, the sales department created a new attribute which contains 
the following DML statement: 
 

profit = (sales_dep.price_per_unit * sales_dep.sold_units) - sum(factory_costs.*) 
 

At first, this simple model contains dependencies, e.g. between the company and 
its two departments (production and sales). These qualitative dependencies basically 
show that there is a relationship between the company and its departments. The 
statement used to calculate the profit comprises quantitative dependencies between 
the two business aspects production and sales. 

Second, it makes use of variables. The model contains two qualified variables 
(sales_dep.sold_units and sales_dep.price_per_unit) to point at particular nodes 
within the DML statement. The partially qualified variable (factory.costs.*) is used as 
an argument of a function to calculate the sum of multiple nodes. 
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The expressiveness of DML syntax is based on a definition in EBNF (Extended 
Backus Naur-Form). By using EBNF, the DML syntax can be easily expanded, e.g. 
by adding new arithmetic functions. 

The following table shows the basic EBNF definition of DML: 

Table 1. EBNF definition of DML 

simplified EBNF productions of DML 

arithmeticOperator = "+" | "-" | "*" | "/";  
boolOperator = "<" | ">" | "<=" | ">=" | "<>" | "="; 

digitWoZero = "1" | "2" | ... | "8" | "9"; 
digit = "0" | digitWoZero; 
decimalNumber = "0" | "0."(digit)+ | digitWoZero(digit)* "."(digit)+ | digit-

WoZero(digit)*; 
char = "a" | ... | "z" | "A" | ... | "Z"; 
identifier = (char | digit) (char | digit | "_")* (char | digit)*; 
qualVariable = identifier ("."identifier)*; 
identifierwWilcard = (char | digit | "*" | "?" ) (char | digit | "*" | "?"  | "_")* (char | 

digit | "*" | "?" )*; 
partQualVariable = qualVariable".*."identifierwWilcard) | qualVari-

able"."identifierwWilcard); 
funcArgument = decimalNumber | qualVariable | partQualVariable; 
listOfFuncArg = funcArgument(","funcArgument)*; 
function = "max(" listOfFuncArg ")" | "avg(" listOfFuncArg ")" | 

"sum(" listOfFuncArg ")" | … ; /* plus additional functions*/ 
boolExp = (decimalNumber | qualVariable | expression) boolOperator  

(decimalNumber | qualVariable | expression); 
expression = (decimalNumber | qualVariable | expression) arithmeticOper-

ator (decimalNumber | qualVariable | expression); 
conditionalFunction = "if(" boolExp "," expression "," expression ")"; 
dmlStatement = attributName "=" expression operator expression; 

 
Based on this definition, an interpreter can be constructed, which automatically 

parses the given expressions and calculates their results. 
An additional major task of a DML interpreter is to support analysing the model in 

different ways. It helps gathering information about the complexity of introducing 
new products, e.g. to identify processes which will be influenced by the new product. 
Furthermore it supports users to acquire knowledge about dependencies between the 
domains of the business. By evaluating quantitative dependencies it is possible to 
calculate indicators for an estimation of costs or the risk of changes in the existing 
portfolio of products and processes. The hierarchical model provides the possibility to 
evaluate local impacts as well as global effects of changes caused by the introduction 
of new products. This helps in identifying causal chains within the model, which 
would otherwise be hard to discover due to the complexity of business interrelations. 
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In summary, DML combines well know techniques like arithmetic expressions 
similar to widely-used spreadsheet applications and the simplicity of modelling 
dependencies with help of a hierarchical, mind map - like structure. That makes DML 
an easy to use, yet powerful and flexible modelling language. 

4   The Graphical Editing Tool: BusinessMapper 

As mentioned before experts rely on visual representations and make vigorously use 
of graphical modelling tools when shaping a project. Based on this insight we started 
developing a graphical editing tool called “BusinessMapper". BusinessMapper 
combines common approaches of graphical modelling tools paired with the simple 
application of arithmetic functions. According to the model built by the user and its 
current parameters, any kind of dependencies between aspects will be dynamically 
visualized during runtime. In the following subsections, the integration of DML in 
BusinessMapper will be illustrated. 

4.1   Node Types 

BusinessMapper currently supports three different node types that represent different 
modelling components. The kind of node is determined automatically by its content. 
 
Default Nodes. Newly created nodes are always initially default nodes. Their content 
may consist of characters (also space characters), ciphers and underscores. As the 
name implies, these nodes do not exhibit any special properties. 
 
DML Nodes. A DML-node inscription has the form of an attribute name followed by 
a DML-expression. An example for such an inscription could be: 
 
sales = products.product_1.costs * products.product_1.disposal 
 

To make editing of DML-nodes easier, the user could revert to some support-
functions. For instance a calculation may have multiple nodes with long paths. The 
user needs not to enter a node's path manually. If the node is already in editing-mode, 
just clicking with the mouse button on another node inserts its complete path into the 
currently edited DML-expression. If [SHIFT] is pressed during this process, the path 
will be extended by the character sequence ".*". Thus partially qualified variables can 
be used much easier. 

If a DML-node contains a calculation formula, its result will be displayed after 
editing mode has been left. The DML-node will then contain the attribute name and 
the result of the DML-expression. If the DML-expression is incorrect, there is no 
result and the expression itself will be displayed in red. The status bar will offer 
additional information in this case, to help the user identify the error in the formula. 

Link Nodes. This kind of node is used to describe qualitative dependencies. A 
qualitative variable has a point-notation-syntax. For example: products. product_1.cost. 
The support-function used for DML-nodes can be used here too: clicking with the 
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mouse button on another node puts in the complete path. If a path inside of a Link-
node cannot be resolved, the node is coloured red to indicate the failure. In this case the 
status bar will offer failure-information. 

4.2   Calculating with DML/Functions 

DML-expressions consist of different calculation-statements. Standard operators such 
as "+, -, /, *, (,)" are allowed. Calculations inside DML-nodes are not constrained to 
ciphers, but also offer the use of links to other attributes described by other DML-
nodes. To facilitate working with this tool, a set of predefined functions are provided: 

sum(expression)/sumtree(expression): Addition of all attribute values inside the 
expression; sub(expression)/subtree(expression): Subtraction of all attribute values 
inside the expression; mult(expression)/multtree(expression): Multiplication of all 
attribute values inside the expression; avg(expression) /avgtree(expression): Average 
over all attribute values; min(expression)/mintree(expression): Calculates the 
minimum value; max(expression)/maxtree(expression): Calculates the maximum 
value 

There is a difference between functions with the add-on "tree" and the ones 
without: if the user takes a function without “tree", calculations will only implicate 
attributes inside of that map-branch. If functions with “tree" add-on are used, 
calculations will also follow Link-nodes to resolve any partially qualitative variables 
and take them into account. Nesting of functions is also available. All attributes used 
inside of an expression must be separated by a comma. 

4.3   Displaying Node-Dependencies and Extracting Dependencies 

Initially the user does not see any dependencies of a selected node. This can be 
configured in the context menu. There are two checkboxes “display incoming nodes" 
and “display outgoing nodes" for enabling/disabling. If enabled, the user will see all 
incoming dependencies (other nodes) marked as yellow. Outgoing dependencies are 
marked by a grey background. 
 

 
Fig. 2. Simple example using qualified and partially qualified variables 

Figure 2 shows an example map with the currently focused node “total". As 
explained above, all dependencies are marked with the corresponding colour. In this 
case: “total" may lead to “receipts = 3.554.185,65". This node is an outgoing 
dependency. Contrariwise “total" itself is dependent on “Books", so “Books" is an 
incoming dependency. 

To set the point of view on dependencies the user has the possibility the extract an 
incoming or outgoing dependency to a newly created map. On such a new map the 
previously selected node now presents the root of the map and its dependencies 
(previously grey or yellow marked in the other map) are represented as child nodes. 
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5   Showcase “Bookstore" 

In figure 3 a “Bookstore" is modelled exemplarily. The node “Bookstore" symbolizes 
the root (Root-Node) of the map. Only issues that are important for the intended 
purpose are shown. 

 
Fig. 3. Bookstore model in BusinessMapper 

5.1   Global and Local Modelling 

Nodes of highly comprehensive nature are attached immediately to the root. For 
instance “Products" is such a node. Those nodes may have many of child nodes and 
could be seen as global or main aspects in a map. On the other hand, the further a 
node is away from the root, the more local are its effects. I.e. the node “total sales" 
under “Books/The Associate, by John Grisham" represents a value only belonging to 
that type of book. 

5.2   Calculations 

The main aspect node “Finance" has three child nodes. One of them is “receipts" 
which calculates miscellaneous scopes of receipts. As discussed in earlier sections 
calculations can be realized in “DML-nodes". The node “total = 3.554.185,65" is the 
result of the total receipts in the Bookstore. One possible formula to calculate that 
value is: 
 
total = sum(finance.receipts.single.*.*receipts*) 
 
If we follow the formula, we can see that all single receipts have been taken into 
account. To assure that all receipts are implicated, wildcards (*-symbol) are used. In 
this formula, all leaf-nodes that contain the word “receipts", below the node “single", 
were comprised. Calculations below the node “expenditures" or “profit" operates 
analogically. 



 Interactive Business Modeling with BusinessMapper and DML 13 

5.3   Linking Nodes 

Underneath the main aspect “Products" is, among others, the branch “Books". In 
figure 4 the book “The Associate, by John Grisham" has been modelled exemplarily. 

 

 
Fig. 4. The book “The Associate, by John Grisham” and its features 

Underneath “features" different nodes are modeled. Among some information 
providing nodes, i.e. “bestseller = true", there are also two links to services. These 
Link-Nodes describe which services are provided, especially relating to that book. I.e. 
this book can be ordered and wrapped as gift. Maybe another book, which is not a 
bestseller, would not provide those features. 

 

 
Fig. 5. Provided services 

 
Both services were modelled as Link-Nodes and were picked out of a services 

repository. In figure 5 the main aspect “Service" handles all services and presents that 
repository. If a service is needed in the map, it must not be shaped as a usual node 
somewhere else. A Link-node should be created, pointing to the desired service, as 
done in figure 5. 

6   Conclusion 

In this paper we presented DML, a dependency modelling language and a graphical 
editing tool for DML called “BusinessMapper". DML is designed to support the 
modelling and analysis of aspect-based business models. It comprises concepts like 
arithmetic expressions similar to well-known spreadsheet applications or the use of 
variables to reference attributes within the model. The definition of DML in EBNF 
makes it easily expandable and capable of being analyzed and evaluated 
automatically. The graphical editor is a powerful tool which supports aspect-based 
modeling. While fully supporting DML, it enables the users to interactively model 
interrelations and interactions between business processes and entities. It empowers 
users to create hierarchically structured business models similar to the widely used 
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concept of mind maps.The given example shows the combination of an expressive 
visual representation of a business model and the use of concepts like arithmetic 
expressions, variables and links within the model. This combination results in a 
powerful tool which is flexible and easy to use. A main feature of BusinessMapper is 
the possibility to simulate adjustments and modifications of the model. That is how 
experts can become familiar with new situations and anticipate the impact on the 
current business or a future project like the introduction of a new product. The use of 
conditions and arithmetic algorithms supports the simulation of dynamically changing 
parameters. This allows for interactive modelling and testing of processes and fitting 
them into an existing business landscape. 

The tool has been successfully tested in various usability studies within the field of 
telecommunication companies. BusinessMapper was used in the early beginning of 
huge development projects to describe the dependencies and interrelations between 
different work packages and levels of aspects, like technical infrastructure, IT and 
products. The tool also has been used as project management software during the 
whole project life cycle and mainly to show the interrelations between different 
projects and to forecast a realistic timeline of the project. In another project the tool 
was used to accompany and evaluate a vendor selection based on specific customer 
requirements and different releases. In all the usability studies BusinessMapper could 
show its value to the management in the process of decision making or in the 
discovery of so far unidentified dependencies. The wide range of projects shows the 
flexibility and usability of BusinessMapper. All these usability studies were very 
successful and at the moment we aim to release BusinessMapper as a commercial 
software product. 
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Abstract. Business process orientation can be interpreted as the orga-
nizational approach making business processes the platform for organi-
zational structure, strategic planning, and information technology. While
recent research focused on the question whether process-oriented orga-
nizational design impacts firm performance, there is a lack of studies
measuring the construct of process orientation by means of whether the
process approach is actually lived in the organization. This paper empir-
ically explores the relationship between a corporate culture in line with
business process orientation and firm performance in industrial settings.
The empirical evidence indicates that firms which actually live the pro-
cess approach are outperforming other firms in terms of financial firm
performance, delivery time, and delivery reliability.

Keywords: business process orientation, corporate culture, firm perfor-
mance.

1 Introduction

A central question in strategic management research is: How do firms achieve
sustainable competitive advantage? According to the resource-based view (RBV)
of the firm, organizations in the same industry perform differently because they
possess different resources and capabilities [1], [2]. Organizational processes have
emerged as critical building blocks in these difficult-to-imitate capabilities [3],
[4]. At the same time, a focus on organizational processes has increased in man-
agerial practice [5]. Business process orientation means focusing on business
processes ranging from customer to customer instead of placing emphasis on
functional and hierarchical structures [6]. Several authors (e.g. [7], [8]) argue
that a lot of the existing literature of the process-oriented organization has been
in the popular press and lacks research or an empirical focus. Many case studies
refer to a positive relationship between process orientation and organizational
performance, but a solid empirical verification of this central guideline has not
happened yet [9]. Business process orientation is not a unidimensional construct
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[8]. Several dimensions shape the construct, e.g. definition of business processes
[10], management commitment towards the process approach [11], [12], the pro-
cess owner role [13], process performance measurement [11], [14], and information
technology as an enabler or implementer of process orientation [15]. In particu-
lar, process orientation is a matter of enterprise culture [11], [6], [15]. The real
problems when implementing the process approach are of a cultural nature [10].
The cultural fit is an important issue since people and processes must combine
to produce output [16]. We consider a corporate culture in line with the process
approach as strong indicator for process orientation and will focus our analysis
on this specific dimension of the process orientation construct. We focus on the
question whether there is a positive relationship between a culture in line with
the process approach (POCulture) and financial performance, delivery speed and
delivery reliability. The study uses a sample of 132 Austrian firms operating in
metal and machinery industry. The quality of the collected data is considered
to be very high since we collected the data by conducting personal interviews.
The paper will begin by developing the hypotheses about the impact of a lived
process approach on firm performance. Next, research design is specified and
operationalization of the variables is carried out, followed by a presentation of
the empirical findings. The paper concludes with a discussion of the results,
implications, and issues for further research.

2 Theory and Hypotheses

Process orientation introduces transparency in the organization [17]. By discov-
ering and analyzing an organization’s business processes, non-value adding activ-
ities are easily detected. The elimination of non-value adding activities therefore
should lead to cost reductions which in turn should lead to improved finan-
cial performance. Several authors state that process orientation leads to better
financial performance [11], [18]. Case study research projects also report a posi-
tive contribution of process orientation on financial performance [19], [20]. The
literature therefore suggests that process orientation leads to better financial
performance.

Hypothesis 1. A corporate culture in line with the process approach is related
positively to financial firm performance.

As already mentioned above, time-consuming but non-value adding activities are
easily detected by analyzing an organization’s business processes. The elimina-
tion of non-value adding activities therefore should lead to speed improvements.
Several authors argue that process orientation leads to throughput time reduc-
tions [11], [21], [18]. Also, case study research report that process orientation led
to throughput speed improvements [22], [23], [24], [25], [26], [20]. This leads us
to hypothesize that:

Hypothesis 2. A corporate culture in line with the process approach is related
positively to delivery speed.
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Delivery reliability, defined as the extent to which an organization delivers its
orders on time, is in many businesses an order-qualifier instead of an order-
winning criterion. If a company continues to not deliver on time, customers will
stop considering the company as a potential supplier [27]. Customers have be-
come so demanding that if their suppliers do not deliver on time, they may
go elsewhere. The trend towards on time deliveries has reached practically all
industries [28]. The delivery reliability of a supplier is often related to various
manufacturing performance measures on the customers’ side and therefore it is
reasonable that customers will demand high delivery reliability from their sup-
pliers [29]. Management unfamilarity with business process design and absence
of institutional knowledge of process designs causes process variation [30]. Busi-
ness processes with high variation may cause insufficient delivery reliability [18].
In line with these thoughts, several case study research projects report a positive
effect of process orientation on delivery reliability [31], [22]. The last hypothesis
of this paper is therefore formulated as:

Hypothesis 3. A corporate culture in line with the process approach is related
positively to delivery reliability.

3 Research Design

3.1 Operationalizing Corporate Culture in Line with the Process
Approach

For operationalizing the POCulture construct, we used existing models and stud-
ies which already measured business process orientation: the Process and Enter-
prise Maturity Model (PEMM) by Hammer [11], and the models by McCormack
and Johnson [32], Reijers [6], Vera and Kuntz [9], and Willaert et al. [15]. From
these models, we derived five characteristics of an organization which actually
lives the process approach. A statement was formulated for each of the five items.
Each statement had to be rated by the respondents using a six point Likert scale
ranging from full disagreement to full agreement.

Existence of inter-departmental teamwork. A process-oriented organization needs
a culture which values teamwork, since business processes cutting across func-
tions must be operated by people in a team [11]. Teams are playing an important
role in process management, since e.g. a large process like order fulfillment still
requires working together across geographical boundaries [33]. A precondition
for successful process management is introducing empowered teams [10]. This
indicator was derived from the models by [11], [32], [9], [15] and captures whether
teamwork between different departments can be taken for granted in the orga-
nization.

Customer-focused attitude of employees. It is often argued that organizations
emphasizing functions and hierarchy are failing to focus on the customer [10],
[18], [34]. By contrast, in a process-oriented organization, each business process
has a clearly defined customer who receives the result of the process [35]. This
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indicator is derived from the models by [11], [6], and [15] and captures whether
the organization’s employees understand that the purpose of their work is to
fulfil the needs of the internal/external customers.

Employees’ accountability for enterprise results. Only organizations whose cul-
ture values personal accountability will find it possible to move forward with
their degree of process orientation [11]. This indicator is derived from the model
by [11] and captures whether the organization’s employees feel accountable for
enterprise results.

Use of process language. Process orientation is a construct which becomes “real”
by communication and interaction, i.e. the construct becomes real if it is com-
municated by means of a language. By communicating about business processes
and their design, process orientation becomes a reality [36]. This indicator is
derived from the models by [32] and [6] and captures whether employees on
all levels of the organization are speaking about business processes, customers,
teams, process performance indicators, etc.

Knowledge of process workers about how their process is executed. Process per-
formers must have appropriate knowledge about the business process they are
working for, otherwise they won’t be able to implement the process design [11].
This indicator is derived from the model by [11] and captures whether the or-
ganization’s employees can describe the design of the process they work for.
Furthermore the indicator captures whether the employees know how their work
affects subsequent work, customers and process performance.

3.2 Operationalizing Firm Performance

Financial performance was measured by return on sales (ROS); the data was
gathered by inspecting the official financial statements of the firms in our sample.
Delivery speed and delivery reliability were measured by perceptual ratings.
Perceptual ratings rely on the interviewee’s judgment and allow him/her to give
an answer without giving specific numerical information. Interviewees are more
willing to answer a subjective question than to queries about numerical data [37].
Respondents were asked to evaluate delivery speed (as compared to their major
competitors) and delivery reliability using six point Likert scales. The end-points
of the scales were selected such that high rating reflects high performance.

We use several control variables in our model where financial performance
is the dependent variable of interest. Market share is positively associated with
financial performance [38] and is therefore included as a control variable. Respon-
dents were asked to rate the market share of their company in comparison to
their major competitors using a six point Likert scale (if the company was oper-
ating in various industries, respondents were asked to estimate a weighted mean
of the different market shares resulting in a single rating representing the firm’s
average market share). Firm size, measured by the natural logarithm of num-
ber of employees, is associated with economies of scale and, hence, is expected
to have a positive association with firm performance [39]. Capital structure has
been argued to affect firm performance. In particular, debt can produce tradeoffs
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such as reductions in long-term expenditures (e.g. R&D). Such reductions can
be harmful to the firm over time [40]. Capital structure is therefore also used as
a control variable and is measured by the ratio of liabilities to total assets.

3.3 Sample and Data Collection

The population of this study is defined as Austrian corporations operating in
metal and machinery industry with at least 50 employees. For practical reasons,
the metal and machinery industry was chosen since these industries include a
sufficient large number of organizations in Austria. Firms were selected randomly
and telephone interviews were used for data collection. All telephone interviews
were personally conducted by the researchers. On average, an interview took
about 15 minutes. For every firm one executive (CEO, CIO or quality manager)
was interviewed. This is a clear difference to studies which are using a mail
survey method for data collection. Data quality of this study is expected to be
high since respondents are personally identified and interviewed assuring that
the interviewee has the knowledge to truthfully answer the questions. A total of
200 organizations were contacted. Out of them, 152 organizations were willing
to give an interview. However, only 132 firms remained in the sample as some
respondents did not have the knowledge to truthfully answer the questions.

4 Analysis and Results

Before one can proceed with testing the hypotheses, one has to ensure that the
POCulture construct is unidimensional, reliable, and valid. Unidimensionality of
POCulture was assessed by a principal components analysis. All items loaded
on one single factor (all loadings on this factor were 0.724 or greater). Adequate
construct reliability was checked by using Cronbach alpha (Cronbach’s alpha
accounted for 0.814). Construct validity was assessed by the criteria that none
of the items loaded greater than 0.50 on more than one factor reported by the
factor analysis. Having assessed undimensionality, reliability, and validity, the
construct measure was calculated by computing the equally-weighted average of
the item scores.

We used regression analyses to investigate the relationships between culture in
line with the process approach (as the independent variable) and firm performance
variables (as the dependent variables). In order to examine if the results are af-
fected by multicollinearity, the variance inflation factors (VIFs) and the tolerance
values were examined [41]. For all regression models, the VIFs were well below the
threshold value of 10 or greater, which is indicative of multicollinearity (none of
the VIFs were above 1.589), and the tolerance values were well above the suggested
0.10 or less threshold, which is indicative of multicollinearity (for all models, the
tolerance values were 0.629 or greater). In addition, normality and homoscedas-
ticity violations were assessed by applying the Kolmogorov-Smirnov test and by
visually inspecting normal probability and residual plots. The plots and the tests
did not indicate deviations from normality nor from homoscedasticity.
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The results of the regression analyses are reported in Table 1. The control vari-
ables debt, market share, and firm size were included in the regression analysis
where ROS was the dependent variable (Model 1). With Hypothesis 1, we con-
sider the effect of corporate culture in line with the process approach on financial
firm performance (ROS). As we show in Table 1, Model 1, a corporate culture
in line with the process approach positively affects financial firm performance
(b=0.223, p<0.10). The model also shows that debt has a significant negative
impact on profitability (b=-0358, p<0.01). This finding is in line with the re-
sults of other studies (e.g. [42]), which also found a negative impact of debt on
financial firm performance. Hypothesis 2 deals with the relationship between cor-
porate culture in line with the process approach and delivery speed. As Model 2
shows, POCulture relates positively to delivery speed (b=0.282, p<0.01), in sup-
port of Hypothesis 2. In Hypothesis 3, we assess the impact of POCulture on
delivery reliability. As we show in Model 3, POCulture relates positively to de-
livery reliability (b=0.318, p<0.001), supporting Hypothesis 3. In summary, the
findings provide support for all our hypotheses. The empirical evidence therefore
indicates that firms which actually live the process approach are outperforming
other firms in terms of profitability, delivery speed, and delivery reliability.

Table 1. Impact of Corporate Culture in Line with the Process Approach on Firm
Performance

Model 1 Model 2 Model 3
Dependent variable ROS Delivery speed Delivery reliability
POCulture 0.223+ 0.282** 0.318***

(1.870) (3.025) (3.662)
Debt -0.358** – –

(-3.051)
Market share 0.178 – –

(1.489)
Firm size 0.191 – –

(1.643)
R2 0.263 0.079 0.101
F 4.994** 9.150** 13.412***
n 61 108 121
Standardized regression coefficients are reported. t-values in parenthesis;
+p<0.10, *p<0.05, **p<0.01, ***p<0.001; all tests are two tailed.

5 Conclusions

Most previous empirical studies which investigated the impact of process ori-
entation treated process orientation as a unidimensional measure. However, we
believe that process orientation is a multidimensional construct and focused our
analysis on whether the process approach is actually lived within the organi-
zation. Therefore, we focused on the cultural dimension of the construct. The
findings of our study indicate that a corporate culture in line with the process
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approach is positively associated with profitability, delivery speed and delivery
reliability. Our work therefore extends the existing process management litera-
ture by providing new empirical insights into the impact of process orientation
on organizational performance.

There are several important limitations to this study. First, the sample in
this work only included Austrian manufacturing firms. Generalizability of the
findings to other industries or other countries is open to scrutiny. A second im-
portant limitation of this work is the small number of cases in certain regression
models. Such a small number of cases is not appropriate for a clear demonstra-
tion of causal effects. Third, as is common with most organizational studies, this
work relies on survey data, which leaves open the possibility of self-serving bias
in the data. Finally, future works should survey two or more key informants at
each company to increase the accuracy of the survey information.

There are a number of avenues for further research. First, the dynamics of
process orientation could be investigated through a longitudinal study of pro-
cess orientation efforts and their outcomes. Second, this study could be applied
to other industries (particularly interesting would be service industries) and/or
other countries. One could e.g. carry out a cross-industry study which investi-
gates the effects of process orientation in highly versus in less competitive in-
dustries. Third, financial performance was assessed by the widely used financial
performance ratio return on sales, indicating short run performance. One might
wonder whether the findings also hold in the long run, e.g., with organizational
survival as the dependent variable.
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Abstract. Workflow Management Systems (WfMS) support modeling and 
execution of business processes, but they lack to define a criteria that can be 
used to determine how successfully certain processes are being performed by 
authorized agents. As a consequence, agents go on and on with their work even 
they have a poor success history and thus cause a process to become inefficient. 
Therefore, this paper introduces means for including goal modeling into 
workflow modeling, enabling a WfMS not only to support performance 
evaluation mechanisms but also to select those agents for a certain task who 
will most likely be performing best. 
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1   Introduction 

Workflow Management Systems (WfMS) have been widely used to support the 
modeling and execution of business processes. One of the crucial functions of a 
WfMS is assigning tasks to users (i.e. human agents) in order to execute them. The 
assignment of tasks relies on an authorization model which expresses the eligibilities 
of agents. In order to determine agents who are eligible to perform a specific task, 
they are firstly classified according to their capabilities and skills into roles. A process 
in the model is then assigned to a role instead to a specific agent during the design 
phase. For example consider garment production processes of a textile industry where 
a Cutting Process is assigned to cutters (role; group of users capable to cut fabric for 
specific garment) and Sewing Process is assigned to sewers (role; group of users 
capable to sew garment). Secondly, when a process step (e.g. Cutting Process) is 
executed its associated role (e.g. cutter) is taken and all agents assigned to that role 
are informed about the task to perform. 

In almost all WfMS, it is simply assumed that the staff members who are capable 
performing a certain task and are assigned to a process will execute the process 
‘successfully’. But currently, WfMS do not have any mechanism to determine ‘how 
successfully’ certain processes are actually being performed by an authorized agent 
[3-5]. In fact, no definition is given that would say what ‘successful’ means. As a 
result, agents simply continue with their work even if some of them have poor success 
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history. This situation is unsatisfactory as it has a negative impact on the overall 
business performance [1] and also contradicts the philosophy of continuous resource 
management [2] i.e. only successful agents should remain enacting processes. 

In contrast, a competitive business environment requires the assignment of task 
specific goals to agents. Goals are measurable targets that an organization sets up to 
be achieved by authorized agents [6]. The achievement of a goal is essential for 
authorized agents to continue with forthcoming process executions and also for the 
overall business process performance. For example, consider a goal like “cutting fault 
in each quarter should be less than 2%” which defines a ‘success criteria’ for cutters 
against which they can be evaluated. 

Therefore, there is an eminent need to first define task specific goals within the 
model of a workflow. Basing on that definition, a WfMS can be built that supports 
performance evaluation mechanisms. Finally, the result of the evaluation mechanisms 
can then be reflected within an organizational model so that only successful agents 
will be selected for the forthcoming process executions, thus eliminating one reason 
for inefficient processes – the assignment of merely qualified instead of excellent  
staff – not only during runtime but also during the design phase of a process when 
goals are specified. 

This paper makes two contributions: First, it utilizes a process modeling 
environment to extend traditional business process modeling with goal modeling. 
Second, it demonstrates how goal modeling can be utilized in different phases of the 
workflow life cycle in order to support continuous resource management and to 
improve business process performance. 

The paper is structured into six sections. Related work is presented in Section 2. 
Section 3 outlines the extension of process modeling with a goal modeling approach. 
Section 4 explains the configuration of goal modeling in the different phases of the 
workflow life cycle in order to support continuous resource management. We outline 
our experiences and experiments in Section 5. Section 6 concludes the paper and 
gives an outlook regarding future research. 

2   Related Work 

This section details about the state of the art of WfMS resource management that 
deals with the definition of organizational models in terms of organizational entities 
(i.e. user, role, group, department) and their assignment to processes (i.e. assignment 
strategies). 

In [2, 8-10], organizational models are proposed that define organizational 
structures as entities with relationships among them and organizational population as 
instantiation of the organizational structure in terms of users and the roles they play or 
the groups they belong to. In [8], Bussler developed an abstract meta-model for 
specifying an organizational structure. It is more general than [2, 9, 10] since it does 
not impose any restriction on the organization being modeled ([2, 9, 10] presume 
limited organizational entities and relationships). 

WfMS traditionally use roles as means for abstracting from the assignment of a 
concrete agent and his or her skills; but, as [8-11] point out, the role concept alone is 
not sufficient to cope with the requirements of task assignment within real world 
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workflow applications. Some examples where this can be easily seen were presented 
by Bussler in [8]: assignment of a task to an agent that is somehow related to another 
agent (e.g. ManagerOf(clerk)), the same agent as the previous task, etc. As a solution, 
Bussler presents a Policy Language and Policy Resolution Framework for the 
specification and execution of generic task assignments in a WfMS. 

The work of Bussler was expanded by HP-Lab [9] and Cao et al. [10]. HP-Lab 
proposed an SQL-like policy language called Resource Query Language (RQL) [9] 
that is able to specify three types of policies: requirement, qualification and 
substitution policies. These policies deal with organizational constraints like role 
delegation (e.g. if a user is not available, WfMS should be able to locate alternate 
users to avoid excessive delay), binding of roles (e.g. customer complaint should be 
handled by a person who sold the product) and separation of duties (e.g. user should 
not approve his own bill). This work is further extended by Cao et al. [10] in which 
they define the Task Assignment Policy Language (TAPL) for handling similar 
constraints (role delegation, role binding and separation of duties). TAPL adds some 
new features with respect to RQL such as WHERE, WHEN and WITH clauses in 
require, substitute and reject policies to represent complicate conditions for resource 
allocation. Further, they also developed more policy search algorithms and 
enforcement methods. The downside of all these approaches is a missing support for 
enforcing the assignment of successful agents to processes. 

In [11], Kumar et al. pointed out that role based assignments are critical when 
suitable workers are not available. This becomes crucial especially when a process 
has to be executed before reaching a certain deadline. Processes then need to be 
assigned to a lesser qualified staff. They observed that there is a tradeoff between the 
urgency of a task and the suitability of agents. To manage this tradeoff they propose 
an agent suitability metrics and a process urgency metrics. Values in these metrics are 
between 0 (lowest) and 1 (highest). These metrics are then applied during enactment 
and – in general – they represent an assignment methodology along with a simulation 
model. The assignment methodology dynamically creates a balance between a 
qualified agent and accomplishment of work. In comparison to our work these metrics 
do not incorporate the success history of an agent because they are firstly static and 
secondly defined only during design time (i.e. updating the assignment strategy or 
rules is not part of the methodology). 

State of the art workflow resource allocation patterns are presented in [3-5]. These 
patterns capture different ways in which resources are utilized to perform a task 
independent of any workflow technology. It is pointed out that existing modeling 
notations such as Business Process Management Notations (BPMN) and Unified 
Modeling Language (UML) 2.0 Activity Diagrams do not support history based 
resource allocation mechanisms (Pattern 9: R-HBA) [7]. Also, existing WfMSs such 
as Staffware Process Suite version 9 (TIBCO), WebSphere MQ Workflow 3.4 (IBM), 
FLOWer 3 (Pallas Athena) and COSA 4.2 (TRANSFLOW) do not directly support 
history based resource allocation ([3], [4], [5]) i.e. neither the history of ‘business 
success’ is evaluated nor it is used for future task assignments. For example, it would 
be very beneficial to allocate a heart bypass task to the surgeon who has 
‘successfully’ completed such tasks over the past three months. 

Only Oracle BPEL Process Manager V.10.1.2 and iPlanet 6.0 (SUN) partially 
supports history based resource allocation mechanisms (Pattern 9: R-HBA). They 
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evaluate history just on the basis of ‘more executions; more experience’ and or ‘quick 
execution time’ without focusing on business ‘success criteria’. For example, the 
heart bypass task doesn't need to be allocated to a surgeon who quickly or mostly 
completes this surgery – instead needs to be allocated to a surgeon who ‘successfully’ 
completes this operation. 

After a profound analysis of current workflow resource management technologies 
and workflow modeling notations along with experiences taken from collaboration 
with industry partners in medical [18] and textile industry [27], it reveals that history 
constraint need to be defined in terms of a measurable goal in the process model. 
Putting a goal definition into a workflow model allows for continuous evaluation of 
assignments. Results of a performance evaluation which then can take place 
continuously could be fed back into the process and the organizational model in order 
to leverage from this knowledge in future assignment decisions and to improve the 
efficiency of a process. 

3   Extension of Goal Construct in Process Modeling Compositions 

3.1   Conceptual Foundation 

Our proposed solution is based on the Perspective Oriented Process Modeling 
(POPM) framework [21]. It covers all facets of process based applications and 
structures issues in a modularized manner. Integrated Process Manager (i>PM, [20]) 
is a graphical process modeling tool built to support POPM and is implemented on 
top of a flexible meta-model [18].  

The idea behind POPM is that a modeling construct consists of several building 
blocks, which are called perspectives. Modeling constructs are then defined through a 
composition of several of these blocks; an example for such a modeling construct is a 
‘process step’ – a fundamental construct for modeling processes. For a basic process 
modeling language, five main perspectives are utmost important, namely Functional, 
Data, Operational, Behavioral and Organizational perspectives. 

The Functional perspective defines the skeleton of the process. It identifies a 
process step and defines its purpose. A process step can either be atomic or it can be 
composite, i.e. it serves as a container for other elements and thus establishes a 
hierarchy. The Data perspective defines input and output data of a process. It relates 
data of the process to external data models. Additionally, it defines business objects, 
their structure and flow between the steps of a process and maps them to external data 
models. The Operational perspective describes tools, (programs, systems, etc.) that 
are available for the execution of a process. The Behavioral perspective determines 
the control flow, i.e. the order in which the single steps of a process are being 
scheduled for execution by a WfMS. Last but not least the Organizational 
perspective determines agents who are eligible to perform a certain process. A 
significant difference to other process modeling approaches is the ability to easily 
adapt this list of perspectives. Even though the above mentioned perspectives are 
considered to establish a foundation every process based application will need, 
perspectives may be added or removed freely. 
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Thus, POPM can be extended to support Goal Modeling by introducing a new 
perspective. This extensibility is especially important for competitive business 
environments: an environment where performance and quality is no longer a luxury – 
rather is of utmost importance in order to survive and remain competitive with the 
global market. 

Figure 1 shows a screenshot of the i>PM modeling environment which is focusing 
on a process step from a garment production process, called Cutting Process. Within 
the POPM modeling tool each step of a process is depicted as a rectangle; the 
Functional perspective is represented within that rectangle in a text box. Small text at 
the lower left corner of the process step represents the Organizational perspective; 
here the role “Cutter” was assigned to the step. The Goal perspective is described by 
the small text at the lower right corner (“Cutter Goal”). Data and Data Flow are 
described by small boxes (data) that are placed on the black arrows (data flow) which 
connect two steps of a process; a data flow arrow always starts at the producer side of 
a data item and ends at the consumer side. The execution order of a process is, when 
this is not specified by data dependencies, defined with the help of the Behavioral 
perspective represented by grey arrows. A text just above the upper left corner of a 
process step denotes information about the Operational perspective. 

3.2   Goal Modeling 

Goal modeling is concerned with the description of goals in a systematic way that 
defines ‘what success is’ and ‘how to measure it’ [6]. When a goal is aligned with the 
process it establishes a ‘success criteria’ for authorized agents against which they are 
evaluated. A goal can be aligned either with the elementary process or a complex 
process. When a goal is aligned with a complex process it establishes the ‘success 
criteria’ (which is a measure for the efficiency of a process) for the collaborative work 
of all the employees part of a department, team or group involved in the complex 
process. It also helps to evaluate how successfully department heads, teams or groups 
in-charge are managing their subordinates? 

A goal need to be measurable and must be assigned to either a simple or a complex 
process. For example “cutting fault in each quarter should be less than 2%” is a 
measurable goal for a Cutting Process because it can be easily determined up to what 
extend this goal was achieved. Harrington [14] stated “Measurement is the key. If you 
cannot measure it, you cannot control it. If you cannot control it, you cannot manage 
it. If you cannot manage it, you cannot improve it.”. In contrast, “improve cutting 
faults” is not a measurable goal – it is more an utterance of an intension.  

Some of the modeling languages like Non Functional Requirements (NFR) [22], 
Extended Enterprise Modeling Language (EEML) [23] and User Requirements 
Notation (URN) [24] support goal modeling [15, 16]. They model goals as a 
“purpose” or and “intension” and therefore cannot directly support performance 
evaluation mechanisms. Also, well known modeling notations like the Business 
Process Management Notation (BPMN), Event-driven Process Chain (EPC), Yet 
Another Workflow Language (YAWL) and Integrated Definition Method 3 (IDEF 3) 
currently do not support goal modeling [17]. 
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Fig. 1. i > PM Modeling Environment 

Most of the existing Business Intelligence (BI) frameworks like IBM WebSphere, 
Global 360 enterprise BPM suite, Tibco iProcess Suite, and EMC BPM suites use 
Key Performance Indicators (KPIs) in their monitoring model for tracing business 
process performance and efficiency. Their monitoring models only issue alerts when 
KPI values deviate from predefined target values but do not allow for pro-active 
feedback. KPIs in general are good for measuring the current performance but they 
are unable to detect the causes of the problem because they usually only look at one 
factor – the outcome of a process – but do not establish a link between the outcome 
and an agent that is producing it. Thus, a KPI alone does not allow for correcting an 
assignment and thus does not allow for increasing the overall efficiency. 

Therefore, we propose that goal modeling has to include not just one but – in an 
optimal case – all perspectives of a process model in order to support continuous 
resource management. Who will identify different perspectives of process (those, 
which influence the achievement of specific goal) and how goal is defined into 
process model, will be discussed in detail in Section 4 aligned with different phases of 
workflow lifecycle. 

A goal definition consists of two parts: a Context Definition and a Measurement 
Definition. Within our new process improvement strategy, goals are defined using 
their Measurement Definitions along with their Context Definition. This initiative is 
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motivated by the fact that any information taken out of process context lessens its 
value, i.e. when information is taken out of context, the results are, at best, limited, if 
not downright misleading. Therefore, goal modeling on the process layer along with 
its context as well as its measurement definition enables performance evaluation 
mechanism to act on processes for resource management — instead of having an 
adjunct performance evaluation mechanism (like BI tools) that do not support actions 
on the process layer. 

The Context Definition describes the information about different perspectives of a 
process that influence the achievement of a specific goal, i.e. application data used 
during process execution and agents who execute the process. It is the Context 
Definition that establishes a basis for the application of data mining algorithms in 
order to evaluate the performance. Therefore, performance evaluation mechanism can 
evaluate with data mining techniques ‘who’ is performing ‘how well’ and under ‘what 
certain conditions’ goals are being achieved by ‘whom’ and up to ‘what certain 
success level’. Such evaluation is possible when a context is provided and only then 
performance evaluation can support actions for continuous resource management. 

 

Fig. 2. Goal Measurement Definition 

The Measurement Definition in contrast adds a formula after which a measure for 
the defined goal is computed. As shown in Figure 2, this description includes goal 
name, goal description, goal metric (data used to measure the goal), data source (e.g. 
FaultTable), data type, and a goal query which is needed for retrieving required data. 
It also includes the specification of different groups. Each group is specified in terms 
of group name, start value, end value, and priority as shown in Figure 2 (lower part). 
These groups are used to describe: 
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• What are different success levels? 
• How to identify a certain success level using goal metric values? 
• How to rank the superiority of different success levels i.e. which group is better 

than others? 

Based on the current goal metric value, a performance evaluation mechanism 
determines a particular group. For example, when the goal metric value 
(FabricFaultPercentage) is less than 2 (%) this corresponds with the group “Good”. 
Next, for this identified group (i.e. “Good”), a performance evaluation mechanism 
determines its “priority” utilizing its concern group specification. The priority of that 
particular group determine the rank of its ‘success’ among different success levels – 
the higher the value of the group priority, the better the level of its business success. 

These priorities are essential because performance evaluation mechanism cannot 
rank different levels of goal achievement simply from interpreting the words like 
“Good”, “Average” or “Poor”. Also, these priorities guide performance evaluation 
mechanisms to perform certain actions that are required for continuous resource 
management. For example, it could revoke the authorization of a person who 
achieved a goal having lowest priority (e.g. -100 for ‘Poor’ group). On the whole 
these priorities are used by performance evaluation mechanism to determine the 
superiority of certain ‘success level’ so that it can perform corresponding action that 
is ultimately required for continuous resource management. 

Therefore precise description of goal Context Definition along with Measurement 
Definition enables performance evaluation mechanism to evaluate how successfully 
certain processes are being performed by their authorized agents and under what 
particular conditions. 

4   Goal Modeling for Continuous Resource Management 

This section explains how goal modeling is integrated into the standard workflow 
lifecycle [2, 28]. We will show that continuous resource management means to 
consider goal modeling not as an add-on to the normal lifecycle but as an integral part 
of it thus influencing every phase of the lifecycle. 

The workflow lifecycle starts with the Requirements Analysis phase. Additional 
to the normal function of this phase, a Process Engineer is asked to identify goals 
which should be reached and that will be later on used within the performance 
evaluation. This identification is informal, i.e. it will not output a concrete 
measurement. As a process engineer usually is not deeply concerned with business 
plans, metrics and company strategies, a Business Expert will assist him within that 
task. 

Within the Process Design phase, the Process Engineer is asked to make the 
former informal specification formal in the sense that it is aligned with processes, 
data, organizations, etc. Even most of the parameters of the Measurement Definition 
and Context Definition (see Section 3) are set, some are still open – e.g. data source 
(table) and goal query cannot be specified yet since this is information related to the 
execution environment. Completing this information is part of the next phase. 

During the Process Implementation phase, Process Engineers interact with Data 
Experts in order to fill the open gaps in the Context and Measurement Definition. 
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Since data of the process log (artifacts of a workflow event log) and the application 
data store (e.g. fabric FaultTable) need to be queried, a Data Expert can be asked to 
integrate both sources at least into a common view. For the details of such integration 
we refer the interested reader to [19].  

During the Process Execution phase, individual instances of a process model are 
enacted in a real business environment. Artifacts of the single process instances are 
stored within the process log and application data stores. In order to perform an 
evaluation, the integrated data store must be updated on a regular basis either 
automatically or manually. 

The Process Evaluation phase completes the workflow lifecycle. In this phase, 
single workflow instances are evaluated from an ex-post perspective in order to draw 
conclusions for better assignments. The results of this evaluation could then be used 
in another round of the lifecycle providing extend information to people concerned 
with the design of a process. The evaluation phase, with respect to our approach, 
comprises three steps, namely Data Extraction, Performance Analysis and Feedback. 

Within the first step Data Extraction data which are needed for computing 
involved metrics are extracted. Relevant sources and queries are specified within the 
goal query and data source fields of the goal definition.  

It is then the task of the Performance Analysis step to compute values for metrics 
and determine a result of how well agents performed. Further, factors which have an 
impact on the overall performance are being determined. Especially in the latter 
computation methods known from the field of data mining are helpful ([12], [13]). 
The result of a performance evaluation mechanism can then be fed back (step 
Feedback) into the organizational database, i.e. profiles of agents are updated. 

 

Fig. 3. Workflow Lifecycle Integrated with Performance Evaluation Mechanism 

Therefore, by integrating the method of performance evaluation into the process 
lifecycle (Figure 3) and also by defining ‘what is success’ and ‘how to measure it’ into 
the process model, performance evaluation mechanisms are enabled to perform actions 
on the basis of performance analysis. Thus modeling goals in the process layer shows 
promising support for improving the efficiency of process instances performance and 
also for allowing more sophisticated continuous resource management. 
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5   Experiences and Experiments 

Our approach is as follow. We define a goal along with its context into process 
models that defines ‘what success is’ and ‘how to measure it’. It fills the gap of 
process modeling environments that lack to define ‘success criteria’ for a process 
(execution). 

Our process models are developed in the i>PM process modeling environment; 
they also encompass goal definitions. Processes are executed by the ProcessNavigator 
[25]. The ProcessNavigator is a process execution infrastructure based on a BPEL 
workflow engine [26]. During process execution, the ProcessNavigator presents tasks 
to their authorized agents in order to execute them. The ProcessNavigator maintains a 
process log (in a relational database). This process log – when integrated with the 
process application data – provides an ‘information source’ for a performance 
evaluation mechanism. 

As an example implementation of a performance evaluation mechanism, we chose 
agent performance evaluation methods defined in [12, 13] that apply techniques from 
data mining. These performance evaluation methods were tested by our textile 
industry partner [27] successfully. This field test has convincingly demonstrated that 
static assignment methodologies can greatly be improved towards continuous 
resource management especially when goals are defined into process model and 
performance evaluation mechanism supports actions on the process layer. For 
example, it can update agent expertise profiles into organizational databases when 
certain agents are not performing well i.e. not achieving a defined goal.  

This field test is not perfect and yet complete since some implementations are still 
on the way. For example, we are developing more performance evaluation methods 
and then integrate them into a complete Agent Performance Evaluation Framework. 
So that this framework can utilize goal context definition to automatically select and 
trigger appropriate method that can then determine ‘who’ is performing ‘how well’ 
and under ‘what certain conditions’ goals are being achieved by ‘whom’ and up to 
‘what certain success level’. This framework can then update these finding into 
organizational database (semi)automatically. 

6   Conclusion and Outlook 

The aim of this paper was to introduce a goal construct to define ‘success criteria’ that 
can be used to determine how successfully certain processes are being performed by 
their authorized agents. We demonstrated that goal modeling, when integrated into the 
process layer, supports continuous resource management. Also, the suitability of goal 
modeling in process model is illuminated along with its configurations that are 
required in different phases of a workflow lifecycle. An exemplary implementation in 
the i>PM modeling environment is verifying its feasibility. 

Our next step in this research is to develop a performance evaluation mechanism – 
a complete framework. This framework aims to utilize ‘workflow execution history as 
a data source’ and ‘goal definition as a success criteria’ to evaluate agent 
performance. It then needs to update agent expertise profiles into organizational 
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database in order to support continuous resource management. Also legal aspects of 
our method must be investigated since personal performance measurement must not 
violate personal rights. 
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Abstract. In this paper, we show how experiments on the understand-
ability of business process models can depend on the exact wording used
in the experiments’ questionnaires. For this purpose, we partially repli-
cated a published experiment. We asked a group of students a number of
questions on relations between tasks in a business process model. Alter-
natively, we used a set of modified questions which were aimed to ask for
exactly the same relations. The result was that there was a significant
difference in the number of correct answers between the two systems to
construct a question. We argue that a non-negligible part of the wrong
answers given in the experiment did not result from problems to under-
stand the model, but rather from problems to understand the question. It
follows that it is dangerous to draw conclusions from such an experiment
until enough effort has been taken to select appropriate questions.

1 Introduction

Understandability of a model is regarded as an important quality criterion [1–3].
This quality criterion becomes even more important if the purpose of the model
is to be used in the area of business process design, where the aim of the model
is to develop a collective understanding of business processes and to support the
discussion between domain experts and process analysts.

In the past years, several authors have published studies on different aspects of
the understandability of business process models (BPM). A common experimen-
tal setup for such studies is to ask the participants of an experiment questions
on the content of one or more models.

Up to now, there are no accepted guidelines on how to construct such ques-
tions on BPM understandability. A survey of the related literature leads to the
conclusion that often understandability questions are constructed in a rather
non-systematic way. Most of the papers describing the experiments do not at-
tach much importance to the selection of the questions.

This way, the research on BPM understandability does not yet reach the
high standard that has been achieved in other research areas that deal with
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questionnaires (for example psychology). It is known from literature on con-
structing surveys in social sciences [4] that details like the order of questions
and the exact wording in a question can have a significant influence on the
results of a study.

In this paper, we discuss the great influence that the questions about the
models in BPM understandability experiments can have on the results of the
experiment and hence on the quality of the experimental results.

The classical criteria for the quality of an experiment are objectivity, reliabil-
ity and validity (see e.g. [5]). Objectivity addresses the question whether the
experiment is independent of the persons involved in conducting the experiment
and independent of the analysis of the experimental results. Reliability deter-
mines whether the results can be regarded as consistent over time. This definition
is strongly connected with the requirement that an experiment should be repli-
cable. Validity concerns the question whether a measurement in an experiment
truly measures the concept it is intended to measure.

In this paper, we will discuss the point that current experiments on BPM
understandability often do not meet the criterion of validity. We will discuss the
question to what extent a questionnaire on properties of a given process model
actually measures “model comprehensibility”.

In Sect. 2, we will provide a survey on empirical research on BPM under-
standability. For the purpose of our paper, we replicated a part of a published
experiment. The questions that have been used in this experiment are discussed
in Sect. 3. In Sect. 4, we introduce an alternative set of questions. The answers
given for both systems of questions are presented in Sect. 5 and discussed in
Sect. 6. In Sect. 7, we conclude by discussing some guidelines on how to select
questions for measuring model understandability.

2 Published Work on Measuring BPM Understandability

In the published work on measuring the difficulty to understand a BPM, we find
three different methods to measure model understandability:

At first, some authors (for example [6]) ask the participants of their study to
rank the perceived difficulty/complexity of a BPM. Second, in some experiments
(for example [7]), the participants actually have to work with the model, for
example by making changes.

The focus of this article lies on a third type of measuring method where partic-
ipants of an experiment have to answer questions on a BPM. The papers that fol-
low such a measuring approach are summarized in Tab. 1. The column “Questions
available?” refers to the availability of the full set of questions used in experiment
- either as a part of the paper or as additional material published elsewhere.

The extent to which the selection of questions is discussed varies between the
papers mentioned in Tab. 1. [14] refers to cognitive theories about learning [17]
in order to explain why counting the percentage of correct answers to questions
about the model can be regarded as a valid measure for understandability. How-
ever, there is little discussion about the question which questions are appropriate
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Table 1. Empirical Work on Complexity and Understandability of BPM

Paper Questions
available?

Type of Questions

Rolón et al. [8] yes questions on order between activities and pos-
sibility to execute activities in parallel

Sarshar et al. [9] yes 8 questions on nodes that have to be executed
directly before/after another node is executed;
2 questions on properties of all possible execu-
tions

Garćıa et al. [10] no uncategorized yes/no-questions on the model
Lara Proano [11] yes categorized questions on concurrency, exclu-

siveness, recurrence and reachability
Reijers and Mendling [12] no model-specific questions, validated by the orig-

inal creators of the models who confirmed that
the questions were a proper way to test the un-
derstanding of the models

Mendling et al. [13] no 8 questions on order, concurrency, exclusive-
ness and repetition of tasks

Recker and Dreiling [14] no multiple-choice questions where participants
were asked to recall basic features of the BPM,
no further details have been published

Mendling and Strembeck [15] no 8 questions on order, concurrency, exclusive-
ness and repetition of tasks

Vanderfeesten et al. [16] no 8 questions on order, concurrency, exclusive-
ness and repetition of tasks

Rittgen [3] no 6 questions per model, two example questions
were given in the paper

to find out how good a model has been understood: In [8], [9], [10], [14] and [3],
no rationale for the selection of questions is given.

[13] explains very shortly that the questions aim to test the understanding
of the four properties order, concurrency, exclusiveness and repetition of tasks.
Two example questions are given in full text.

More information about the types of questions used in the experiment are
provided in [11]. In [11], the questions are grouped into questions related to con-
currency (Can task A and task B be executed in parallel?), exclusiveness (Can
task A and task B both be executed for the same execution of the model?), re-
currence (Can task A be executed more than once?) and reachability (Can/must
task A be executed before/after execution of task B?).

Reijers and Mendling [12] are the only authors among those mentioned in
Tab. 1 who spent a remarkable effort to justify the suitability of the questions
used in their experiment. Their questions have been validated by the original
creators of the models who confirmed that the questions were a proper way to
test the understanding of the models. Furthermore, Reijers and Mendling ran a
pre-test in order to test whether their questions give raise to misunderstandings.

Against this background, Melcher and Seese [18, 19] criticize the current state-
of-the-art in generating understandability questions. In particular, they analyze
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the questions asked in [13, 15, 16], for which they come to the conclusion that
“the small number of asked questions and the non-systematic selection of these
questions could cause that only especially easy or difficult process parts are ex-
amined by the questions.” In [20], Melcher et al. discuss the challenge to raise the
quality of experiments for measuring BPM understandability. They investigate
the hypothesis that different aspects of structural process understandability have
to be considered by asking different types of questions. Also, the authors attempt
to find out how many questions should be asked in order to come to a reliable
statement about the difficulty to understand a given aspect of interrelationship
between tasks in a BPM. They make the claim that “the asked questions should
be selected at random as to minimize the risk of choosing particularly easy or
difficult questions.”

Melcher et al. [20] can take credit for the first discussion of the number and
types of understandability questions that should be asked in BPM understand-
ability experiments. This discussion is related to the quality criterion of Relia-
bility (see Sec. 1).

However, another issue which is related to the quality criterion of Validity has
not been addressed – the understandability of the questionnaire items (i.e. the
questions that aim to measure understandability). This is an important issue,
because a failure to answer a question about a BPM can stem from difficulties
in understanding the model or from difficulties in understanding the question.

In this paper, we will show that neglecting this aspect in the setting of an
experiment can make the whole experiment worthless. For this purpose, we will
replicate a part of a published experiment using two alternative sets of questions.
At first, in the following section we will recapitulate the original questions that
have been used in the original experiment.

3 Understandability Questions Used by Melcher et al.

3.1 Definitions

For the purpose of the experiment published in [20], the following definitions
(which we quote literally from the original paper) have been made:

Definition 1 (Activity Period). An activity period of task t is the period
between a point in time when t becomes executable and the next point in time
when the actual execution of t terminates.

Definition 2 (Concurrency). For the questions about task concurrency, the
relations c�, c∃, c∀ with the following meanings are used:

(t1, t2) ∈ c� ⇔ There is no process instance for which the activity periods of
tasks t1 and t2 overlap.

(t1, t2) ∈ c∃ ⇔ There is a process instance for which the activity periods of
tasks t1 and t2 overlap at least once (Several executions of t1 and t2 per process
instance are possible!). – But there also exists a process instance for which this
does not hold.

(t1, t2) ∈ c∀ ⇔ For each process instance, the activity periods of tasks t1 and
t2 overlap at least once.



Measuring the Understandability of Business Process Models 41

Definition 3 (Exclusiveness). For the questions about task exclusiveness, the
relations e�, e∃, e∀ with the following meanings are used.

(t1, t2) ∈ e� ⇔ There is no process instance, for which tasks t1 and t2 are both
executed.

(t1, t2) ∈ e∃ ⇔ There is a process instance, for which tasks t1 and t2 are both
executed. - But there also exists a process instance for which this does not hold.

(t1, t2) ∈ e∀ ⇔ For each process instance, the tasks t1 and t2 are both executed.

Definition 4 (Order). For the questions about task order, the relations o�, o∃,
o∀ with the following meanings are used.

(t1, t2) ∈ o� ⇔ There is no process instance for which an activity period of
task t1 ends before an activity period of task t2 starts.

(t1, t2) ∈ o∃ ⇔ There is a process instance for which an activity period of task
t1 ends before an activity period of task t2 starts. - But there also exists a process
instance for which this does not hold.

(t1, t2) ∈ o∀ ⇔ For each process instance, an activity period of task t1 ends
before an activity period of task t2 starts.

Definition 5 (Repetition). For the questions about task repetition, the rela-
tions r=1, r?, r∗ and r+ with the following meanings are used.

t ∈ r=1 ⇔ For each process instance, task t is executed exactly once.
t ∈ r? ⇔ For each process instance, task t is executed not once or exactly

once. Both cases really occur.
t ∈ r∗ ⇔ For each process instance, task t is executed not once, exactly once

or more than once. There exists a process instance for which t is executed not
once and another one for which t is executed more than once.

t ∈ r+ ⇔ For each process instance, task t is executed at least once. There
exists a process instance for which t is executed more than once.

3.2 Experimental Setting

The participants of the experiment described in [20] was given the model shown
in Fig. 1. It uses a notation which is similar to Event-Driven Process Chains:
AND-splits and -joins (used to model parallel execution) are depicted as V.
XOR-splits and -joins (used to model an exclusive choice) are depicted as X .

The questions asked had to be answered in accordance to the above definitions.
For example, for answering the Order relationship between tasks F and G, the
participants had to chose exactly one of the following answers (alternatively,
they also had the possibility to skip the question):

(a) There is no process instance for which an activity period of task F ends
before an activity period of task G starts.

(b) There is a process instance for which an activity period of task F ends before
an activity period of task G starts. - But there also exists a process instance
for which this does not hold.

(c) For each process instance, an activity period of task F ends before an activity
period of task G starts.
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Fig. 1. Model used for the experiment in [20]

3.3 Problems Observed with Answering the Questions

The above question about the Order relationship between tasks F and G was
the question for which the largest number of wrong answers was given in [20]:
Only 6% of the participants gave the correct answer. The large number of wrong
answers is not surprising: The focus of the question lies on the order between F
and G, and it is very easy to see that F precedes G. (c) seems to be the obvious
answer. However, the intended answer was (b), because due to the XOR-split it
can happen that F and G are not processed at all. It seems to be reasonable to
argue that such a question does not really ask for the Order relationship between
tasks F and G but rather for the Repetition property of F and G.

Similarly, the question about the Concurrency relationship between tasks H
and I has been answered correctly by only 39% of the participants. Because H
and I are located directly after the AND-split, the obvious answer seems to be
that the activity periods always overlap. However, the intended answer was that
there are also process instances for which this is not the case, namely those for
which the AND-control block with H and I is not executed (and there is no
activity period for H and I).

Both questions described above have in common that it seems as the failure to
answer the question does not result from difficulties in understanding the model
but rather from difficulties in understanding the question.

Ultimately, the purpose of experiments on BPM understandability can be
nothing else than to come to a hypothesis on how such models can be understood
by those people who actually work with them. However, it is not reasonable to
assume that those people care about subtle details like the difference between
“a task becoming executable” and “a task actually being executed” in Def. 1.
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In practice, a question like “Can it happen that D and J are executed at the
same time?” would be relevant. Of course, the answer is “Yes – it can happen,
although it does not have to happen”, because business process notations like
EPC and BPMN do not include information about the actual start and end
time of a task. From a practical point of view, the question whether E and
K can be executed at the same time should be answered in the same way as
the above question on D and J . However, in the experiment described in [20],
the intended answer was that the activity periods of D and J always overlap
(because the tasks “become executable”), but the activity periods of E and K
can overlap (but do not have to). While the first question was answered correctly
by 80% of the participants, the second one was answered correctly by 70% of
the participants. Once again, it is reasonable to suppose that the reason for the
larger percentage of wrong answers comes from difficulties to understand the
question instead of difficulties to understand the model.

4 An Alternative Set of Questions

In order to research to which extent the questions can have an influence on the
correctness of the answers, we developed an alternative set of questions. These
questions deal with the same aspects Concurrency, Exclusiveness and Order.
We did not develop alternative questions for the aspect Repetition, because the
questions on this aspect in [20] did not give rise to misunderstandings in such a
way the other questions did.

The wording of our questions is aimed to be in agreement with the informal
understanding of those aspects. As it was the case with the questions described
in the previous sections, our questions can be represented in a way that one out
of two or three possible alternatives has to be selected.

Our questions on Concurrency have the form:
“The execution times of task t1 and task t2 can overlap”
(a) right, (b) wrong
Our questions on Exclusiveness have the form:
(a) In each process instance for which task t1 is executed, task t2 will always be

executed as well at some point of time.
(b) If t1 is executed for a process instance, task t2 will never be executed as well

in this process instance.
(c) If t1 is executed for a process instance, it can happen that task t2 will be

executed as well, but it can also happen that t2 will not be executed.
Our questions on Order have the form:
“When the execution of task t1 begins, it is always guaranteed that the execution
of tasks t2 (if t2 has been executed at all) has already been finished.”
(a) right, (b) wrong

Additionally, we added two new types of questions that deal with the logical
dependency between two tasks which is not yet fully reflected by the questions on
Order. The first type of questions deals with the “forward dependency” (called
Response in the catalog of specification patterns by Dwyer at al. [21]):
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“If task t1 is executed, task t2 will always be executed as well later.”
(a) right, (b) wrong
The second type of questions deals with the “backward dependency” (called
Precedence in [21]):

“If task t1 is executed, task t2 must always have been executed before.”
(a) right, (b) wrong

As it can be seen from the questions above, we avoid the misunderstandings
that could happen with the questions discussed in Sect. 3.

5 Experimental Evaluation

To partially replicate the experiment described in [20], we used the same BPM
(Fig. 1) that has been used in the original study. The model was given to 22
business administration students at the Bonn-Rhine-Sieg University of Applied
Sciences. The students took a course on business process modeling and were
familiar with the basics of reading a BPM. Each student had to answer 118
questions on the model, i.e. we have collected 2596 answers in total.

The pairs of tasks that occur in our questions have not been selected at
random. Instead, we selected those pairs of tasks for which the most wrong
answers have been given in [20].

For describing the design of our questionnaire, we refer to the questions from
[20] (see Sect. 3) as Style 1-questions and to our alternative set of questions (see
Sect. 4) as Style 2-questions.

The students have been arranged into two groups. The order of the items in
the questionnaires was different for both groups in order to eliminate order and
learning effects:
Questions for group A:
– 15 Order questions (Style 1)
– 8 Exclusivity questions (Style 2)
– 15 Order questions (Style 2)
– 11 Concurrency questions (Style 2)
– 8 Exclusivity questions (Style 1)
– 11 Concurrency questions (Style 1)
– 6 Response questions
– 6 Precedence questions

Questions for group B:
– 15 Order questions (Style 2)
– 8 Exclusivity questions (Style 1)
– 15 Order questions (Style 1)
– 11 Concurrency questions (Style 1)
– 8 Exclusivity questions (Style 2)
– 11 Concurrency questions (Style 2)
– 6 Response questions
– 6 Precedence questions

The questions on Concurrency, Exclusivity and Order have been arranged
such that if group A had to answer a Style 1-question for a pair of tasks, group
B had to answer the corresponding Style 2-question for the same pair of tasks
and vice versa. The results of our experiment are shown in Tab. 2

In addition to the answers documented in Tab. 2, 75% of the answers to the
Style-2 questions on Response and 85% of the answers to the Style-2 questions
on Precedence were correct. Both have no direct counterpart in the catalog of
Style-1 questions but are very similar to the questions on Order.

The numbers of correct and wrong answers to the questions on Order, Exclu-
sivity, and Response are summarized in the contingency table Tab. 3.
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Table 2. Numbers of questions answered correctly

Aspect Style 1 Questions Style 2 Questions
Concurrency 59% 72%

Exclusivity 80% 79%
Order 39% 90%

Average 55% 76%

Table 3. Contingency Table

Style 1 Style 2
correct answers 414 628
wrong answers 334 120

Pearson’s χ2-test shows that the differences between Style-1 answers and
Style-2 answers are significant at a level of significance of 1/1000.

6 Discussion

The results of our experiment give raise to the assumption that a reasonable part
of the wrong answers to the Concurrency and Order questions in the original
experiment resulted from problems to understand the questions, i.e. the original
experiment can be criticized as not fulfilling the quality criterion of Validity.
The result highlights the importance of a careful examination of the questions
in BPM understandability experiments.

The selection of questions (selecting those questions for which the most wrong
answers have been given in [20]) can be criticized as a problem in our experimen-
tal design. One can expect that those Style 1 questions are the most difficult to
answer. In the same way, for the Style 2 questions other pairs of tasks might exist
for which the Style 2 questions can become more difficult to answer. However, it
is not the purpose of our paper to test a hypothesis like “Style 2 questions are
easier to answer than Style 1 questions.” What we want to prove is to which ex-
tent the exact wording of the questions influences the number of correct answers,
without giving preferences to any style.

In the same way, it is possible to argue that the larger percentage of correct
answers in the Style-2 questions mainly stems from the fact that for Order and
Concurrency we provided only two instead of three alternative answers. Once
again, we stress that we do not want to compare the question systems. The main
purpose of this paper is to demonstrate to which extent the measuring of BPM
understandability can be influenced by the experimental setup.

To illustrate this point, let’s assume that we want to test the hypothesis
“XOR-control blocks are more difficult to understand than AND-control blocks”.
An experiment could be designed in the following way:

One group of participants has to answer questions on the model shown in
Fig. 1. Another group has to answer questions on another model which is Fig.
1 modified such that the XOR-control block containing task A and task B has
been replaced by an AND-control block with the same tasks. By using Style 1-
questions, it is not unlikely that the hypothesis will be confirmed. As discussed
in Sect. 3.3, the presence of the XOR-block will lead to wrong answers about
the Order aspect when one of the tasks A or B is involved. For example, the
obvious answer for the Order relation between A and C seems to be o∀, while the
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intended answer would be o∃. However, by using Style 2-questions, the hypothesis
will most likely not be confirmed, i.e. by modifying the questions we would come
to the opposite conclusion about our research hypothesis.

The example shows that modifying the wording of a question can have a
critical impact on the results of the study. This is even more true if we take
into account the small number of questionnaire items used in published BPM
understandability experiments (which is itself already a threat to validity). For
example, Sarshar et al. [9] asked only four questions on OR-splits/joins in only
one model in order to confirm their hypothesis “OR-connectors were significantly
less comprehended than AND-connectors and XOR-connectors”.

7 Conclusion

The main purpose of this paper was to create awareness on the difficulties that
can arise from taking not enough care to select the questions for understandabil-
ity experiments. Discussing the guidelines for creating such experiments is out
of the scope of our paper. The interested reader can find a lot of excellent infor-
mation on this topic in general books about survey design [4, 22, 23]. Guidelines
for the evaluation of model comprehensibility can be found at [24] and [25].

However, we do not want to conclude without mentioning the main conse-
quences that should be drawn from the discussion in this paper:

1. Make every effort that your questions are easy to understand
In particular, we have to keep in mind which aspects are really relevant for
the understandability of a BPM in practice. Technical terms like “activa-
tion period” that require the knowledge of additional definitions should be
avoided. In a business environment, BPM have to be understood in a rather
ad-hoc way without referring to formal definitions.

2. Pre-test the questionnaire
Before starting an experiment, the questionnaire should be tested with a
small number of participants. If possible, these persons should belong to the
same group of persons that will be included in the experiment. This step can
help to realize which difficulties in understanding a question can arise.

3. Select an appropriate number of questions
Surprisingly, none of the papers shown in Tab. 1 discusses how many ques-
tions should be asked in order to measure BPM understandability in a suit-
able way. It seems that time restrictions were the dominant force that led to
questionnaires with as few as 6 questions. However, it is crucial to make sure
that the number and the types of questions are large enough to ensure that
the result will be meaningful, i.e. in order to guarantee that the experimental
setup meets the quality criterion of Reliability. Suggestions on selecting an
appropriate number of questions can be found in [20].

4. Select the questions in accordance with your research hypothesis
The general recommendation (given in [20]) that the understandability ques-
tions should be generated at random does not have to apply for all ex-
periments. Instead, the questions should be generated with respect to the



Measuring the Understandability of Business Process Models 47

research hypothesis. This is a direct conclusion from the quality criterion
Validity. A good example is described in [12] where the effect of modular-
ity on the understandability to a BPM has been examined. It turned out
that there were two types of questions in the experiment: local questions for
which the answer could be found within a single subprocess of a modular
BPM and global questions for which this was not the case. A good balance
between local and global questions was important for getting a meaningful
result in a paper that deals with modularity. Such dependencies should be
taken into account in order to make the experiment valid.

We are convinced that by adhering to the three principles “ask understandable
questions, ask enough questions, ask the right questions”, it will be possible to
raise the standard of future experiments on BPM understandability.
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Abstract. Designing human-centric processes is complex. It involves the 
definition of interactions between humans and machines, interactions between 
machines and machines, information transfer, and scenarios based on decisions 
taken by both humans and machines. Traditionally, designing such processes is 
performed by design experts who define the processes in a way that mimics a 
bird’s eye view of it, usually expressed by a graph composed of nodes and 
arrows. In this work, we suggest a design approach based on the way that a 
process is perceived by the users who participate in it. We present a novel 
approach termed “What You See And Do Is What You Get” that enables 
defining an entire human-centric process with a lowered expertise entry bar for 
process designers. Further, we present a model-driven, web-based tool that 
realizes the presented design approach and enables fast development of 
applications that support human-centric processes.  

Keywords: Human-centric process, process design, WYSIWYG, What You 
See And Do Is What You Get (WYSADIWYG). 

1   Introduction 

In an integration-driven, service-oriented architecture (SOA), process activities apply 
automated logic to data by invoking services to perform the various tasks of the 
process [30]. When humans play a role in such processes, process activities are 
provided to model the human tasks and provide a service interface to “invoke” the 
human actors [20] [22]. To an extent, many integration-driven processes aim to 
replace humans with computer systems. 

Increasingly, however, businesses are employing more Human-Centric Processes 
(HCPs) [18]. We define the main goal of HCPs as facilitating the collaborative  
flow of work between humans. An HCP differs from the common service and/or 
integration oriented process in that it applies human judgment to information 
contained in data, documents, or surfaced via the user interface (UI). As such, the vast 
majority of activities in the HCP focuses on coordinating decision-making and other 
work done by humans. The activities in the process interact with human actors; 
presenting them with UIs (such as web forms), collecting the resulting information 
and decisions, and inviting the next human actor to participate in the business process. 
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Clearly, HCPs also include activities that communicate with SOA-based services 
(very few processes are just integration, or just human-centric [27]), but these 
activities are not common since human actors perform the majority of decisions and 
work. 

Workflows involving humans have unique characteristics, such as the tendency to 
revisit past activities [19]. In this work we focus on the design experience and 
development aspects of HCPs and illustrate some of their characteristics.  

1.1   Traditional HCP Development 

A typical, standards–based, business process management (BPM) environment takes a 
service-oriented design approach. In such an environment, HCPs are composed of the 
following main elements: 

• Workflow model – orchestrates the execution of services. Traditionally, 
workflow models are executed using Business Process Execution Language 
(BPEL) [21] and are composed of activities that interact with services, which, in 
the case of HCP, are human interaction services.  

• User interaction services – communicate with human actors by leveraging a 
human task service facade. These services are traditionally implemented using 
forms-based UI and are exposed to the process using the BPEL4People [20] and 
WS-Human Task [22] standards. 

• Web Service Description Language (WSDL) [31] and XML schema-based 
service and data type definitions – instantiate process variables and communicate 
with services. 

Traditionally, developers first design the workflow part of the HCP using a diagram-
based workflow design tool that outputs a workflow execution language such as 
BPEL [24]. Then, a separate tool is used to construct the UI that will be exposed to 
the human actors. Lastly, the UI and the flow are integrated and tested.  

1.2   Challenges  

It is important to understand that the challenges that make developing service-oriented 
processes a time-consuming and error-prone task (e.g., service integration and 
transactional integrity) are considerably different from the challenges associated with 
developing HCPs. 

Since most activities in an HCP simply interact with users, there is less emphasis 
on working with a large number of radically different services. Moreover, while for 
many integration processes a substantial effort is invested in codifying the business, 
integration, and compensation logic into the workflow, human-centric flows exhibit 
simpler patterns [19] since many of the decisions are driven by human judgment (Has 
the user approved? Rejected? Requested more information?). In fact, human-centric 
process can be modeled using radically fewer Business Process Model and Notation 
(BPMN) [32] activities [18]. As a result, most service integration challenges are of 
lesser importance for HCPs.  

On the other hand, HCP developers need to address UI and human interaction 
related challenges. These challenges may vary; including addressing various usability 
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concerns and human-oriented tuning [28], encoding presentation logic into the UI 
(e.g., role- and context-based presentation), adhering to branding and regulatory 
requirements (e.g., accessibility and language support), and digitally signing 
electronic documents in a legally acceptable manner and archiving those signings for 
later inspection. As a result of these challenges, developing an HCP involves a great 
deal of UI and UX focused effort to the point that this effort overshadows all other 
development tasks. 

Last but not least, HCPs are much more prone to agility, even after the process is 
deployed. Since HCPs are very visible to business users, and in many cases greatly 
impact their productivity, there is greater exposure to change requests. Users are 
always on the lookout for better ways of getting things done; for example, requesting 
additional input fields in their UIs (that now need to be saved and propagated to other 
interfaces). It should be noted that while users often express their requests by pointing 
at the UI (the only part of the HCP that is exposed to the user), such changes need to 
propagate into the workflow, type systems, etc.  

Clearly, there is a rebalance in HCP development between UI modeling and other 
development efforts that is not addressed today by conventional process design tools. 
In a similar vein, the need for agility, even when triggered from the UI, cuts through 
the various technologies and needs to be addressed. Specifically, the situation today 
where one wants to change the UI (e.g., by adding a button) and then drive this 
change all the way to the flow (e.g., by adding a branch) may require not just different 
tools, but different skills and developer roles.  

In light of the above, we propose a novel, integrated approach for HCP design that 
leverages the concept of “What You See Is What You Get” (WYSIWYG) to greatly 
reduce the effort in constructing HCPs and link the design of the user interface with 
that of the process. Based on this approach, we developed a model-driven, web-based 
tool that targets the usage and support of ad-hoc tasks with matching workflow 
applications to easily create fully fledged business processes. The tool, named 
Freedom, targets process designers, without any prior assumptions regarding their 
development skills (thus including end users), and lets them quickly develop ad-hoc 
HCPs in a fraction of the time it takes to develop an HCP with traditional tooling.  

The paper is structured as follows. In Sections 2 and 3 we present our design 
approach and the tool that actualizes it, respectively. In Section 4 we relate to existing 
work, and in Section 5 we conclude. 

2   Design Approach 

It is well understood that the gap between the mental model of a development 
environment designer and the mental model of that environment’s user has a major 
effect on the way that the usage experience of that environment is perceived by the 
environment’s user (such an effect may be reflected by the affordance of various 
design actions). In the interplay between the designer and the user, the environment 
designer’s key task is to minimize this gap, while it is up to the environment user to 
bridge the remaining gap, if any, between the previously described mental models.  
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When the created artifact is a business process, the gap, as it is found today in the 
state-of-the-art technologies, is still often unbridgeable by non-expert users, as none 
of these technologies seems to be widely adopted by less technically savvy people. 

In this spirit, we have designed and implemented a business process design 
environment that follows the “What You See Is What You Get” (WYSIWYG) 
concept and extends it beyond static visual design and layout, all the way to capturing 
the dynamic changes of a process, and allowing the classic WYSIWYG concept to 
evolve to the novel design concept of “What You See And Do Is What You Get” 
(WYSADIWYG).  

Providing a WYSADIWYG development environment that produces an HCP and 
targets less skilled users requires delivering novel solutions to a set of already 
answered design issues. Obviously, the main issue is how to design the process. 
Whilst traditional HCP design is done via a bird’s eye view of the process, the 
WYSADIWYG approach focuses on how the process is perceived by the process 
user. This radical shift of design focus can be thought of as the essence of the 
WYSADIWYG design approach. Still, it is up to the design environment to ultimately 
derive a process, and this is achieved by requesting the process designer to provide 
answers to the question of “What happens now?” in specific places during the 
interaction of the process user with the process. These questions allow the 
environment to build a process, behind the scenes.  

The process design environment presents questions to the process designer by 
implicitly expecting her to walk through the process, as would be done eventually by 
the process user. At any stage where there is a possibility for the system to perform an 
action, the process designer is presented with an appropriate UI tool (such as dialog or 
property configuration panel) that represents the “What happens now?” question.  

To provide such a design experience, the process itself is built of a set of 
interconnected phases. Each phase displays a WYSIWYG UI component to the 
process user. In our implementation, this UI component is a web form, and a phase 
change is invoked by clicking one of the Submit buttons that are part of the form. 

Following on from the definition above, we recognize two main situations in 
which there is a control transfer. These situations are Phase-Entry, which occurs 
upon entering a phase; and Phase-Exit, which occurs upon leaving a phase. For 
each such control transfer, an ad hoc UI metaphor that simulates this situation is 
created to provide the process designer with a WYSADIWYG-based design 
environment (enacted by the process user clicking the Submit button or displaying 
the web form).  

A Phase-Entry situation is when control shifts from the system to the process user. 
This is done by displaying the form and making it available for the process user to 
use. The process designer needs to configure how each form field can be used by the 
process user when the form is displayed. Ultimately, the process designer defines this 
via a minimal number of clicks in the field properties, as shown in Figure 1A. Each 
field can be configured as visible or hidden, and if visible, whether it is editable or 
not. These settings are presented to the process designer immediately, as shown in 
Figure 1B (from top to bottom, the fields are visible and editable, visible and non-
editable – grayed out, hidden).  
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Fig. 1. Phase-Entry configuration for a specific field 

A Phase-Exit situation is when control shifts back from the process user to the 
system, and it is up to the process designer to configure the system’s reaction. The 
first thing to configure for the Phase-Exit situation is whether to display a message to 
the process user or to redirect to another web page. The second possible configuration 
is to define for the system a set of services and actions to run through, such as sending 
e-mail notifications, performing various logging and auditing operations, or invoking 
an available program or service. The process designer is able to orchestrate the 
behavior of the system upon leaving the phase by selecting which steps are taken and 
configuring each such step. Figure 2 reflects the configuration for a Submit button in 
a specific phase. 

 

Fig. 2. Phase-Exit properties pane 

From the process designer’s point of view, exiting a phase is initiated when the 
process user submits the form by clicking one of its action buttons. Therefore, when 
the process designer clicks such a button (and the set of buttons can be managed as 
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part of the design of the form), the design environment is updated and presents the 
process designer with all she needs to configure what happens in this situation, as well 
as connecting to the next phase (even creating it if it does not exist). 

The set of phases is presented to the process designer at any given point, and she 
can toggle between the different phases and view how each phase is perceived by the 
human actor by presenting the relevant web form. When the process designer selects 
an action button in a form, all the activities that will be invoked when the process user 
clicks this button are presented too. 

3   Freedom – An Exemplary Tool 

Freedom is a model-driven, web-based, WYSADIWYG development environment 
that is optimized for users without programming and application development as part 
of their skill arsenal. This environment targets the usage and support of ad-hoc tasks 
with matching workflow applications to easily create fully fledged business processes. 

3.1   Realizing WYSADIWYG 

Freedom serves as an integrated development environment (IDE) that allows the 
development, consumption and execution of several interconnected tools. To this end, 
Freedom provides the following elements: 

• A model definition and execution runtime platform. The model represents 
an information set that accepts the “no redundancy” policy that is required 
to construct situational enterprise applications with support for UI, 
human-centric workflow, service calls, scripting, and security. The 
various Freedom-based tools produce the model and use Freedom to 
actualize it as an application. 

• Mechanisms to manage, define, consume and execute application 
templates. Application templates are developed by programmers and 
provide all the means required to design and generate an application that 
covers a single, yet broad, goal. Each application template is composed of 
a UI editor component that the user employs to develop the application, 
and an application generation component that emits a Freedom model. 

• A web-based application development and management shell alongside a 
default WYSADIWYG tool for creating form-driven, database-dependent 
workflow applications. 

3.2   Forms: The Default Freedom WYSADIWYG Tool  

Forms are central to HCPs. The human actors are required to complete their tasks by 
reviewing and submitting forms. Freedom bridges the gap between workflows, forms, 
and business users by providing a friendly, WYSADIWYG, form-driven, workflow 
development environment, as presented in Figure 3.  

The portion of the UI that is visible to the user is focused on the goal; that is, the 
form and the workflow. There is no place where the user can define Submit buttons,  
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data models, or mappings in a database. The user simply designs the fields on the set 
of forms that constitute the application from the user’s point of view. It is the 
responsibility of the form editor and the Freedom shell to deduce the required details 
automatically.  

 

Fig. 3. Form development and design UI 

Figure 4 presents the workflow environment as realized by doubling down on 
WYSADIWYG and UI design. The transition between flow states is designed by 
determining the next phase for each button. The form look can be adjusted for each 
phase of the flow. Figure 4 presents the views visible to the developer creating a 
workflow, with a Start phase and an Approved phase. Each phase is described by a 
tab with a phase-adjusted form and thus enables maximal visualization of the flow as 
presented to the end user. Button properties determine the next phase, whether 
creating a new phase or choosing a pre-existing phase. Moreover, for each button, for 
each phase, the developer can select actions to be performed when moving to the next 
phase (e.g., the message to display, or who to notify on phase change). 

 

Fig. 4. Workflow development and design UI 
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3.3   Evaluating Freedom  

To evaluate our approach we conducted a face-to-face user experiment with seven 
participants who had no prior knowledge of business process creation.  

After a five-minute introduction to the Freedom tool, the participants were asked to 
create a business process for the first few steps of the following scenario. 

The scenario involves a user who wishes to set up a purchase-request system as part 
of her role in the organization. The system should allow the requestor to initiate a 
request to purchase an item. The request flows to various people in the organization for 
handling in the following order: the requestor’s manager for approval, a finance 
department person for financial approval, and a purchasing person for supplier 
selection and ordering. When the item arrives, a person on the loading dock updates 
the item, stating it has been received. When the requestor has the item in hand she 
checks the item and verifies that indeed what was requested was received. 
Accordingly, the purchase request goes through seven states: Start, Requested, Mgmt-
approved, finance-approved, Ordered, Received, and End. We note that the scenario is 
simplified to keep the focus on the workflow and its implementation using our 
approach and tool. 

The steps were 

1. Creating a purchase request 
2. Asking for approval from the requester’s manager 
3. Upon manager’s approval, requesting approval from finance 
4. Upon approval from finance, creating the order 

The participants were given fifteen minutes to complete the task. This was followed 
by a short questionnaire, which included statements relating to the simplicity of 
generating a workflow using Freedom.  

The chosen experimental methodology was not comparative but focused on the 
design approach at hand due to the nature of the experiment and its goals. The 
experiment itself was designed to see whether the WYSADIWYG approach can open 
the BPM door for users with no prior knowledge of BPM. Hence, a comparative 
approach, which requires performing a similar task on state-of-the-art HCP BPM 
Suites (e.g., Lombardi [34], Questetra [33]), would require deep training of the 
participants, thus harming the experiment’s precondition of “no prior knowledge of 
BPM”.  

In our experiment, all the participants were able to complete the task and produce a 
running workflow within fifteen minutes. Table 1 depicts the distribution of answers 
to three related questions over the seven participants. Overall, there was a strong 
agreement about the intuitiveness of creating a workflow and the simplicity of testing 
the workflow. A weaker yet consistent agreement was around the lack of complexity 
in transitioning between phases. These results and the fact that users with such 
profiles were able to complete the task within a very short time frame indicate that 
WYSADIWYG is a promising design approach for such HCP workflows.  
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Table 1. Post-experiment questionnaire results 

 
Strongly 
Disagree 

Disagree Agree 
Strongly 
Agree 

1. Creating a workflow using Freedom is intuitive 0 0 1 6 

2. Describing a transition between phases is 
complex  

0 7 0 0 

3. Testing the workflow is simple 0 0 0 7 

4   Related Work 

The need for improved design and runtime experience of user interaction in business 
process is reflected by recent work in this area. For example, standards bodies are 
busy defining the lower level runtime and language components for integrating HCP 
into service-oriented flows (e.g., BPEL4People and WS-HumanTask [20][22]); 
however, task execution, rendering, and definition of user interface elements are out 
of their scope. In [18], the authors describe two different patterns for inclusion of 
humans in a business process. Specifically, they conclude that many integration-
driven processes even try to take the "Automator" approach and replace humans with 
computer systems. Increasingly, however, a "Facilitator" process emerges and 
facilitates the collaboration between humans. Next, the authors show how a BPMN 
diagram can change "Facilitator" processes significantly. 

Several research efforts leverage existing BPM modeling techniques and 
supplement them with UI and task modeling. For example, in [9], the authors extend 
the standard process modeling language, BPMN, with DIAMODL [26], a dataflow-
oriented visual modeling language, for task and UI modeling. A complementary effort 
in [11] teaches a model-driven approach to keep BPMN and DIAMODL 
synchronized so that separate tools can be used to model the various process aspects. 

In [4], the authors extend BPEL with new activities that describe user involvement 
and interfaces. Unlike existing standards such as BPEL4People, the authors explicitly 
define how to integrate and render user interfaces by extending the BPEL 
specification and adding to it the ability to embed actual Xml User interface Language 
(XUL) [35] markup in it. 

In [7], the authors introduce an integrated framework for process modeling 
process-oriented systems called Process with User interface and Data modeling 
Integration (PUDI). PUDI leverages Form-Oriented Analysis [5] for user interface 
modeling and the submit-response type of interaction, and Unified Modeling 
Language (UML) to supplement BPMN with data modeling. In PUDI, Form-Oriented 
artifacts are modeled using BPMN (e.g., formcharts). 

Finally, in [14] and [15], the business process models are used to create low 
fidelity starting points or prototypes for the user interfaces to be used in the process. 

In contrast to the above-mentioned research, the main contribution presented in this 
article is around a radically different development experience for human-centric 
interaction in BPM. As such, the specific workflow technology used for execution or 
modeling is of lesser importance.  
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Another interesting and important advancement that can be spotted is the 
increasing importance of processes in the situated software [13] domain that is driving 
a large number of unorthodox workflow definition approaches, which can be studied.  

In [3], the authors teach architecture that allows business users to become more 
active participants in the composition of business process. Using the Collaborative 
Task Manager prototype, a process definition was embedded in the existing end users’ 
working environment (groupware), and process models were inferred from the 
captured activities. In [16], the authors introduce the concept of "artful processes" as 
alternative to "formalized processes" for those cases where formalizing a process is 
too expensive or is simply not a viable approach due to the high rate of change and 
customization required per specific process instance. The authors then suggest the use 
of activity-based computing to better support business users who need to define and 
use those "artful processes". 

A more recent effort we studied is app2you [1][2], where the researchers provide a 
hosted tool for the creation of Do-It-Yourself (DIY), customized, hosted, database-
driven web applications. The general approach behind app2you is very similar to the 
one taken in Freedom: in general, app2you introduces the concept of page-centric 
design, where the user is presented with a web-based, WYSIWYG- and wizard-based 
development tool that allows visual creation of an application with very little attention 
to low-level details. The application's owner (who develops the application) builds the 
application's UI. The app2you design facility infers low-level details such as database 
tables and control logic. The owner can also introduce simple operations such as 
routing and construct rules that allow building a simple "in-application" process 
involving several users (essentially, the implicit process modeling with hypertext, 
discussed in [25]).  

Freedom differs from app2you in several ways: to start with, Freedom allows more 
control over the process definition; specifically, one can implicitly model the state 
machine inside forms, connect to backend services, perform branches, etc. Another 
point of difference is around the use of WYSADIWYG, as opposed to WYSIWYG 
and wizards. We consider the use of WYSADIWYG essential to support users who 
are looking to create a complex workflow involving multiple approval steps, visibility 
rules, service access, and notifications, all without sacrificing usability. 

5   Conclusion 

In this work we present an intuitive approach for designing human-centric processes. 
Using this approach, we answer the need to provide a simple yet powerful method to 
develop HCPs, by focusing on the way that the process is perceived by the process 
user when she uses it. This was done by expanding the “What You See Is What You 
Get” concept to “What You See And Do Is What You Get” thus greatly reducing the 
effort in constructing HCPs and linking the design of the user interface with that of 
the process.  

Furthermore, we have developed the Freedom tool based on that design approach, 
and verified that it does answer the requirement of elaborated simplicity without a 
loss of functionality. The Freedom tool itself is a model-driven, web-based tool that  
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targets process designers without any prior assumptions regarding their development 
skills (thus including end users) and lets them quickly develop ad-hoc HCPs in a 
fraction of the time it takes to develop an HCP using traditional tooling.  

In future work we intend to continue developing the Freedom tool to support more 
features, e.g., the ability to track HCPs along their timeline and organization goals. 
These features will be developed and evaluated based on a design approach that 
places the perspective of the process users at its center, while ensuring that the skills 
entry barrier for process designers is as low as possible. 
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Abstract. Process modeling is an important design practice in intra- as well as 
inter-organizational process improvement projects. Inter-organizational process 
modeling often requires collaboration support for distributed participants. We 
present the results of a preliminary exploratory of study of process modeling on 
basis of collaborative technology. We examine a group of process modelers that 
rely on a collaborative modeling editor to complete two process modeling tasks 
in distributed settings. We examine how the participants learn to appropriate the 
technology, the key phases and tasks of collaborative process modeling, the 
breakdowns encountered and workarounds employed by the participants. With 
our study, we provide a first understanding of the IT-enabled process of process 
modeling, and detail a set of guidelines and implications for the research and 
design of collaborative process modeling. 

Keywords: process modeling, collaboration, distributed modeling, collaborative 
technology. 

1   Introduction 

Information Technology has enhanced many work practices within large and small 
organizations. Specifically, the introduction of collaborative technology has 
provided organizational staff with the opportunity to engage in remote forms of 
collaboration, first by email, then via attachments in email, chatting, from text to 
multimedia forms involving audio and video, and, recently, to fully collaborative 
virtual environments [1]. 

Collaborative technologies have found widespread use by analysts in decision 
making [2], requirements engineering [3] and even complex design work [4]. 
Following this work, our interest in this paper is to examine how collaborative 
technology can be applied to process modeling – the design of graphical blueprints of 
inter- or intra-organizational business process for the act of process performance 
measurement, organizational re-design or workflow automation. 

Process modeling is typically performed using process modeling grammars [5], 
semi-formal notations that provide graphical elements to map out business processes 
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in terms of the tasks that have to be performed, the actors that are involved in the 
execution of these tasks, relevant data and sources (papers, forms, systems and 
technology) of the data, and the business rule logic that describes the logical and 
temporal order in which tasks are to be performed [5]. While a variety of tools are 
available to create and analyze these models of business processes, studies and 
anecdotal evidence alike still report challenges in the process of process modeling, 
most notably in the phases of eliciting business process information from relevant 
stakeholders, and formalizing them in process model [6]. Some authors have argued 
that this challenge is due to a lack of support for the process of process modeling, i.e., 
support for the collaboration between business analysts and domain experts in the 
development of process models [7]. 

This challenge is exacerbated further in globalized setups of organizations and 
projects in which cross-organizational processes need to be designed. This is because 
in these contexts, required modeling stakeholders (e.g., analysts, project managers and 
domain experts) are often geographically dispersed and need to engage in the process 
modeling effort from remote locations. Yet, while such remote collaborative process 
modeling could, theoretically, benefit from collaborative technology as in use in other 
organizational tasks (e.g., project management [8]), to date, tool solutions have only 
recently begun to explore potential support features for collaborative process 
modeling [e.g., 9]. Still, the effect the emerging collaborative technology has on the 
process or outcome of process modeling is yet to be understood. 

In this paper, therefore, we examine collaborative process modeling using a novel 
research prototype for collaborative process modeling on basis of the Google Wave 
technology (http://wave.google.com). Specifically, we examine in two settings how a 
group of process modelers working in a distributed setting are appropriating the 
collaborative process modeling technology, and how the process of collaborative 
process modeling is carried out. 

The sections that follow first describe related work in the areas of process 
modeling, collaboration and collaborative technology. We then discuss the setup of 
our empirical study and how we collected and analyzed data. In section 4 we discuss 
the findings from our exploratory study. We discuss the emerging implications for 
research and technology design. Then, we conclude the paper with a review of 
contributions, limitations and an outlook to future work. 

2   Related Work 

2.1   The Process of Process Modeling 

To be able to gauge the potential positive and negative consequences of collaborative 
technology on process modeling in distributed environments, an understanding of the 
process and product of process modeling is required first. In the context of this article 
we understand process modeling as an act of facilitating a shared understanding and 
to increase knowledge about a business process domain [10]. 

Several studies have examined the process of modeling in terms of its key phases 
or stages [7] and the main involved roles [11]. Specifically, it was found that process 
modeling often is not conducted in a linear fashion but is a rather repetitive and cyclic 
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task that is going back and forth, thereby re-defining the problem, re-setting the 
borders or re-iterating and revising the artifact. Rittgen [12] has proposed a set of 
negotiation models to understand the patterns of human interactions in the process of 
process modeling. He [13] also studied differences in the final product (i.e., the 
model/ script) with collaborative tool support. Ssebuggwawo et al. [14] examined 
collaborative modeling by looking for rules, goals and interactions proposing the 
notion of Modeling Games. All of the above work used setups where participants 
were locally attendant and therefore be able to communicate directly. 

We argue that the characteristics of collaboration (distributed participants around 
the globe) pose different requirements to the modeling process and its tool support. 
Furthermore the findings of recently mentioned work do not give implications for 
collaboration technology design. 

2.2   Collaboration and Collaborative Technology 

Collaboration and collaborative technology has already been applied and examined in 
related areas such as design or learning. For example, Susman et al. [15] synthesized 
and extended existing theories on the appropriation of collaborative technologies in 
new product development by “recognizing misalignments between technology, task, 
organization and the group.” Marjanovic [16] validated an interactive methodology 
for learning and teaching in a synchronous electronic collaborative environment 
emphasizing the necessity of understanding collaborative processes in order to design 
better methodologies. 

Our interest in this study is to look how collaborative technology can be used for 
process modeling and what effects are observable from this technology appropriation. 
We selected the research prototype Gravity as a possible collaboration technology. 
Gravity is a collaborative modeling editor on the basis of Google Wave. It enables to 
communicate (chatting) and to model in real time thereby largely supporting BPMN 
in its version 1.0, albeit some grammar constructs are missing, such as pools and 
swim lanes. Furthermore, it automatically keeps a history log that can be viewed later 
again and therefore supports data collection and analysis in a research setting.  

3   Research Design 

3.1   Study Overview 

We decided not to offer a priori hypotheses and instead opted for an exploratory study 
design. Consequently, our objective was to observe the practices employed in the 
collaborative modeling environment without having expectations about the efficacy of 
such a setup (e.g., in terms of accuracy, efficiency or other criteria). 

To be able to collect sufficient data whilst maintaining control over potentially 
confounding external factors, we selected a quasi-experimental design [17]. 

Our explorative study is structured with the help of the framework for evaluating 
conceptual modeling techniques (CMT) proposed by Gemino and Wand [18]. This 
framework is based on two main dimensions. The first dimension comprises factors 
that affect the conceptual modeling technique whereas the second consists of affected 
factors (i.e. outcomes).  
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The first affecting factor is content to be delivered, which refers to the type of 
information contained within the cases. We selected two cases to be modeled each 
describing a different domain, but both being described in a process-oriented way. 
The participants did not receive the complete description but instead only partial 
information, which each represented the knowledge of a specific role has in the 
process (domain experts, e.g., a clerk, an administrative office, a line manager). For 
example, our second case described a purchase order process in a company and the 
partial information given to one participant refers to the role of the requester. In total, 
all relevant information was given to the participants but it required them to 
communicate in order to assemble the case. 

The second affecting factor, presentation of content, includes the following 
dimensions: 

• The choice of grammar constructs to consider: We include all BPMN constructs 
that are available in the selected collaborative modeling technology (SAP 
Gravity). 

• The nature of comparison (within or between grammars): Since this study does 
not aim to compare different grammars it denotes an intra-grammar comparison 
(always BPMN) [19]. 

• Rules regarding the use of the grammar and how it is applied: We do not change 
the grammar rules, instead all BPMN rules should be applied (if possible). 

• The way the script is presented (text, graphics, narrated, animated, etc.): Each 
participant was distributed using Wave & Gravity for Collaboration support 
which offers textual representation (Google Wave) as well as graphical features 
(SAP Gravity). 

The third affecting dimension describes the characteristics of the persons 
participating in the communication. Gemino and Wand [18] suggest to classify the 
participants´ experience with respect to conceptual modeling and domain knowledge. 
Our participants varied alongside both dimensions to be able to examine effects 
stemming from different levels of domain or modeling knowledge. Still, we did not 
capture explicitly the experience levels of the participants in this study, but we will in 
our overarching research project. 

The last dimension to be considered is the task itself, which usually is either model 
creation (‘writing’) or model viewing (‘interpretation’). In our research we will focus 
on the act of model creation, thereby complementing the active stream of research 
investigating process model interpretation [e.g., 20]. 

The dimension of affected variables comprises observable outcomes of the tasks 
that can be used as the source of dependent measures in empirical comparisons. Focus 
of observation points to what has been measured, either the process or the product of 
using a CMT. Our interest is on the process of process modeling. The criterion for 
comparison refers to the measurement criteria that have been applied. These criteria 
can either be effectiveness or efficiency focused in nature [18]. The criteria we choose 
are focused on understanding the process of creating the model, both in terms of 
effectiveness and efficiency of the modeling process. Our measurements include the 
formation of requirements specification and elicitation actions performed, observable 
modeling actions, modeling phases and milestones, as well as the number and type of 
communication breakdowns across these stages.  
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In summation, our study design provides an opportunity to obtain a deeper 
understanding of the process of collaborative process modeling, and the actions taken 
within. This understanding, in turn, can lead to design guidelines for the development 
of technology-based support instruments to support process modeling, as well as the 
development of normative guidelines (checklists, instructions etc.) for the conduct of 
process modeling projects in collaborative settings. Of course, due to the limitations 
of this research setup in terms of ecological validity, our study will also set the stage 
for a large study using repeated field setting. 

3.2   Setup 

The four selected participants are Business Process Management researchers, each 
with a slightly different background. Specifically, there are two PhD students in 
information systems with extensive experience in process modeling, one PhD student 
in computer science with less experience in process modeling and one senior 
researcher with background in conceptual modeling but not process modeling. 
Participation was voluntary, with the only incentive offered being free food during the 
experiment. The workplaces were distributed across several research offices. Each 
participant was assigned an individual workstation. 

The instructions are constrained to the goal of collaboratively modeling the 
described cases using only Gravity for communication. The objective of the modeling 
was to collaboratively produce an accurate and understandable BPMN process of the 
given process. 

3.3   Materials 

A case description (provided in disassembled form to the participants) was sent out 
ten minutes before the experiment officially started via e-mail. Case 1 described a 
mail distribution process, the description of which we separated according to the 
involved roles (mail processing unit, registry and cashier). The second case described 
a procurement process, again separated according the involved roles (requester, 
approver, purchase department clerk, clerk at goods receipt department and financial 
department clerk).  

During the modeling sessions, participants were monitored to enforce silence (i.e., 
no active verbal communication) throughout the study, to simulate a geographically 
distributed setup. The modeling tool provided chatting but not VoIP functionality 
albeit, admittedly, such functionality could have been used through other software 
(e.g., Skype). Participants were given two hours in total to solve both cases. Due to 
technical difficulties with the tool prototype, both cases could not be modeled 
completely. This breakdown brings forward a limitation pertaining to the scope of 
study (e.g., we could not collect data on model validation activities conducted), but 
otherwise did not affect the data collection. After the second case, a focus group with 
the research team and the participants was conducted, to gather data about 
impressions, feedback and thoughts. The focus group meeting was audio-recorded, 
and notes were taken during the session. 
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3.4   Measurement 

In order to measure the effectiveness of the modeling process we use the notion of 
breakdowns [21], which observed difficulties that occur during problem-solving 
processes [22]. We apply this notion to the process of process modeling using a 
categorization based on three steps of the semiotic ladder [23], following Rittgen’s 
[12] classification of modeling as a language act on basis of Stamper’s [23] theory of 
signs. Although Stamper [23] proposed four ladder steps, we will constrain our 
categorization on the originally used stages in semiotics [24], viz., syntax, semantics 
and pragmatics. 

Specifically, we will summarize breakdowns related to the organization of the 
modeling session (e.g. setting the agenda), tool features requests (e.g. video 
conferencing) and tool deficiencies (e.g. errors) as pragmatic breakdowns. The 
semantic level will comprise breakdowns associated to the elicitation of the problem 
domain (e.g. defining the sequence) and mapping the domain to notation constructs 
(e.g. classifying activities). Impediments in applying the grammar of the notation are 
classified as syntactic breakdowns (e.g. restrictions for the usage of sequence flows in 
BPMN). 

4   Results and Discussion 

4.1   Findings 

Process of Modeling – Case Comparison 
In this section we will present similarities and differences found at comparing the 
process of process modeling employed by the participants for each case. For 
visualization purposes, we adapted BPMN diagrams to conceptualize these processes. 
In particular, we abstracted observable activities (BPMN symbol: activity) and status 
notifications (BPMN symbol: Signal Event). Furthermore, all breakdowns identified 
in the process are depicted as error event symbols. Annotations are provided to 
capture evidence from the observed actions and communications. The applied color 
codification scheme on activities indicates their occurrence in both cases as follows: 

• white – found in both cases and at the same position 
• grey – found in both cases but different position 
• black – uniquely found in one case 

Figure 1 depicts the process of modeling for the first case. In the beginning the 
participants agreed on the task and pasted the given case information pieces to make 
them available to all. We noticed that, during this case data collection phase, someone 
directly started to model. Subsequently the participants agreed to paste all case 
descriptions and defined their interdependencies as well as the respective sequence. 
Then they started modeling, concurrently the session suffered from several 
breakdowns. The agenda had to be revised, as one participant noticed a missing part 
and offered to model this part of the case. Additionally, lessons learnt were raised as  
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they noticed issues (“We should have discussed the modeling approach first”). The 
participants were not able to complete the model because of a steadily reoccurring 
error of the modeling prototype. Therefore no final verification or validation activities 
could be observed. Still, we observed “on the fly” attempts to verify and validate the 
model, e.g., to connect two modeled parts (“Sort Mail should be connected to Register 
Mail”). In total 9 breakdowns (7 pragmatic, 1 semantic, 1 syntactic) were observed 
during case 1. 

 

Fig. 1. Process of Modeling for Case 1 

Figure 2 depicts the process of modeling for the second case. Similar to case 1 the 
participants started with a partial elicitation which in this situation means they pasted 
all relevant case information but did not agree on their sequence. In contrast to the 
first case, the participants structured the modeling session by agreeing on individually 
modeling exactly the role each participant received, which points to a learning effect 
carried over from the first case. 

During this process, the participants discovered problems due to insufficient 
modeling space, which, in turn caused interferences to the modeling process and 
forced them to adapt the agenda. This breakdown became more cumbersome as the 
size of the “individual” models rose. 

Similar to case one, the given process scenario could not be modeled completely 
due to re-occurring prototype functionality issues. Hence, we were not able to observe 
final verification or validation activities or discussions although, again, interactions 
indicated a partial validation (e.g. missing connection of the “individual” models: 
“someone has to consolidate the models”). In case 2 we found 3 breakdowns that are 
all on the pragmatic level. 
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Fig. 2. Process of Modeling for Case 2 

Comparing both cases we found one activity at the same position in both cases 
(partial elicitation), and a further four activities (agree on agenda, modeling, revise 
agenda, partial validation) that occurred in both cases albeit in a different order. This 
finding would suggest that these activities appear essential (but non-exhaustive) for a 
collaborative modeling session. The activity ‘complementary elicitation’ was only 
observed in case 1, as in case 2 no sequence has been defined. A possible reason is the 
chosen modeling approach in case 2 that did not require a sequence definition upfront. 
Therefore, we would expect this activity to be done at the end of the session if it has 
not been interrupted. Similarly, the same holds for a final validation. The immediate 
individual modeling activity observed at the beginning of case 1 could possibly be 
ascribed to his/her curiosity of how the tool works. The “incorporate experience” 
activity in case 1 could reflect a familiarization effect with the new environment 
(group, tool, collaboration etc.). Both residual activities (“off-topic conversation” and 
“draw own model by hand”) in case 2 are considered as effects (i.e. frustration and 
workaround) of a breakdown. 

The comparison of the number of breakdowns in each process shows that there are 
a lot more breakdowns during the first case (case 1: 9, case 2: 3). Possible 
explanations are learning effects associated with the attempt of technology 
appropriation. Furthermore, due to the subsequent accomplishment of both cases 
participants may have regarded mentioning of similar problems as needless. The 
elaboration and categorization of breakdowns will follow in the next section. 

Breakdowns 
We now discuss the number and types of breakdowns identified during both modeling 
cases. We group the observed breakdowns according to the categorization proposed in  
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section three and provide quote examples in order to show evidence. In total, we 
classified the 12 observed breakdowns into 5 breakdowns types on a pragmatic (P), 1 
on a semantic (SE) and 1 on a syntactic (SY) level. 

• P.1 Information Elicitation: information representation (i.e., case description to 
all participants) was requested to be visible at all times (“Would be cool to have 
text always in sight”, “[..] can you just post them here once”; observed in case 1) 

• P.2 Organization/ Agenda Setting: participants did not know what to do (next) 
or how to share work (“We should have discussed modeling approach first”, 
“Should I copy my text?”, “Should I do the mail processing as well?”; observed 
in case 1) 

• P.3 Tool Feature Request: support for a more natural communication was 
requested as a result of dissatisfaction (“[..] would probably work better with 
some kind of voice support[..]”; focus group interview; observed in case 1) 

• P.4 Tool Deficiency: handling issues prevented participants from what they 
wanted to do (e.g. scrolling), Latency, Errors (e.g. steady reloading) (“[..] I can’t 
scroll[..]”, “[..] system keeps reload all the time”; observed in both cases) 

• P.5 Tool Feature Request: insufficient modeling space resulted in conflicts at 
concurrent modeling (“[..] there is no room for modeling”; observed in case 2) 

• SE.1 Process Decomposition: participants struggled in structuring the process 
model appropriately beforehand (“should we model it as one big process or 
different sub-processes based on different roles?”; observed in case 1) 

• SY.1 Construct Grammar Rules: participants needed to recapitulate grammar 
rules as an effect of missing constructs (“[..] all participants are BPMN pools.. 
otherwise it wouldn´t work with messages”; observed in case 1) 

It was clearly observable that the participants tried to better organize the session in 
case 2 (how to proceed and who does what). A re-organization became necessary 
through additionally discovered tool limitations. Other breakdowns have not occurred 
or not been articulated again. Especially on the syntactic and semantic level, this 
might be either because it has been already cleared in the case 1 or the process 
description for case 2 does not demand for this thinking. 

The dominance of breakdowns on the pragmatic level poses an important question: 
Does collaboration technology supporting process modeling require more features for 
organizational guidance? Due to the fact that both cases had to be aborted and we 
included tool issues in this category, we will neither support nor decline this 
hypothesis but instead note it as an interesting avenue for future study. 

4.2   Discussion 

In the last section we learned about activities and breakdowns occurring in 
collaboration technology supported process modeling. In our exploratory study, we 
observed two main findings. First, we identified similar activities present in both 
cases and derived possible explanations for differences. Second, we found that 
participants learned to appropriate the working environment provided by the 
technology, and adapted the modeling process such that the modeling could be carried 
out within the framework of conditions set by the tool.  
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Implications for Future Research 
Our findings have important implications for future research on process modeling. 

Notably, we observed not only breakdowns but also breakdown workarounds 
employed by the participants in the collaborative modeling process. These actions 
indicate a familiarization process by the participants during their continued 
technology use. Future studies should study how this familiarization process is 
enacted in the context of collaborative modeling, and how it affects both the process 
and product of modeling. 

Secondly, in our study we examined the process of process modeling on the basis 
of collaborative technology. A complementary stream of research could build upon 
our conceptualization of the IT-enabled modeling process to study the emergent 
implications on the outcome of the modeling process, i.e., the quality of the model 
produced. Such work could build on existing work on different quality measures of 
process models, e.g., soundness [25], understandability [20] or re-use [26]. 

Implications for Technology Design 
Our findings further provide information for the design of collaborative technology. 
Specifically, we believe that the breakdowns we identified can be used to inform a 
design agenda to (re-) develop or address features that can assist to prevent or 
overcome those breakdowns.  

P.1. (Information Elicitation) suggests the importance of a feature that allows the 
textual description of the domain to be displayed throughout the modeling activities. 

P.2. (Organization/ Agenda Setting) was mainly overcome with the help of chat. 
While an initial discussion needs to be done to agree on the agenda, other mechanisms 
seem more appropriate to guide und support participants (e.g. keep track of work 
packages, their status as well as completion notifications). The request for 
organizational guiding is supported by the observed status messages during both cases 
and the focus group. 

P.3. (Tool Feature Request (Natural Communication)) addresses the need for faster 
communication. In both cases, instant messaging functionality was provided as the 
only communication feature. Prominent weaknesses are the slow communication pace 
and “complexity” of several ways to reply in Google Wave which was communicated 
during the experiment and the focus group. Nevertheless, the chat (especially the 
collaborative messaging) can be used to support communication. A possible scenario 
would be to take notes during brainstorming or elicitation that are visible to all 
participants and afterwards provide these into the Dialogue Document within the tool. 

P.4. (Tool Deficiencies) need to be addressed by the tool vendor as they lead to 
frustration among participants. 

P.5. (Tool Feature Request (Modeling Space)) requires a greater modeling panel to 
avoid conflicts in modeling activities. The possibility to collaboratively edit a model 
on the same panel seemed to create a greater visibility which is supported by on the 
fly validation and verification activities in both cases. 

SE.1. (Process Decomposition) suggests for specific modeling guidelines or rules 
that help the participants to structure their model. A possible implementation can be 
performed through, for instance, a checklist or FAQ using emerging knowledge on 
process model understandability [20]. 
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SY.1. (Construct Grammar Rules) suggests for a syntactical check during the 
modeling. Although the research prototype of Gravity does not offer this feature, there 
are several other (single) modeling environments available providing such functionality. 

In summary, we proposed requirements for collaborative support in process 
modeling addressing various aspects. In particular, a technology must provide support 
to modeling (P.1., P.5., SE.1., SY.1.), communication (P.3.) and coordination (P.2.). 

5   Conclusion 

In this paper we reported on an exploratory study of distributed process modeling 
with collaborative technology. Through a quasi-experimental setup we obtained 
preliminary insights about activities and breakdowns in collaborative process 
modeling, and identified a number of technology features that support various stages 
of the collaborative modeling exercise. 

Our research bears some limitations. Specifically, this paper reports on an 
exploratory examination of 4 people modeling 2 cases. Therefore, we are well aware 
that our study is preliminary in nature. Still, we believe that our initial findings 
already inform an emerging body of knowledge and will also be useful to use in our 
work that follows. In moving forward from our study, we aim to replicate our 
experimental studies with larger cohorts of users. In doing so, we will incorporate the 
experiences gathered in this study resulting in adjusted setup. 
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Abstract. Compliance of business processes with authoritative rules is signifi-
cantly important to avoid financial penalties, efficiency problems, and reputa-
tion damages. However, finding the right measures to evaluate and track  
compliance is very challenging. We propose a novel method to model the con-
text and measure compliance using the User Requirements Notation (URN). We 
mainly use Key Performance Indicator (KPI) extensions of URN to measure the 
level of compliance to rules. Such KPIs have been used in the past to measure 
the satisfaction level of goals and the performance of business processes. Yet, 
they have never been used for measuring compliance. Our method highlights 
the non-compliant policies and rules on a quadrant map based on their impor-
tance and compliance levels. Furthermore, we suggest a new method for impor-
tance calculation in this context. We use a human resource policy example to  
illustrate our method. 

Keywords: Business Processes, Goal Modeling, Legal Compliance, Key Per-
formance Indicator, Rules, User Requirements Notation. 

1   Introduction 

Compliance management is a critical activity in any organization. Every year, organi-
zations invest time and money to ensure their processes comply with different regula-
tions and policies. There are four different categories of authoritative rules [5] by 
which a business process can be governed. Each of these categories may be consid-
ered voluntarily or imposed to an organization. The first category is internal policies 
used in organizations to give better direction to business processes. Regulations and 
laws imposed by governments represent the second category. Violating rules from 
this category can cause important consequences, including financial penalties, loss of 
reputation, and lawsuits. The third category is composed of Service Level Agreements 
(SLA) used between organizations to ensure promised services are provided accord-
ing to expectations. The last category of authoritative rules is that of standards. 

With so many rules to follow, large organizations have a difficult time keeping 
track of compliance levels of different processes as well as of the organization as a 
whole. Some will only assess their compliance level based on the audits they pass or 
fail, an approach that is usually not very proactive and that may lead to some of the 
consequences mentioned earlier. One challenge is that it is next to impossible to  
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comply with all imposed rules given limited resources and rules that may conflict. 
Another is to keep the compliance level under continuous scrutiny to make sure the 
next important audit will pass. 

In this paper, we propose a method enabling organizations to calculate their com-
pliance level and discover business processes that violate authoritative rules. We use 
organization business goal, process and authoritative rule models as the input of our 
method. This method builds on the User Requirements Notation (URN), which is the 
first international standard to combine and integrate goal modeling (with URN’s 
Goal-oriented Requirement Language — GRL) and scenario/process modeling (with 
URN’s Use Case Map notation — UCM) [7,15]. URN models are graphical and can 
be created, managed and analyzed with jUCMNav [9], a free, Eclipse-based open 
source tool. The method outputs the compliance levels as well as target processes that 
require improvement. It takes advantage of an extension to URN used to model Key 
Performance Indicators (KPIs), which have been recently introduced for performance 
management [13], to calculate the compliance level of organizations. In addition, we 
define an algorithm that calculates the importance of low-level rules based on high-
level goals and propagate the result to business processes and rules. 

Related work in this area will be discussed in section 2, followed by an overview 
of our method in section 3. A case study from the human resource sector is elaborated 
in section 4 to illustrate our method and its benefits. Finally, the conclusion and future 
work will be discussed in section 5. 

2   Related Work 

Namiri and Stojanovic [12] have proposed a formal framework for managing business 
process compliance for enterprises. First, the accounts with a major impact on the 
enterprise’s bottom-line are selected. Then, all relevant business processes are identi-
fied. Finally a set of controls is defined and tested regularly to protect the processes 
against identified risks. In addition, the framework suggests a set of properties to 
check the completeness of the compliance management system. These are essentially 
static constraints on the set of accounts, processes, controls, risks, and their relation-
ships. This framework mainly focuses on compliance from a financial point of view 
for some of the business processes. We believe compliance monitoring should allow 
for all business processes and non-financial goals and constraints to be considered. 

Kharbili and Stein [10] have proposed a policy-based semantic framework for en-
terprise compliance management. This framework defines a three-layer architecture 
and the transformations between these layers. The first layer uses semantic policies 
and rules to formalize regulations. In the second layer, these policies are transformed 
into business rules utilized in business process models. Finally, the business rules are 
transformed to operational rules used in automated business processes.  

As suggested by Kharbili and Stein, a comprehensive compliance management 
framework should be integrated with business processes and support different levels 
of policy and rule definitions. Furthermore, according to zur Muehlen et al. [16], a 
combination of formal business process modeling and rule modeling language is 
required for proper documentation and modeling of compliance in an organization. 
Governatori et al. [4] go further by providing a heavily formalized, logic-based  
representation of rules and business processes where semantic annotations and model 
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checking are used to detect statically violations of obligations. Furthermore, Lu  
et al. [11] have also proposed a logic-based approach to evaluate compliance distance 
degrees (values between 0 and 1) between business processes and control objec-
tives/rules. The end result of this method can be utilized by process designers to  
improve the compliance degree, but the complexity of the method may be an impedi-
ment for regular business users. 

Although our proposed method does not provide the level of formalization and au-
tomated transformations of the above frameworks, the use of URN allows business 
users to model not only polices, rules, and processes but also other types of business 
and stakeholder goals. Hence, our approach supports business analysts in having a 
holistic view of the context. Furthermore, finding the source of problems and tracking 
compliance issues continuously becomes more systematic and better supported. 
Logic-based approaches have their own advantages and can perhaps be used to pro-
vide the theoretical background for the development of tools for compliance, but we 
believe that URN with KPIs adds a complementary and appropriate level of formal-
ization in a business context, especially for end users. This combination is also more 
pragmatic for applications to actual running processes, not just to analysis of models. 

Note that URN has already been used in the context of compliance. Ghanavati  
et al. [2,3] have proposed a URN-based requirements management framework for 
compliance management involving healthcare organization/legal goals (in GRL) and 
business processes (in UCM) linked to policies and legal documents. With this frame-
work, they defined and analyzed different types of traceability and compliance links 
between organization models and regulation models. Although the modeling notation 
used in this framework is the same as in our proposed method, we not only establish 
traceability links between organization and regulation models but also measure the 
level of compliance of business processes against policies/regulations, with KPIs. 
Furthermore, we suggest a new method to calculate the relative importance of rules in 
this context.  

3   Method Overview 

The main objective of this method is to provide a modeling approach and guidelines 
enabling organizations to measure the current compliance level of their processes, 
track down and address compliance problems, and also evaluate the impact of 
changes on the overall compliance level of the organization. In order to meet this 
objective, the method requires the following inputs: 

• The policy/regulation model, including sub-policies, rules and key performance 
indicators modeled with standard GRL extended with KPIs. 

• The organization goal model (in GRL) and business process model (UCM). 
• The importance level of high-level business goals. 

The GRL policy/regulation model shows the high-level policies, their decomposition 
into sub-policies, and ultimately the operational rules stating how the processes can be 
compliant with the policies (see Fig. 6 and Fig. 7). Furthermore, we connect a set of 
KPIs that measure the level of compliance for the rules. Each rule can have one or 
more KPIs to measure its compliance level. The KPIs are defined by the analysts who 
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know both the business and the policies. Obviously, there may be situations where the 
required measures do not exist in current corporate data sources. Although this may 
seem to be a problem, this is usually a short-term one as such situation helps organi-
zations detect inadequacies in their data sources and improve them to address their 
requirements for measuring compliance.  

We also use business goals and business process models in our approach to make 
the analysis more accurate, based on facts, and provide better outcomes. The main 
usage of the business goal model is to specify the importance of the related business 
processes to each rule and policy and to illustrate the business context for the analysts. 
Measuring the importance of rules allows us to identify the most important problems 
that need to be fixed first. This is detailed further in section 4.2. 

The expected outcomes of our method are: 

• Compliance level measures for policies and rules. 
• Location of policies/rules applied to the organization on a quadrant according to 

their compliance level and importance. 
• Tracking compliance changes after business process or policy modifications. 

As illustrated in Fig. 1, our method is iterative and consists of four main steps. 
 

A. Modeling
• Policies
• Goals
• Processes
• KPIs

B. Evaluation
• Importance
• GRL Strategies
• Evaluation 

results

C. 
Improvement
• Processes

D. Monitoring
• KPI

 

Fig. 1. Method steps 

Step A. In the modeling step we:  

1. Model the organization’s business processes and business goals. 
2. Associate processes to organization goals using URN links to define the im-

portance level of processes as well as of the rules and policies applied to the 
processes. 

3. Model policies, sub-policies and rules.  
4. Associate rules to existing organization processes using URN links, to show 

where the rules are used in the organization. 
5. Define key performance indicators for each rule. 
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Step B. In the evaluation step we: 

1. Add GRL strategies (initial set of satisfaction values to some nodes in the goal 
model) and define values for the target, threshold, and worst attributes of KPIs. 
The values of KPIs’ evaluation attributes come from external data sources. 
GRL’s KPI construct maps the evaluation value to a satisfaction level (on a 
scale from -100 to 100, by linear interpolation considering the target, threshold, 
and worst values) that can then be propagated to other elements in the goal 
model according to the goal evaluation algorithms presented in [1]. 

2. Define the importance level of high-level business goals and calculate the im-
portance of process and rules accordingly. The importance of the rules should be 
calculated considering both the importance of related business goals and the pol-
icies/regulations that the rule is part of. At this point, we have only considered 
business goal importance related to a rule and the algorithm result is added to 
the model manually (see section 4.2), but in the future we plan to provide an 
automatic algorithm propagation to make this effort easier.  

3. Evaluate the compliance (i.e., the satisfaction level of policies) 
 

I. Illustrate policies on a quadrant diagram according to their compliance lev-
el (satisfaction level) and importance value. 

II. Highlight the critical rules with low satisfaction levels and track down the 
associated processes using the URN traceability links defined in step A.  

Step C. In the improvement step, we change processes to address the problems high-
lighted in the quadrant diagram. We also evaluate whether our modifications to fix 
one problem affect negatively the compliance against other rules/policies. This is 
done again with GRL strategies, where we can simulate many what-if situations. 

Step D. In the monitoring step, we monitor the compliance KPIs to observe whether 
the expected changes actually happen. If the results are not the ones expected, we take 
corrective actions, otherwise we can move on to improve other necessary processes. 

4   Human Resource Case Study 

In our case study, we focus on a human resource policy described in [6]. This particu-
lar policy is divided into three groups totalizing 36 sub-policies. The main policy we 
focus on is the hiring policy. In the rest of this section, we go through the steps of the 
method  presented in section 3 (except the monitoring step due to space limitation) 
and explain them in more detail in the context of the case study.  

4.1   Step A: Modeling  

In this first step, we concentrate on providing the inputs required for performing the 
analysis. These inputs include the business process model (see Fig. 2, Fig. 3, and  
Fig. 4) in UCM, the organization goal model (see Fig. 5), and the policy model (see 
Fig. 6 and Fig. 7) in GRL.  
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Fig. 2. Hiring process (UCM) 

UCM models (see Fig. 2) consist of causal sequences of responsibilities that can be 
allocated to components. A scenario path is triggered by a start point ( , e.g., Hiring 
process) and results in an end point (▌, e.g., A new employee hired). Responsibilities 
( , e.g. Determine the need for new position) can be defined along the way to repre-
sent actions or tasks performed during the process. UCM supports both concurrent 
( ) and guarded alternative ( ) paths. Furthermore, stubs ( , e.g., Confirm job) 
contain sub-maps used to organize complex processes in hiearchies of sub-processes 
(e.g. Fig. 3 and Fig. 4). Finally, actors ( , e.g., Hiring Manager) can be used to sepa-
rate different parts of a process based on organizational units or roles.  

 

Fig. 3. Confirm job sub-process (UCM) 

 

Fig. 4. Schedule interview for internal candidate sub-process (UCM) 

In the hiring process case study, a Hiring Manager determines the need for a  
new job position and discusses the job description and salary with Human Resources. 
It is Human Resources’ responsibility to confirm a new job while considering the 
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department’s budget. Upon successful confirmation, Human Resources post the job 
internally for a week and the Hiring Manager schedules an interview with successful  
internal candidates. If no internal candidate is qualified for a job then interviews will 
be scheduled for external candidates until a successful candidate is found. 

In the next step, we model the organization’s high-level goals. GRL models (Fig. 5 
to Fig. 7) consist of intentional elements such as softgoals ( , e.g., Successful busi-
ness), goals ( , e.g., HR Policies) and KPIs ( ). Intentional elements can be 
assigned to stakeholders through actors ( ). In addition, intentional elements can 
be connected to each other using different types of links, including AND/OR decom-
position (not used here) and weighted contribution links (→). The latter indicate the 
positive or negative impact of intentional elements on each other (with a quantitative 
scale from 100 to -100), which is used for evaluations and analysis. The model ele-
ments explained above are the subset or URN used in this paper. Both UCM and GRL 
have more model elements used in other contexts (see [7] for a complete list).  

Fig. 5 illustrates the parts of the organization goals we are interested in. This model 
is useful for analysts to know the context and better prioritize the processes and rules 
according to the organization goals. The high-level goal Successful Business is part 
of our method for calculating the importance level. 

Increase company's 
competitiveness

(50)

Successful business
(100)

Meet company 
financial budget

(50)

Protect companies
intellectual property

(25)

Hire talented 
staff  (25)

Meet hiring 
budget targets

(25)

Reduce costs
(25)

Increase number 
of patents(12)

Employment 
equality (12)

Increase workforce
satisfaction (12)

Keep the current 
employees as much

as possible (12)

100

50

50 50

50
50

100

50

50

50

 

Fig. 5. Organization’s high-level business goal model 

Policies and regulations can be modeled in a similar way. For example, we have 
modeled 5 sub-policies for HR Policy with GRL (Fig. 6). We assume that all sub-
policies have an equal impact on HR Policy, and hence the contribution links have a 
weight of 20. We continue modeling sub-policies until we reach the rule level. Due to 
space limitation, we only indicate sub-policies, rules and key performance indicators 
for the Hiring sub-process. Fig. 6 shows HR Policies (at the top) and sub-policies for 
the Hiring Policy (at the bottom). Fig. 7 models rules and key performance indicators 
for the job posting policy. We have assigned an identifier to each rule (R1 to R4) for 
reference in the rest of the paper. 
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HR Policies
<<Policy>>

Workplace Health
and Safety <<Policy>>

Internet Acceptable 
Use <<Policy>>

Absenteeism 
Attendance <<Policy>>

Hiring <<Policy>>
Performance Review

<<Policy>>

20

20
20

20

20

Hiring 
<<Policy>>

Internal Transfers
<<Policy>>

Job Posting
<<Policy>>

Interviews
<<Policy>>

References &
Background 

Check <<Policy>>

Offer of Employment
<<Policy>>

17

17

17 15

17

Application Process
<<Policy>>17

 

Fig. 6. Sub-policies for Human Resources (top) and Hiring (bottom) 

Job Posting
<<Policy>>

Internal Job Posting
<<Policy>>

Qualified applicants shall
remain subject to the normal 
hiring processes, including

interviews <<Rule>>

External Job Posting
<<Policy>>

All new job postings shall be  circulated 
internally on the company message board 

and through human resources for a period of
one week before being made 

public<<Rule>>

50 50

50
50

50 50

100

100

100

50

50

Human resources shall be 
responsible for the placement 

of all recruitment 
advertisements<<Rule>>

External job postings 
shall be based on necessity 
and budget requirements

<<Rule>>

Number of external jobs 
meeting budget requirements

Number of job offers not 
advertised by human resources

Number of applicants accepted 
without going through normal

hiring process Number of job postings circulated
internally on the CMB through 

human resources

Number of job postings posted 
internally for a week 

before being made public

R1

R2
R3

R4

 

Fig. 7. Rules and key performance indicators for Job Posting 

Table 1. Mapping rules to business processes 

Business Process Rule 
Determine whether the department can afford hiring employees R4 
Post job description internally for a week R1 
Advertise externally R3 

Schedule an interview for internal candidates R2 

We then map rules to business processes with URN links (whose presence is indi-
cated by a black triangle). Table 1 shows the traceability links between business proc-
esses and rules in our case study. These links allow us to highlight the processes that 
need to be modified in the improvement step, if any. Furthermore, they allow us to 
indentify the importance of rules based on their associated business processes.  
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4.2   Step B: Evaluation  

In this step, we define the GRL strategies used to evaluate the satisfaction level of 
policies. Each GRL strategy initializes the KPI value sets [13]. Table 2 shows the 
values for a sample strategy we have used in this scenario. The evaluation values can 
be entered manually like other value sets (which is useful for the analysis of what-if 
situations) or automatically obtained from a data source such as a Business Intelli-
gence system. These strategies are used to evaluate the satisfaction level of the other 
intentional elements (i.e., rules and policies) using the standard quantitative evalua-
tion method supported by GRL and jUCMNav [1].  

Table 2. List of key performance indicators for rules 

Rule Key Performance Indicator Target Threshold Worst  Evaluation 
Number of job postings circulated internally 
on the CMB through human resources 

10 10 0 10 R1 

Number of job postings posted internally for 
a week before being made public 

10 10 0 5 

R2 Number of applicants accepted without 
going through normal hiring process 

0 0 10 6 

R3 Number of job offers not advertised by 
human resources 

0 2 10 1 

R4 Number of external jobs meeting budget 
requirements 

10 10 0 8 

In addition to the satisfaction value, the importance value (to the containing ac-
tor/stakeholder) is also calculated using a new algorithm for GRL intentional elements 
in this step. As illustrated in Fig. 5, Successful business is the highest goal in the 
organization model has an importance value of 100. The algorithm will calculate the 
importance for other intentional goal using their contribution links’ values. Impor-
tance values are propagated down from high-level goals to business processes and 
rules according to the following formula: 

Importance Value= (Parent Importance Value)*(Proportion of Contribution Level) 

For instance, the importance value of R4 is propagated down all the way from the 
highest level goal of the business (see Fig. 5). Success business’s importance value is 
100 and it is connected to Meet company financial budget through a contribution link 
with a contribution level of 50. Therefore, the importance value of company financial 
budget becomes 50. Subsequently, the importance value of Meet hiring budget target 
(the goal linked to the process to which R4 is applied) becomes 25. This value is 
propagated to business processes and rules through URN links. 

Using these two values, the rules will be laid out on a quadrant as shown in Fig. 8. 
A similar quadrant diagram was used before for performance monitoring [14]. How-
ever, using the quadrant in the context of policy monitoring is another application 
explored here. This quadrant allows us to identify what is the most important rule that 
the organization is not compliant with. This will allow the people in charge to more 
easily prioritize the improvement candidates for the next step. 
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Fig. 8. Importance and compliance of rules on a quadrant diagram 

4.3   Step C: Improvement  

As shown in Fig. 8, the compliance levels of R2, R4, R1 and R3 have the highest to 
lowest levels of non-compliance, in that order. In terms of importance levels, R4 is 
the most important rule while R3 is the least important. Rule R2 has the highest level 
of non-compliance and its importance is in the same quadrant area as R4. Even if 
there is a slight different between their importance levels, since R2 has the highest 
non-compliance value, it takes priority over R4. Therefore, we should try to improve 
the process associated to R2 in order to get the highest impact on our global compli-
ance level.  

As the KPIs related to R2 indicate, out of ten internal applicants in a year, six were 
employed without being interviewed first. We suggest here two modifications to this 
business process model to better enforce the rules and increase the compliance: 

• Human Resources shall be involved in scheduling and performing interviews. 
• Interviewers shall fill out the job candidate evaluation form while performing 

interviews. 

By adding these two steps to the business process, the number of candidates hired 
without interviews will be reduced. When comparing the new process with the previ-
ous one, this time not only the hiring manager will be part of interview process but 
also will human resource personnel. Furthermore, each employee should have a job 
candidate evaluation form that will be filled out by interviewer team during interview. 

Before making any concrete change to the processes, we also estimate its cost to 
the organization. A human resource manager working in Canada earns an average 
salary of $83,859 [8]. We have assumed there are five one-hour interviews per job. 
Hence, the total cost of a human resource manager participating in 10 interviews 
would be about $2966 (assuming 49 weeks * 37.5 hours/week of work, plus 30% of 
overhead). Although the suggested modification will improve the compliance of the 
current business process, it also clearly increases its cost. However, in this case, the 
cost is not really that high and it is worthwhile to increase the chances of hiring an 
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external talented candidate (who could be productive well over the additional cost 
during his/her career) by adding the extra suggested steps to the business process. 

5   Conclusions and Future Work 

Today’s organizations cannot comply fully with all the various rules imposed on them, 
and hence they should comply with the rules that affect their business the most. In this 
paper, we defined a method that enables compliance tracking for business processes 
using key performance indicators. Organization goals and processes are modeled using 
the same lightweight language (URN) as policies and rules. This method helps finding 
how well authoritative rules are satisfied based on the importance and compliance 
values for the rules. The importance values are propagated down from high-level busi-
ness goals to business processes and rules. Also, the non-compliant business processes 
are highlighted for further analysis and actions. In addition, our method is not limited 
to one aspect of the organization (e.g., financial). Although this is not apparent from 
our small example, the goals of all the organization’s stakeholders can be considered 
during the analysis using GRL actors. These capabilities are quite powerful and allow 
one to have a holistic view of the organization.  

Although our method is based on URN capabilities, other process (e.g., BPMN or 
YAWL) and goal modeling languages (e.g., i* or TROPOS) could also be used to ad-
dress the same issue. However, at this point we are not aware of any other language 
that provides the same level of support for modeling and analyzing goals and proc-
esses in an integrated manner, especially when KPIs need to be considered.  

This method also suffers from several limitations that require further investigation. 
As we mentioned earlier, the importance value of each rule is based on the business 
goal importance set by the organization’s managers. We may not have a business goal 
for all rules. We should be able to set the importance from the policy/regulation side 
as well. This is very important in the context of regulations. Furthermore, this exam-
ple only has one business process per rule, which makes improvements very local-
ized. In more complex situations, multiple rules may apply to a particular process, and 
hence a change to improve the satisfaction of one rule may have side effects on the 
satisfaction of the other rules. This will require i) making assumptions about the im-
pact on the KPIs (to simulate whether the change can lead to a globally better set of 
satisfactions, and this can be done with jUCMNav), and ii) monitoring the situation to 
make sure the desired effect is really happening (step D of the method). 
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Abstract. Business Process Management has gained importance within 
organizations due to the need to streamline their operations. Nevertheless, 
despite the existence of process modeling standards such as BPMN, nowadays 
it is difficult to specify complex temporal constraints and relationships among 
tasks of a given process, which prevents the specification and subsequent 
automation of processes where these restrictions are relevant. To solve the 
exposed difficulty, we have resorted to the project planning and management 
field, developing a BPMN equivalency of all temporal constraints and 
relationships that can be specified in a standard project planning tool: Microsoft 
Project. This not only enables a simple interface for specifying complex 
temporal restrictions in business processes, but also defines an execution 
semantic for the models developed in the field of project planning, allowing 
their later automation through process execution engines. 

Keywords: Process design methods and methodologies, Process design tools, 
Notations and methods, BPMN, Project planning. 

1   Introduction 

Business Process Management has gained importance within organizations due to the 
need to streamline their operations. An important aspect of this discipline is the 
process modeling or design stage [1]. In this stage, the modeler specifies through a 
language, which is usually graphic, the desired characteristics and behaviors of the 
process, suchas precedence or parallelism between tasks, definition of the actors who 
execute them, among others. To this end, several graphical notations have been 
developed, e.g., UML, IDEF, EPC and BPMN. Some of them can represent the “time 
dimension” of processes to a certain extend; for example, BPMN provides the time 
event. Nevertheless, despite the possibility to represent the “temporal dimension”, 
nowadays it is difficult to specify complex temporal constraints and relationships 
among tasks of a given process in a simple way, which in practice prevents the 
specification of processes where these restrictions are relevant [2]. This is a problem 
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because failing to include this information turns out in higher process execution costs, 
either by loss of productivity, lack of coordination in the process execution, or missed 
deadlines committed with the client. 

On the other hand, in the project planning field, Gantt charts have long been used 
as an effective mean to specify thecoordination and execution of projects. These 
charts allow the description of all sorts of temporal constraints and relationships 
among tasks, graphically and with great ease [3]. Nevertheless, Gantt charts do not 
specify what to do when, due to contingencies in the execution, a temporal constraint 
or a temporal relationship is violated. In these cases, the course of action is left to the 
project coordinator’s discretion due there is no behavior specified. This in turn is one 
of the strengths of BPMN, since models which are specified in this notation have a 
defined execution semantic [4], leaving no room for interpretation and even allowing 
the automation of processes through execution engines. 

In this work, we propose equivalencies between the concepts defined in a widely 
used project planning tool –Microsoft Project–, according to the formalization 
proposed in [5], and constructs proposed in BPMN. This not only allows the 
definition of a unique interpretation of Gantt charts, leaving no room for the 
coordinator’s discretion during the execution, but also allows to easily specify 
processes with complex temporal constraints and relationships in many planning 
tools, as models developed in these are interoperable [6]. 

This article is organized as follows: in section 2 we present a comparison of the 
ability to represent the "time dimension" between BPMN and Gantt charts through a 
simple example case, while in section 3 we present the equivalences proposed in 
BPMN. Finally, in section 4 we show the implications of our proposal and future 
research. 

2   Comparison of the Ability to Represent the Time Dimension 
between BPMN and Project Planning Tools 

Time is very important in every activity, since it is not possible to control it and once 
it has elapsed, it is not possible to recover. This is very important in business 
processes, especially when it is necessary to meet deadlines, achieve optimal 
coordination between tasks, or when the nature of some tasks requires certain 
synchronization in their execution. However, few process-oriented notations have 
emphasized this temporal coordination. Only recently new initiatives have arisen that 
include the "time dimension", such as the incorporation of the time event in the first 
specification of BPMN [7]. Despite this effort, it is difficult to specify temporal 
constraints or relationships between tasksin BPMN, due to its inability to visually 
represent a temporal execution order.This causes to beextremely difficult to specify or 
deduce the execution timing (at least the expected one) of a given process instance.  

Following, we will observe this problem through a simple example case. 

2.1   Example Case 

The main process that runs a company dedicated to the innovation in the IT area is the 
organization of conferences throughout the year. A coordinator leads the organization 
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of the event, who must delegate responsibilities to different actors that participate in 
the process. The first activity is to define the topic of the conference. Subsequently, 
invitations are sent to potential attendees to the event; then, they are expected to 
confirm their presence. In parallel, it is necessary to reserve the hotel’s room, which 
must be done not before 10 days prior to the event day. At least 24 hours before the 
event, the coordinator must confirm the number of participant to the hotel. Another 
important activity is to print the material to be distributed at the conference, which 
must be printed at least one day before the conference. Finally, on the day of the 
event, attendees are received only up to 30 minutes after the conference has started. 

The lunch break is scheduled at 13:00 pm and it is programmed to last 1 hour. 
When the conference finishes, parking tickets are given to guests; tickets must be 
validatednot before 30 minutes prior to the end of the event, considering that each 
ticket allows 60 minutes to leave the parking lot. 

It is important to note that conference dates during the year are immutable: no 
matter how late the activities that precede it are; in many cases it is necessary to abort 
or to start the next activity to meet the event deadline. The implicit assumption is that 
the loss of quality for not completing a task is less important than the loss of 
credibility due to the cancellation or delay of the event. 

2.1.1   Example Case in BPMN 
The BPMN model that represents the process is outlined in Figure 1: 

 

Fig. 1. Proposed BPMN model for the example process 

This model defines precedence relationships between tasks, specifying which of 
them can run in parallel. Finally, we include time events to indicate that the 
conference start on 6/30/2010 at 9:00 and that lunch is on the same day at 13:00. 
Although this model can help to coordinate its execution, does not specify important 
aspects such as: 

─ How long can take certain activities without delaying the entire process. For 
example, it would be useful to know how long can the “Receive Attendees” 
taskbe executed, or when it should be started to meet the conference’s deadline. 
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─ When to close the registration and confirm attendees without delaying the entire 
process. This task should end as late as possible in order to maximize the 
number of attendees. 

─ How to coordinate the “Receive Attendees” and “Validate Parking Tickets” 
tasks with the “Give Talk” task, since they are mutually dependent. 

2.1.2   Example Case in a Gantt Chart 
We also model the example case using a Gantt chart (Figure 2), taking advantage of 
its features that allow a simple representation of temporal restrictions. We specify 
information about the duration of the tasks (which a priori is neither interesting nor 
obvious to include in a BPMN model), precedence relationships among some tasks, 
and the actual date of the event.  

 

 

Fig. 2. Proposed Gantt chart for the example process. Relationships between tasks are specified 
in the “Predecessors” column, linking their Start (S), Finish (F) or a combination of both. 

It is possible to observe that given the nature of the Gantt chart, it is easy to specify 
temporal constraints and relationships among tasks. Also it allows deriving useful 
information that would help to coordinate the process execution, such as: 

─ Given the constraints and estimated task durations, it is possible to know how 
much in advance it is required to start tasks to meet the conference’s deadline. 
Since the conference is scheduled on 6/30/2010 at 8:30, MS Project calculated 
that the first activity - “Define topic” - should be started on 6/15/2010. 

─ The constraints Start No Earlier Than (SNET) and Start No Later Than (SNLT) 
can be used to specify temporal boundaries in which tasks should be executed.  

─ Through As Late As Possible (ALAP) behavior, MS Project calculates the start 
date of “Confirm Number of Attendees” task, in order to maximize the number 
of attendees at the conference without delaying the process. 

However, as a deficiency, the presented Gantt chart does not provide information to 
enable the process execution. For example, there is no information that allows 
deciding what to do if the “Print conference material” task takes more than 4 days. 
This is an aspect that differs greatly from the proposed BPMN model. As BPMN has 
a specification of its execution semantic, there is no room for interpretation; in the 
proposed BPMN model, it is necessary to wait for the completion of all precedent 
tasks in order to continue with the next one, no matter how long they take. 
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2.2   Usage and Goals of Process Modeling Notations 

It was possible to observe in the example case that the process designer and the 
process coordinator use the process modeling notations in different ways. This agrees 
with Eder and Panagos [8], who recognized at least two instances in which a process 
execution support system (and implicitly the notation for specifying the model) 
should allow the inclusion or delivery of information: 

1. Design/build-time: When the modeler is specifying the required process design, 
needsto represent the temporal dimension and check the feasibility of executing the 
proposed plan. 

2. Run-time: Having specified the design, the system must meet the temporal 
constraints and relationships specified at design timeas well as make changes to the 
planning according to contingencies in the process execution. 

The specification of a business process through a project planning tool such as MS 
Project, meets the requirements needed at design time, unlike BPMN. However, at 
runtime the roles are inverted, making interesting to take advantage of the approach of 
each notation through a mechanism that allows specifying the temporal restrictions of 
a business process using a project planning tool, and then automatically obtain its 
equivalence in BPMN, so as to get an unequivocal specification of its execution. The 
aim is to generate a BPMN model executable by a coordinating agent based on a 
Gantt chart planning, allowing the specification of the process's temporal dimension 
and the specification of its execution, even in those cases where contingencies force 
to make a diversion from the plans made. 

3   Specification of Temporal Constraints and Relationships in 
BPMN 1.2 through MS Project 

In this section we present the conceptual model that supports the equivalence between 
the two notations. To accomplish this, the following considerations should be taken 
into account: 

• Although many similarities can be found between process and project models, it is 
important to notice that their interpretation differs greatly in their repeatability: 
while project plans are made for being executed once, process models are made for 
being executed many times. As a consequence, it is not possible to specify 
alternate paths in project plans, resulting in the impossibility to specify processes 
with conditional paths using project planning tools. However, planning tools can 
be used to specify the so-called process “happy path”; afterwards, standard BPMN 
tools can be used to specify conditional paths or other behaviors. 

• Since Gantt charts do not specify what to do when a contingency takes place, it is 
necessary to define a heuristic to follow in these cases. There are different 
alternatives for this heuristic (i.e. different a-priori coordination decisions) and its  
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    selection will affect the resulting Gantt chart-BPMN equivalence. In this work, we 
use a heuristic that achieves the minimization of the difference between the plan 
made and the actual process execution. 

3.1   Process Orchestration Approach 

The notations and languages for specifying processes can be divided into two types: 
those oriented to task's orchestration and those oriented to task's choreography. The 
orchestration-oriented notations center their description on the participant’s point of 
view, including general information that allows the coordination of the involved 
parties. On the other hand, the goal of choreography-oriented notations is enabling 
collaboration, providing information to all participants, so as they can perform the 
tasks entrusted to them without central coordination [9]. Hence, both Gantt chart and 
BPMN models can be seen as specifications for process orchestration: they include 
information from the point of view of the process owner that can be used by a 
coordinating agent to run the process and coordinate activities with the various parties 
involved. In BPMN, this is called the representation of "public processes" that can be 
translated into a process orchestration language, such as WS-BPEL, allowing 
automation through process execution engines [10][11]. In Gantt charts, the 
equivalent is the reading and control of a project by a human agent, the "project 
coordinator", who is responsible for guiding its execution. 

Taking in consideration the process orchestration approach, we use the semantic 
defined by Gagné and Trudel for project planning tools [5] as well as an exploration 
of additional concepts through the research of XML schema files generated by MS 
Project and online documentation [12]. Following, we will introduce the proposed 
equivalencies for all temporary constructs found according to the orchestration 
paradigm, the execution semantics defined in the BPMN 2.0 draft [4]. 

3.1.1   Task 
The fundamental concept to define equivalences between BPMN and MS Project is 
the task concept. According to the process orchestration approach, it is important to 
notice that the actual execution of the work cannot be controlled by the coordinator. 
Therefore, the coordinator gets control only for delegating the responsibility of 
execution of a given task to a task performer. We will denote by As, the time when the 
coordinator delegates the responsibility of execution of task "A", and by Ae, the time 
when the task finishes. Additionally, since the real end may not coincide with the one 
specified in the model, we willmake a distinction between the real task completion 
time Ae(real), defined as the time when the performer communicates tasks’ 
completion, and the planned completion time Ae(scheduled). The difference between 
them can be either due toan underestimation of the actual task duration 
(Ae(scheduled)<Ae(real)) or conversely, by an overestimation of its duration. 

To join the proposed orchestrated process executionmodel with the semantic 
defined for the execution of BPMN, we distinguish two cases: (1) when the duration 
of the task is not limited and the performer is expected to communicate the task 
completion, and (2) when the coordinator must control the task completion and may 
revoke the task execution responsibility from the performer.  
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3.1.2   Task Duration 
MS Project allows the specification of the estimated duration of tasks. Two types of 
durations can be defined: estimated and fixed. The proposed equivalent BPMN 
representations are shown in Table 1. 

• Estimated duration: It is used to represent the duration of the task when there is no 
certainty. It is assumed that at runtime tasks finish as soon as possible, i.e., when 
the task performer informs the coordinator that the task has been completed. This is 
the default behavior of tasks in BPMN. 

• Fixed duration: The modeler has the intention to specify the duration of the task. 
This intention may be different depending on which parameter is set fixed in the 
equation above: 

 

o Fixed units: The task will be completed as soon as possible, according 
to the restriction of resources available for its execution. In our 
proposal, it will be assumed that there is no specific restriction on the 
duration of the task, so it will be ended as soon as possible, as in the 
estimated durationcase. 

o Fixed work: The task will be completed as soon as possible; the units 
can be adjusted to complete the work. The equivalency is the same as 
on the previous case. 

o Fixed duration: The modeler has the intention to define a given 
duration for the task. Unlike the above cases, we establish a special 
execution semantic, in which the coordinator will revoke the 
execution responsibility from the task performer to ensure the task 
duration will be exactly as specified. 

Table 1. BPMN equivalencies for different task duration types 

Estimated duration (fixed units and 
fixed work) 

Fixed duration 

  

3.1.3   Inflexible Temporal Constraints 
As defined in [5], inflexible time constraints have precedence over any other 
restriction or relationship between tasks. The proposed BPMN equivalencies are 
shown in Table 2 and detailed below: 

• Must Start On (MSON): The coordinator should offer this task to the 
corresponding performer at the specified date, regardless of what happen with 
other related tasks. This is represented by placing the task in a parallel sequence 
flow with the other tasks, thus ensuring its execution in the specified time. It is 
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important to remark that the use of dates in time events makes processes that can 
be executed only once. To avoid this, the project start date could be used as a 
reference and, by calculating the difference between this date and the specified in 
the time event, the duration of the time interval can be obtained.  

• Must Finish On (MFON): We define the coordinator-driven completion time of a 
task as the instant when the coordinator will revoke the execution responsibility 
from the performer. This is specified in BPMN through a time event attached to the 
task. On the specified date (a point in time, not a time interval as in the case of 
fixed duration) the taskis finished and the process flow continues. 

Table 2. Proposed BPMN equivalencies for inflexible temporal constraints 

Must Start On Must Finish On 
  

3.1.4   Task Temporal Behaviors 
This kind of temporal constraint defines the “temporal behavior” of tasks. Two 
possibilities arise: tasks can be executed as soon as the sequence flow arrives (ASAP) 
or it can be needed to delay their execution as much as possible without delaying the 
entire process (ALAP). The corresponding BPMN equivalencies are shown in  
Table 3. 

Table 3. BPMN equivalencies for tasktemporal behaviors 

As Soon As Possible As Late As Possible 
  

3.1.5   Flexible Temporal Constraints 
Flexible temporal constrains define limits within which the task must be performed. 
The proposed BPMN equivalencies are shown in Table 4. 

• Finish No Later Than (FNLT): This constraint establishes a deadline for the 
execution of the task. The defined BPMN equivalence is very similar to the one 
defined for MFON inflexible temporal constraint but includes the possibility of 
finishing the task before the established deadline. 

• Start No Later Than (SNLT): It specifies that regardless the execution of other 
tasks, this task should start not later than the specified date. It is important to 
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mention that asignal event is added to coordinate the start of the execution of the 
taskwith the completion of its predecessor tasks, maintaining the default ASAP 
behavior. 

• Finish No Earlier Than (FNET): It specifies that the task must finish after the 
specified date. However, since the coordinator has no real influence on the end of 
the task, it can only be specified the date after which the process flow is transferred 
the next task, by adding a time event. 

• Start No Earlier Than (SNET): In this case, the task should start no earlier than the 
specified date, which is easily specified using the time event in BPMN. 

Table 4. BPMN equivalencies for bounded execution constraints 

FNLT SNLT FNET SNET 
 

 

  

3.1.6   Temporal Relationships between Tasks 
Temporal relationships are specified between two tasks (A and B), in order to 
coordinate their starting and finishing times, or a combination of both. Notice that MS 
Project can associate a displacement parameter (Δ) between these times, which can be 
positive or negative. It is important to notice that these relations are used in MS 
Project to calculate the start date of the dependent task (B) based on the estimated 
start or completion time of independent task (A). Also, in the absence of a 
relationship between two tasks, we define its equivalence in BPMN as both being in 
parallel flows, allowing any temporal execution order between them. The proposed 
BPMN equivalencies are shown in Table 5. 

• Finish to Start (FS): B cannot begin before A ends. In the event that Δ is negative, 
we will use the estimated duration of A since it is not possible to know a priori its 
real completion time. 

• Start to Start (SS): B cannot begin before A starts. This case is simple since the 
starting times of both tasks are under the total control of the coordinator. A time 
event is enough to cause the time lags defined by Δ, except when is negative. 

• Finish to Finish (FF): B cannot finish until A has finished. In this case, since the 
real execution of the task cannot be controlled by the coordinator, we use the 
interrupting semantic defined by an interrupting event attached to the task. 

• Start to Finish (SF): B cannot finish until A is started. As MS Project uses this 
relationship to calculate the estimated start date of the dependant task (B), we use 
the MSON equivalency with a calculated start date.  
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Table 5. Proposed BPMN equivalencies for temporal relationships between tasks 

 Finish to 
Start (FS) 

 

Start to 
Start (SS) 

Finish to Finish (FF) Start to Finish 
(SF) 

Δ=0 

  

 
 

Δ>0 

  

 
 

Δ<0 

 

   

4   Conclusions 

In this article, we exposed the weakness of BPMN to represent the temporal 
dimension of processes in comparison to the possibilities offered by project planning 
tools, as well as the weakness of the latter to guide the process execution when a 
contingency forces to divert from the initial planning. Given this situation, we 
proposed an equivalence between the concepts involved in a project planning tool 
-Microsoft Project- and BPMN constructs, in order to achieve an easy way to specify 
business processes that incorporate complex temporal constrains and relationships. 
This equivalence was made considering both notations as specifications for process 
orchestration, in which a coordinator assigns the execution of tasks to performers, 
analogously as a coordinator does in a project through a Gantt chart, or a process 
automation engine based on a BPMN diagram. 

The proposal opens up interesting research opportunities. In first place it would be 
interesting to develop a concrete implementation of the submitted proposal. Currently 

Δ
A

B
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we are implementing an application that receives an XML file exported from MS 
Project and generates a XPDL file, which canlater be opened with available BPMN 
editors.  

Another interesting research line is related to the different heuristics that can be 
used to specify the equivalency Gantt chart-BPMN. Our proposal is based on the 
heuristic of minimizing the time difference between the actual and planned task 
completion. However, it is possible to define other behaviors based on different 
heuristics, for example, to ensure the complete execution of all tasks. 

Finally, it may be interesting to investigate how to adapt the proposal for its 
inclusion in the process analysis phase, for example, making the derivation of 
temporal constraints and relationships of a process based on real executions of it. 
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Fig. 3. Resultant BPMN model of the example case using the proposed Gantt-BPMN equivalencies 
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Abstract. Recent studies have started to explore context-awareness as a driver 
in the design of adaptable business processes. The emerging challenge of identi-
fying and considering contextual drivers in the environment of a business proc-
ess are well understood, however, typical methods and models for business 
process design do not yet consider this context. In this paper, we describe our 
work on the design of a method framework and appropriate models to enable a 
context-aware process design approach. We report on our ongoing work with an 
Australian insurance provider and describe the design science we employed to 
develop innovative and useful artifacts as part of a context-aware method 
framework. We discuss the utility of these artifacts in an application in the 
claims handling process at the case organization.  

Keywords: process design, design science, context-awareness. 

1   Introduction 

Recent studies have explored ‘context-awareness’ [1] as a new paradigm in designing 
and managing business processes. This paradigm is grounded in the observation that 
business processes are coupled with elements in their external context (e.g., weather 
patterns, commodity prices, or industrial actions). For example, an Australian agency 
handling disaster claims had to apologise to victims of the Victorian bushfire in 2009 
after automated letters were sent out, demanding that they provide identification, 
despite the fact that many of them had lost all proof of identification in the inferno 
[2]. In another example, a German bank lost €€ 300 million in an automated swap 
transaction with its business partner, Lehman Brothers, on the day the American in-
vestment bank announced bankruptcy [3]. As a result of coupling, processes need to 
rapidly adapt if their context changes. 

However, there is a lack of concrete artifacts to support the ‘context-aware’ man-
ager in adapting processes to a changing context. Typical methods of process design 
do not yet consider context but instead focus on optimizing internal process variables 
such as throughput, quality, and/or time. As we will show, this internally focused 
viewpoint creates several challenges in practice. 
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This paper reports on the design and application of artifacts to support context-
aware process design decisions. Based on a case study with an Australian insurance 
provider, we explore limitations of traditional approaches and derive two key re-
quirements for design artifacts. We ground our design work in the theory of complex 
systems, describe the nature and type of our initial design artifacts, and conclude by 
demonstrating the application of the artifacts to a scenario in the case study. 

2   Motivating Example 

Consider in the following our case study work with an Australian insurance company 
[4]. Since 2008, the insurer has been exposed to a string of natural disasters while 
investment returns have been diminishing in the global financial crisis. The constant 
pressure on its claims organization and claims handling & fulfillment processes has 
had an adverse effect on the insurer’s profitability. 

For each loss incurred and reported, the insurer needs to balance grade of service, 
indemnity cost, and claims handling expenses. Under normal circumstances, the 
‘claims process system’ (i.e., the organizational and technical components of the 
claims organization) is calibrated to handle losses as efficient and effective as possi-
ble. This is achieved by a set of controls (e.g., what proofs are requested from the 
insured, which policy limits are to be applied, etc.) and according processes (e.g., ‘no-
touch’, ‘light-touch’, and ‘case-managed’). 

However, the claims process system is not static but needs to be recalibrated for 
each different ‘context’ in which losses are incurred (e.g., global financial crisis, Vic-
torian bushfires, Sydney sandstorms, Queensland floods, etc.). This has two reasons. 
Firstly, disasters require the insurer to handle different volumes in different time-
frames (e.g., numerous moderate losses in the weeks following a storm, few major 
losses over months after bushfires). Secondly, each disaster exposes the insurer to 
different types of leakage (i.e., inflated payouts) or opportunistic fraud (e.g., the risk 
of fraud differs between rural and urban areas). 

In the case interviews, respondents provided a narrative of decisions taken to adapt 
the process in different contexts and recurring issues they observed. In the interest of 
brevity, we refer the reader to our extensive case analysis [4], and summarize key 
findings in Table 1. 

Table 1. Process management gaps observed in case study 

Case study finding Illustration 
Context-driven process 
change creates flow-on 
effects  

A decision to increase capacity and processing rate in one 
process step in a storm incident led to significant bottle-
necks and an increased error rate in subsequent steps.  

Market swiftly adapts to 
context-driven process 
changes 

The market responded to a decision to loosen process 
controls in a flooding incident with an increase in oppor-
tunistic fraud 
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3   Background and Related Work 

Business process design is generally associated with moving from a current state  
(AS-IS) to an improved state (TO-BE) of process operations. This has often been 
accompanied by the introduction of Enterprise Resource Planning (ERP) systems into 
functional areas such as procurement, human resources, etc. The ERP approach to 
process improvement is founded on ‘best practices’, i.e., the reduction of a complex 
problem such as general ledger to a simple, repeatable, standardized set of transac-
tions that can be supported in an IS. Accordingly, much of the focus of process design 
has been on optimizing internal process variables such as throughput, process cost, or 
quality.  

We suggest that the ERP approach to process improvement and its underlying  
conceptualization of the firm are materializations of ‘closed-system’ thinking [5]. 
Closed-system thinking assumes that the performance of a system can be explained 
by reducing it to its finite parts, which are studied in isolation from one another and 
the environment. Such systems are ‘linear’, i.e., changing one part has no effect on the 
performance of other parts or the system environment. 

However, a growing debate in the management and IS disciplines [cf. 6] conceptu-
alizes firms as ‘open systems’, ‘open’ because they exchange resources with their 
environment and ‘systems’ because they consist of interconnected parts. Open sys-
tems are tightly coupled with their environment [7].  

According to ‘open-system’ thinking, both environment and system ‘co-evolve’ 
through constant interaction [6]. This implies that the performance of a core process 
cannot be explained solely by the performance of its parts. Instead, it emerges from 
the interactions between these parts and the external environment. Such systems are 
‘non-linear’, i.e., changes to one part affect others. 

In this paper, we argue that the process management gaps observed in section 2 can 
be overcome by conceptualizing business processes as non-linear systems. In our 
earlier work [1, 4] we have shown how this conceptualization enables managers to 
extend their viewpoint of business processes, and to develop a more comprehensive 
understanding of important design and change drivers. 

However, to act upon this understanding, managers and analysts need to be sup-
ported through a set of design artifacts that build upon the theoretical premise of con-
text-awareness. In the following, we describe the design science process we executed 
to build such artifacts. 

4   Design Approach 

We follow the design science (DS) paradigm of IS research [8]. DS postulates that 
artifact design needs to demonstrate both relevance of the artifact proposed and rigor 
in its inception. Relevance of our artifact will be evaluated in the application to the 
process scenario described in section 2, and is detailed in section 5. To ensure rigor of 
our design process, we follow the guidelines proposed by Gregor and Jones [9], which 
inform the search process [8] outlined in section 5. 

Following the classification of Gregor et al. [9], the purpose and scope of our de-
sign work is to support process managers in making process changes in accordance to 
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changing context parameters. This choice is motivated by the findings of our case 
study work presented in section 2 and the theoretical construct of ‘tight coupling’ and 
‘co-evolution’. Through the application of the artifact, process managers should have 
the ability to analyze the feedback structure of a non-linear system and identify suit-
able, context-aware process adaptation strategies. The artifact should perform at least 
as well as extant process management frameworks (artifact mutability). 

The following sections outline guidelines for context-aware process adaptation 
(principles of implementation) and provide an instantiation by applying the frame-
work to the process scenario in section 2. 

5   Designing the Framework 

Two key challenges arise in the design of an artifact for context-driven process im-
provement. According to the case study findings presented in section 2, such an arti-
fact needs to support managers and business analysts in understanding a) the coupling 
between external and internal process variables and b) the effect of changes to internal 
variables on external variables. 

We draw from the theory of complex systems [7] to ground these findings in  
the concepts ‘tight coupling’ and ‘co-evolution’. Tight coupling emerges from the 
interconnectedness of system components, i.e., the elements inside or outside the 
organization that participate in or influence the process. Co-evolution emerges from 
the constant interaction of these components, i.e., processes are shaped by, and also 
shape, their environment [6]. Table 2 summarizes this discussion and proposes two 
requirements for artifact design. 

Table 2. Properties of a context-aware process management method 

Case study finding Theoretical construct Artifact requirement 
Context-driven process 
change creates flow-on 
effects 

Tight coupling Capability to describe the coupling 
of system components and envi-
ronment 

Market swiftly adapts to 
context-driven process 
changes 

Co-evolution Capability to identify the wider 
implications of adapting a business 
process to context change 

Research in the representation of non-linear behavior in organizations and business 
processes as “knowledge for action” [10] has traditionally been treated in different 
research streams. System dynamics modeling [7], for example, represents the struc-
ture and dynamics of complex systems as highly aggregate variables in continuous 
interaction. The typical representation approach used by process analysts, process 
modeling [11], on the other hand, abstracts from real world processes by focusing on 
discrete events (e.g., ‘order to cash’). 

In the following, we seek to integrate both approaches by defining them as differ-
ent perspectives, or ‘viewpoints’, onto a common problem. We suggest that a solution 
to this problem, i.e., nonlinearity in business processes, needs to consider both the 
high-level feedback structure of the system as well as the individual actions under-
taken by the system (i.e., core processes) to convert inputs into outputs. 
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We commence by modeling the ‘macro-level’ viewpoint of the system, i.e., a 
‘causally closed’ model of system variables and their interactions. This has tradition-
ally been the domain of system dynamics modeling. There is a comprehensive body 
of literature [c.f. 7, 12] on issues dealing with the identification, creation, and com-
munication of such models. The purpose of such a model is to provide management 
with an overview of the principal process variables and external ‘risk’ in business 
processes [13]. 

The next step in model creation consists of defining the global observable behavior 
of the system, i.e. the ‘core process’ that converts inputs received by the system into 
outputs. Issues dealing with the identification, modeling, and communication of proc-
esses have been exhaustively researched [cf. 11]. The purpose of this model is to 
provide a detailed specification of the firm’s value chain, i.e., the revenue- or cost-
generating activities in the core process. We refer to this viewpoint as the ‘meso-
level’ viewpoint of the process system. 

Ultimately, both specifications need to be assembled into an overall model. The 
purpose of this model is to analyze a) how process activities are affected by system 
variables and b) how process activities affect system variables. This model can be 
used, e.g., to simulate different process variants in a given process context. To facili-
tate such application, in Fig. 1, we introduce an extended business process meta-
model that integrates the concepts of both viewpoints.  

 

Fig. 1. Extended business process meta-model based on Rosemann et al. [1] 

6   Applying the Framework 

In the following, we apply the concepts developed in section 5 to a core problem 
observed in the insurance case study introduced earlier. We use Sterman’s [12] stock 
& flow notation to model the structural features of the system under observation. 
Natural disasters trigger spikes in claims volume that require the insurer to handle 
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more claims in less time. In response to this situation, the insurer developed a stream-
lined lodgment system that allows the fast capture of loss information. In a linear 
system (Fig. 2), this should lead to an increase in the overall processing rate achieved 
by the insurer. 

 

Fig. 2. Linear model of process chain 

However, the relationship between claims volume and settled claims in a disaster is 
not linear. The system is tightly coupled and any change in one component can gener-
ate flow-on effects on other components. In the insurance case study, the increased 
lodgment rate did not result in a linear increase in the overall processing rate. Instead, 
the overall processing rate fell below expectations. This called for an explanation.  

Fig. 3 extends Fig. 2 by feedback loops. These feedback loops were reported by re-
spondents in the case interviews, and show how pressure slowly builds up after a disas-
ter as a result of a spike in volume and heightened attention. The streamlined lodgment 
system, once activated, requires the claims handler in the ‘frontend’ to spend less time 
in handling a call and to capture less information about the loss cause. However, the 
time gained is lost later in the ‘backend’ of the process. Claims handlers now spend 
increasing time in recovering the missing information and handling return calls from 
disgruntled customers. This ultimately slows the overall processing capacity. 

 

Fig. 3. Non-linear model of process chain 

Next, we model the process activities from the time the first notice of loss is re-
ceived (the ‘frontlog’) to the time the claim is passed to the ‘backend’ for settlement 
(the ‘backlog’). We then integrate the feedback structure modeled in the previous 
step. The purpose of this exercise is to trace the flow of information and identify those 
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activities that contribute to the problem. Fig. 4 shows the activities conducted by 
claims handlers in the ‘frontend’ of the process following BPMN notation [14]. Note 
that the concept of system variable is mapped to the concept of ‘data store’ according 
to version 2.0 of BPMN. 

 

Fig. 4. Integrating feedback structure and process model 

7   Discussion 

In section 6, we introduced a process scenario in which tight coupling of process 
components with the environment generates nonlinear behavior. We showed how 
traditional approach to process modeling and improvement that focus on internal 
process variables are insufficient to explain this problem. Furthermore, we demon-
strated how the application of the two modeling viewpoints introduced in section 5 
enables us to capture the feedback between external and internal process variables 
and thus gain an enhanced understanding of the behavior of the system. 

Our work makes an original contribution to the scholarly discussion in process 
modeling by extending its reach to the domain of context-driven business processes 
and context-awareness. The two viewpoints introduced in section 5 serves as explana-
tory devices to describe the coupling between context and process and to explain the 
resulting behavior. Furthermore, the work makes an early attempt to integrate two 
modeling approaches that have to date been treated in different research streams, 
system dynamics and discrete-event/process modeling. 

We acknowledge two limitations of our research. On the one hand, the typical limi-
tations of case study [15] as well as design science research [8] apply. We have 
sought to increase generalisability of our findings by applying the framework to a 
second case in a different industry. On the other hand, a more rigorous field testing of 
the artifacts is required. We are in the process of setting up a test infrastructure with 
the insurer. 

8   Conclusion 

In this paper, we have suggested that organizational processes are social systems that 
are tightly coupled and co-evolve with their environment. Drawing on examples from 
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an insurance case study, we furthermore suggested that such systems show nonlinear 
behavior emerging from the interaction between external (weather patterns, commu-
nity attitudes) and internal process variables (grade of service, throughput, cost). 
However, traditional approaches to process design focus mostly on optimizing inter-
nal variables but ignore external ones. 

In an attempt to rectify this issue, we introduced a process design framework cov-
ering two viewpoints, the ‘macro-level’ feedback structure of the system and the 
‘meso-level’ processes. In our future work, we will extend the framework to a holistic 
portfolio of decision-support tools to assist management with making informed deci-
sions about process designs and process changes in accordance to relevant contextual 
factors. Our framework extensions specifically will address impact measurement, and 
change implementation strategies. 
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Abstract. Process mining techniques attempt to extract non-trivial
knowledge and interesting insights from event logs. Process models can be
seen as the “maps” describing the operational processes of organizations.
Unfortunately, traditional process discovery algorithms have problems
dealing with less-structured processes. Furthermore, existing discovery
algorithms do not consider the analyst’s context of analysis. As a result,
the current models (i.e., “maps”) are difficult to comprehend or even
misleading. To address this problem, we propose a two-phase approach
based on common execution patterns. First, the user selects relevant and
context-dependent patterns. These patterns are used to obtain an event
log at a higher abstraction level. Subsequently, the transformed log is
used to create a hierarchical process map. The approach has been imple-
mented in the context of ProM. Using a real-life log of a housing agency
we demonstrate that we can use this approach to create maps that (i) de-
pict desired traits, (ii) eliminate irrelevant details, (iii) reduce complexity,
and (iv) improve comprehensibility.

1 Introduction

Process mining aims at extracting process-related information from event logs.
Process mining techniques can deliver valuable, factual insights into how pro-
cesses are being executed in real life. The majority of research in process mining
so far has focussed on process discovery (both from a control-flow and organi-
zational perspective). Process models can be seen as the “maps” describing the
operational processes of organizations. Unfortunately, accurate and interactive
business process maps are missing. Either there are no good maps or maps (if
available) are static and/or outdated [1].

Process mining techniques can be used to generate process maps [2,3,4]. We
have applied our process mining tool ProM in more than 100 organizations and
our experiences show that processes tend to be less structured than expected.

M. zur Muehlen and J. Su (Eds.): BPM 2010 Workshops, LNBIP 66, pp. 109–121, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Traditional process discovery algorithms have problems dealing with such un-
structured processes and generate spaghetti-like process models that are hard to
comprehend. The granularity at which the events are logged is typically differ-
ent from the desired granularity. Analysts and end users prefer a higher level of
abstraction without being confronted with lower level events stored in raw event
logs.

Analogous to cartography, process mining techniques should allow for various
context-dependent views on the process maps. For example, the perspective of
analysis may be different depending on someone’s role and expertise e.g., a man-
ager may be interested in a high level view, while a specialist may be interested
in a detailed analysis of some process fragment. Process discovery techniques
should facilitate the extraction of process maps eliciting the respective desired
traits and hiding the irrelevant ones for various users. Furthermore, these tech-
niques should uncover comprehensible models by providing a hierarchical view
with a facility to seamlessly zoom in or zoom out the process maps. There is an
imperative need for techniques that automatically generate understandable and
context-dependent business process maps [1].

In this paper, we propose a two-phase approach to mine interactive and
context-dependent business process maps based on common execution patterns.
The first phase comprises the pre-processing of a log with desired traits and
at a desired level of granularity. This paper will show one means to realize
this by uncovering common execution patterns in the log, selecting context-
dependent patterns, and defining abstractions over these patterns. Pattern se-
lection and the mapping with abstractions can be interactively performed by
the user. Event logs are then pre-processed (transformed) with these abstrac-
tions. In the second phase, the transformed log is used for process discovery.
Any discovery algorithm with an ability to zoom-in/out the sub-processes de-
fined by the abstractions can be used. This paper presents an adapted version
of the Fuzzy Miner [3] and shows that it can provide such hierarchical view of
process maps. The two-phase approach presented in this paper has been im-
plemented in ProM 6.01. Figure 1 highlights the difference between the tra-
ditional approach to do process discovery and the two-phase approach. Note
that the process model (map) mined using the two-phase approach is simpler
and that this approach enables the abstraction of activities based on function-
ality and provides a seamless zooming into the sub-processes captured in the
abstractions.

The remainder of the paper is organized as follows. Our two-phase approach
to mining process maps is introduced in Section 2. Section 3 presentes pat-
tern definitions and pattern metrics while Section 4 proposes one approach to
form abstractions based on patterns. In Section 5, we detail our two-step ap-
proach and describe an adaptation of Fuzzy Miner to discover process maps.
Section 6 presents a case study of a real-life log from a rental agency. Related
work is discussed in Section 7. Section 8 concludes the paper.

1 ProM 6.0 is not officially released yet, but nightly builds, including the reported
functionality are available from www.processmining.org
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Pattern graph and abstraction Process Map Zoom-into a sub-process

Traditional approach to process discovery

Two-phase approach

to process discovery

Fig. 1. Traditional approach vs. two-phase approach

2 Two-Phase Approach to Mine Process Maps

We use the following notations in this paper. Let Σ denote the set of activities.
|Σ| is the number of activities. Σ+ is the set of all non-empty finite sequences
of activities from Σ. We denote traces by bold face lower case letters t1, t2
etc. A trace t is an element of Σ+. t(i) denotes the ith activity in the trace.
For i < j, t(i, j) denotes the subsequence from the ith position to the jth posi-
tion in the trace t. An event log L corresponds to a bag (i.e., a multiset) of traces.

Phase-1: Preprocessing Log. In this phase, the log is simplified based on
the desired traits of the context of analysis. A mapping M ⊆ 2Σ × A is defined
between the original alphabet of the event log Σ, and an abstract alphabet A.
An example mapping is M = {({a, b}, x), ({b, c, d}, y), ({e}, z), ({d}, z)}. This
mapping is analogous to the grouping and tagging of streets as a town/city
in cartography and to the selection of a desired perspective of viewing maps
(restaurant maps vs. fuel station maps). The analyst can define this mapping
based on domain knowledge or can be assisted by uncovering common execu-
tion patterns and relationships between them in the log. These common execu-
tion patterns typically capture a sub-process/functionality. Analysts would like
to capture such subprocess behavior in its totality as an abstract activity in a
mined process model with a facility to zoom in/out the subprocess if needed.
The mapping is defined over the sets of activities manifested as patterns. We
present techniques that assist in automatically uncovering such patterns and
relationships between activities in Section 3.

D =
⋃

(A,a) ∈M A denotes the set of activities in Σ for which a mapping is
defined. The original event log L, is transformed into an abstract log L′. Each
trace t ∈ L is transformed into a corresponding trace t′ ∈ L′. In each trace t,
the manifestation of each pattern captured by (A, a) ∈ M is replaced with its
abstract activity, a, in the transformed trace. The activities in Σ \ D being not
involved in the definition of mapping indicate activities that are insignificant
from the context of analysis and are filtered from t during this transformation.
In Section 5, we describe the transformation of log in detail.
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Phase-2: Mining Maps. The second phase is to mine a process model on
the abstract log. The mapping defined in Phase-1 induces a hierarchy over the
abstract activities. Upon zooming into an abstract activity, a process model de-
picting the subprocess captured by this abstract activity is shown. The patterns
replaced by the abstract activity are used to create this sub-process model. We
adapted Fuzzy Miner for this phase and the details are presented in Section
5. Note that this is a generic approach that can be iterated over any number
of times with the event log for iteration i + 1 being the output event log of
iteration i.

Event Log, L 

(a) (b)
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Fig. 2. (a) An example log (b) process models discovered using Heuristic miner

We use a running example log depicted in Figure 2(a) to illustrate the ap-
proach. This log contains 8 process instances with 11 event classes. Figure 2(b)
depicts the model mined using traditional process discovery techniques. It is
imperative to find that both these models are not easy to understand. In the
following sections, we will present our two-phase approach in more detail using
this example.

3 Pattern Definitions and Pattern Metrics

In this section, we adapt the pattern definitions proposed in [5] and focus on
defining metrics over these patterns. We consider only the maximal repeat pat-
terns for the discussion in this paper. However, other patterns such as tandem
arrays capturing the manifestation of loop constructs proposed in [5] can also be
used. These patterns are later used to define the mapping M between activities
and abstractions.

3.1 Pattern Definitions

Definition 1 (Maximal Repeat). A maximal pair in a sequence, s, is a
pair of identical sub-sequences α and β such that the symbol to the immedi-
ate left/right of α is different from the symbol to the immediate left/right of β.
In other words, extending α and β on either side would destroy the equality of
the two strings. A maximal pair is denoted by the triple (i, j, α) where i and j
correspond to the starting positions of α and β in s with i �= j. A maximal repeat
in a sequence, s, is defined as a subsequence α that occurs in a maximal pair
in s.
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Maximal repeats capture execution patterns (sequence of activities) common
within a trace and/or across a set of traces in an event log. Such patterns might
be evidence of common functionality (often abstracted as a sub-process). In order
to find these commonalities across multiple traces in the entire event log, we
first construct a single sequence, say, s, which is obtained by the concatenation
of traces in the event log with a distinct delimiter between the traces. Maximal
repeats are then discovered over this concatenated sequence s. Maximal repeats
can be efficiently discovered in linear time using suffix trees for strings [6]. Let
PL be the set of all patterns in log L. In this paper, PL includes all maximal
repeats and {a | a ∈ Σ}. A base pattern is a pattern that does not contain any
other pattern within it. The pattern abxc is a base pattern while abxcdxe is not
because the latter pattern contains the pattern x within it. Let Pb

L be the set of
all base patterns in PL.

Consider the trace t6 = abxcdxefxgdyedxeh in the log of Figure 2(a). The
maximal pairs in t6 are (3, 6, x), (5, 11, d), (7, 13, e) and (5, 14, dxe). There are
a total of 39 maximal repeats in the example log (e.g., abxc, abxcd, abxcdxe,
dxe, fxg, dye, fyg, dyedxe, dxedye, h). Pb

L = {a, b, c, u, x, d, g, f, h, e, y, gf,
gd, ef, ed, eh, fxg, dye, fyg, dxe, fxgd, abxc, gdxe, dxeh, dxef, efxg, efxgd,
abxcd, gdxeh,fygdxeh}.

Definition 2 (Pattern Alphabet). The pattern alphabet Γ (p), of a pattern,
p ∈ PL, is the set of activities that appear in p.

Definition 3 (Equivalence Class of Pattern Alphabet). The equivalence
class of a pattern alphabet PA, is defined as [PA] = {p | p is a pattern and
Γ (p) = PA}

For example, for the patterns fxg, dyedxe and dxedye, the pattern alphabets
correspond to {f,x,g}, {d,x,y,e}, and {d,x,y,e} respectively. The equivalence
class of the pattern alphabet {d,x,y,e} is {dyedxe,dxedye}. Equivalence classes
of pattern alphabets capture variations of patterns e.g., due to parallelism.

3.2 Pattern Metrics

Pattern metrics such as the frequency of occurrence, significance etc. need to
be estimated. A careful consideration needs to be done when estimating the
frequency of a pattern. It is due to the fact that certain regions in a trace can
contribute to more than one pattern (in the case of overlapping patterns) and
might result in misleading frequency counts. For example, consider the trace t
= abxcdxedfxgdxeh and the pattern alphabet equivalence classes [{a,b,x,c}]
= {abxc}, [{a,b,x,c,d}] = {abxcd}, and [{d,x,e}] = {dxe,dxed}. Now, what
should be the pattern (alphabet) counts?. If we consider each of the patterns
separately, the pattern, frequency-count pairs are (abxc, 1), (abxcd, 1), (dxe, 2)
and (dxed, 1). If we define the pattern alphabet count to be the sum of counts
of the patterns captured in its equivalence class, then the pattern alphabet,
frequency-count pairs are ({a, b, x, c}, 1), ({a, b, x, c, d}, 1), and ({d, x, e}, 3). It
is imperative to see that certain regions in the trace are contributing to more
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than one pattern (alphabet). The activities in the subsequence t(5,7) contributed
to two patterns viz., dxe and dxed. Similarly, the activities in the subsequence
t(1,4) contributed to two patterns viz., abxc and abxcd.

We identify three distinct methods of dealing with overlaps and counting pat-
tern occurrences. The above method of computing pattern (alphabet) counts is
referred to as Overlapping Alphabet Count (OAC). The significance computed us-
ing overlapping alphabet counts may be misleading. A more accurate method of
computing pattern frequencies is to consider non-overlapping pattern counts. We
distinguish two variations here: (i) considering non-overlap counts for each alpha-
bet separately (local) and (ii) considering non-overlap counts across all alphabets
(global) in the event log. These two metrics are referred to as Non-Overlapping
Alphabet Count (NOAC) and Non-Overlapping Global Alphabet Count (NO-
GAC) respectively. Conflicts arise when more than one pattern can potentially
contribute to the count at a region in a trace. One can assign preference to say
shorter (longer) patterns to resolve such conflicts. The NOAC (with preference
to shorter patterns) for the above example is ({a, b, x, c}, 1), ({a, b, x, c, d}, 1),
and ({d, x, e}, 2). Note that the conflict at position 5 in t for pattern alphabet
{d,x,e} is resolved in favor of the pattern dxe thereby making t(5,7) contribute
to only one pattern. The NOGAC across all alphabets (with preference to longer
patterns) is ({a, b, x, c}, 0), ({a, b, x, c, d}, 1), and ({d, x, e}, 1). A position/sub-
sequence in a trace can contribute to more than one pattern alphabet when
considering NOAC for each alphabet separately (e.g., index 1 in t) while in
NOGAC , a position contributes to at most one pattern alphabet.

In order to assess the significance of a pattern alphabet PA, we define a metric
Conservedness (CON PA) = NOAC

μ ∗ (1− σ
μ ) ∗ 100% where μ and σ are the mean

and standard deviation of the frequencies of activities in PA. Conservedness
measures the degree to which the individual activities involved in the pattern
alphabet manifest as the patterns defined by the alphabet. For example, con-
sider the non-overlap alphabet count of three pattern alphabets ({d, x, e}, 100),
({d, x, e, f}, 60), and ({d, x, e, h}, 40). Let the frequency of activities be (d, 100),
(x, 100), (e, 100), (f, 60), and (h, 40). Conservedness value of the pattern alpha-
bets {d,x,e}, {d,x,e,f}, and {d,x,e,h} is 100%, 51% and 30% respectively. The
formal definitions of the above pattern metrics are presented in [7].

4 Abstractions Based on Patterns

4.1 Pattern Graph

Relationships exist between patterns (alphabets). For example, consider the pat-
terns dxefxg, dxe, and fxg. It could be the case that dxe and fxg are sub-
functionalities used also in a larger context dxefxg. One can try to define a
partial order capturing the relationships on the pattern alphabets. For example,
subsumption can be used as the cover relation. A pattern alphabet PAi is defined
to cover another pattern alphabet PAj if PAj ⊂ PAi and there is no PAk such
that PAj ⊂ PAk ⊂ PAi. A pattern graph G = (V, E), is a Hasse diagram defined
over the partial order on the pattern alphabets, where V = {PA1,PA2, . . . ,PAn}
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represents the set of pattern alphabets and E denotes the set of edges (PAi,PAj)
defined by the cover relation. One can choose either PL or Pb

L to define V . Fig-
ure 3(a) depicts a pattern graph on some of the pattern alphabets identified
for the example log. We considered pattern alphabets defined by Pb

L with a
conservedness value above 17% to generate this graph.

4.2 Pattern Selection

Nodes in a pattern graph form the basis for abstraction. An analyst can select
the pattern nodes based on domain knowledge or by using the pattern met-
rics defined in Section 3. We provide two types of node selection modes for
abstraction.

Single Node Mode: All manifestations of patterns under the equivalence class
of this node’s pattern alphabet are represented by the same abstract activity in
the transformed log.
Sub-graph Mode: All manifestations of patterns under the equivalence classes
of the pattern alphabets defined by the induced subgraph at the selected node are
substituted by the abstract activity of the selected node during transformation.

It could be the case that a pattern graph contains a large number of nodes. We
recommend to first filter the nodes in the pattern graph before considering them
for abstractions. All the metrics defined in Section 3.2 can be used to prune the
graph. For example, consider the pattern alphabets {a,b,x,c} and {a,b,x,c,d}
in Figure 3(a). The NOGAC of {a,b,x,c,d} with preference to shorter patterns
(ignoring individual activity patterns) is zero. Similarly, the NOGAC of {d,x,e,
f}, {d,x,e,h}, {g,d,x,e,h}, {g,d,x,e}, {e,h}, {e,d}, {e,f}, {g,d} and {g,f} are all
zero. This indicates that manifestations of all patterns under the equivalence
class of these pattern alphabets in the log are overlapping with some other
pattern. For example, the equivalence class of the pattern alphabet {e,d} is {ed}.
There are two manifestations of the pattern ed in L (in traces abxcdxedyeh and
abxcudxedyefxgdxeh). However, both of these manifestations overlap with dxe
and dye in the example log; thus making the NOGAC of {e,d} as 0.

{a} {b} {c} {h} {x} {y}

{e,d}{e,h}

{g} {f}

{f,y,g}{f,x,g}

{g,d,x,e} {d,x,e,f}{d,x,e,h}

{g,d}

{d,y,e}{d,x,e}

{u}

{e,f} {g,f}

{g,d,x,e,h}

{d} {e}

{a,b,x,c,d}

{a,b,x,c}

(a)

{a} {b} {c} {h} {x} {y}{d}{e} {g} {f}

{f,y,g}{f,x,g}

{a,b,x,c}

{d,y,e}{d,x,e}

{u}

(b)

Fig. 3. (a) Pattern graph (b) pattern graph with abstractions for the example log
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We recommend to consider nodes capturing longer patterns with a high con-
servedness value and significant NOAC and NOGAC to be used under sub-graph
mode for abstractions. However, for two pattern alphabet nodes PAi and PAj

such that (PAi,PAj) ∈ E (i.e., PAi ⊂ PAj), if CONPAi
> CONPAj

then, we
recommend to consider PAi under sub-graph mode instead of PAj though PAi

captures shorter patterns. For example, consider the pattern alphabets {d,x,e},
{d,x,e,f}, {d,x,e,h} and {g,d,x,e}. The conservedness value for these alphabets
are 52%, 22%, 21%, 22% respectively. It could be seen that the pattern dxe (de-
fined by the alphabet {d,x,e}) occurs in different contexts in L. The different
contexts are captured by the other three alphabets and are reflected with the
relatively low conservedness values for these three alphabets. We recommend to
consider {d,x,e} as a node for abstraction instead of the other three. Coinciden-
tally in this example the NOGAC (with preference to shorter patterns) for the
three larger alphabets is also zero.

If nodes in the sub-graph of a pattern node PAi are covered by one or more
nodes PAj that are not in the sub-graph of PAi then we recommend to consider
PAi under single-node mode for abstraction (assuming PAi is selected). For ex-
ample, the node {d,x,e} is recommended to be considered under single-node
mode because the nodes {d} and {e} in the sub-graph of {d,x,e} is also covered
by another node {d,y,e}. Note that these are just recommendations and an an-
alyst can make exceptions if it makes sense according to the context of analysis.
Using these guidelines we use the abstractions as defined in Figure 3(b). Here
{a,b,x,c} is used in the sub-graph mode while {d,x,e}, {d,y,e}, {f,x,g}, {f,y,g}
and {h} are chosen under single-node mode. Certain nodes not pertaining to the
context of analysis can also be filtered out (e.g., {u}). Let us define the map-
ping M as {({a,b,x,c},A1), ({a},A1), ({b},A1), ({c},A1), ({x},A1), ({d,x,e},A2),
({f,x,g},A3), ({d,y,e},A4), ({f,y,g},A5), ({h},A6)} on the abstractions chosen for
the example log.

5 Process Discovery Based on Patterns

5.1 Transformation of Log

Algorithm 1 presents the details of transforming the log based on the patterns.
The basic idea is to first replace the continuous and intermittent manifestation
of each pattern alphabet chosen for abstraction with its abstract activity and
make the corresponding low level manifestations part of the sub-log correspond-
ing to the abstract activity. The sub-log of an abstract activity can be used to
zoom in the detailed behavior. The intermittent manifestation here refers to the
situation where the execution of the subsequence corresponding to a pattern is in-
terrupted by other activities. For instance, let dye be a pattern, the manifestation
of dye in the trace abxcdxefxgdydexeh is intermittent because dye is interrupted
by d.

Steps 9-12 in the algorithm deal with the intermittent manifestation of a
pattern and substitutes it with the abstract activity. Algorithm 1 will transform
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1: Let M be the mapping chosen by the user. A = ∪(P A,a)∈M{a} defines the set of defined

abstractions. SP = ∪(P A,a)∈M[PA] denotes the set of all patterns for which
abstractions are defined. Let f : SP → A be the function defining the abstraction for
each pattern. Let l : A → SL be the function defining the sub-log for each abstraction.
Let L′ be the transformed log of L. Initialize L′ = {} and l(a) = {} for all a ∈ A

2: for all t ∈ L do
3: Let t′ be an empty trace. Set j = 1.
4: while j ≤ |t| do
5: Let LDs be the list of patterns in SP starting with t(j) ordered in descending

order of their length
6: for every pattern α ∈ LDs do
7: if there exists a continuous manifestation of a pattern α at index j in t then
8: l(f(α)) = l(f(α)) � {t(j, j + |α|)};Append f(α) to t′;Set j = j + |α| − 1;exit for
9: else if there exists an intermittent manifestation of α at index j in t then
10: Re-adjust the intermittent manifestation in t.
11: l(f(α)) = l(f(α)) � {α}; Append f(α) to t′; Set j = j + |α| − 1; exit for
12: end if
13: end for
14: Set j = j + 1
15: end while
16: L′ = L′ � {t′}
17: end for

Algorithm 1. Single-phase pattern-based log transformation

the trace abxcdxefxgdydexeh in our example log to A1A2A3A4A2A6. In this way,
one can cope with situations where a common functionality is interrupted by
other activities in concurrency.

5.2 Adapting Fuzzy Miner to Discover Maps

ProM’s Fuzzy Miner [3] is inspired by cartography to provide business process
maps. However, the existing miner has some limitations. It (i) cannot customize
maps from a defined context (city maps vs. highway maps) (ii) introduces the risk
of aggregating unrelated activities together in a cluster (a street in Eindhoven is
clustered along with streets in Amsterdam) and (iii) provides two level hierarchy
instead of a multi-level hierarchical view of the process map.

We adapted Fuzzy Miner to support the discovery of process maps. The
pattern selection techniques presented in Section 4 facilitate customization from
an user’s context and getting meaningful abstract activities. By using the sub-log
of each abstract activity, we implemented the functionality of zooming
in/out the abstract activity and showing the detailed sub-process captured by
it. Furthermore, by combining with the existing functions in the Fuzzy Miner
of zooming in/out the cluster nodes, a three-level view of the process map is
provided.

To illustrate this two-phase approach, let us transform the log as described in
Algorithm 1 using the mapping M. The transformed log is shown in Figure 4(a).
Figure 4(b) depicts the process map mined by the adapted Fuzzy miner, while
Figure 4(c) shows the sub-process maps when zooming in the abstract activities
A2 and A3. It is evident from Figure 2 and Figure 4 that our two-phase approach
helps in presenting more accurate and more readable models.
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Event Log ,L’

A1A2A4A6
A1A2A5A6
A1A5A2A6
A1A4A2A3A2A3A2A6
A1A2A4A3A2A6
A1A2A3A4A2A6
A1A2A5A3A2A6
A1A2A3A5A2A6

(a) (b) (c)

Fig. 4. (a) Transformed Log (b) process map mined from the transformed log using
adapted Fuzzy miner (c) sub-process maps when zooming in on A2 and A3

6 Case Study and Discussion

We applied the techniques proposed in this paper on a real life log of a rental
agency where the cases corresponded to cancellation of a current rental agree-
ment and subsequent registration of a new rental agreement. This log was pro-
vided by a large Dutch agency that rents houses and apartments and contains
210 cases, 6100 events and 74 event classes. Figure 5(a) depicts the process
model mined using heuristic miner. This process model included two types of
cancelation as highlighted by two rectangles in Figure 5(a). The unselected re-
gion corresponds to common functionality used by both of them. The resulting
model is difficult to comprehend.

First Inspection

Prepare Allocation

After Allocation

a b

Fig. 5. (a) Heuristic net mined on the whole log (b) process map and zoomed-in
sub-processes mined from transformed log based on interactive and context-dependent
abstractions

In this study, we assume that the analyst wants to focus on the type of
cancellation process defined by the solid rectangle and we identify the patterns
from the analyst’s point of view. The primary steps involve the registration of a
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request, multiple inspections of the rented house, determining (future) tenants,
(re-)allocation and archiving of the case. We first identified the common execu-
tion patterns in this log and chose 17 abstract activities (some involve pattern
alphabets and some involve individual activities) concerned with the above pri-
mary steps. We used these seventeen abstractions to do the first phase of log
transformation. Then, to make the result process map more comprehensible, we
performed a second iteration of pattern identification. This visualized in a pro-
cess map consisting of 14 abstract activities as shown in Figure 5(b). Three of
these activities are given in Table 1 which shows the three pattern alphabets
used in defining abstractions. Pattern alphabets capturing a functionality from
a domain point of view are chosen as candidate nodes (under sub-graph mode)
for abstractions. A meaningful name is defined for every candidate abstraction.
Those pattern alphabets with a significant NOAC as well as a high CON value
have priority to be selected for abstractions as can be seen in Table 1. Fig-
ure 5(b) also presents the sub-process when zooming in the abstract activities of
Prepare Allocation and After Allocation. Each sub-process subsumes the
manifestation of patterns captured in the sub-log defined by the abstraction.

Table 1. Three of the pattern alphabets chosen for abstraction

No. Abstraction
Name

Pattern Alphabet NOAC CON (%)

1 First Inspec-
tion

[050 Plans appointment 1st Inspection,060 Edit confirmation
letter / Tenancy form, 070 Is 1st inspection performed?,100
Ready report 1st Insp. / Make-Calculation For]

80 66

2 Prepare Allo-
cation

[500 Rate / Modify vacancy type,540 Are there bonuses
/ costs awarded?, 510 Is completion form signed?530 Edit
command]

145 93

3 1st Final In-
spection

[120 Plans final inspections,400 Is final inspection per-
formed?, 440 Are there new or repaired defects?]

53 61

Comparing with the cancellation process mainly defined by the solid rectangle
in Figure 5(a), it is apparent that the process map discovered by our two-step ap-
proach is more comprehensible and captures the main steps of this specific type
of rental cancellation process. This resulting process map not only facilitates the
analyst to get an overview of the whole process, but also makes it easy to seam-
lessly zoom-in each abstract activity to observe the detailed sub-process. This
shows that using our two-step approach indeed leads to better understandable
process maps without sacrificing precision.

7 Related Work

Several approaches based on trace clustering [8,9,10] have been proposed in
literature. Trace clustering enables the partitioning of the event log based on
coherency of cases. Process models mined from each of the resulting clusters
are expected to be simpler than that of the one mined from the entire event log.
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Greco et al. [10] augmented trace clustering with an approach to mine hierar-
chies of process models that collectively represent the process at different levels
of granularity and abstraction. This approach tries to analyze the mined process
models (post-processing) for identifying activities that can be abstracted. How-
ever, for large complex logs, the mined process models (even after clustering)
can be quite spaghetti-like. In contrast, the approach proposed in this paper an-
alyzes the raw traces and defines abstraction (pre-processing) and has the ability
to zoom-in hierarchically into the abstract entities. Furthermore, the user has
flexibility and control when selecting the abstractions/activities of interest based
on his/her context of analysis.

Taking cartography as a metaphor, Günther and Aalst [3] have proposed the
fuzzy mining approach to implement process simplification. Less significant ac-
tivities/edges are either removed or clustered together in the model. However,
this approach poses a danger of clustering activities/edges having no domain
significance. Polyvyanyy et al. [11] have proposed a slider approach for enabling
flexible control over various process model abstraction criteria. Approaches such
as [11,3] look at abstraction from the point of retaining highly significant in-
formation and discarding less significant ones in the process model where the
notion of significance is defined over the (relative-)frequency of occurrence of an
entity and not based on the context. In contrast, the approach proposed in this
paper looks at abstraction from a functionality/subprocess point of view which
performs filtering of activities based on the context of analysis. Our approach
can be used as a preprocessing step for the logs and can be seamlessly integrated
with other approaches for abstraction [10,3] as well as with classical approaches
for process discovery such as the heuristic approach in [4].

8 Conclusions and Future Work

This paper presented a two-phase approach to mining business process maps
that comprises the pre-processing of a log based on desired traits and at a de-
sired level of granularity as a first step and discovering the maps with seam-
less zoom-in facility as the second step. We discussed one means of realizing
this two-phase approach by exploiting the common execution patterns in the
event log. Metrics assessing the significance of these patterns and ways of se-
lecting these patterns for abstractions were presented. Our initial results on a
few real-life logs show encouraging results. Concurrency in process models adds
complexity to the discovery of patterns. As future work, we focus on more real-
life applications and improving the robustness of the approach in the context of
concurrency.
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Summary. The growing complexity of processes in many organizations
stimulates the adoption of business process management (BPM) tech-
niques. Process models typically lie at the basis of these techniques and
generally, the assumption is made that the operational business processes
as they are taking place in practice conform to these models. However,
recent experience has shown that this often isn’t the case. Therefore, the
problem of checking to what extent the operational process conforms to
the process model is increasingly important.

In this paper, we present a robust approach to get insights into the
conformance of an operational process to a given process model. We use
logs that carry information about which activities have being performed,
in which order and we compare these logs to an abstract model. We do
not only provide several different conformance metrics, but we show an
efficient implementation for the calculation of these metrics.

Our approach has been implemented in the ProM framework1, eval-
uated using simulated event logs and compared against an existing con-
formance technique based on Petri nets.

Keywords: Process mining, conformance, process analysis.

1 Introduction

The growing complexity of business processes has triggered a wide usage of pro-
cess models. The emergence of many systems that base their functions around
process models such as BPM (Business Process Management), BAM (Business
Activity Monitoring), and BPI (Business Process Intelligence) shows how im-
portant process models are to organizations. Models are not only used as in-
struments to describe existing processes. They have become an integral part of
process optimization, monitoring, and even auditing [14].

Unfortunately, process models do not always conform to reality. Even in au-
tomated processes, deviations can occur [10]. In some other cases, it is desirable
to have models that allow for flexibility [8]. Hence, before performing any sort
of process analysis based on process models, it is important to know in advance
to what extent the models conform to reality.

1 See http://www.processmining.org
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Conformance checking techniques evaluate the relation between process mod-
els and reality presented in form of event logs. Given a process model and an event
log, the following orthogonal dimensions of conformance can be measured [11]:

Fitness: is the observed behavior captured by the model?
Precision: does the model only allow for behavior that happens in reality?
Generalization: does the model allow for more behavior than encountered in

reality?
Structure: does the model have a minimal structure to describe its behavior?

Many existing conformance checking techniques require process models in the
form of Petri nets (e.g. [2, 7, 11]). Given a Petri net and an event log, various con-
formance metrics are calculated by replaying the log in the net. However, there
are at least two drawbacks of Petri net-based conformance checking techniques.
First, their metrics are often based on notions that only exist in Petri nets such
as tokens and “invisible” transitions and second, Petri-net-based conformance
checking techniques may produce “false negative” results. Thus, without in depth
knowledge about the language and the algorithm used, it is difficult to utilize
the metrics for further analysis.

In Figure 1, we show the result of applying conformance checking technique
in [11] to a Petri net and an event log. The event log was obtained by simulating
the net, hence it conforms fully to the model. The positive number in each
place indicates the number of remaining tokens after replay and negative number
indicates missing tokens. The existence of missing and remaining tokens leads to
a fitness value less than 100%, although it should be 100% [9]. In this case, the
false negative is caused by the invisible transitions that model an OR-split [9].

In [3], problems of Petri-net-based conformance checking are solved by using
fuzzy models that have very relaxed semantics. For these fuzzy models, confor-
mance calculations are again made by replaying the log in the model. However,
the problem with this conformance is that it is difficult to perform further anal-
ysis given a conformance value, because the semantics of fuzzy models are too
relaxed.

In this paper, we propose a new way of looking at conformance in the context
of event logs. In Section 2, we introduce a model with semantics, such that these
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Fig. 1. False negative fitness indication in Petri-net based conformance checker
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Process Models

Event Logs

Replay

- Conformance

- Diagnostics

e.g., dedicated formats such as IBM’s 

Common Event Infrastructure (CEI) and 

MXML or proprietary formats stored in flat 

files or database tables.

e.g. process models represented in BPMN, 

BPEL, EPCs, Petri nets, UML AD, etc. 

Fig. 2. Common approach to analyze conformance of process models to logs

semantics are more relaxed than Petri net semantics, but stricter than fuzzy-
model semantics. Then, in Section 3, we show how several conformance metrics
can be defined for these models. Section 4 shows, for one of these metrics, how
to compute one of the metrics for a given log and model and in Section 5, we
show some experiments. Section 6 concludes the paper.

2 Preliminaries

Conformance is measured by replaying event logs in process models (see Figure
2). With the existence of various process modeling languages, each with its own
semantics, replaying event logs is a unique problem for each process modeling
language. Hence, rather than developing a replay algorithm for each existing pro-
cess modeling language, we use a modeling language that provides an abstraction
of existing languages, while maintaining some notion of semantics.

Based on existing process modeling languages (e.g. BPMN2, EPC [13], YAWL
[5], Heuristic nest [16], Fuzzy models [3], and Petri nets), we propose an exten-
sion of flexible models [9] to be a process modeling language that captures the
essential aspects of existing languages in the control-flow dimension by focusing
on activities and their synchronization and/or enabling alternatives.

Before introducing our flexible model, we first introduce some basic graph
notation for directed graphs.

Definition 2.1. (Successor/Predecessor nodes in a directed graph) Let
G = (N, E) with E ⊆ N × N be a directed graph. For n ∈ N , we say successor
nodes of node n as n

G•= {n′ ∈ N | (n, n′) ∈ E} and predecessor nodes of node n

as G•n = {n′ ∈ N | (n′, n) ∈ E}. We omit the superscript G if the context is clear.

Definition 2.2. (Path in a directed graph) Let G = (N, E) be a directed
graph. For n, n′ ∈ N , there exists a path from n to n′ if and only if there is
a sequence of edges 〈(n1, n2), (n2, n3), ..., (nx−1, nx)〉 with x > 1 where n1 =
n ∧ nx = n′ ∧ ∀1≤i<x (ni, ni+1) ∈ E holds. By n � n′ we denote that a path
from n to n′ exists.

Definition 2.3. (Acyclic graph) Let G = (N, E) be a directed graph. We say
that G is an acyclic graph if ∀n∈N � n� n holds

2 Business Process Model and Notation http://www.bpmn.org/
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Fig. 3. Petri nets with invisible transitions labeled tau (left) and their possible flexible
model counterparts (right)

2.1 Flexible Models

A flexible model is a (potentially cyclic) directed graph consisting of tasks and
edges. A task represents an activity in a process. For each task, possible sets
of predecessors tasks (indicated by i or ι), and sets of successors tasks (o) are
enumerated. An activity in the business process may be represented by more
than one task (i.e. duplicate tasks are permitted). Using input and output sets
of tasks, flexible models can express either strict or relaxed semantics.

The idea of our work is to model processes as flexible models and measure the
conformance of an event log and the flexible model. In Figure 3, we illustrate how
a flexible model can express patterns that are often needed to model processes in
reality, using Petri net as its counterpart. Note that the often-needed OR-split
construct can be modeled using flexible model in a straightforward way.

The formal definition of Flexible Model is given as follows:

Definition 2.4. (Flexible Model)
Let A be a set of activities. A flexible model MA over A is a tuple (T, F, ι, o, β),
where:

– T is a finite set of tasks,
– F ⊆ (T × T ) is a set of directed edges connecting tasks,
– ι : T → P(P(T )) is a function, such that for t ∈ T and s ∈ ι(t), s is a

synchronization alternative for t. We require that ι(t) �= ∅ and
⋃

s∈ι(t) = •t.
– o : T → P(P(T )) is a function, such that for t ∈ T and s ∈ o(t), s is an

enabling alternative of t. We require that o(t) �= ∅ and
⋃

s∈o(t) = t•.
– β : T → A is a surjective function mapping tasks to activities, i.e. each

activity appears as at least one task in the model.
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It is important to realize that flexible models can be obtained using several
approaches, e.g. by discovering them directly from event log, by converting ex-
isting process models, or by modeling them manually. In this paper, we assume
that such model already exists for a given event log.

Flexible models are intended to be models with a formal semantics. However,
we do not provide execution semantics. Instead, we later provide semantics only
in the context of a case, i.e. for a given sequence of task executions, we can
say whether or not this sequence is a (partial) execution of a flexible model.
Therefore, we formally introduce the notion of a partial and full instance of a
flexible model.

Definition 2.5. (Partial instance of flexible model) Let A be a set of
activities and MA = (T, F, ι, o, β) be a flexible model over A. Let I = (N, R, λ)
be a tuple where N is a set of unique task instances, R ⊆ N ×N is a set of edges
such that (N, R) is an acyclic graph, and λ : N → T is a function mapping the
elements of N to their corresponding tasks. We say I is a partial instance of MA

if and only if the following holds:

– ∀(n,n′)∈R (λ(n), λ(n′)) ∈ F ,
– ∀n∈N∀n1,n2∈n• n1 �= n2 =⇒ λ(n1) �= λ(n2)
– ∀n∈N∀n1,n2∈•n n1 �= n2 =⇒ λ(n1) �= λ(n2)
– ∀n∈N ∃s∈o(λ(n))λ(n•) ⊆ s, and
– ∀n∈N ∃s∈ι(λ(n))λ(•n) ⊆ s

A partial instance of a flexible model is a partial order of task instances,
such that the edges respect the existence of edges in the original flexible model.
Furthermore, the input and output sets as defined in the flexible model are
partly respected. Once all input and output sets are fully respected, we say that
an instance is complete.

Definition 2.6. (Complete instance of flexible model) Let A be a set of
activities and MA = (T, F, ι, o, β) be a flexible model over A. Let I = (N, R, λ)
be a partial instance of MA. We say I is a complete instance of MA if and only
if the following holds:

– ∀n∈N ∃s∈o(λ(n))λ(n•) = s, and
– ∀n∈N ∃s∈ι(λ(n))λ(•n) = s

2.2 Event Logs

As described in Figure 2, we also need event logs in order to check for confor-
mance. An event log records which activities have been performed in a business
process. Hence, we formalize log-related terms as follows:

Definition 2.7. (Event logs)
Let A be a set of activities. An event log over A is defined as LA = (E, C, α, γ, ),
where:

– E is a finite set of events,
– C is a finite set of cases,
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– α : E → A is a function relating each event to an activity,
– γ : E → C is a surjective function relating each event to a case.
– ⊆ E × E imposes a total ordering on the events in E. The ordering is

typically based on timestamps of events.

Definition 2.8. (Case events)
Let A be a set of activities and LA = (E, C, α, γ, ) be an event log over A.
Let c ∈ C be a case identifier. With Ec, we denote the events of case c, i.e.
Ec = {e ∈ E | γ(e) = c}. As  imposes a total ordering on E, it also imposes a
total ordering on Ec.

In the following section, we show how several conformance metrics can be defined
for the combination of an event log and a flexible model.

3 Conformance in Flexible Model

A flexible model as defined in Definition 2.4 is not executable. Given a task in
a flexible model, we cannot provide insights into which tasks can be executed
next such that in the end, a complete instance of this flexible model will be
constructed. However, this is not the goal of flexible models. Instead, we aim at
deciding if and to what extent a given event log can be replayed in a flexible
model, i.e. for a given execution, we need to say whether or not this execution
conforms to the flexible model.

In this paper, we focus on conformance between a model and a log that refer
to the same set of activities. Through standard filtering techniques, a log can
always be pre-processed to meet this requirement for a flexible model.

For a log and a flexible model, we need to define a match between a partial
instance and a case, i.e. for a given case, we need to define a class of partial
instances that this case can correspond to. At this point, we do not provide
insights into constructing instances. However, in Section 4, we show how to
obtain an element of the class of partial instances that matches a case and
minimizes a specific conformance metric.

Definition 3.1. (Matching case and flexible model instance)
Let A be a set of activities, let LA = (E, C, α, γ, ) be an event log over A and
let MA = (T, F, ι, o, β) be a flexible model over A. Let c ∈ C be a case and let
I = (N, R, λ) be a partial instance of MA.

We say that c and I match if and only if:

– Ec = N , i.e. each event is a node in the partial instance,
– ∀e,e′∈EC (e  e′) ⇒ (e �� e′), i.e. the ordering of events in the log is

respected in the instance, and
– ∀e∈Ecλ(e) ∈ {t ∈ T | β(t) = α(e)}, i.e. each event is mapped to a task that

corresponds to the activity represented by this event.

We use Ic to denote an arbitrary instance I matching c and we use �c to denote
the (possibly infinite) set of all instances matching c.
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In order to reason about matching instances for a case, we show that at least
one matching instance always exists, i.e. �c �= ∅.

Lemma 3.2. (Matching partial instance exists for any case)
Let A be a set of activities, let LA = (E, C, α, γ, ) be an event log over A and
let MA = (T, F, ι, o, β) be a flexible model over A. Let c ∈ C be a case and let
I = (Ec, ∅, λ) be a partial instance of MA. We show that I matches c (i.e. I ∈ �c

for any λ that satisfies ∀e∈Ecλ(e) ∈ {t ∈ T | β(t) = α(e)}.

Proof. It is trivial to see that I follows definition 2.6. Furthermore, since there
are no edges, we know that for all e, e′ ∈ Ec holds that e �� e′. Since N = Ec

and ∀e∈Ecλ(e) ∈ {t ∈ T | β(t) = α(e)}, we know that I is a matching partial
flexible model instance, hence I ∈ �c. �
As stated before, in a partial instance of a flexible model, there can be instances
of tasks for which the input conditions are not completely satisfied. If such an
instance matches a case, then there are events in the log that correspond to these
task instances. We call these events unsatisfied.

Definition 3.3. (Unsatisfied events) Let A be a set of activities, let LA =
(E, C, α, γ, ) be an event log over A and let MA = (T, F, ι, o, β) be a flexible
model over A. Let c ∈ C be a case and let Ic = (Ec, R, λ) be a partial instance
of MA matching c.

We say that e ∈ Ec is an unsatisfied event if and only if λ(Ic• e) �∈ ι(λ(e)). We
denote the set of unsatisfied events by Eus

Ic
.

Similar to unsatisfied events, we define unhandled events.

Definition 3.4. (Unhandled events) Let A be a set of activities, let LA =
(E, C, α, γ, ) be an event log over A and let MA = (T, F, ι, o, β) be a flexible
model over A. Let c ∈ C be a case and let Ic = (Ec, R, λ) be a partial instance
of MA matching c.

We say that e ∈ Ec is an unhandled event if and only if λ(eIc• ) �∈ o(λ(e)). We
denote the set of unhandled events by Euh

Ic
.

Using the notion of unhandled and unsatisfied events, we define several confor-
mance metrics.

3.1 Conformance Metrics

Given a flexible model and a log, we can always obtain a matching instance for
each case in the model. In this section, we define several metrics to express the
conformance between a case and a matching instance. In Section 4, we use these
metrics to construct a matching instance that maximizes conformance for each
case.

Definition 3.5. (Single case fitness metrics) Let A be a set of activities,
let LA = (E, C, α, γ, ) be an event log over A and let MA = (T, F, ι, o, β) be
a flexible model over A. Let c ∈ C be a case. We define two fitness metrics for
matching instances as follow:
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Case absolute fitness , fabs
c : �c → {0, 1}, is a function that returns 1 only if

there are no unsatisfied events in the case.

fabs
c (Ic) =

{
0 if |Eus

Ic
| > 0 holds, else

1 if previous condition doesn’t hold
Task ratio fitness , f rat

c (Ic) : �c → [0, 1], is a function that indicate the ratio
between unsatisfied events and total number of events in a case.
f rat

c (Ic) = 1 − |Eus
Ic

|
|Ec|

The absolute fitness metric states that a case is only fitting a flexible model
instance if this instance does not have unsatisfied events. On the other hand, task
ratio fitness provides the percentage of events that are unsatisfied. We extend
these two fitness metrics to the level of flexible models as follows.

Definition 3.6. (Fitness metrics) Let A be a set of activities, let LA =
(E, C, α, γ, ) be an event log over A and let MA = (T, F, ι, o, β) be a flexible
model over A.

Our fitness metrics are defined as follow:

Absolute fitness fabs ∈ [0, 1] indicates the average maximal absolute fitness.

fabs =
∑

c∈C maxIc∈�c fabs
c (Ic)

|C| ,

Task ratio fitness f rat ∈ [0, 1] indicates the average maximal task ratio fit-
ness.
f rat =

∑
c∈C maxIc∈�c frat

c (Ic)
|C| ,

Event fitness fevt ∈ [0, 1] indicates the maximal ratio of events in the log that
can be satisfied by some instance.
f evt =

∑
c∈C maxIc∈�c frat

c (Ic)·|Ec|
|E|

So far, we defined several fitness metrics that can be computed only when for
each case in the log, we can obtain a matching (partial) instance of the flexible
model that maximizes any of our two case-based fitness functions. Therefore, in
the following section, we present an algorithm that constructs a partial model
instance that maximizes the fitness metrics we defined.

4 Constructing Matching Partial Model Instance

Given a flexible model and an event log over a set of activities, our fitness values
depend on a matching (partial) model instance for each case in the log. From
Definition 3.6, it is clear that for each case, we need to construct a partial model
instance that maximizes the value of the case based fitness metrics defined in
Definition 3.5. In this section, we introduce an algorithm that achieves this.

As an illustration, consider the flexible model and events of a case as shown in
Figure 4. More than one matching partial model instance can be generated from
the model, each of which has a different fitness value for the task ratio fitness
f rat. Since the model can capture the behavior of the case as shown by instance
1, the fitness value should be 1. Hence, an instance with task ratio fitness 1
should be selected as the basis for fitness calculation.
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Let A = {X,Y,Z} be a set of activities and let 
LA = (E,C,α,γ,>) be an event log over A where E 
= {x,y,z},C = {c}. Each event is mapped to case 
c by γ and mapped to its uppercase activity by 
α. Let MA be a flexible model over A.

x y z

Flexible Model  MA

x y z

instance Ic(3) : frat(Ic(3)) =  1/3

x y z
instance Ic

(1) : frat(Ic
(1)) =  1   

x y z

instance Ic(2) : frat (Ic(2))= 2/3

i(z)={{y}}
o(z)={∅}

i(y)={{x}}
o(y)={{z}}

i(x)={∅}
o(x) = {{y}}

Fig. 4. Matching partial instances given a case and a flexible model

From Definition 3.5, it can easily be concluded that maximum fitness will be
achieved if the number of unsatisfied events of a case in an instance is minimal.
According to Definition 2.5, all predecessor/successor relations between task in-
stances should honor the same relation between tasks in the original model.
However, from Definition 3.3, we can see that only the predecessor relation mat-
ters for the fitness metrics we defined. Therefore, the selection of predecessors
of task instances is important to minimize the number of unsatisfied events.

Given a case in an event log and a flexible model, we have shown that the set of
matching partial instances for that case is non-empty (Lemma 4). Furthermore
it is easy to see that the number of matching partial instances is finite (in fact,
it is at most exponential in the number of events in the case). Although in
theory this implies that we could iterate all instances to find one maximizing
fitness, this would be infeasible for real-life event logs. Therefore, we introduce
a search algorithm, based on the A* algorithm [4], that guarantees us to find an
instance that minimizes the number of unsatisfied events and hence maximizes
the case-based fitness metric.

The A* algorithm was developed to find the shortest path from a source node
to a target node in a weighted directed graph. Given a directed graph G = (N, E)
where N is a set of nodes and E : N × N is a set of directed arcs, A* heuristic
relies on cost function f(n) = g(n) + h(n), where n ∈ N is a node in the graph.
Function g(n) returns the total cost so far to reach n from a source node nsrc,
and heuristic function h(n) returns estimation cost from node n to target node
ntrg. Function h should not return a value that overestimates the cost to reach
the goal, and cost function f should exhibit incremental monotonicity [12]. If
functions with such properties are used, the algorithm has been proven to be
complete and optimal (i.e. return path from nsrc to ntrg with the minimum
value of f(n))[1, 12].

The A* algorithm can be used in the construction of matching partial in-
stances which maximize a case’s fitness value. The sketch of the approach is given
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as follows. We start our search from the matching partial instance that always
exists, i.e. a matching partial instance that contains no edges, but only the events
as nodes. Then, we consider all events one by one, in the order provided by the
log. For each event, we try to satisfy one of the synchronization alternatives de-
fined in the flexible model (i.e. we need to consider all tasks in the flexible model
that refer to the same activity as the event). In order to satisfy a synchronization
alternative, we add edges from earlier events to the event under investigation,
while maintaining the restrictions on the enabling alternatives provided by the
flexible model. If no synchronization alternative can be satisfied, we do not add
any edges.

Obviously the algorithm sketched above could be used to generate all match-
ing partial instances. However, we use the A* algorithm to limit our search in
the following way. First, we define the target function f as the number of events
in the case plus the number of unsatisfied events so far. As the number of events
in the case is fixed, minimizing this will also minimize the number of unsatis-
fied events. Furthermore, function g represents the number of events considered
so-far (the depth of the search tree) plus the number of unsatisfied events so far
and h provides the number of events still to consider.

During our search, no edges are ever added to an earlier event. Therefore,
once an event was unsatisfied, it will never be satisfied later. Hence, function f
is strictly increasing as the search progresses and the A* algorithm is guaranteed
to find a matching partial instance with minimal number of unsatisfied events.

5 Experiments

We implemented our calculation approach with A* heuristic in the ProM frame-
work. In addition to conformance values such as the fitness metrics presented
in this paper, other useful information obtained from replaying the log in the
model is projected onto the original flexible model [15].

Using our implementation, we compared the results of our approach to an
existing Petri net based approach proposed in [11] that is also the basis for [7].
The goal of this experiment is to show that our approach returns the right fitness
values, where Petri net based approach does not.

To perform our experiment, five event logs were generated from various Petri
nets, each with OR-split or OR-join constructs, duplicate transitions, or loop
constructs. For modeling the nets and generating logs, we used CPN Tools [6].
The conformance of each log is measured against both the original Petri net and
a flexible model that is the counterpart of that Petri net. Each log has a size
reasonable for simulating real-life data (≥ 5000 cases).

The experiments results are shown in Table 1. As shown in the table (columns
4,5 and 6), our conformance metrics return 1 for all logs. This is expected, as the
models were used to generate the log. When the same logs are checked against
the Petri nets the fitness is less than 1, due to the inability of existing algorithms
to handle the chosen constructs (e.g. it detects false negatives).
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Table 1. Experiment results

Log ID # Case # Evts fabs frat fevt Petri net based.
OrSJn1 5000 18556 1 1 1 0.77
OrSJn2 10000 37153 1 1 1 0.77
OrS1 5000 26323 1 1 1 0.89
OrS2 10000 52762 1 1 1 0.89
Loop 10000 115384 1 1 1 0.89

6 Conclusion and Future Work

In this paper, we provide a robust method for calculating conformance between
a log and a process model. First, we introduced flexible models that provide an
abstraction of many languages and allow for the modeling of complex control
flow constructs, such as OR-split/joins and multiple tasks that represent the
same activity. We provided semantics for these models, but without specifying
how to execute them. Instead, we showed that in the context of a case that
has been recorded in the log, we can construct instances of the model that
maximize certain conformance metrics. Finally, using experiments on simulated
data (comparable in size to real-life data sets), we have shown that our approach
calculates fitness correctly in the presence of complex constructs, where existing
approaches do not.

The work presented in this paper provides a solid basis for robust conformance
checking. Since our flexible models do not have executable semantics, we do not
rely on state-space exploration (which is required in Petri-net based conformance
checking).

In the future, we plan to extend this work by defining metrics that do not
only capture the unsatisfied events, but also the unhandled events. Furthermore,
we aim at developing metrics related to other aspects of conformance, such as
appropriateness. Next to that, there is also a need to identify the “skipping” of
activities, i.e. by identifying which tasks were executed but not logged.

Finally, to make our work applicable in real-life settings, we aim to investi-
gate possible approaches to obtain flexible models, both using mining and by
conversion from other models.
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Summary. In today’s changing business environment, flexible Process-
aware Information Systems (PAISs) are required to allow companies to
rapidly adjust their business processes to changes in the environment.
However, increasing flexibility poses additional challenges to the users of
flexible PAISs and thus requires intelligent user assistance. To address
this challenge we have previously proposed a recommendation service
for supporting users during process execution by providing recommen-
dations on possible next steps. Recommendations are generated based on
similar past process executions considering the performance goal of the
supported process. This paper follows up on this work and suggests addi-
tional strategies for generating recommendations. In addition, as major
contribution of this paper, we investigate how effectively the recommen-
dation strategies work for different processes and logs of different quality.

1 Introduction

In today’s fast changing business environment, flexible Process-aware Informa-
tion Systems (PAISs) are required to allow companies to rapidly adjust their
business processes to changes in the environment [1]. Several proposals on how
to deal with this challenge have been made (e.g., [2,3,4,5]) relaxing the strict
separation of build-time and run-time. By closely interweaving modeling and
execution the above mentioned approaches all provide more maneuvering room
for the end-users [4]. In particular, users are empowered to defer decisions re-
garding the exact control-flow to run-time, when more information is available.

With this increase of flexibility, however, additional challenges are imposed to
the users of flexible PAISs. A recently performed experiment at the University
of Innsbruck shows that with increased flexibility users with little experience
have greater difficulties during process execution, which in the worst case may
result in process instances that cannot be properly completed [6]. This trade-off
between flexibility and support is also described in [7].

To address the above mentioned challenges and to assist users during process
execution, we previously presented an approach for intelligent user assistance
in flexible PAISs [8]. In particular, we proposed a recommendation service (in-
cluding an implementation in ProM) which exploits the information available in
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� Springer-Verlag Berlin Heidelberg 2011
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event logs to guide users during process execution. The recommendation service
provides information to users of a flexible PAIS on how to best proceed with a
particular process instance depending on the execution state of that instance to
best achieve a certain performance goal (e.g., minimizing cycle time, or maxi-
mizing profit). The paper also proposed several simple strategies for calculating
recommendations. In this paper, we extend the recommendation strategies in-
troduced in [8] with additional ones. In addition, as major contribution of this
paper, an experimental evaluation of the recommendation strategies is conducted
and the impact of log quality on recommendation quality is investigated.

The results of our experiment show that even though there is no single rec-
ommendation strategy which is always outperforming all the others, log-based
recommendations are effective and mostly outperform randomly created process
instances. Our data further points to the importance of log quality for obtaining
recommendations of high quality.

The remainder of this paper is structured as follows. In Section 2 an overview
of the recommendation service is provided. Then, Section 3 introduces different
miners for finding similar traces and Section 4 elaborates on different recommen-
dation strategies for generating recommendations. In Section 5, we describe the
experiment for evaluating the described recommendation strategies. Finally, we
discuss related work in Section 6 and provide conclusions in Section 7.

2 Overview of the Recommendation Service

This section gives an overview of the recommendation service and explains how
users are supported during process execution (cf. Fig. 1). For a formalization
of the recommendation service see [8]. At any point during process execution
the user of a flexible PAIS can ask the recommendation service for support on
how to proceed with the execution of a particular process instance (1). The rec-
ommendation client then sends the user request containing information about
the activities which have already been executed by the users for that particular
process instance (i.e., partial trace) and all enabled activities (i.e., all activities
the user is able to execute in the next step for this particular process instance)
to the recommendation engine (2). The recommendation request is then passed
to the pre-configured recommendation strategy (3), which determines the algo-
rithm to be used for calculating recommendations. The strategy then consults
one of the miners (4) to search the log for traces similar to the partial trace
(5). The miner compares the partial trace with the traces in the event log (i.e.,
the log traces) and determines how well they fit the partial trace. In addition,
for each log trace a weight (i.e., a number between zero and one) is calculated
reflecting the degree of fit with the partial trace. In addition, the miner provides
a result bag (with the mining results) which is then passed on, together with the
weights, to the strategy for further evaluation. (6). Based on the obtained results
the strategy evaluates each of the enabled activities (i.e., possible activities to be
executed next) in respect to the performance goal (e.g., minimizing cycle time,
maximizing customer satisfaction) and ranks them accordingly. The resulting
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Fig. 1. Overview of the Recommendation Service

list of recommendations is then sent to the server (7) and passed on to the the
client (8), which returns the recommendations to the PAIS for displaying them
to the user (9). After the process instance is completed, the PAIS sends the in-
formation about the recently executed process instance to the recommendation
engine to update the log and to allow for learning (10).

3 Finding Similar Log Traces through Miners

This section introduces different miners for finding similar log traces. In [8],
we have already introduced the Prefix Miner, the Set Miner and the MultiSet
Miner. This paper adds the Partial Trace Miner, and the Chunk Miner. Each
of the miners iterates over the log to calculate the result bag for a given partial
trace (cf. Algorithm 1). Depending on the chosen miner the calculation of the
result bag slightly differs (cf. Fig. 2) and is detailed in the following.

1: Bag resultBag = new Bag ()

2: for each logTrace in log do resultBag.add(calculateResultFor (logTrace, partialTrace))

3: return resultBag

Algorithm 1 calculateResultBagFor(logTrace, partialTrace)

• Prefix Miner: The Prefix Miner considers the exact ordering of activities
when comparing the partial trace with a log trace (cf. Fig. 2A). If the partial
trace is a prefix of the log trace (Line 2), the log trace obtains a weight of one
(Line 3) and the result trace is obtained by removing the partial trace from the
log trace (Line 4), otherwise an empty result is returned to the miner (Line 1 +
7). Finally, a resultMap including a result trace and its weight is returned to the
miner (Line 5 + 7). Example: Fig. 2A shows an example of the Prefix Miner.
Given the partial trace <A,B,C>, Log Trace 1 obtains a weight of 1 (since the
partial trace is a prefix of the log trace) and result trace <U,V>. Log Trace 2, in
turn, results in an empty result map since it does not match the partial trace.
• Set Miner: In contrast to the Prefix Miner, the Set Miner does not consider
the ordering of activities in the log when calculating fitness, but only the presence
/ absence of activities (cf. Fig. 2B). Thereby, the weight is calculated by dividing
the number of distinct matching activities by the number of distinct activities in
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1: Map resultMap = new Map ()

2: Set resultSet = getDistinctActivities(logTrace)

3: numberDistinctMatchingActivities = 

getDistinctMatchingActivities(logTrace, partialTrace)

4: int weight = numberDistinctMatchingActivities / 

countDistinctActivities(partialTrace)

5: resultMap.put(resultSet, weight)

6: return resultMap

Algorithm 3 calculateResultFor(logTrace, partialTrace)

1: Map resultMap = new Map ()

2: if logTrace.startsWith(partialTrace) then

3:      weight = 1

4:      Trace resultTrace = logTrace.remove(partialTrace)

5:      resultMap.put(resultTrace, weight)

6: end if

7 return resultMap

Algorithm 2 calculateResultFor(logTrace, partialTrace)
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1: Map resultMap = new Map ()

2: Set resultSet = calculateComplement(logTrace, partialTrace)

3: numberMatchingActivities = 

getMatchingActivities(logTrace, partialTrace)

4: int weight = numberMatchingActivities /   

countActivities(partialTrace)

5: resultMap.put(resultSet, weight)

6: return resultMap

Algorithm 4 calculateResultFor(logTrace, partialTrace)
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1: Map resultMap = new Map ()

2: searchChunks = chopInChunksOfSize(partialTrace, chunkSize)

3: for each chunk in searchChunks do

4: for each occurenceOf(chunk) do

5:               resultMap.put(activitiesSuccChunk(logTrace, 1))

6: return resultMap

Algorithm 6 calculateResultFor(logTrace, partialTrace)

1: Map resultMap = new Map ()

2: searchTrace = getLastNEntries(partialTrace, horizon)

3: if logTrace.contains(searchTrace ) then

4: for each occurenceOf(searchTrace) do

5:          resultMap.put(activitiesSuccSearchTrace(logTrace, 1))

6: end if

7: return resultMap

Algorithm 5 calculateResultFor(logTrace, partialTrace)
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Fig. 2. Miners for Finding Similar Log Traces

the partial trace (Line 3-4). In addition, all distinct activities of the log trace are
added to the result set (Line 2). Example: Fig. 2B illustrates the Set Miner for a
partial trace <A,B,C>. Log Trace 1 obtains a weight of 1, because all activities in
the partial trace can also be found in the log trace. Log Trace 2 obtains a weight
of 2/3 and Log Trace 3 a weight of 1/3. The result set for Trace 1, for example,
is {A,B,C,U,V}. The result set for Trace 3, in turn, is {A,U}.
• MultiSet Miner: Like the Set Miner, the MultiSet Miner does not consider
the ordering of activities in the log. However, it takes the number of occurrences
of an activity in a log trace into account. Thus, the weight is calculated by
dividing the number of matching activities by the number of activities in the
partial trace (Line 3-4). In addition, all activities from the log trace minus the
activities from the partial trace are added to the result set (Line 2). Example: Fig.
2C shows an example of the MultiSet Miner. Given a partial trace <A,B,C,A>,
Log Trace 1 and 2 obtain a weight of 1 (i.e., all activities from the partial trace
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occur exactly as often in the log traces). The result set of Log Trace 1 only
contains activity X; all other activities are already part of the partial trace. For
Log Trace 2 the result set contains activities A and Y; A occurs more frequently in
the log trace than in the partial trace and Y has not been executed yet. The result
set for Log Trace 3 contains activity Z, but only with a weight of 3/4 because A

has been executed in the partial trace once more than in the log trace.
• Partial Trace Miner: Like the Prefix Miner, the Partial Trace Miner takes
the ordering of activities into consideration (cf. Fig. 2D). However, instead of
comparing the entire partial trace with the log traces, it only considers the
last n activities of the partial trace (denoted as horizon) (Line 2). All activities
succeeding the found search trace(s) are considered as result traces (Line 3-6).
Example: Given a partial trace <A,B,Z,Y> and a horizon of two, both Log Trace
1 and Log Trace 2 obtain a weight of one (i.e., the last two activities of the
partial trace are contained in both log traces). For Log Trace 1 two result traces
are obtained, <X,Z,Y,A> for the first match and <A> for the second match. The
result trace for Log Trace 2 is <B>.
• Chunk Miner: Like the Partial Trace Miner, the Chunk Miner does not
compare the entire partial trace with the log traces (cf. Fig. 2E). Instead the
partial trace is divided into chunks of size n (i.e., sliding window of size n), each
of which is then compared with the log trace (Line 2). All activities succeeding
any of the found chunks are considered as result traces (Line 3-5). Example: Fig.
2E shows an example of the Chunk Miner. Given a partial trace <A,B,Z,Y> and
a chunk size of two, the trace is divided into chunks <A,B>,<B,Z>,<Z,Y>, which
are then compared with the log traces. Both Log Trace 1 and Log Trace 2 obtain a
weight of 1 (i.e., at least one chunk is contained in both log traces). Result traces
for Log Trace 1 are <X,B,Z,Y> and <Y>, while Log Trace 2 results in trace <B>.

4 Strategies for Generating Recommendations

The miners introduced in the previous section are responsible for weighting log
traces according to their fit with the partial trace and provide a result bag con-
taining the mining results (cf. Algorithm 1) which is then taken by the strategies
as input for generating recommendations. In particular, based on this informa-
tion the strategies evaluate all enabled activities (i.e., possible next activities)
in respect to the performance goal (e.g., minimize cycle time, minimizing error
rates or maximizing customer satisfaction). For this, the strategies calculate for
each activity a so-called do value representing the expected target value (e.g.,
cycle time) a user obtains when executing that particular activity. In addition,
a don’t value representing the expected target value after executing any other
activity is calculated. For predicting the expected target value for executing or
not executing a particular activity the strategies use historic data from the event
log. In particular, a target function is applied to all log traces calculating their
target values (e.g., cycle time for executing the trace). This information is then
combined with the weighting information provided by the miners to calculate
the do and don’t values. The difference of do and don’t values is then used by
the strategies to provide a sorting of the enabled activities. If the performance
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goal is to minimize (maximize) a certain target value (e.g., cycle time, error rate)
recommendations are sorted by increasing (decreasing) order.

In [8], we have introduced the Randomized Strategy, the Prefix Strategy,
the Set Strategy and the MultiSet Strategy. This paper adds the Partial Trace
Strategy and the Chunk Strategy. The following describes them briefly.
• Randomized Strategy: The Randomized Strategy randomly picks one of
the possible next tasks and recommends this task for execution. This strategy
can be used to create random traces and is used as baseline for the experiments.
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Fig. 3. Examples of Strategies

• Prefix Strategy, Partial Trace Strategy, Chunk Strategy: All these
strategies use the same method for calculating the do and don’t values and
only differ in terms of the used miner. They all consider the first task of each
result trace (from the result bag) for calculating the do and don’t values. Traces
which do not contain an enabled activity at position one of the result trace
are discarded. For each enabled activity the do value is then calculated as the
weighted average of target values of all traces where the respective activity can
be found at position one. The don’t value, in turn, is the weighted average of
target values of all traces having another enabled activity at position one in the
result trace. Example: Fig. 3A shows 5 traces as returned by the Prefix/Partial
Trace/Chunk Miner, as well as the enabled activities (i.e., activities A,B,C).
For the calculation of do and don’t values Trace 5 is discarded, since it does not
contain an enabled activity at position one. Activity A in Fig. 3A, for example,
obtains a do value of 30 (i.e., weighted average Traces 1-2) and a don’t value of
30 (i.e., weighted average Traces 3-4).
• Set Strategy, MultiSet Strategy: Unlike the Prefix Strategy, the Set Strat-
egy and MultiSet Strategy consider all activities of each result set in the result
bag for calculating the do and don’t values. Results sets which do not contain
any of the enabled activities are discarded. For each possible next activity the do
value is calculated as the weighted average of target values of all result sets con-
taining that particular activity. The don’t value, in turn, is the weighted average
of target values of all result sets which do not contain that particular activity
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(but any other enabled activity). Example: Fig. 3B shows five traces as returned
from the Set/MultiSet Miner including their weights. The possible next tasks are
activities A,B,C. Activity A, for example, obtains a do value of 30 (i.e., weighted
average Traces 1-3) and a don’t value of 40 (i.e., Trace 4).

5 Evaluation

To evaluate the effectiveness of the suggested recommendation strategies, an
experiment has been conducted. The design of the experiment is explained in
Section 5.1. Section 5.2 discusses the major results of our experiment.

5.1 Experimental Design

This section introduces the experiment goal, its objects, independent variables
and the considered response variable.
Experiment Goal: The main goal of our experiment is to investigate how
effectively the recommendation strategies described in Section 4 work depending
on the business process and on the log quality.
Object: The strategies were tested using six distinct processes.1

• Process A consists of five mandatory activities A,B,C,D,E, which can be exe-
cuted in any order. If Activity B is executed exactly before Activity C the cycle
time will be 35 (due to reduced set-up times), otherwise it is 50. This process
model has already been used in [8] and can thus serve as a reference.
• Process B is relatively well structured and consists of a parallel branching at
the beginning, which is followed by an exclusive branching where one activity
from the set {G,H,I} has to be executed. The cycle time will be 60 if G is
executed, 50 if H is executed and 35 if I is executed.
• Process C comprises ten activities from which exactly three have to be exe-
cuted, whereby each activity can only be chosen once. If activities A, B and C (in
any order) are executed in one process instance the cycle time will be 35. For all
other cases the cycle time will be 50.
• Process D offers, similar to Process C, a pool of ten activities from which
exactly three distinct activities have to be executed. Activities A, B and C have a
cycle time of 10, all other activities have a cycle time of 20. Depending on which
activities are executed, the cycle time will thus be 30, 40, 50 or 60.
• Process E provides a pool of 14 activities, which all can be executed at most
once. Half of them have a cycle time of 10, the other half has a cycle time of
20. Exactly six of these activities must be executed, resulting in a cycle time of
either 60, 70, 80, 90, 100, 110 or 120.
• Process F comprises activities A,B,C,D,E,F. First, a sequence <A,B,C> is
executed, followed either by a loop consisting of a sequence <D,C> (which can
be executed up to three times) or activity E. Finally, activity F is performed.
Whenever D is executed the cycle time is reduced by 20 (due to reduced set-up
times of activity E) resulting in cycle times of 40, 60, 80 and 100.
1 Due to limited space a graphical representation of the used processes is omitted, but

can be obtained from http://barbaraweber.org/images/processes.pdf
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Independent Variables: In our experiment we consider the recommendation
strategy and the log quality as independent variables. For variable recommenda-
tion strategy we consider all strategies described in Section 4. Variable log quality,
in turn, represents how well the instances in the log fulfill the performance goal
(i.e., minimizing cycle time). In detail, we define log quality as the number of
instances in the log (which is used as learning material for the recommendation
strategies) falling into a particular cycle time category. For example, Process B
has three different cycle time categories (i.e., 35, 50 and 60). Thus, a log with
log quality [0;15;15], for example, contains 15 instances of cycle time cate-
gory 2 (50) and 15 instances of category 3 (60). The considered factor levels
for variable log quality are calculated according to Algorithm 7 (cf. Fig. 4A),
considering the number of cycle time categories of each process and a log size of
30 process instances. Fig. 4B illustrates the obtained factor levels for Process B.

Process B: 3 cycle time categories

[0;0;30]
[0;1;29]

A.) B.)

[0;1;29]
…
[0;29;1]
[0;30;0]
[1;0;29][ ]
…
[29;0;1]
[30;0;0]

C i I Q li P R Q li

A.) B.)

C.) Categories Instances Quality Pts. Rec. Quality
Process B, Prefix Strategy, Log Quality Category [0;15;15]
Category 1: cycle time 35 1,00 0 0,00 0%
Category 2: cycle time 50 0,50 30 15,00 50%
Category 3: cycle time 60 0,00 0 0,00 0%

A.) B.)

C.)

g y y , ,
Overall Recommendation Quality 15 (30) 50%

Fig. 4. Calculating Factor Levels of Log Quality

Response Variable: The response variable in our experiment is the recommen-
dation quality of our recommendation strategies when applied to a given process
using a log of a given quality. Thereby, recommendation quality measures how
well the recommendations fulfill the performance goal. For each process and log
quality we count how many process instances were obtained for each cycle time
category when applying a particular recommendation strategy. As illustrated in
Fig. 4C, for example, the application of the Prefix Strategy for Process B and
a log quality of [0;15;15] (i.e., log with 15 instances of cycle time 50 and 15
instances of cycle time 60) resulted 0 times in cycle time 35 and 30 times in
cycle time 50 and 0 times in cycle time 60. Depending on the cycle time, dif-
ferent weights are assigned as follows: the best cycle time is weighted with 1
and the worst one with 0. The remaining cycle times obtain values in between.
By multiplying the number of process instances with the respective weights,
quality points are calculated for each strategy. Since for every combination of
process, log quality and strategy 30 process instances are created, a particular
strategy can obtain at most 30 quality points for a particular combination.The
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recommendation quality is then measured as the sum of quality points divided
by the maximum number of quality points, for example, 50% in Fig. 4C.

5.2 Experimental Results

This section summarizes major results and illustrates how effectively our recom-
mendation strategies work depending on the log quality (cf. Fig. 5).
• Process A: Regarding Process A, the Prefix Strategy obtained a recommenda-
tion quality of 100% (except for category [0;30]) and consistently outperformed
all other strategies. This shows that the abstractions used by the other strate-
gies are less appropriate for Process A indicating that they disregard information
relevant for that particular process.
• Process B: Process B causes little problems for any of the recommendation
strategies (i.e., all strategies led to a recommendation quality corresponding to
the best process instance in the log).
• Process C: For Process C, the Prefix Strategy, the Set Strategy and the Mul-
tiSet Strategy turned out to be well suited and delivered a recommendation
quality of 100% (except for category [0;30]).
• Process D: For Process D, the Prefix, Set and MultiSet Strategies showed a
good recommendation performance. Again, the Prefix Strategy obtained, for all
log categories, a recommendation quality corresponding to the best process in-
stance in the log. The Set Strategy and the MultiSet Strategy, in turn, could
even outperform the best process instance in the log for 30 and 32 categories
respectively. For additional 44 and 46 categories the recommendation quality
corresponds to the log quality. However, for 15 categories both strategies ob-
tained a recommendation quality below the best process instances in the log.
The biggest deterioration in quality can be observed for categories [0;30;0;0]
and [0;0;30;0] (cf. Fig. 5D2). In these two cases the log only contains process
instances with the same cycle time, leading to the same do and don’t values for
all activities and thus to a random selection.
• Process E: Regarding Process E, the Set Strategy and the MultiSet Strategy
are particularly well suited and delivered for 114 out of 181 categories a recom-
mendation quality better than the best process instance in the log. For additional
60 categories, these strategies obtained a recommendation quality corresponding
to the best process instance in the log. Again, like illustrated in Fig. 5E2, a dete-
rioration in quality can be observed whenever the log contains process instances
all belonging to the same cycle time category.
• Process F: Finally, regarding Process F the Chunk Strategy showed the best
performance2. For all categories except [0;0;0;0], [30;0;0;0] and [0;30;0;0],
the Chunk Strategy obtained a recommendation quality of 100% and outper-
formed for 59 out of 91 categories the best process instances in the log (cf. Fig.
5F1). The outliers for categories [30;0;0;0] and [0;30;0;0] can be explained
by looking at both the characteristics of Process F and the do and don’t value
calculation. After having executed activity C there is a choice between perform-
ing activity D or E. However, since the log contains for categories [30;0;0;0]

2 Note that we used a chunk size of two in the experiment.
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Fig. 5. Experimental Results

and [0;30;0;0] 30 process instances with the same traces, all comprising both
activity D and E, the same difference of do and don’t values is obtained for both
activities. Thus, one of these activities is chosen on a random basis.

For Process F both the Set Strategy and the MultiSet Strategy performed very
badly, leading to a recommendation quality of 0% for amost all categories. The
poor performance of these two strategies can again be explained by the way how
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do and don’t values are calculated. When it comes to selecting between activities
D or E, activity E is preferred (as it is mandatory and thus has an undefined don’t
value, while D only appears in some of the traces). For categories [0;30;0;0]
and [0;0;30;0] two peaks can be observed (cf. Fig. 5F2). For these two special
cases, the same difference of do and don’t values is obtained for both activities
D and E and a random selection is performed.
• Summary: Since no strategy is always outperforming all other strategies, these
findings have important implications for the selection of an appropriate recom-
mendation strategy. A consistently good performance is delivered by the Prefix
Strategy which provides a recommendation quality of 100% whenever at least
one trace in the log has the optimal target value. Consequently, it is the best
choice whenever logs of high quality are available. However, a downside of the
Prefix Strategy is that this strategy never provides recommendations which are
better than the best process instance in the log. In contrast, the Set Strategy
and the MultiSet Strategy have the potential to outperform the best process
instances in the log (e.g., Process D and E). As a drawback of these strategies,
however, it has to be considered that they are only suitable for selected processes
(e.g., not Process F) and have troubles when all process instances of the log be-
long to a single cycle time category (cf. outliers in Fig. 5D2 and Fig. 5E2). In
the majority of cases, both the Partial Trace Strategy and the Chunk Strategy
are outperformed by the Prefix Strategy. However, the Chunk Strategy might
bear some potential for processes comprising loops (e.g., Process F).

6 Related Work

The need for user support in flexible systems has been recognized by the research
community and several proposals have been made to tackle this issue. Related
work in the context of adaptive PAISs aims at facilitating structural process
adaptations through change reuse [9,10]. While the focus of this work is on user
support in exceptional situations, our recommendation service assists users dur-
ing process execution by providing recommendations on what enabled activity
to best execute next. In the context of late binding and late modeling basic sup-
port for the reuse of previously defined strategies is offered [11,12]. Similar to our
approach, [13] suggests the usage of recommendations to guide users during pro-
cess execution to meet performance goals of the process best (e.g., lowest cost,
shortest remaining cycle time). Unlike our approach, the recommendations are
not based on a log, but on a product data model and are thus tailored towards
product based workflows. Related to our work is also the approach described
in [14] which aims at predicting the completion time of a particular process in-
stance. In contrast to this work, our recommendation service aims at predicting
which steps should be executed to achieve certain performance goals best.

7 Conclusion

The increasing flexibility of existing PAISs goes along with an increasing need
for user assistance and support. To address this challenge we have previously
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proposed a recommendation service for assisting users during process execution
to best meet the processes’ performance goals [8]. This paper extends this work
by proposing additional recommendation strategies for calculating recommen-
dations on how to best proceed with a partially executed process instance. To
evaluate how effectively the strategies work and to investigate the impact of
log quality on recommendation quality we conducted an experiment. Our re-
sults indicate that there is no single recommendation strategy which always
outperforms all the others. Therefore, depending on the process characteristics
a suitable strategy has to be chosen. In addition, our experiments show that
traces created using the described recommendation strategies mostly outper-
form randomly created logs. Moreover, our data also points to the importance
of log quality for obtaining high quality recommendations. Future work aims at
further experiments based on both real-life scenarios and simulated experiments
to obtain more insights into the performance of our recommendation strategies.
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Abstract. Business processes involve data that can be modified or up-
dated by various activities. These data must satisfy the business rules
associated to the process. These data are normally stored in a rela-
tional database, and hence the database has to be analyzed to determine
whether the business rules can be satisfied.

This paper presents a framework including a run-time auditing layer
where the correctness of a database can be analyzed at different check-
points of a business process according to the data flow. It provides an
early detection of incorrect action on stored data. Furthermore, in or-
der to manage the current business rules, the use of the constraint pro-
gramming paradigm is proposed and the enlargement of the Constraint
Database Management Systems to support business rules.

Keywords: Reasoning related to business processes, business rules,
Constraint Programming.

1 Introduction

Organizations currently need to manage a great deal of data. This data must
be conveniently gathered, transformed and stored according to a business data
model. The evaluation of the correctness of data is very important since none of
the activities of a process can work correctly using incorrect data.

For the design of a whole business process management (BPM) [1], it is neces-
sary to design the database, the model of activities, and the causal and temporal
relationships between them. Business rules can help to complete this informa-
tion, since they can be used to validate business data [2]. In [3] there is a depth
analysis about the integration of rule and process modelling and the shortcom-
ings of the existing solutions. Our work is based on [4], although we propose to
separate the evaluation into an independent layer that checks the business rules
oriented to databases as a contract that describes the behaviour of the activi-
ties in different moments of the business process instance and only for involved
data.

This paper takes a new data-oriented view of business rules engines, when
there is greatest number of requirements, vast amount of data and rules. It

M. zur Muehlen and J. Su (Eds.): BPM 2010 Workshops, LNBIP 66, pp. 146–157, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Run-Time Auditing for Business Processes Data Using Constraints 147

makes necessary to search new solutions and to define higher expressiveness for
business rules. Due to the complexity of business rules and data relations, it has
become necessary to create a new way to represent, store and validate business
rules in function of data stored in a relational database. This paper is based on
to validate Business Data Objects, that are defined by the set of data stored
in a relational database that are updated in a business process instance. This
Business Data Object is changed for the different tasks of the process, passing
through different Business Object States. Based on these ideas, the contributions
of this paper are:

– To define a business rules language based on Constraints. When
we mention the world Constraint in this paper, we are talking about the
constraint programming paradigm, a way to represent the correct values of
a set of variables related by equations and inequations. To the best of our
knowledge, no constraint satisfaction problems have been used to represent
and validate business rules. Current business rules engines use the if ... then
format to represent business rules. However by using constraints the infor-
mation is represented at a more abstract level, since languages based on
constraints include and improve all the capacity of representation of current
rules engines, such us Drools, Fair Isaac Blaze Advisor, ILOG JRules and
Jess.

– To redefine a repository to store business rules. If business rules
are stored and well structured in a database, it will be easier to support
continuous evolution of the rules in accordance with business demands, and
to select which rules can be validated at any moment. To this end, we propose
the use of Constraint Databases.

– To propose a run-time auditing framework to check the conformity
of the persistent data managed and data flow in a business process.
Not all the business rules are activated in the whole business process [5]. We
propose a framework where it is possible to validate a set of data from a
database depending on the data flow.

The combination of Constraint Databases and an audit layer permits the de-
termination of unsatisfiable rules as soon as possible. Auditing the stored infor-
mation and data flow is very important since data are normally introduced by
hand. Hence, this type of population of databases produces numerous errors and
inconsistent information that fluctuate. When a software activity works incor-
rectly, for the same input it will produce the same output, but this axiom is not
true for human tasks.

This paper is organized as follows: Section 2 gives a motivating example where
constraints can be used to validate relational databases. Section 3 presents the
most interesting aspects related to Business Rules and the new orientation to
constraints. Section 4 explains how business rules can be stored in an efficient
way. Section 5 sets out the proposed framework. Section 6 presents an extension
of the constraint language for aggregate operators, and shows an example of it.
Finally, conclusions and future work are presented.
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2 Motivating Example of Business Process and Business
Rules

The use of business rules represented as constraints has been applied to a real
business process where the goal is to negotiate the collaboration projects between
private companies and research groups. The persistent layer of the business pro-
cess is formed of a database with 86 tables, 900 fields within these tables, more
than 112.200.000 tuples, 224 triggers and 107 integrity constraints. A total of 25
employees belonging to 6 separate departments modify the stored information.
In this case, the audit layer must analyze 23 states. The business process for
the example is shown in Figure 1. In the given example, 270 business rules have
been created where 435 variables are involved.

Application 
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Fig. 1. Example of a real business process

This process is formed of a set of tasks which are related through various
sets of business rules. Each task is in charge of a state of the project. Business
rules are not described in a global way, since each task modifies certain data of a
relational database and it will be necessary to evaluate different business rules.

3 Business Rules by Constraints

Business rules represent a natural step in the application of computer technology
aimed at enhancing productivity in the workplace. When administrators of a
business process want to change some functionality of the business, they have
to wait for the reprogramming of the system. The adoption of business rules
adds another tier to systems that automate business processes. Compared to
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traditional systems, this approach presents major advantages, as analyzed in
depth in [6], and includes: A lower cost incurred in the modification of business
logic; a shorter development time; externalization of the rules and ease of sharing
among multiple applications; faster changes and with less risk.

If the expressiveness of business rules is improved, the above mentioned char-
acteristics are also improved. For this reason, we propose the use of constraints
instance of the if ... then axiom. The constraints proposed for the definition of
business rules can be expressed as a Boolean combination with and/or operators
of numerical equations and inequations for Integer, Natural and Float domains.

The use of constraints to represent business rules extends their formal se-
mantics, since more knowledge can be represented and the description is less
limited than when decision trees or a set of facts are employed. The use of
constraints enables Integrity Rules, Derivation Rules, Reaction Rules and Pro-
duction Rules to be represented, and the evaluation of whether a set of data
is correct for an organization policy. For example, after the Resolution task of
Figure 1, it is necessary to check that: whether the summation of hardware cost,
software cost and human cost is equal to the total cost of the project, then
the human cost is less or equal than 10% of the software cost; and whether
the summation of these three values is smaller than the total cost, then the
human cost has to be less or equal than 15% of the hardware cost. These
business rules can be expressed with the constraints: (hardCost + softCost +
humanCost = totalCost ∧ humanCost ≤ hardCost ∗ 0.10) ∨ (hardCost +
softCost + humanCost < totalCost ∧ humanCost ≤ hardCost ∗ 0.15) where
hardCost[1..100], softCost[1..150], humanCost[1..100], totalCost[5..250] for Float
domain.

By using constraints to represent business rules, it is possible to validate
tuples with business rules that are not explicitly described. Some examples of
the inferred business rules for the above constraints can be:

– hardCost ≤ totalCost, softCost ≤ totalCost, humanCost ≤ totalCost
– humanCost ≤ totalCost ∗ 0.10
– if hardCost = 10 then totalCost[12..161] ∧ humanCost = 1

By using constraints and depending on the instantiation of the variables, it is
possible to evaluate a tuple even if some values are not still instantiated (stored
in the database), that it is equivalent to say that the value of the variable in
the tuple is null. Hence, it permits an early detection of errors, before the whole
tuple of values of variables is fixed. In order to infer these unknown values, a
Constraint Satisfaction Problem (CSP) can be created.

The CSPs represent a reasoning framework consisting of variables, domains
and constraints. Formally, it is defined as a triple <X, D, C> where X = {x1,
x2, . . ., xn} is a finite set of variables, D = {d(x1), d(x2), . . ., d(xn)} is a set
of domains of the values of the variables, and C = {C1, C2, . . ., Cm} is a set
of constraints. A constraint Ci = (Vi,Ri) specifies the possible values of the
variables in V simultaneously to satisfy R [7]. When an objective function f
has to be optimized (maximized or minimized), then a Constraint Optimization
Problem (COP) is used, which is a CSP and an objective function f.
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By using the constraint programming paradigm, when the values of variables
related to a business rule are determined in various tasks of a business process,
it is not necessary to wait until all the variables are instantiated to determine
whether the business rules are satisfiable. Through solving the CSP, the possi-
ble values for the variables will be found, although they are not stored in the
database and cannot be inferred using only classic business rule management.

4 Database Management and Business Rules

Most computer applications read and update data from databases. Therefore,
data (the stored representation of facts in databases) is a fundamental com-
ponent of information technology. Improvements in the integration of data in
business processes are necessary, since it is common that not all information is
transferred by means of data flow, but is modified via a database.

Business data is data that is directly used in business operations and would be
used even in the absence of computerized systems. Metadata is additional data
that describes what these computerized systems contain and how they work.
Metadata also describes the business data, such as definitions of business terms.
In order to define the equivalence between the business rules layer and data per-
sistence layer, the BOM (Business Object Model) was introduced [8], although
not the relation between persistence layer and business layer was defined.

In order to add business rules to a business process related to its data, it
is necessary to add semantic information to business rules to support database
correctness.

Current architectures contain no data flow integrity and audit trail since all
business logics are hard-coded. This means that business processes cannot be
easily related to any which involves complete data flow traceability.

The data model and the database are not the same thing, and the data model
cannot simply be derived from the database by automated reverse engineering,
something that is often postulated as a solution where no data model exists.
For instance, the database contains only physical column names, but the rules
engine will inevitably need the names of these columns. Hence, each business
rule has to be transformed into a query evaluation over real tables and columns
with a condition. The relation between business rules variables and database
fields has to be stored. We propose the use of a system based on a wrapper over
a database management system to store it and to transform business rules into
query evaluations. We propose supporting the relation between business rules
and persistence data through the use of Constraint Databases. These constraints
can be associated to different moments of business process, in order to avoid the
evaluation of all business rules, and the whole database.

4.1 Constraint Database Management System

When a great deal of business rules have to be handled, the use of a database
is a mandatory decision, especially when not all the business rules are established
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for the whole business process. The storage of business rules also implies storing
all the details related to its variables, the domain of variables and data per-
sistence relationships. These types of information and business rules expressed
by constraints can be supported by Constraint Database Management Systems
(CDBMS).

Constraint Databases (CDBs) were initially developed in 1990 with a paper
by Kanellakis, Kuper and Revesz [9]. The basic idea behind the CDB model is
to generalize the notion of a tuple in a relational database to a conjunction of
constraints, since a tuple in relational algebra can be represented as an equality
constraint between an attribute of the database and a constant. In real business
process, a great quantity of business rules must be defined, hence a repository is
necessary in order to evaluate them as soon as possible, and to render updating
easy and efficient [10].

The CDB used in this paper is based on Labelled Object-Relational Con-
straint Database Architecture (LORCDB Architecture) [11] with an extension
to represent data business object and database model relations. LORCDB Ar-
chitecture stores numerical constraints as objects indexed by the variables con-
tained within, hence, when a CDB is created, three auxiliary tables are also
automatically created (Constraints, Variables and Constraints/Variables) which
relate each constraint with its variables (Figure 2). The table Variables stores
the names of the variables, their identification and their type (Integer, Natural or
Float), and for business rules, two new fields have been included in the Variables
table (Table and Field) to store the relation between metadata and persistence
data layer. This design enables to update the business rules according to the
persistence layer modifying the value in the tables of the CDBs.

Constraints/Variables
  (k)IdConstraint: int
  (k)IdVariable: int
   Range_Inf: number
   Range_Sup: number

Variables
  (k)IdVariable: int
  Name: String
  Type: String
  Table: String
  Field: String

Constraints

  (k)IdConstraint: int
  Constraint: Object
  Label: String 

1..1

   1..n

1..n

   1..1

BusinessRules

  IdState: int
  rule: Constraint

1..1

   1..1

Fig. 2. CDB tables to index business rules with constraints and variables

5 Run-Time Auditing Framework

In order to permit the validation of business data in different states, and to
represent and store business rules using constraints, we propose an extension of
the classic Process Aware Information System (PAIS) framework [6].

Increasingly, business rules are also considered as a critical component of
BPM solutions, due to the need to ensure flexibility. Some analysts believe the
combination of business rules technology with BMP offers an agile approach to
workflow and enterprise integration. The definition of an auditor of business data
objects into separated layers enables the updating of processes or rules. In this
context, the notion of PAIS provides a guiding framework to understand and
deliberate on the above developments [12], [13]. In general, a PAIS architecture
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Fig. 3. Framework for Run-time Auditing

can be viewed as a 4-tier system as presented in [6], where from top to bottom the
layers are: Presentation Layer, Process Layer, Application Layer and Persistency
Layer. As a fundamental characteristic, PAIS provides the means to separate
process logic from application code. We propose a new framework shown in
Figure 3, where a new layer is added to validate the business data objects, and
where the persistence layer can also be accessed from the Audit Layer in order
to facilitate database auditing. This framework enables the relational database
to be audited according to an associated set of business rules and according to
the data flow.

Audit and business process layers are two parallel and “independent” sys-
tems. They are independent since they can be executed in separate machines,
for different applications, and at the same time. This independence is breaking
from the point of view of data flow information, since the Auditor uses data flow
information of the process layer to detect the non-satisfiable business rules.

The Audit layer is called from the process layer, and depends on the business
state or activity and the data flow instances of each moment. In order to de-
termine how the communication between these layers is done, it is necessary to
describe the Audit Layer in a deeper way.

Audit Layer
The function of the Audit layer is to capture the identification of the state to
determine which business rules have to be analyzed, and the data flow values
to delimit the tuples of the database. The behaviour of the auditor enables the
determination of whether a business data object satisfies a set of rules from
several points of view. The use of the audit layer implies:

– For reasons of complexity in time, it is neither possible nor necessary to an-
alyze all the tuples of the database. In the different instances of the business
process, only a set of tuples is modified. For example, if a business process is
in charge of updating the information related to a project, then it is only nec-
essary to analyze the tuples where this project is involved. This information
is transferred to the Audit layer by means of the data flow. As presented in
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Data Flow
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4

Fig. 4. Audit Layer Procedure

Section 4.1, the constraints, variables and fields of the relational database are
indexed, hence a query can be created using the data flow (query condition
parameters) and business rules variables.

– We propose that business rules are related to a temporal aspect [14], which
means that business rules depend on the state of the business object, hence
the auditor has to be informed about which business object state to evaluate.
This information is used by the auditor to establish which set of rules stored
in the Constraint Database has to be analyzed and combined with the tuples
of the relational database to build a CSP.

Audit Layer Procedure Steps:
The steps (represented in Figure 4) to audit the data of a relational database,
which depend on the data flow values and the business rules stored in the CDB,
are to:

1. Select the business rules related to the state from the CDB, thereby obtain-
ing the tables and field of relational database that are involved in the audit
process.

2. Build a query where the attributes of the “projection” are the related at-
tributes obtained in the previous step, and the condition (where) is defined
by the values of the data flow.

3. Obtain the tuples that have to be evaluated, by executing the query of the
previous step in the relational database.

4. Create and solve the CSPs for each tuple obtained from Step 3 and the
business rules obtained from Step 1.

Applying the process to the example presented in Section 3, where the table of
the database that has to be validated is presented in Table 1, the steps for the
procedure become:

1. The constraints obtained to create the CSP are:
Float var hardCost[1..100], softCost[1..150], humanCost[1..100],
totalCost[5..250]
(hardCost+ softCost+ humanCost= totalCost∧ humanCost≤ hardCost
∗0.10) ∨ (hardCost + softCost + humanCost < humanCost ∧ humanCost
≤ hardCost∗0.15)
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2. Using the table Variables of the CDB to know that the fields of the vari-
ables hardCost, softCost, humanCost, totalCost are respectively FhaC ,
FsC , FhuC and FtC , then the following query is created:

Select T.FhaC, T.FsC, T.FhuC, T.FtC from T where T.ID=[dataflow]

and where it is supposed that the data flow has the value for identification
equal to 430, and there is no condition about year.

3. The result of this step is the four first tuples of Table 1.
4. Each obtained tuple is evaluated by building a CSP. For the example of

Table 1, the business rules are satisfiable for the first and fourth tuples. In
this example, it is known that the third tuple is not satisfiable although not
all its values are instantiated.

Table 1. Example of tuples to evaluate

ID Year haC sC huC tC

430 2007 20 8 1 29
430 2008 20 7 1 15
430 2009 100 150 null null
430 2010 100 null 4 null
431 . . . . . . . . . . . . . . .

6 Extending Constraint Business Rule Language with
Aggregate Operators

The use of constraints to represent business rules can be extended with ag-
gregate operators. Although other proposals exist which are oriented towards
the definition of a monitoring language [15], they are not related to monitor-
ing data flow to audit database information depending on business rules. We
propose the addition of new types of business rules that can be defined over
a set of tuples of relational databases: Minimum(min(v)), Maximum(max(v)),
Count(count(v)), Summation(sum(v)) or Average(avg(v)), where v represents
any variable involved in a business rule.

Going back to the example of Table 1, it is possible to define a business rule
where the summation of hardCost for an ID has to be equal to the summation
of softCost for the same ID.

We have adapted the existing operators in SQL, using them to represent
business rules: sum, avg, min, max and count. For each type, the creation of the
model is:

– Sum(v): The summation will obtain the n tuples that satisfy the condition
of the query. With the variables involved in the rule, and with the domain of
v, the following CSP is built where i and j represent the domain of v stored
in the CDB:
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Integer var v1[i..j], v2[i..j], . . ., vn[i..j]
v1 + v2 + . . . vn = . . .

– Min(v) and Max(v): The minimum or maximum summation value of a
variable will obtain the n tuples that satisfy the condition of the query. With
the variables involved in the rule, and with the domain of v, the following
COP is built where ni represents each one of the values obtained in the tuple
for variable v:

Integer var v[i..j]
v = n1 ∨ v = n2 ∨ . . . ∨ v = nn

Max(v)(orMin(v))
v = . . .

If some value of v is null for the selected tuples, the constraint v = n1 ∨ v =
n2 ∨ . . . ∨ v = nn will not be included, since the non-instantiated field can
take any value of the domain.

– Count(v): In this case, the SQL evaluation itself of the Count operator
is used. The obtained value will be included in the business rules for the
CSP.

Example of business rules with aggregate operators
As an illustration of our proposal, we show an example of business rules express-
ing by constraints for the “Acceptation of Contract” task of the business process
shown in Figure 1.

sum(incentive) ≤ demanded
sum(incentive) = sum(potentialIncentive)∗IncentivePercentage
sum(demandPerYear) = demanded
sum(incentivePerYear) = incentive
FinalFund = FundPercentage∗demanded
max(incentive) < FundPercentage∗demanded
FundPercentage + RefundPercentage = 1
count(incentivePerYear) ≤ demanded/min(demandPerYear)

The CSP will be composed of any undetermined number of variables that will
be established at the evaluation time, where the set of related tuples is known.
Supposing that i tuples of incentive, j tuples of potentialIncentive, k tuples
of demandPerY ear and m tuples of incentivePerY ear have been obtained,
and the maximum value of incentive is described by the variable incentivei, the
minimum incentive per year incentivePerY earm, and the number of years with
incentive is m, then the following CSP is built:
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Float incentive1[domain1], . . ., incentivei[domaini]
Float potentialIncentive1[domain1]
. . .
Float potentialIncentivej[domainj]
Float demandPerYear1[domain1], . . ., demandPerYeark[domaink]
Float incentivePerYear1[domain1]
. . .
Float incentivePerYearm[domainm], demanded[domain]
Float incentive[domain], FinalFund[domain]
Float FundPercentage[domain], ReFundPercentage[domain]
incentive1 + . . .+ incentivei ≤ demanded
incentive1 + . . . +incentivei = (potentialIncentive1+

. . . + potentialIncentivej)∗IncentivePercentage
demandPerYear1 + . . . +demandPerYeark = demanded
incentivePerYear1 + . . . + incentivePerYearm = incentive
FinalFund = FundPercentage∗demanded
incentivei < FundPercentage∗demand
FundPercentage + RefundPercentage = 1
m ≤ demanded/incentivePerYearm

Finally, we must highlight that the CSPs cannot be pre-built and/or precom-
piled, since although the business rules are stored in the CDB, the number of
variables and the final representation of the constraints for aggregate functions
remain unknown until the time of evaluation.

7 Conclusions and Future Work

In this paper, the necessity to describe a methodology to audit stored rela-
tional data in a business process is presented. In order to describe the business
rules related to the stored data, the constraint programming paradigm has been
proposed. These constraints can be associated to different states of a business
process, in order to prevent the unnecessary evaluation of all business rules, and
the whole database.

A framework is proposed where an audit layer has been included. The com-
bined use of CDBs and the audit layer enables early detection of incorrect data
in business processes, by creating and solving CSPs and COPs in run-time.

There are significant research lines that can be analyzed in further depth, such
as: what actions can be taken when an inconsistency is detected; how would
it be possible to automatically located the rules better to improve the early
detection of errors; and how the business rules expressed by constraints can help
in company decision making, proposing correct or promising values.
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Abstract. The development of a well-defined evaluation framework for
process discovery techniques is definitely one of the most important chal-
lenges within this subdomain of process mining. Any researcher in the
field will acknowledge that such a framework is vital. With this paper,
we aim to provide a tangible analysis of the currently available model-log
evaluation metrics for mined control-flow models. Also, we will indicate
strengths and weaknesses of the existing metrics and propose a number
of opportunities for future research.
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1 Introduction

The topic of process mining is relatively new and can be situated at the inter-
section of the fields of Business Process Management (BPM) and data mining
[1]. It is inherently related to data mining and to the more general domain of
knowledge discovery in databases (KDD) since the nature of its objectives is
extracting useful information from large data repositories. Likewise, process dis-
covery is strongly associated with BPM because of its purpose of gaining insight
into business processes. As a result, process mining fits flawlessly into the BPM
life cycle framework [2]. It should be noted that business process mining com-
prises process discovery because process mining describes a family of a-posteriori
analysis techniques for extracting knowledge from event logs while process dis-
covery only deals with extracting control-flow models. However, most of the
attention in the process mining literature has been given to process discovery
techniques.

Processes occur in a more or less structured fashion, containing structures
such as or-joins, or-splits, and-joins, and-splits, and loops. The learning task for
any process discovery technique can be formulated as follows: given an event log
that contains the events about a finite number of process instances, find a model
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that correctly summarizes the behavior in the event log, striking the right bal-
ance between generality (allowing enough behavior) and specificity (not allowing
too much behavior). One important complexity for process mining techniques
is that there are no natural negative cases available in an event log. In most
KDD applications, negative instances are generally available. Due to the situa-
tion of learning from positive instances only, the straightforward application of
traditional data mining techniques is non-trivial.

What is more, not only the development of process mining techniques is chal-
lenging, also the definition of appropriate metrics is a complex encounter. The
quantification of accuracy as well as the trade-off between generality and preci-
sion is difficult. Desirably, a process discovery metric should measure only one
dimension of a mined process model in reference with its event log. This is be-
cause in case a metric captures multiple dimensions, the metric quickly becomes
incomprehensible.

We acknowledge the existence of a discussion in current literature concern-
ing the absence of a “perfect model”. However, we think that the availability
of proficient metrics remains vital. As such, we will evaluate existing model-log
evaluation metrics for mined control-flow models. Furthermore, we will discuss
strengths and weaknesses of the existing metrics and propose a number of op-
portunities for future research.

In order to realize our goal of elucidating and assessing currently available
process discovery metrics, this paper is structured as follows. In section 2, we
will provide an overview of existing process discovery metrics. In section 3, a
number of key metrics will be clarified in a simplified example. Furthermore,
the metrics will also be illustrated and assessed within a more comprehensive
Driver’s License example. Finally, section 4 outlines the conclusions and some
important opportunities for future research.

2 Overview of Process Discovery Metrics

When evaluating the quality of mined process models, appropriate metrics need
to be at hand. However, the quality of process models can be evaluated along dif-
ferent perspectives and by using different methods [3]. One method is to compare
the traces in the event log and the model mined from this event log (model-log
metrics). Another approach is to compare an apriori model with the discovered
model, but then an apriori model needs to be available (model-model metrics).
In this paper, we will only consider model-log metrics. These metrics can be
applied in any setting, whether a predefined process model exists or not.

2.1 Available Model-Log Metrics and Their Dimensions

Existing model-log metrics evaluate mined process models along four important
dimensions, as illustrated in table 1. It can be seen that most evaluation metrics
reflect the recall dimension. However, good recall is certainly not the only di-
mension a model should score well on. Also very important for comprehensible
and useful models is a good balance between precision and generality.
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Table 1. Overview of process mining evaluation metrics: model-log metrics

Measured aspect

Name Symbol Author

Avai-
lable
in

ProM

Range
Model
input
type

R
ecall

S
p
ecifi

city

P
recision

G
en

erality

Parsing Measure PM Weijters et al. [4] � [0,1] Heuristic
net �

Soundness Greco et al. [5] [0,1] Workflow
schema �

Completeness " [0,1] Workflow
schema �

Fitness f Rozinat and Van der
Aalst [6] � [0,1] Petri net �

Behavioral
Appropriateness aB " � [0,1] Petri net �

Advanced
Behavioral

Appropriateness
a
′
B " � [0,1] Petri net �

Structural
Appropriateness aS " � [0,1] Petri net �

Advanced
Structural

Appropriateness
a
′
S " � [0,1] Petri net �

Completeness PFcomplete

Alves de Medeiros et
al. [7] � [-∞,1] Heuristic

net �

Behavioral
Recall rp

B Goedertier et al. [8] [0,1] Petri net �

Behavioral
Specificity sn

B " [0,1] Petri net �

The recall dimension. Recall or sensitivity is a very important aspect. This
dimension reflects how much behavior present in the event log is captured by
the model. For every process discovery algorithm, it is of utmost importance to
render models with good recall because representing the control-flow behavior in
an event log is the major objective of any technique. Hence, it is definitely satis-
fying that a number of researchers have proposed different measures to capture
recall.

– The parsing measure (PM) was proposed by Weijters et al. [4]. It quantifies
the percentage of traces in the log that can be replayed by the discovered
process model. It should be noted that PM is a coarse-grained metric. A
single missing arc in a Petri net can result in parsing failure for all traces.

– A very similar metric is completeness as defined by Greco et al. [5]. This is
the percentage of traces in the event log that are compliant with the workflow
schema or process model. Completeness always ranges between 0 and 1.

– Fitness (f) is a metric that is obtained by trying whether each trace in
the event log can be reproduced by the generative model. This procedure is
called sequence replay [6]. During replay, the transitions in the Petri net will
produce and consume tokens to reflect the state transitions. Consequently,
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the fitness measure punishes for tokens that must additionally be created in
the marked Petri net and also for tokens that remain after replay.

– Completeness (PFcomplete) proposed by Alves de Medeiros et al. [9] is very
similar to the fitness metric, but it additionally exploits trace frequencies in
order to take into account the severity of missing and remaining tokens.

– Behavioral recall (rp
B) as defined by Goedertier et al. [8] is the percentage of

correctly classified positive events in the event log. During sequence replay,
it is verified whether every positive event can be parsed by the model. Note
that this measure originates from a process discovery technique that makes
use of inducing artificial negative events in order to mine control-flow models.
By verifying the parsing of positive events, recall can be quantified.

The specificity dimension. Specificity is the counterpart of recall. It cap-
tures the percentage of correctly classified negative cases. Of course, in process
discovery, negative events or negative traces are typically not available. How-
ever, Goedertier et al. [8] propose a technique that generates artificial negative
events. These artificial negative events can be used to define a state-of-the-art
specificity metric. The availability of both recall and specificity metrics allows
for the definition of an approved accuracy measure for process discovery models.

– Behavioral specificity (sn
B) is the percentage of correctly classified negative

instances during sequence replay. Negative events can be generated with the
technique developed by Goedertier et al. However, the definition of the metric
does not exclude the use of negative events stemming from other techniques.

The precision and generality dimensions. The trade-off between precision
and generality is a major challenge in process discovery. Although models should
be precise, generalizing beyond observed behavior is also a necessity. This is
because assuming that all behavior is included in an event log is a much too
strong completeness assumption. So, process discovery algorithms should be able
to balance between underfitting (overly general models) and overfitting (overly
precise models). Therefore, superior precision and generality metrics should be
at hand. The following list enumerates the currently available measures.

– Soundness (Greco et al. [5]) is the first of three precision metrics. Soundness
is the percentage of traces compliant with the process model that have been
registered in the log. Calculating soundness is not straightforward because
enumerating all possible paths in a process model is hard. Even for smaller
process models, it might be impossible to determine all the traces that are
compliant with a process model.

– The first of four appropriateness measures defined by Rozinat and Van der
Aalst [6] is the simple behavioral appropriateness (aB). This simple approach
measures the amount of possible behavior to determine a mean number of
enabled transitions during log replay. Because this metric is not indepen-
dent of structural properties, it is advised to use the advanced behavioral
appropriateness.
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– Advanced behavioral appropriateness (a
′
B) allows to compare the behavior

that is specified by the model with the behavior that is actually needed to
describe the behavior in the event log. Therefore, this metric makes use of
an analysis of “follows” and “precedes” relations, both in the model and the
event log. Comparing the variability of these relations allows the definition
of a precision metric that penalizes extra behavior.

Balancing between precision and generality also involves metrics that quantify
generality. The structural and advanced structural appropriateness measures are
the only currently available model-log metrics that quantify generality.

– Structural appropriateness (aS) is based on the number of different task
labels in relation to the graph size of the model. As identified by Rozinat
and Van der Aalst [6], this metric’s applicability is limited because it is only
based on the graph size of the model.

– Advanced structural appropriateness (a
′
S) is a generality metric that evalu-

ates two specific design guidelines for expressing behavioral patterns. This
measure will punish for both alternative duplicate tasks and redundant in-
visible tasks. Note that these guidelines are definitely not the only behav-
ioral preferences of control-flow models. However, a

′
S is the only metric that

quantifies generality in some way. Ideally, a process model does not contain
redundant invisible tasks nor alternative duplicate tasks. Accordingly, this
measure will punish for models that simply enumerate all traces in the event
log and for models that entail to much irrelevant invisible tasks.

2.2 Discussion

So far, we have discussed a number of process discovery evaluation metrics.
Four important dimensions were identified along which process models should
be judged: recall, specificity, precision and generality. Many evaluation metrics
have already been proposed in literature. However, existing model-log metrics
might insufficiently capture all of the underlying dimensions. For example, the
currently available precision and generality measures are insufficiently capable
of capturing all the complexities related to the trade-off between underfitting
and overfitting.

3 Illustration of Key Metrics in Process Discovery

In this section, we will illustrate the most important currently available process
mining metrics and show how they capture the different dimensions discussed in
the previous section. We have selected five metrics: fitness, advanced behavioral
appropriateness, advanced structural appropriateness, behavioral recall and be-
havioral specificity, so that the four identified dimensions are covered by at least
one metric. Although the other metrics definitely have value, they do not add
to this analysis because most of them are very comparable to one of the metrics
selected. Furthermore, metrics like soundness and both simple appropriateness
measures suffer from different shortcomings and are therefore left out.
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3.1 A Simplified Example to Elucidate the Most Important Metrics

The event log of this simplified example contains 50 traces “ABCDA” and 50
traces “ACBDA”. Accordingly, the best model representing the traces in the log
is model 1(a). Table 2 shows that this model scores 1 on every metric and thus
can be considered excellent along all evaluation dimensions.

Table 2. Model-log metrics for a simple artificial event log and four different models

Metric Fitness

Adv.
Behavioral

Appropriate-
ness

Adv.
Structural

Appropriate-
ness

Behavioral
Recall

Behavioral
Specificity

Symbol f a
′
B a

′
S rp

B sn
B

(dimension) (recall) (precision) (generality) (recall) (specificity)

Best Model 1 1 1 1 1
Incomplete

Model 0.92 1 1 0.90 0.89

Flower Model 1 0.17 1 1 0

Explicit Model 1 1 0.40 1 1

(a) Best Model (b) Incomplete Model

(c) Flower (d) Explicit Model

Fig. 1. Different control-flow models for the simple event log

The other models in figure 1 are in one way or the other erroneous. The in-
complete model does not recall all traces in the log, the flower model allows too
much behavior and the explicit model is only a mere enumeration of the traces
in the log. We will now elucidate how different metrics are able to identify the
dimension(s) along which a mined process model misses the mark.

Fitness. Model 1(b) is not able to capture all the behavior that is present in
the event log. Thus, metrics quantifying the recall dimension should indicate this
problem. The fitness measure (f) is a particularly useful metric to do so. With 50
traces (ni) for each of the grouped traces, both the number of missing tokens (mi)
and the number of remaining tokens (ri) amounts to 1 for the second grouped
trace (“ACBDA”) and 0 for the first grouped trace (“ABCDA”). Furthermore
each of the traces requires 6 tokens to be consumed (ci) / produced (pi) in order
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to be replayed. Accordingly, the fitness of the incomplete model sums up to 0.92.
Note that i is an index running over the number of different grouped traces (k),
which is two in this simplified case.

– Fitness: f = 1
2

(
1 −

∑
k

i=1
nimi∑

k

i=1
nici

)
+ 1

2

(
1 −

∑
k

i=1
niri∑

k

i=1
nipi

)

= 1
2

(
1 − 50∗0+50∗1

50∗6+50∗6
)

+ 1
2

(
1 − 50∗0+50∗1

50∗6+50∗6
)

= 0.92

The other models in figure 3 are able to reproduce all the behavior in the event
log. Accordingly, this is also demonstrated by the fitness measure. During se-
quence replay, there are no missing tokens nor remaining tokens for any of the
other models and thus the fitness evaluates to 1. Notice that a fitness value of
0.92 for the incomplete model is an unattractive high value for a model that only
parses half of the traces correctly.

Advanced behavioral appropriateness. The flower model (1(c)) is a generic
model that allows any sequence of activities. Because it overgeneralizes, it is use-
less for any process intelligence activity. Nevertheless, the flower model captures
all the behavior in the event log perfectly, so the model is not penalized by a
recall-metric. The advanced behavioral appropriateness does punish the flower
model for its overly general representation.

– Adv. behavioral appropriateness: a
′
B = |Sl

F
∩Sm

F
|

2.|Sm
F

| + |Sl
P
∩Sm

P
|

2.|Sm
P

| = 2
2∗12 + 2

2∗12 = 0.17

The advanced behavioral appropriateness for the simplified example flower model
is found by calculating the elements in the “sometimes follows” and “sometimes
precedes” relations in the model (Sm

F and Sm
P ) and in the log (Sl

F and Sl
P ) [6].

The calculation for the follows relations is illustrated in figure 2.1 According
to ProM, there are a total of 12 sometimes follows relations and 12 sometimes
precedes relations in the model. However, the model and the log have only 2
sometimes follows and 2 sometimes precedes relations in common. Therefore,
a

′
B adds up to 0.17.

↙ A B C D
A AF SF SF SF

B SF AF SF SF

C SF SF AF SF

D SF SF SF AF

↙ A B C D
A SF SF SF SF

B SF SF SF SF

C SF SF SF SF

D SF SF SF SF

(a) Model relations: calculated manually (r) and
by ProM (l)

↙ A B C D
A AF AF AF AF

B AF NF SF AF

C AF SF NF AF

D AF NF NF NF

(b) Log relations

Fig. 2. Follows relations for the flower model (1(c)) and for the simplified event log

For perfectly precise models, a
′
B will equal 1. This is illustrated in table 2

as the other three models are not overgeneralizing and their a
′
B evaluates to

1 For clarity, we make abstraction of the artificial Start and End activities.
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1 accordingly. For models 1(a) and 1(d), the sometimes follows and sometimes
precedes relations in the model and the log are exactly the same. For model
1(b), the relations are not completely identical, but the model is in fact more
restrictive with respect to the relations in the log, so the generality measure
evaluates to 1. This signifies correctly that the model is not underfitting. Other
metrics should signpost the incompleteness of the model.

An important remark should be made concerning the calculation of a
′
B. The

calculation involves a state space analysis which can be computationally very
demanding. Furthermore, the calculation seems approximate because a manual
analysis of the metric for the flower model results in a total of 16 sometimes
follows and sometimes precedes relations. Apparently, (A,A), (B,B), (C,C) and
(D,D) relations are categorized as always follows/precedes (see figure 2(a)), de-
spite the fact that the flower model allows more variability for these relations.
As such, a

′
B, as obtained from ProM, slightly underestimates the overgenerality

of the flower model.

Advanced structural appropriateness. Another problem in process discov-
ery are overly precise models or overfitting models. Figure 1(d) shows an explicit
model that is a mere enumeration of the traces in the log. Again, such a model is
undesired and should be punished by a generality measure. Advanced structural
appropriateness is the only currently available metric that allows to quantify
some kind of generality. Because model 1(d) contains six alternative duplicate
tasks (TDA) and no redundant invisible tasks (TIR), a

′
S evaluates to 0.4 (note

that |T | denotes the total number of tasks). These alternative duplicate tasks
are activities B, C and D, occurring once in each of the branches of the explicit
process model. They are alternative duplicate tasks because they never happen
together in one execution sequence.

– Structural appropriateness: a
′
S = |T |−(|TDA |+|TIR|)

|T | = 10−(6+0)
10

= 0.40

Artificially generated negative event metrics. In [8], Goedertier et al.
propose two state-of-the-art metrics originating from a process discovery tech-
nique called AGNEs (Artificially Generated Negative Events). This technique
involves the induction of negative events in the event log in order to allow the
application of advanced machine learning techniques (Inductive Logic Program-
ming) for control-flow discovery (see also [10]). The availability of both positive
and artificial negative events allows the definition of behavioral recall rp

B and
behavioral specificity sn

B, metrics that are grounded in traditional data mining
theory. According to their definition, they are able to penalize inaccurate process
models.

The induction procedure generates artificial negative events as displayed in
table 3. A total of 28 negative events are induced in the event log. In order
to calculate the metrics, a confusion matrix can be constructed. The confusion
matrix for the incomplete process model (1(b)) is shown in table 4.

Behavioral recall and behavioral specificity for the incomplete model are cal-
culated according to the following formulae.
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– Behavioral recall: rp
B =

∑k

i=1
niTPi∑

k

i=1
niTPi+

∑
k

i=1
niFN i

= 50∗5+50∗4
(50∗5+50∗4)+(50∗0+50∗1) = 9

10
= 0.90

– Behavioral specificity: sn
B =

∑
k

i=1
niTN i∑k

i=1
niTN i+

∑k

i=1
niFPi

= 50∗14+50∗11
(50∗14+50∗11)+(50∗0+50∗3) = 25

28
= 0.89

Table 3. Artificially generated negative events for the simplified event log

Trace 1 Trace 2
Positive events A B C D A A C B D A

Artificially Bn An An An Bn Bn An An An Bn

generated Cn Dn Bn Bn Cn Cn Dn Cn Bn Cn

negative events Dn Dn Cn Dn Dn Dn Cn Dn

Table 4. Confusion matrix for the negative event metrics

true pos. true neg. total
pred. pos. 9 3 12
pred. neg. 1 25 26

total 10 28

From this simplified model, it can be concluded that within process discovery re-
search, different evaluation dimensions are covered by existing model-log metrics.
However, it cannot be determined whether these metrics are sufficient in order
to capture all the complexities of assessing process discovery models. Therefore,
we also evaluate the presented metrics within a more extended example.

3.2 Further Insights Using an Extended Driver’s License Example

We apply the evaluation metrics to a more extended example by using a mod-
ified version of a Driver’s License (from [7]) event log. This event log and the
according models contain more complex control-flow constructs such as a loop
and non-free choice constructs. As such, this experiment will allow us to verify
whether the available metrics can distinguish between worse and better models
in a more complex setting. Figure 3 shows the results of four state-of-the-art
process discovery techniques. By examining these results, some further elements
in the analysis of existing process discovery metrics can be highlighted.

First of all, it can be seen that the fitness metric (f) reveals that every tech-
nique, except for the α-algorithm [11], discovers models with perfect recall. This
can also be concluded from the behavioral recall metric (rp

B). Although both
metrics seem to measure the same dimension, an important remark should be
made. The interpretation of the fitness measure requires some attention: al-
though it accounts for recall as it punishes for the number of missing tokens
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(a) Reference Model

(b) Heuristics Miner result

(c) Alpha result

(d) AGNEs result

Fig. 3. Different control-flow models for the simple event log

that had to be created, it also punishes for the number of tokens that remain
in the Petri net after log replay. The latter can be considered extra behavior.
Therefore, the fitness metric also has a specificity semantics attached to it. As
mentioned previously, metrics desirably measure only one dimension in order to
remain comprehensible.

Secondly, some observations concerning the advanced behavioral appropriate-
ness (a

′
B) are discussed. As for the flower model in the simplified example, the

state space analysis for calculating this metric was calculated swiftly. However,
for this Driver’s License example, the more or less exhaustive simulation of all
the behavior in the model was unable to be completed within an acceptable
time period. Furthermore, it is also suspicious that a

′
B does not evaluate to 1 for

the reference model. It is definitely counterintuitive that the reference model is
judged not to be completely precise with respect to the event log. Nevertheless,
a

′
B is capable of identifying the non-detection of the non-free choice construct.
Finally, we notice that it is not obvious which model is to be preferred. Models

score differently along distinct dimensions, but there are no rules that define how
these dimensions should be put together. Are there dimensions that are more
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Table 5. Model-log metrics for the extended Driver’s License example

Metric Fitness

Adv.
Behavioral

Appropriate-
ness

Adv.
Structural

Appropriate-
ness

Behavioral
Recall

Behavioral
Specificity

Symbol f a
′
B a

′
S rp

B sn
B

(dimension) (recall) (precision) (generality) (recall) (specificity)

Reference Model 1 0.927 1 1 0.985

Heuristics Model 1 0.874 1 1 0.985

Alpha Model 0.921 1 1 0.917 0.983

AGNEs Model 1 0.906 0.846 1 0.985

Flower Model 1 0.500 1 1 0

important than others? How can this be included in the analysis phase? How
should differences along one and multiple dimensions be assessed? We think that
these questions bring about the necessity for a more rigorous and comprehensive
evaluation framework for discovered process models.

4 Conclusion
With this paper, we discussed currently available process discovery metrics,
which can be categorized along four important dimensions: recall, specificity,
precision and generality. The analysis was restricted to model-log metrics be-
cause these metrics can be applied at all time, even when a predefined model
is unavailable. Although the explicit illustration of some key metrics is very
insightful, the analysis of strengths and weaknesses of the existent metrics is
indispensable. We identified the following shortcomings with respect to the cur-
rently available process mining metrics.

• Metrics should be one-dimensional. The fitness (f) metric for example does
not fulfil this requirement. Metrics that are multi-dimensional in nature will
quickly become incomprehensible.

• The currently available precision and generality measures suffer from compu-
tational inefficiency. The advanced behavioral and structural appropriateness
metrics require an exhaustive simulation of the mined process model. This
state space analysis procedure is only approximate and this causes difficulties
with respect to benchmarking new or existing process discovery algorithms.
Even though conceptually proficient, the imprecise calculation of the met-
rics brings about the necessity of new precision and generality measures.
Although not trivial, it is crucial that the trade-off between precision and
generality is adequately quantified. This is because this trade-off is a key
determinant of model comprehensibility. Accordingly, the definition of new,
insightful metrics is definitely a challenge for future research.

• Process discovery metrics developed in the light of machine learning theory
are definitely of added value. Behavioral recall and behavioral specificity are
valuable measures, but their integration with the ProM-framework should al-
low researchers to exploit these state-of-the-art recall and specificity metrics.
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Finally, this analysis demonstrates that, within process discovery, a more rig-
orous and comprehensive evaluation framework is definitely needed. Although
this need has been formulated previously [12], such a framework is still missing.
We think that this paper is a new, valuable impetus hereto. It can be concluded
that in any process discovery analysis, combining different metrics is indispens-
able, as metrics preferably measure only one aspect of a mined process model
and models will always have to be judged along multiple dimensions. In future
research, we will actively contribute to the further development of an evaluation
framework.

Notes and Comments. We would like to thank the Flemish Research Council for
financial support under Odysseus grant B.0915.09. Furthermore, we would like to thank
the team of prof. Van der Aalst for their comments and valuable input.
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Abstract. During the initialization and execution of a process instance, multiple 
events occur which may be of interest to a business, including events that relate 
to the instantiation and completion of process activities, internal process engine 
operations and other system and application functions. Process mining and 
other analytical techniques often involve extracting this process history data 
from a process execution environment and submitting the data to the process 
analytics environment for processing. We present the Business Process Ana-
lytics Format, an XML-based interchange format for process audit events that 
combines an extensible state model with a robust XML representation, is able to 
accommodate multiple event originators and can map to the popular MXML 
format used in process mining applications. 

Keywords: BPAF, Process Analytics, MXML, Workflow Audit Trail. 

1   Introduction 

Business Process Management Systems support technical and human processes 
through the coordination of tasks, the governing of data exchanges, and the orchestra-
tion application and service invocations. These functions are governed by a formal 
process model, which in the majority of systems serves as the blueprint for individual 
process instances.1 During the initialization and execution of a process instance, mul-
tiple events occur which may be of interest to a business, including events that relate 
to the instantiation and completion of process activities, internal process engine op-
erations and other system and application functions [4]. Process mining and other 
analytical techniques often involve extracting this process history data from a process 
execution environment and submitting the data to the process analytics environment 
for processing. Many commercial BPMS provide analytics environments that are 
tightly coupled to their internal persistency mechanisms for process history. Such 
tight coupling makes for the effective design of product-specific dashboards, but 
                                                           
1  We acknowledge the existence of systems that do not follow this type-instance dichotomy, 

but for the purposes of the subject matter discussed in this paper the distinction between de-
sign- and run-time does not limit the applicability of the BPAF format. 
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limits the integration of history data with third-party analytics tools, such as the ProM 
process mining suite [8]. In addition, the integration of process history data with 
events that are recorded outside the scope of a BPMS promises richer insights into 
corporate events, as the analyst is able to extend the scope of his work beyond the 
boundaries of a BPMS-supported process.  

For the purpose of discussion, we will call the process execution environment a 
“process server” and the analytics environment as an “analytics server”. Readers 
should understand that while this invokes the image of two separate unique machines 
communicating, other configurations are not excluded.  These “servers” might both be 
on the same machine, they might be themselves distributed services over many ma-
chine, they might be simple programs executed under the command of a user, or any 
combination of these. 

The remainder of this paper is structured as follows: In the next section we provide 
a brief overview of the history and development of process history event formats. In 
section three we describe the design considerations behind the Business Process Ana-
lytics Format (BPAF). In section four we detail the structure of a BPAF event. We 
conclude this paper with an outlook on potential next steps in the evolution of stan-
dardized process history data.  

2   A Brief History of Process Audit Event Formats 

The availability of process execution logs within BPMS environments can be traced 
back to the first commercial workflow systems of the late 1980s and early 1990s. 
Initially thought of as a way to enable troubleshooting and recovery of process in-
stances in case of server failures, the use of process log files for analytics purposes 
was first highlighted by McLellan in 1996 [4]. But the overhead generated by the 
constant logging of event information frequently overwhelmed available computing 
capacity, even in mainframe environments. For example, the IBM FlowMark work-
flow system was capable of recording up to five different event types for each process 
activity instance. In scenarios where large-scale throughput was required, such as 
transactional workflows in the financial industry, operators had to reduce the amount 
of audit information recorded by switching from a verbose logging format to a con-
densed format that did not record every event type and omitted certain parameters for 
each event record. 

The first attempt at standardizing process audit events came from the Workflow 
Management Coalition (WfMC) in 1996, when the Common Workflow Audit Data 
format was proposed. A revision of this CWAD format was published in 1999 [9]. 
Members of the WfMC had realized that over time organizations were likely to have 
more than one BPMS as part of their IT infrastructure and were proposing standards 
to ease the management and integration of these different systems. The purpose of 
CWAD was to allow for the aggregation of audit trail information from different data 
sources (i.e., different workflow systems that might execute parts of an overall proc-
ess). CWAD specified the data structure for audit events using proprietary data types. 
Each audit event consisted of a prefix, a suffix, and an interchangeable body, depend-
ing on the type of event that was recorded. While some event types were predefined, 
naming conventions were specified so that different vendors could create extensions 
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to the default events. The events defined in the CWAD specification go beyond the 
process- and activity-based events that are the basis for process monitoring, mining 
and analytics applications. They include the invocation of system API functions, such 
as the receipt of a request for a process instance attribute value (WMReceivedRe-
questGetProcessInstanceAttribute). 

CWAD never found much acceptance in commercial systems. One reason was the 
still significant performance degradation that workflow management systems of the 
late 1990s experienced through the logging of audit data. The other reason was that by 
the time the CWAD specification was ratified, XML had become the predominant 
format for data exchange between Information Systems and vendors showed little 
interest in implementing a specification that was not XML-based. Because CWAD 
was not based on XML it contained a large number of proprietary type definitions 
(e.g. for timestamps) that an XML-based standard would simply inherit from the 
default XML types. Since CWAD did not specify how audit events should be serial-
ized it is theoretically possible to create an XML representation of CWAD events, but 
the technical advantages of XML such as built-in common datatypes would be lost in 
the process. 

When the interest in process mining grew in the academic community, a shared 
format for audit trail information for these types of applications was proposed by van  
der Aalst et al. [7][2]. This Mining XML Format (MXML) became the import format 
of choice for the popular ProM framework, and several converters for proprietary 
commercial formats (e.g. Staffware, Pallas Athena) are available. MXML is based on a 
core data structure for process events, and allows for the addition of arbitrary data 
structures at the event, process instance, process (model) and log level. The event types 
supported by MXML are based on the lifecycle of a process (or activity) instance, and 
focus on the transitions between lifecycle states, e.g., suspend or resume. MXML has 
demonstrated usefulness as part of the ProM framework but has two shortcomings. 
One is the limited support for structured extensions. For instance, if a system wants 
record the business owner of a process instance it can record this information at the 
instance level or the individual event level, and can use any data structure. The other is 
the limited number of state changes that are part of the underlying lifecycle model. For 
instance, the state model does not distinguish between between a graceful abort (where 
running activities and subprocesses are allowed to finish) and a forced terminate 
(where any child activities and subprocesses will be terminated as well).  

As part of the EU-funded SUPER project, a semantic extension to the MXML for-
mat was proposed [1]. The SA-MXML format links MXML entries with ontologies to 
allow for semantic reasoning over audit trails, but does not address the two limitations 
listed above. 

More recently, a successor format for MXML has been proposed in OpenXES [3]. 
The OpenXES format is designed as an open event log standard that can accommo-
date arbitrary event types and offers defined extension mechanisms, e.g. for different 
lifecycle models or event log attributes. 

MXML, SA-MXML and OpenXES have in common that they are oriented toward 
the collection of log events in a coherent trace. For this purpose, the underlying XML 
schemas allow for the roll-up of atomic events into instances, models, and logs. 
CWAD on the other hand focuses on individual events, and treats the aggregation of 
these events as out of scope.  
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3   BPAF Design Considerations 

One lesson learned from the standardization of CWAD was that a mere syntactical 
standardization of the event format is not sufficient for the integration of audit trail 
data from different systems. A shared state model for processes and activities is nec-
essary to standardize event types that can be recorded. The Wf-XML specification for 
the loosely coupled integration of independent processes was built on such a state 
machine, and its applicability for process monitoring has been demonstrated in the 
Africa prototype [11]. While the Wf-XML state model represents a good starting 
point for a universal state machine for process and activity events, it is limited due to 
its focus on machine-to-machine interaction at the process level. In Wf-XML the 
states of a process instance are defined so that a client can invoke state transitions 
through predefined messages [5], but it does not include states for activities, and user 
interaction with these activities. Suitable sources for these states are the state models 
that are part of the BPEL extensions for human interaction, BPEL4People [6] and 
WS-HumanTask [6]. In basing parts of the BPAF state model on these two standards 
we enable BPMS that implement BPEL4People and WS-HumanTask to create a sim-
plified mapping between their internal state machines and the states represented in the 
BPAF model. 

3.1   The BPAF State Model 

BPAF is based on one unified state machine for both activities and processes.  
One reason for this unification is the recognition that a process in one system may 
correspond to an activity in another system, i.e. there may be more than one level of 
processes. The other reason is that in some systems elementary activities can spawn 
sub-processes of their own, e.g. in BPMS that support the dynamic modification of 
process instances or ad-hoc diversions from a predefined process model. 

 At the highest level BPAF distinguishes between the two states Open and Closed. 
A process (or activity) is in the state Open if it can traverse though the state model 
through internal or external impulses. A process (or activity) is Closed if it has 
reached a terminal state that it will not exit on its own. It is theoretically possible that 
an administrator might take a terminated process instance and reopen it, but this 
would constitute a manual intervention. Each state is divided into a number of sub-
states. The design consideration behind the sub-states was that different BPMS may 
expose a different level of fidelity with regard to the events that can be observed. It is 
possible that one system records events that represent state changes in another system 
without access to the internal workings of this system. Take for instance a web service 
that is invoked by a service activity within a BPMS. The BPMS might record the 
service as Open when the service is invoked, and Closed when the service returns a 
result to the calling activity. It might even record whether the service invocation was 
successful from a business perspective (Closed.Completed.Success) or whether it did 
not deliver the desired results (Closed.Completed.Failed). 

Figure 1 shows the BPAF state model. Note that the transitions shown in figure 1 
are the most typical transitions in a BPMS context, but manual interventions and 
different system implementations may lead to additional transitions not depicted in 
the model. 
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Fig. 1. Business Process Analytics Format State Model (from [10]) 

The Open state is divided into the two sub-states Running and NotRunning. A 
process in the state Running is actively progressing toward its objective and is con-
suming resources, while a process in the state NotRunning can be scheduled for exe-
cution, but does not progress toward its objectives. The state NotRunning is further 
divided into the sub-states Ready, Assigned, and Reserved, as well as Suspended (and 
its sub-states Assigned and Reserved). These states accommodate the behavior of a 
BPMS with human activities that are handled through a worklist. An activity that is 
ready for execution may be placed on the worklists of suitable performers 
(Open.NotRunning.Assigned), and one of these performers chooses to work on the 
activity instance (Open.NotRunning.Reserved). During this time the activity instance 
may be barred from execution, i.e. it is moved to the Open.NotRunning.Suspended 
sub-state. Transitions between these states accommodate events such as the reassign-
ment of activity instances (Assigned to Assigned) or the delegation of an activity from 
one performer to another (Reserved to Reserved). 

The Closed state is divided into the sub-states Cancelled and Completed. The 
Completed state represents that natural end of processing for a process or activity 
instance. It is further divided into successful and unsuccessful completions (Success 
and Failed). For example, a sales process may not lead to the signing of a contract. 
While the process was executed successfully, it was not successful from a business 
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perspective. The distinction between Success and Failed allows for the quick aggrega-
tion of activity and process instances based on the different exit points that may be 
defined at the model level. 

The Cancelled state summarizes all completions of process and activity instances 
that were premature or forced. It is divided into sub-states that detail the cause for the 
cancellation. These might be a forcible abort or termination, the obsolescence of a 
process or activity (e.g. in case of a timeout), an error condition or the manual exit 
from an activity instance. 

BPAF assumes at the most basic level that a system will record Open and Closed 
states, but a system can choose to implement any number of sub-states, and may 
choose to extend the state model with sub-states of its own. If an analytics system is 
presented with a BPAF event that is based on an extended state model it can reduce 
the extended state until it arrives at a state it recognizes. For example, the extended 
state Closed.Completed.Failure would be reduced to Closed.Completed by an ana-
lytics system that does not understand the extended state model. 

3.2   Sample Transitions through the BPAF Model 

In this section we provide two sample transitions through the BPAF models – one for 
an automated activity that might be implemented through a web service, the other for 
a manual activity that might be part of a human workflow. 

The simplest example of a BPAF transition is an automated activity that does not 
involve queuing for a scarce resource. Such an automated activity will typically begin 
in the state open.running.inProgress and when successfully completed it will enter the 
closed.completed.success state. If the data handled by the activity needs to be re-
corded (for example to enable roll-back), BPAF provides an extension mechanism 
that can be used for this purpose – this is described in section 4. 

A human activity that involves distribution through a role-based worklist and se-
lection by an individual performer will begin in the state open.notRunning.Assigned, 
indicating that the corresponding work item has been placed on a worklist. If the as-
signment involves pre-processing as part of the activity (e.g. determination of the 
correct role based on process instance data) the activity might initialize in the 
open.notRunning.Ready state and transition to open.notRunning.Assigned once the 
correct role has been determined and the activity has been placed on the appropriate 
worklist. As soon as an individual performer selects the workitem for processing it 
will either transition into the state open.notRunning.Reserved if the performer can 
build up a private queue of workitems, or into the state open.running.inProgress, if 
the BPMS automatically starts activity instances upon selection by performers (a 
feature found in most commercial BPMS). If the performer interrups processing of the 
activity it will transition to open.running.suspended. If a manager (or the performer) 
decides to reassign the activity instance to another performer, the instance will move 
back to the state open.notRunning.Reserved and progress to open.running.inProgress 
once the new performer starts working on it.  
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If the performer completes the activity instance, it will move to the state 
closed.completed (with success or failure substates if those can be determined), but if 
the execution is forcefully ended by the BPMS the activity instance will move to the 
closed.cancelled state and one of its substates, if the cause for cancellation can be 
determined. For example, if a processing time Quality of Service agreement is vio-
lated the activity instance might move to closed.cancelled.obsolete. Figure 2 shows 
how these boundary states relate to a process representation in BPMN. 

 

 

Fig. 2. Boundary States of an Activity 

3.3   Mapping to MXML 

Contrary to MXML the BPAF event model is based on the state that a process or 
activity instance enters at a particular point in time, not on the transition in the lifecy-
cle model. To construct the transition information recorded by MXML an analytics 
system must look at the current event and the immediately preceding event that relates 
to the same object (i.e. activity instance or process instance). As a result, there is a 
1:N mapping of MXML transitions to BPAF transitions, because the BPAF state 
model allows different transitions into the same state. For example, a manual activity 
may transition through the states Ready  Assigned  Reserved  Running, while 
an automated activity would move directly from Ready  Running. This means that 
the transition Reserved to Running and Ready to Running would both map to the 
MXML event start. Table 1 illustrates the mapping of BPAF state transitions to 
MXML events. It is evident that audit events in the BPAF format can easily be trans-
formed into the MXML format. 
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Table 1. Mapping between MXML transitions and BPAF transitions 

MXML  
Event 

BPAF source state BPAF target state 

schedule  NULL  Open.NotRunning.Ready 
Open.NotRunning.Ready  Open.NotRunning.Assigned 
Open.NotRunning.Assigned Open.NotRunning.Reserved 

assign  

Open.NotRunning.Ready  Open.NotRunning.Reserved 
Open.NotRunning.Assigned Open.NotRunning.Ready withdraw  
Open.NotRunning.Reserved Open.NotRunning.Ready 

reassign Open.NotRunning.Ready  Open.NotRunning.Assigned 
reassign  Open.NotRunning.Assigned Open.NotRunning.Assigned 
start  Open.NotRunning Open.Running 
suspend  Open.Running Open.Running.Suspended 
resume  Open.Running.Suspended Open.Running 

Open Closed.Cancelled.Aborted pi_abort  
Open Closed.Cancelled.Terminated 
Open Closed.Cancelled.Aborted ate_abort  
Open Closed.Cancelled.Terminated 

complete  Open Closed.Completed 
autoskip Open Closed.Cancelled 
manualskip  Open Closed.Cancelled.Exited 
unknown N/A N/A 

4   BPAF Event Format 

The BPAF event format is described as an XML Schema. Each event has a unique 
identifier, as there could be concurrent events with the same timestamp. In particular 
when events from different sources are to be integrated the ability to distinguish be-
tween the different events is critical. Each event contains references to a process defi-
nition (i.e. the underlying process model) and a process instance, as well as the state 
that the process or activity instance entered. Additionally, the names of process and 
activities can be recorded. This element is useful when audit events are aggregated 
over longer periods of time. Since modifications to process and activity definitions 
will typically result in different process and activity IDs, the availability of names 
simplifies the correlation of similar processes and activities, even if the underlying 
models have changed. 

Optional elements of the BPAF schema are elements related to activities (if the 
system distinguishes between activities and processes), the preceding state of the 
process or activity instance (in order to ease the identification of transitions) and an 
extension mechanism for arbitrary data elements. This extension mechanism will 
typically be used to record key attributes of a process instance in order to provide a 
link to business data, or it can be used to link an event to an originator, such as the 
performer of the current activity. While the availability of an activity performer ID is 
a common requirement for the analysis of process logs (e.g. for the analysis of social 
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Fig. 2. BPAF XML Schema (from [10]) 

networks based on process log data), privacy laws and/or union agreements may pro-
hibit the recording of personally identifiable information in an automated log file, thus 
the BPAF standard recommends how this information can be recorded as part of the 
extended elements, but does not mandate it.  

5   Summary and Future Directions 

This paper introduced the Business Process Analytics Format, illustrated the design 
rationale behind its features, and discussed its relationship to the popular MXML for-
mat. BPAF was built on the lessons learned from the WfMC CWAD format and takes 
into account the developments of Wf-XML, BPEL4People and WS-HumanTask. 

The purpose of BPAF is to enable data interoperability between the events gen-
erated by BPMS and different process analytics platforms. These platforms range 
from Process Mining applications to monitoring dashboards, Business Intelligence 
systems, simulation platforms and Complex Event Processing systems. We do not 
assume a single process server and a single analytics server. In practice there is 
often a many-to-many relationship: Analytics servers need to consolidate events 
from multiple process servers, while a process server may need to fan-out events to 
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multiple analytics servers. Full interoperability among these tools requires a single 
common format for the representation of events. A standard format is important for 
long term archival of case histories, and for making those histories readily accessi-
ble. We need interoperability not only at a given instant of time, but over long spans 
of time as well. 

Events might be extracted from a process server that includes months or years of 
historical event data to be processed in a single batch job. Alternately, the process 
server may be delivering information about an event to the analytics server in near-
real-time as a stream. Both batch mode and stream mode should be supportable 
through the analytics format. Although BPAF focuses on individual events, it is de-
signed to allow for the easy aggregation of information to the process level. However, 
it does not contain the aggregation structures present in MXML. This, and the pro-
posed OpenXES format are areas of possible convergence between BPAF and the 
formats in use in the Process Mining community. 
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Appendix: BPAF XSD 

<?xml version="1.0" encoding="UTF-8"?> 
<xs:schema xmlns:bpaf="http://www.wfmc.org/2009/BPAF2.0" 
xmlns:xs="http://www.w3.org/2001/XMLSchema" targetName-
space="http://www.wfmc.org/2009/BPAF2.0" elementFormDefault="qualified" 
attributeFormDefault="unqualified"> 
 <xs:element name="Event"> 
  <xs:complexType> 
   <xs:sequence> 
    <xs:element name="EventDetails"> 
     <xs:complexType> 
      <xs:attribute name="CurrentState" type="bpaf:State" 
use="required"> 
      </xs:attribute> 
      <xs:attribute name="PreviousState" type="bpaf:State"> 
      </xs:attribute> 
     </xs:complexType> 
    </xs:element> 
    <xs:element name="DataElements" minOccurs="0"> 
     <xs:complexType> 
      <xs:sequence> 
       <xs:element name="DataElement" minOccurs="0" maxOc-
curs="unbounded"> 
       </xs:element> 
      </xs:sequence> 
     </xs:complexType> 
    </xs:element> 
   </xs:sequence> 
   <xs:attribute name="EventID" type="bpaf:ID" use="required"> 
   </xs:attribute> 
   <xs:attribute name="ServerID" type="xs:NMTOKEN"/> 
   <xs:attribute name="ProcessDefinitionID" type="xs:NMTOKEN" 
use="required"> 
   </xs:attribute> 
   <xs:attribute name="ProcessInstanceID" type="xs:NMTOKEN" 
use="required"> 
   </xs:attribute> 
   <xs:attribute name="ProcessName" type="xs:string"> 
   </xs:attribute> 
   <xs:attribute name="ActivityDefinitionID" type="xs:NMTOKEN"> 
   </xs:attribute> 
   <xs:attribute name="ActivityInstanceID" type="xs:NMTOKEN"> 
   </xs:attribute> 
   <xs:attribute name="ActivityName" type="xs:string"> 
   </xs:attribute> 
   <xs:attribute name="Timestamp" type="xs:dateTime" 
use="required"> 
   </xs:attribute> 
  </xs:complexType> 
 </xs:element> 
 <xs:simpleType name="State"> 
  <xs:list> 
   <xs:simpleType> 
    <xs:restriction base="xs:string"> 
     <xs:enumeration value="Open"/> 
     <xs:enumeration value="Open.NotRunning"/> 
     <xs:enumeration value="Open.NotRunning.Ready"/> 
     <xs:enumeration value="Open.NotRunning.Assigned"/> 
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     <xs:enumeration value="Open.NotRunning.Reserved"/> 
     <xs:enumeration value="Open.NotRunning.Suspended"/> 
     <xs:enumeration value="Open.NotRunning.Suspended.Assigned"/> 
     <xs:enumeration value="Open.NotRunning.Suspended.Reserved"/> 
     <xs:enumeration 
value="Open.NotRunning.Suspended.InProgress"/> 
     <xs:enumeration value="Open.Running"/> 
     <xs:enumeration value="Closed"/> 
     <xs:enumeration value="Closed.Completed"/> 
     <xs:enumeration value="Closed.Completed.Success"/> 
     <xs:enumeration value="Closed.Completed.Failed"/> 
     <xs:enumeration value="Closed.Cancelled"/> 
     <xs:enumeration value="Closed.Cancelled.Exited"/> 
     <xs:enumeration value="Closed.Cancelled.Error"/> 
     <xs:enumeration value="Closed.Cancelled.Obsolete"/> 
     <xs:enumeration value="Closed.Cancelled.Aborted"/> 
     <xs:enumeration value="Closed.Cancelled.Terminated"/> 
    </xs:restriction> 
   </xs:simpleType> 
  </xs:list> 
 </xs:simpleType> 
 <xs:simpleType name="ID"> 
  <xs:restriction base="xs:NMTOKEN"/> 
 </xs:simpleType> 
</xs:schema> 
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Abstract. Discovering the Business Process (BP) model underpinning
existing practices through analysis of event logs, allows users to under-
stand, analyse and modify the process. But, to be useful, the BP model
must be kept in line with practice throughout its lifetime, as changes
occur to the business objectives, technologies and quality programs. Cur-
rent techniques require users to manually revise the BP to account for
discrepancies between the practice and the model, which is a laborious,
costly and error prone task. We propose an automated approach for re-
solving such discrepancies by minimally revising a BP model to bring
it in line with the activities corresponding to its executions, based on a
non-monotonic inductive learning system. We discuss our implementa-
tion of this approach and demonstrate its application to a case-study.
We further contrast our approach with existing BP discovery techniques
to show that BP revision offers significant advantages over BP discovery
in practical use.

Keywords: Information systems, processes, inductive learning, mainte-
nance of process models.

1 Introduction

In numerous applications a Business Process (BP) model must be uncovered
from existing procedures and practices. The effort required to acquire and adapt
models has been estimated to amount to around 60% of the total development
time [8]. Thus, a variety of techniques have been proposed for mining process
models from event logs of executed activities as recorded by information sys-
tems [14]. Event logs typically contain rich information about events occurred
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during the process execution. Process mining approaches have shown that this
information can be used to construct models of the underlying BP (i.e. process
discovery) [15].

However, once uncovered, the model must remain a faithful representation
of the reality even in the face of changes to the underlying procedures and
practices. This requires users either to re-discover the process or to identify
discrepancies and revise the BP model to address them. The first option may
not be optimal in real applications because the techniques employed so far may
re-discover models that differ significantly from those previously learnt, and any
analysis performed on those models needs to be redone entirely. The second
option, has led to conformance testing approaches that can identify and evaluate
the discrepancies between existing models and actual process executions [11].
But when discrepancies are detected, the analyst has to manually apply changes
to the process model to reconcile the model with the actual execution. This
can be a difficult, costly and error prone task that relies mainly on the effort
and expertise of the analyst. The task is even harder for models where different
processes must cooperate within the frame of a set of constraints [13].

In this paper, we propose an approach for automated revision of process mod-
els. It takes as input a set of event logs corresponding to the actual execution
of the tasks (and thus considered positive examples of the actual process), and
an existing process model (either specified by an expert or learnt in a previ-
ous iteration). Our approach then minimally revises the existing process model
to account for the discrepancies between the model and the logs. This has the
advantage of giving users a model which is “close” to the one they have previ-
ously used, thus enabling them to re-use the analysis and reasoning previously
conducted, whilst highlighting the changes necessary to account for the new log
entries. Our work builds on AGNEs (Artificially Generated Negative Events)
[7], a logic based approach for discovering business process, from which we reuse
the logical formalisation of the process and the method for generating the train-
ing data. The latter includes generating from the logs negative examples that
account for executions not present in the logs. Our main contribution in this
paper consists in a novel framework for the revision of process models based on
non-monotonic inductive logic programming (NMILP). Whenever discrepancies
are detected between the current model and the logs, an inductive learning sys-
tem is used to compute changes and automatically suggest revised models that
would resolve the detected inconsistencies. The implementation of the learning
system guarantees minimal changes to the existing model, and in particular that
all aspects of the model unaffected by the discrepancies will be preserved in the
revised model. This would not necessarily be the case if the model was simply
re-discovered from the event logs.

We present and employ in an exemplifying case study a new NMILP sys-
tem called TAL [3], that compared to AGNEs (where a hill-climbing search is
performed) introduces an explicit semantics for negation and a different search
method, based on a thorough exploration of the space of the solution. In essence,
our solution trades efficiency for soundness and in turn enables effective learning
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with less training data. With respect to traditional process discovery techniques
we inherit all the advantages of AGNEs such as a richer representation language
that enables learning more complex process models (e. g. time-varying properties
and history-dependent conditions) [5,6,7].

This paper is organized as follows. Section 2 describes the main features of our
proposed approach. Section 3 details the revision algorithm. Section 4 provides
an illustrative case study on a real application domain. A summary and some
remarks about future work conclude the paper.

2 Approach

Starting from an event log and an existing BP model (encoded as a Petri net) that
is not in line with the log, our approach provides a systematic and automated
way for learning minimal revisions to the model so that the revised Petri net fits
the logs. More formally, a process revision task can be defined as follows:

Definition 1 (Process model revision task)
Given an event log W of execution instances of a BP and an existing Petri net
P modelling the BP, the process model revision is the task of finding a Petri net
P

′
that minimally revises P according to W .

What is considered “minimal” and the metrics which define the level of confor-
mance of P ′ wrt W characterise the task and will be defined in more detail in
Section 3.

Fig. 1. Approach

The proposed approach is divided in four phases (see Fig. 1). In the first step
the existing Petri net P is automatically translated into a logic program PL. In
the second phase a training data set E = E+ ∪ E− (with positive and negative
examples) is generated from the event log W . Whilst positive examples are
naturally derived from the log, the negative examples are artificially generated.
PL and E are then used in the third phase by an Inductive Logic Programming
(ILP) system to compute the revision task. The output of this revision task is
a logic program P ′

L that minimally revises PL. This is then translated, in the
fourth phase, back into a Petri net, P ′, that represents the revised BP model.

Note that the proposed approach is meant to be applied under human su-
pervision. In particular, the analyst can lock, through an explicit language bias,
parts of the model he/she considers to be correct and can explore alternative
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revisions. In this way every final choice on changes to be applied on the business
process is ultimately delegated to the developer.

The formalisation of Petri nets into logic programs and the generation of
training data follow the approach described in [7]. Though we provide, for com-
pleteness of our presentation, a brief description of these two steps we refer the
reader to [7] for further details.

Before presenting the individual phases in detail, we briefly summarise the
notations and terminology used throughout the paper.

2.1 Notation and Terminology

Given a logic-based alphabet consisting of variables, constants and predicates,
an atom is an expression of the form p(t1, .., tn), where p is a predicate and ti are
terms (variable or constants) in the alphabet. A negated atom is an expression of
the form ¬p(t1, .., tn), where ¬ (or equivalently “not”) is the Prolog negation-as-
failure (NAF) operator [1] and p(t1, .., tn) is an atom. A literal is either an atom or
a negated atom; we will refer to it as positive and negative literal respectively. A
set {l1, ..., lm} of literals is a clause, which is also denoted, in logic programming,
as the rule

h ← b1, ..., bn

where h is positive literal, called the head of the clause, and b1, ..., bn is a conjunc-
tion of literals, called body of the clause. Each bi is also referred to as condition or
antecedent of the rule. The intuitive meaning of a clause is “if all the conditions
are true then the head must be true”. Using Prolog convention [12], predicates,
terms and functions are denoted with initial lower case letter, whereas variables
are written with an initial capital letter. Clauses can be of two types, definite and
normal. The former are clauses whose body literals are all positive, the latter
as clauses whose conditions can be either positive or negative literals. Clauses
with a single literal (the head) are called facts, whereas clauses with a body
and an empty head are called goals. A normal logic program is thus a finite
set of normal clauses {c1, ..., cn} assumed to be in conjunction with each other.
In the remainder of the paper the symbol |= denotes the notion of entailment
over stable model semantics for normal logic programs [4] (equivalent to logical
entailment for definite programs).

2.2 Logical Translation of a Petri Net

The first phase of our approach translates automatically a Petri net into a normal
logic program. The formalisation is based on a predicate ns (“no-sequel”) defined
as follows:

ns(AT1,AT2, BId,Now) ←
event(AT1,BId, completed,AgentId,Parameters,T1), T1 < Now,
¬eventFromTill(AT2,BId, completed, T1, Now))

(1)

eventFromTill(AT,BId,ET, From,T ill) ←
event(AT,BId, ET, AgentId,Parameters,T ), F rom < T, T < T ill

(2)
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where the predicate event is defined through the logical formalization of a state
transition (as explained in the next section).

Informally the predicate ns(AT 1, AT 2, BId, Now) is true if at the time point
Now, in the process instance BId, activity AT 1 has happened but since AT 1
has happened AT 2 has not happened yet.

Using the ns predicate any Petri net can be translated into a normal logic
program, by expressing each Petri net transition in terms of the preconditions
under which the transition can take place [7].

ns(a1, a) ns(a1, a) ∧ ns(a1, a2)
sequence skip

ns(a1, a) ∧ ns(a1, a2) ns(a1, a) ∨ ns(a2, a)
or-split or-join

Fig. 2. Formalization of Petri net constructs

In the rest of the paper, we consider only the completion of activities (i.e.
events of type completed) and we abbreviate the predicate ns(AT 1, AT 2, BId,
Now) to ns(AT 1, AT 2), whenever there is no ambiguity about the process in-
stance id and the time.

Figure 2 shows the patterns used to map basic constructs of a Petri net in
terms of ns predicate as preconditions for the activity a. The rules defining the
preconditions for a certain activity a in the logic program PL are of the type

class(a,BId, T, completed) ← ns(...), ..., ns(...)

2.3 Training Data Generation

In the encoding of an event log into logic programs each state transition is
represented using the predicate event(AT,BId,ET, AgentId,Par, TS) where AT
represents the activity name, BId is the unique id of the corresponding process
instance, ET denotes the event type, AgentId the agent who has performed
the state transition, Par a lists of additional parameters and TS is the time
point at which the state transition has happened. In the rest of the paper only
the activity name, the process instance id and the time point are used in the
revision. However, other arguments can be used to revise richer models than the
ones considered here.

To allow the process models revision through supervised multi-relational
learning, negative information is also required. A negative example defines state
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transitions that cannot take place. Our training data set generation uses the
algorithm proposed in [7] for extracting negative information from given event
logs. Briefly, given a process instance ti in an event log and e(i,k) state transition
in the position k of the process instance ti, the algorithm checks the occurrence
of any other state transition, ε, in the position k. If there exists a process instance
tj : ∀l, l < k, similar(e(i,l), e(j,l)) and similar(e(j,k), ε) (two state transitions are
similar if they have the same activity type and the same event type) then the
state transition ε is not added as negative information (because this behaviour is
present in the event log). If such transition tj does not exist, then ε is added as
a negative state transition at position k. For further details we refer the reader
to [7] where this algorithm is extensively discussed.

3 Revision

The revision phase takes as input the logic program representation of an ex-
isting Petri net and the training set data and generates as output a new logic
program that covers all the positive examples and none of the negative exam-
ples. Using the terminology introduced in [7] we derive models with TP = 1
and TN = 1 (respectively true positive rate and true negative rate, i.e. the ra-
tio of the number of positive/negative examples correctly classified by the model
over the total number of positive/negative examples). The algorithm uses an un-
derlying non-monotonic ILP system to find, as inductive solutions, prescriptive
syntactic changes to be made to the original model. The computation of such
changes is performed within a search space defined by a language bias, given as
input to the underlying learning system, which defines the syntactic form of the
possible changes that can be learned. In contrast to the hill climbing learning
approaches used in AGNEs, our learning system explores the entire search space,
and therefore it always finds a solution, if one exists.

Let us now define our generic notion of revision through learning.

Definition 2 (Revision through learning)
Given a revisable set T of rules, a background knowledge B (not revisable), a
set E of positive and negative examples and a language bias L, revision through
learning is the task of finding a set of minimal changes, within the scope of
L, that when applied to T gives a revised set T

′
of rules that, together with

the background knowledge B, covers all the positive examples and none of the
negative one.

The key notion in the above definition is that of minimal change. In general, a
revision system avoids the computation of new models that are “unrelated” to
the revisable part of the original model. Therefore, whenever an initial (even if
not correct) model exists, either because provided by an expert or available from
previous revisions, minimal revision is, in general, preferable to rediscovery. Our
revision algorithm uses a measure of minimality similar to that proposed in [16],
and defined in terms of number of revision operations required to transform one
model into another. The atomic revision operations covered by the language bias
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of our system include deletion of a condition in an existing rule, addition of a
condition in an existing rule, addition of a new rule, and deletion of an existing
rule. The number of revision operations needed to transform a model T into a
new model T

′
is then given by the number of atomic revision operations made

to the model T to obtain T
′
. We denote this number as f(T, T

′
). Thus, given

a model T , T
′

is a revised model of T which satisfies the minimality criteria if
there is no another model T

′′
such that f(T, T

′′
) < f(T, T

′
). In our approach,

computing a minimally revised Petri net P
′
from a given Petri net P , corresponds

to computing a logic program T
′

that can be obtained from the logic program
T representing P , by means of a minimal number of atomic revision operations.

Note that the learning system used can be configured to handle different no-
tions of minimality, defined as a cost function of the logic revision thus allowing,
for instance, different “weights” for different revision operations applied on the
original model.

The background knowledge is used to define any concept that can be used
in the target rules and the extensional knowledge supporting the learning. The
instantiation of the inputs of the learning is made clear in the reminder of the
paper.

3.1 Revision Algorithm

Our revision algorithm takes as input a logic program T representation of a Petri
net model (as revisable model), a background knowledge B, a set E of examples
and a language bias L. It then produces as output a revised logic program T

′

using three main computation steps [2].
At first, during the pre-processing phase, all the rules in the given revisable

program are transformed into defeasible rules. This step intuitively changes the
meaning of the rules from “the head of a rule is true if all the conditions are
true” to “the head of a rule is true if all the conditions are true and the exception
to the rule is not true”. Defining an exception for a revised rule is equivalent to
add conditions to it.

The second step of the algorithm is the learning phase. This takes the trans-
formed revisable program generated by the pre-processing phase and computes
the revision in terms of conditions that can be added and/or deleted from the
transformed rules to cover all the given positive examples and none of the neg-
ative ones. This phase uses a prototype non-monotonic learning systems called
TAL (Top-directed Abductive Learning) [3]. The system performs a top down
search starting from the most general set of hypothesis rules within the scope of
the given language bias. In a top-down fashion (where the top goal is the given
set of examples) it identifies and keeps track of the general rules of an hypothesis
theory that together with the background knowledge are needed to derive the
examples.

The third phase is a post-processing phase. This takes the output of the learn-
ing system and automatically generated the revised program T

′
by re-factoring

the original rules together with the new learned rules.
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4 Case Study

To validate the proposed approach a well known “driver’s license” case study [9],
[7] has been used. We report in this section the main results, we discuss them
and exemplify the revision step for one of the activities.

(a) (b)

Fig. 3. (a) Existing Petri net (b) Petri Net after the revision process

An event log W (containing 50 process instances) is generated simulating
the execution of the actual process through CPN Tools [10]. We use artifi-
cial traces produced by a simulation rather than real-life logs because real-life
event logs usually contain imperfections. On the contrary, by using simulation
we can have more control about the properties of the event log to validate
the approach under different conditions. The actual process is described by
the Petri net shown in Fig. 3(b). This Petri net contains a loop, a dupli-
cate task (applyForLicense), an invisible task (to skip receiveLicense at the
end of the process) and it is a non-free-choice Petri net because, for instance,
the grey place in Fig. 3(b) is in the preset1 of more than one transition
(doPracticalExamDriveCars and doPracticalExamRideMotorBikes) but it
is not the only place in the preset of doPracticalExamDriveCars neither in the
preset of doPracticalExamRideMotorBikes.

The Petri net P , shown in Fig. 3(a), describes a currently available model
of the process. The structure of this Petri net is similar to the Petri net rep-
resenting the actual process. However here the non-free-choice constructs and
1 A preset of a transition x is the set of the places y such that there is an arc from y

to x.
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the invisible task are missing. These constructs should be identified in the
revised Petri net. Moreover in P the activities obtainSpecialInsurance and
payExaminationFee are performed before attending the courses. In the re-
vised Petri net obtainSpecialInsurance should be performed after attending
the courses and the activity payExaminationFee should be deleted.

1. Translation to logical model. The first step of our approach is to formalise
P as a logical model PL using the predicate ns. PL is obtained using the pat-
terns shown in Fig. 2 and is shown schematically in Fig. 4(a).

activity precondition

a start true
b applyForLicense ns(a,b)
b applyForLicense (ns(j,b) ∧ ns(j,k))

∧ occursLessThan(b,3)
c obtainSpecialInsurance ns(b,c)
d payExaminationFee ns(c,d)
e attendClassesDriveCars ns(d,e) ∧ ns(d,f)
f attendClassesRideMotorBikes ns(d,e) ∧ ns(d,f)
g doTheoreticalExam ns(e,g) ∨ ns(f,g)
h doPracticalExamDriveCars ns(g,h) ∧ ns(g,i)
i doPracticalExamRideMotorBikes ns(g,h) ∧ ns(g,i)
j getResult ns(h,j) ∨ ns(i,j)
k receiveLicense ns(j,b) ∧ ns(j,k)
l end ns(k,l)

(a)

activity precondition

a start true
b applyForLicense ns(a,b)
b applyForLicense (ns(j,b) ∧ ns(j,k) ∧ ns(j,l))

∧ occursLessThan(b,3)
c obtainSpecialInsurance ns(e,c) ∨ ns(f,c)
e attendClassesDriveCars ns(b,e) ∧ ns(b,f)
f attendClassesRideMotorBikes ns(b,e) ∧ ns(b,f)
g doTheoreticalExam ns(e,g) ∨ ns(f,g)
h doPracticalExamDriveCars (ns(g,h) ∧ ns(g,i))

∧ (ns(c,h) ∧ ns(c,i))
∧ ns(e,h)

i doPracticalExamRideMotorBikes (ns(g,h) ∧ ns(g,i))
∧ (ns(c,h) ∧ ns(c,i))
∧ ns(f,i)

j getResult ns(h,j) ∨ ns(i,j)
k receiveLicense ns(j,b) ∧ ns(j,k)

∧ ns(j,l)
l end ns(k,l) ∨ (ns(j,b)

∧ ns(j,k) ∧ ns(j,l))

(b)

Fig. 4. (a) Obsolete model (b) Revised model

Note that occursLessThan(b, 3) specifies that the activity b (applyForLicense)
cannot be executed more than three times in a process instance.

2. Training data generation. In the second step the training data set E =
E+ ∪ E− is generated from W . In particular, approximately 600 positive ex-
amples are extracted from the event log. Starting from the positive examples
AGNEs algorithm allows to generate the negative ones. In our experiment we
use an injection probability π = 0.2. This means that we consider only 20% of the
whole set of the generated negative examples. Approximately 100 negative ex-
amples are generated. For instance for the activity c (obtainSpecialInsurance)
positive and negative examples have the form: class(c, 1, 4, completed), class(c,
1, 9, completed), ... not class(c, 15, 11, completed). class(act, t1, t2, completed)
means that the activity act can be completed in the process instance t1 at the
time point t2, since this is what happens in the log. In contrast, negative exam-
ples show the behaviours which cannot take place.

3. Revision. Starting from PL and E the revision algorithm is executed on each
activity x singularly. As previously stated, the iterative deepening implemen-
tation of TAL first checks if a solution with no revision exists, i. e. whether
B ∪ PL |= Ex, where Ex is the subset of E that refers to the activity x and B
contains rules (1) and (2) and the definition of the occursLessThan predicate.
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This holds only for the doTheoreticalExam and getResult activities. For all
other activities a revision is learned. The result of the revision is the defini-
tion reported in given in Figure 4(b). The preconditions of the activities are
reported in terms of the ns predicate and the or-split patterns are enclosed in
brackets. Note that adding or deleting or-split is considered as a single atomic
revision. We illustrate the partial results of the revision process for the activity
obtainSpecialInsurance.

Example 1. Revision for the activity c (obtainSpecialInsurance). Pc refers to
the rules in PL referred to the activity c.

3.1. Revision: pre-processing. In this phase, all the rules in PL are rewritten using
the meta-predicates try and exception. This transformation sets the learning task
to compute exceptions cases for rules in PL and instances of body literals that
can be deleted.

P̃c =

⎧⎨
⎩

class(c, BId, T, completed) ←
try(1, 1, ns(b, c)),
¬exception(1, class(c, BId, T, completed))

3.2. Revision: learning. The learning phase takes as input the transformed (re-
visable) program T̃ , the (unrevisable) background knowledge B, the extended
language bias P̃L and a set E of examples. It computes an inductive solution H
containing information about deletions, exceptions and new rules (whenever the
given language bias L �= ∅) such that B∪ P̃L∪H |= E (ensured by the soundness
of the ILP system deployed in our revision approach).

H =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

class(c, BId, T, completed) ←
ns(e, c)

class(c, BId, T, completed) ←
ns(f, c)

exception(1, class(c, BId, T, completed))

3.3. Revision: post-processing. The last phase constructs the revised theory P ′
L

from the output of the learning phase. This is an automatic re-factoring pro-
cess that takes the revisable program P̃L given to the learning system and the
generated hypothesis H and transform them into an equivalent program P

′
L

that represented the revised Petri net model. The transformation satisfies the
property that B ∪ P̃L ∪ H is equivalent to B ∪ P

′
L.

Pc
′ =

⎧⎪⎨
⎪⎩

class(c, BId, T, completed) ←
ns(e, c)

class(c, BId, T, completed) ←
ns(f, c)

The learning phase generates an exception that has the effect of deleting
the entire existing rule (ns(b,c)). Two new rules are learned defining an or-join
(ns(e,c) ∨ ns(f,c)).

4. Translation to Petri net. The final outcome of the learning is mapped into a
model which is identical to the actual model shown in Figure 3(b). The revision
algorithm is able to tranform the free choice Petri net P in the non-free choice
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Petri net P’. Moreover the preconditions of the end activity, reveal the presence
of an invisible task. In general the presented revision algorithm is able to handle
all common constructs in a Petri net.

5 Conclusion

The approach proposed in this paper presents various advantages with respect
to the existing techniques for mining process models from event logs. The main
one is that it is able to learn incrementally from event logs whilst preserving as
much as possible of the previously learnt model. By using our revision through
learning approach, we have shown that minimally revised process models can be
learnt through an automated process.

Moreover we provide a uniform methodology and tool support for both the
tasks of extraction (i.e. mining) of process models as well as revision of an existing
model.

Although not shown in this paper due to space limitations, our approach
can also be used in the presence of incomplete or noisy data. In particular we
are extending our learning system through a probabilistic approach aimed at
handling noise in the event logs. The outcomes in this case will be a revised
model that is a “best fit” to the given data.

In the near future we want to further experiment our methodology using pro-
cess models with different peculiarities. In fact, the generality of the declarative
representation of the business process model used as input to our learning sys-
tem can be appropriately extended to allow notions of time, composite events,
as well as any additional feature expressible in first-order logic. Through further
experimentations we want to show that it is possible to extract and revise mod-
els with some, any or all such characteristics using the same underlying learning
system.
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Abstract. The management and automation of business processes have
become an essential task within IT organizations, where the diagnosis
is a very important issue, since it enables fault isolation in a business
process. The diagnosis process uses a set of test points (observations)
and a model in order to explain a wrong behavior. In this work, an
algorithm to allocate test points is presented, where the key idea is to
improve the diagnosability, getting a better computational complexity
for isolating faults in the activities of business processes.

Keywords: Process tracing and monitoring, constraint programming,
fault diagnosis, fault isolation, test points.

1 Introduction

A business process (BP) is composed of activities which are logically related
to achieve a goal. BP management includes concepts, methods and techniques
to support the design, administration, configuration, enactment and analysis of
BPs [1]. A BP instance is a concrete case in the operational process for a model.
If a BP is monitored, some errors can be detected. The diagnosis process detects
which tasks are responsible of the incorrect behavior for a business instance.

Fault diagnosis determines why a BP correctly designed does not work as it
is expected. Its aim is to identify the reason of an unexpected behavior. The
computation is based on observations, which come from the public information
existing in the BP, which can be measured by means of test points allocated in
certain places of the BP model. In [2] the diagnosis is performed according to
the topology of the BP and the relation with the public information monitored.

Test points are control points where it is possible to know data that are
available at a moment of the execution. The aim of this work is to improve the
diagnosability of a BP by means of the allocation of test points.

The paper is structured as follows: Section 2 raises the allocation of test points
in BPs, including three different objectives to achieve. Section 3 shows some
experimental results. And finally, conclusions and future work are presented.

2 Allocation of Test Points in a Business Process

The aim of this paper is to apply techniques to allocate test points in BPs.
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Definition 1. Cluster of activities: Being the private information the non-
observable information exchanged between the activities, a set of activities T
is a Cluster, (i) if it does not exist common private information of any activity
of the cluster with any activity outside the cluster, and (ii) if for all Q ⊂ T then
Q is not a cluster of activities.

Definition 2. The Diagnosability level is the quotient of the number of faults
which can be distinguished each other and the number of all possible faults. Being
nAct the number of activities in a BP, the possible faults are initially 2nAct - 1.

The test points make possible the separation of the activities into different clus-
ters. Also, as it is explained in [4], the computational complexity in the clusters
separately is lower than in the whole BP, since the number of possible diagnoses
is minor. If all the information within the BP is private, only one fault can be dis-
tinguished: the nAct activities fail or not. When some test points are allocated
and m clusters are obtained, the number of faults that can be distinguished,
according to Definition 2, are 2m - 1.

The proposed algorithm can be configured to achieve three objectives related
to diagnosability, presented in next sections. Since the BPs are going to be
modelled as CSPs, the transformation into a graph is detailed in the following.

2.1 Improving the Diagnosability by Using Constraint
Programming

A CSP consists of 〈X, D, C〉 where X is a set of n variables x1, x2, ..., xn whose
values are taken from finite, discrete domains D1, D2, ..., Dn respectively, and C
is a set of constraints on their values [3].

A BP can be considered as a directed graph. Its nodes and edges give rise to
variables in a CSP (with their domains D):

Variables:
nAct: number of activities
nCon: number of edges
clusterOfActi: set of nAct variables representing the cluster where each activity i

is contained (D : {0..nAct − 1})
testPointj : set of nCon variables holding the possible new test points in the BP,

with possible values true (which implies that there must be a test point in a
determined connection) and false (the opposite)

nTestPoints: number of allocated test points (D : {0..nCon})
nClusters: number of obtained clusters (D : {1..nAct})

Each edge gives rise to a constraint within the CSP. As an example, being the
connection between two activities A and B the n-th possible test point of the
set testPointj, the constraint added to the CSP would be:

if(testPointn = false) ⇒ clusterOfActA = clusterOfActB

That constraint means that if the connection between A and B does not count
on a test point, they are necessarily in the same cluster. The opposite statement
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cannot be asserted, since the existing of the test point cannot imply that A and
B are in different clusters since it is possible that they are connected through
another path in the graph.

2.2 Objective 1: To Maximize the Number of Clusters Allocating a
Fixed Number of Test Points

In order to achieve this objective, the number of test points must be limited to a
value t in the CSP. Likewise, the goal is included: taking all the combinations of
pairs of values in the set clusterOfActi, the number of different pairs of values
must be maximized, so that the maximum number of activities are placed in
different clusters, maximizing the number of clusters obtained.

Being pairsi,j a variable that indicates if each pair of activities i and j are in
a different cluster (value 1) or in the same one (value 0).

Constraints: nTestPoints = t, t ∈ {1, . . . , nCon}
∀i, j ∈ {1, . . . , nAct} (clusterOfActi 	= clusterOfActj) ↔ pairsi,j = 1

Goal: maximize(
∑nAct−1

i=1

∑nAct
j=i+i pairsi,j)

The temporal complexity to solve the CSP is exponential for the number of
connections. When the BP has a large number of activities, the time needed to
solve the CSP makes this solution inappropriate. In order to avoid this prob-
lem, the greedy algorithm presented in [4] is used. That algorithm applies the
Floyd’s algorithm to find the bottlenecks of the BP, which are the most impor-
tant connections to allocate test points. They are used to select the connections
where will be better to allocate test points. Those connections will be the only
ones taken into account in the solution of the CSP, improving the computational
complexity, although the optimal solution is not guaranteed.

2.3 Objective 2: To Allocate the Minimum Number of Test Points
in Order to Obtain a Fixed Number of Clusters

New constraints are added to the initial CSP to establish the number of clusters
in a value numClusters. The goal is to minimize the number of values equal to
true in the set testPointj. This CSP does not present computational problems.

Constraint: nClusters = numClusters, numClusters ∈ {1, . . . , nAct}
Goal: minimize(nTestPoints)

2.4 Objective 3: To Minimize the Number of Test Points to
Allocate in Order to Obtain Clusters with a Maximum Number
of Activities

The initial CSP needs new constraints to limit the number of activities that
belong to each cluster to the value maxNumAct, and constraints to keep the
CSP solver from finding out equivalent solutions (reducing the computational
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complexity, since it gets a huge search space reduction). The goal is to minimize
the number of test points to allocate, including the following constraints.

The temporal complexity is exponential, so that it is necessary to add some
kind of bound to reduce the search space of the variables. In order to get a
bound, a new greedy method is used whose solution may not be the optimal
solution, but it provides a very useful bound for the number of test points in a
linear time that reduces drastically the domain of the variables clusterOfActi.

Constraints: clusterOfAct1 = 0
∀i ∈ {0, . . . , nClusters − 1} occurrences(i, clusterOfAct) ≤ maxNumAct
∀i ∈ {0, . . . , nAct − 1}clusterOfActi ≤ max(clusterOfActj) + 1, j ∈ {1, . . . , i − 1}
Goal: minimize(nTestPoints)

The greedy algorithm is based on the topology of the BPs, using the different
control flow patterns existing in the BP model. Since frequently there is a set of
branches that form a split and are synchronized by means of a join, it is possible
to analyze the processes in a deep way. The splits and joins will enable to divide
a BP in different levels. This is, when a single thread of execution splits into
branches, and those branches later converge in a join, the activities in those
branches are in an inferior level than the activities in the main thread.

Figure 1 shows an example where the BP counts on nine activities. The splits
and joins make that the BP has three levels (L1, L2 and L3).

Fig. 1. Business process with three levels

Based on this idea of levels, the greedy algorithm is made up of several steps:

Step 1: Transformation of the BP into a graph and labelling the nodes.
The labels of the edges are used to describe if there is a test point in this place.
Likewise, each nodes counts on the name of the activity which it is representing,
and their labels depend on the levels where they are located: the splits are
matched to their corresponding joins, assigning labels from upper to lower levels.
The label of the main level (the whole BP) is the string “1”. In the rest of levels
it is formed by the label of its upper level, concatenating the number of the new
level. The numbers in a label indicate the levels where the node is located. At
the same time, a tree with the hierarchy of levels is built. Each node of this tree
stores the label of a level and the nodes of the graph which are previous and
subsequent to that level.
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Following with the example in Fig. 1, the different labels assigned to its nodes
are shown in Fig. 2(a) and the tree of levels in Fig. 2(b). Level “1” does not have
previous and subsequent node, since that level represents the whole BP.

Fig. 2. (a) Graph with labels in the nodes, (b) tree of levels and (c) reduced graph

Step 2: Allocating the test points. Using the tree of levels, this task per-
forms (based on Algorithm 1) a recursive process to allocate the test points.
The sentences marked with numbers (1, 2, 3) in the algorithm are detailed in
the following.

Algorithm 1. Recursive algorithm to allocate test points
if there are more activities in this level than the maximum per cluster then

if the level is a leaf of the tree of levels then
(1) allocate test points in the input and outputs of the level in the graph
(2) allocate test points in the activities of this level in the graph

else
for all child c in the tree do

recursive call: run this algorithm over activities in level c
if any test point was allocated in level c then

(3) reduce the graph
end if

end for
(1) allocate test points in the input and outputs of the level
(2) allocate test points in the activities of this level

end if
else if this level has exactly the maximum activities per cluster then

(1) allocate test points in the input and outputs of the level
end if

– (1) Allocate test points in the input and outputs of a level: the idea is to
isolate the activities of a level from the rest of the activities in the BP. This
sentence entails the fact of allocating test points after the previous node and
before the subsequent node of the level. For example, if it is necessary to
isolate the level “12” of Fig. 2(a), a test point is allocated in the input of
the level (output of A0) and two in the outputs of the level (outputs of A3
and A7).

– (2) Allocate test points in a level: either because the level is a leaf or because
it has already been isolated, this sentence entails the moment of allocating
test points in the activities of a level using the exhaustive CSP explained at
the beginning of this subsection.
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– (3) Reduction of the graph: once the test points have been allocated in a
level, this level must be considered as a black box in upper levels. Therefore
the graph must be reduced in order to allocate the test points in the whole
BP without taking into account the activities of that level.

In Fig. 2(c) the level “123” has been isolated by means of the test points
allocated on it. This level is replaced by a black box delimited by test points.

3 Experimental Results

In this section, the temporal complexity of the exhaustive and greedy methods for
Objectives 1 and 3 are compared. We present the execution time applied to some
BPs with different number of activities (from 5 to 50), which are benchmarks
that have been generated to check the Objectives 1 and 3.

Figure 3(a) shows the execution time for the Objective 1. In the chart, the
execution time of the exhaustive algorithm and the one that uses the greedy
method can be compared. The exhaustive method presents an exponential exe-
cution time, whereas the greedy method is polynomial.

Fig. 3. Execution time for objectives 1 and 3

Likewise, Fig. 3(b) depicts the difference between the execution time spent
by the exhaustive and the greedy method for Objective 3. It is possible to see
the difference between the exponential execution time for the exhaustive method
and the polynomial complexity when the greedy algorithm is used to establish
a bound in the number of test points.

4 Conclusions and Future Work

The aim of this work is to improve the diagnosability through applying tech-
niques of allocation of test points, improving the computational complexity of
isolating faults in the diagnosis process.

As future work, it is interesting to perform the diagnosis once the test points
have been allocated, since they give us additional information that is useful to
achieve a more efficient and precise process to find out the minimal diagnosis.
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Abstract. Information systems are ageing over time and become legacy 
information systems which often embed business knowledge that is not present 
in any other artifact. This embedded knowledge must be preserved to align the 
modernized versions of the legacy systems with the current business processes 
of an organization. Process mining is a powerful tool to discover and preserve 
business knowledge. Most process mining techniques and tools use event logs, 
registered during execution of process-aware information systems, as the key 
source of knowledge. Unfortunately, the majority of traditional information 
systems is not process-aware and does not have any built-in logging 
mechanisms. Thus, this paper defines the main challenges to be addressed as 
well as a preliminary solution to obtain event logs from traditional systems. The 
solution consists of a technique that statically analyzes the source code and 
modifies it in a non-invasive way. Finally, the modified source code enables the 
event log registration at runtime based on dynamic source code analysis. 

1   Introduction 

Business processes have become a key asset in organizations, since processes allow 
them to know and control their daily performance, and to improve their 
competitiveness [2]. Thereby, information systems automate most of the business 
processes of an organization [14]. However, due to uncontrolled maintenance 
information systems are ageing over time and become legacy information systems 
(LIS) [11]. They gradually embed meaningful business knowledge that is not present 
in any other asset of the organization [7]. When maintainability of LISs diminishes 
below acceptable limits, they must be replaced by improved versions [8]. To ensure 
that the new system is aligned with the organization’s business processes, the 
embedded business knowledge needs to be preserved  [5]. The business knowledge 
preservation requires an in-depth understanding of how the information systems 
currently support the organization’s business processes. This problem motivates the 
use of process mining, which became a powerful tool to understand what is really 
going on in an organization by observing the information systems [12]. 

Usually, event logs are obtained from Process-Aware Information Systems (PAIS) 
[3], i.e., whose nature facilitates the registration of events throughout process 
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execution. Indeed, most process mining techniques and tools are developed for this 
kind of information systems [2]. In addition to PAIS, there is a vast amount of 
traditional systems that also support the business processes of an organization, and 
could thus benefit from process mining. Nevertheless, non process-aware systems 
imply five key challenges for obtain meaningful event logs. This paper proposes a 
technique for addressing these challenges and for obtaining process event logs from 
traditional (non process-aware) information systems. The technique is based on both 
static and dynamic analysis of the source code of the systems. Firstly, the static 
analysis syntactically analyzes the source code and injects pieces of source code in a 
non-invasive way in specific parts of the system. Secondly, the dynamic analysis of 
the modified source code makes it possible to write an event log file in MXML format 
during system execution. The proposed technique is further supported by specific 
information provided by business experts and system analysts who know the system. 

The remainder of this paper is organized as follows. Section 2 introduces the main 
challenges for obtaining event logs from traditional information systems. Section 3 
presents the proposed technique to tackle these challenges. Section 4 discusses related 
work and finally, Section 5 provides a conclusion and discusses future work. 

2   Process-Awareness Challenges 

Challenge 1 - Missing Process-Awareness. The first challenge is to know what 
business activities are executed. While PAISs manage processes (i.e. a sequence of 
activities with a common business goal using explicit process descriptions) [14], LIS 
are a set of methods, functions or procedures (callable units in general) where 
processes are only implicitly described. LIS can be seen as a graph where the nodes 
are the different callable units, and the arcs are the calls between callable units, i.e., 
the call graph represents the control flow of a LIS. To address this challenge Zou et 
al. [15] proposed the “a callable unit / a business activity” approach, which considers 
each callable unit as a candidate business activity in a process mining context. This 
approach provides a good starting point, but ignores other important challenges such 
as, for example, the different granularity of callable units and activities (Challenge 1) 
and the mixture of business- and technical-related callable units (Challenge 3). 

Challenge 2 - Granularity. The different granularity of business activities and 
callable units in LIS constitutes an important challenge. In [12], each callable unit in a 
LIS is considered as an activity to be registered in an event log. However, LISs 
typically contain thousands of callable units many of which are very fine-grained, not 
directly supporting any business activity. To avoid that the mined processes get 
bloated with unnecessary details, too fine-grained callable units should not be 
considered in the event log. In this sense, different solutions can be implemented to 
discard fine-grained callable units. On the one hand, source code metrics (such as the 
lines of source code or cyclomatic complexity metric) could be used to determine if a 
callable unit is a coarse- or fine-grained unit. On the other hand, heuristics (like 
discarding getter and setter methods, or discarding units when call hierarchies reach a 
specific depth) could offer a good alternative with minimal computational costs. 

Challenge 3 - Discarding Technical Code. Challenge 3 is caused by the fact that 
LISs typically contain several callable units, which cannot be considered as business 
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activities. Callable units can be grouped into two domains: (i) the problem domain 
contains the callable units related to the business entities and functionalities of the LIS 
(i.e., these units implement the business processes of the organization) and (ii) the 
solution domain contains the callable units related to the technical nature of the 
platform used in the LIS and aids the callable units of the previous group. Since 
callable units belonging to the solution domain do not constitute business activities, 
they should not be considered in the event log. Therefore, callable units in charge of 
auxiliary or technical functions that are not related to any use case of the system could 
be discarded. However, due to the delocalization and interleaving problems [10], the 
problem and solution domain groups are not always disjoint sets (i.e., the technical 
and business code are usually mixed), thus requiring that system analysts provide the 
information about whether a callable unit belongs to the problem or solution domain. 

Challenge 4 - Process Scope. Another challenge is to establish the scope of a 
business process (i.e., to identify where a process instance starts and ends). While the 
start and end points of a business process are explicitly defined in PAISs, LS lack any 
explicit information about the supported processes. Unfortunately, the information 
where a process starts and ends cannot be automatically derived from the source code, 
but must be provided by business experts (who know the business processes of the 
organization as well as their start and end activities) and system analysts (who know 
what callable units in the source code support the start and end activities). 

Challenge 5 - Process Instance Scope. The lack of process-awareness in LIS causes 
another fundamental challenge which is due to the fact that a business process is 
typically not only executed once, but multiple instances are executed concurrently. If 
a particular business activity is executed (i.e., callable unit is invoked), this particular 
event has to be correctly linked to one of the running process instances. Correlating an 
activity with a data set, which uniquely identifies the process instance it belongs to, 
poses significant challenges. In particular, it has to be established which objects can 
be used for uniquely identifying a process instance (i.e., what the correlation data is). 
If correlation objects have been identified, the location of these objects in each 
callable unit has to be determined (i.e., the argument or variable in each callable unit 
that contains the correlation data). This requires the input of business experts and 
systems analysts who know the LIS and the process it supports. Unfortunately, 
however, there are some units where the selected correlation data is not present. For 
this reason, traceability mechanisms throughout callable units are needed to have the 
correlation data available at any place of the legacy source code. 

3   A Preliminary Solution 

This paper proposes a technique to obtain event logs from non process-aware systems 
based on a combination of static and dynamic analysis of source code addressing the 
discussed challenges. Our proposal presents a generic technique, although it is 
specially designed for object-oriented systems. The static analysis is the key stage of 
the technique, where special sentences for writing events during system execution are 
injected in the code. Due to the missing process-awareness of LISs this stage poses 
several challenges (cf. Section 2). While challenges C1 and C2 can be addressed in a 
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fully automated manner (Task 5 and 6 in Fig. 1), challenges C3, C4 and C5 require 
input from business experts and system analysts (Task 1 - 4 in Fig. 1). 

In Task 1, to deal with the process scope challenge (Challenge 4) business experts 
establish the start and end business activities of the business processes to be 
discovered. In parallel, system analysts examine in Task 2 the legacy source code and 
filter the directories, files or set of callable units that support business activities (i.e., 
they select the callable units belonging to the problem domain), thereby reducing 
potential noise in the event log due to technical source code (Challenge C3). Task 3 is 
the mapping between start/end business activities and the callable units supporting 
them, which is again supported by system analysts (Challenge C4). 

 

Fig. 1. The overall process carried out by means of the proposed technique  

In Task 4 system analysts establish the correlation data set for each callable unit 
which is uniquely identifying a process instance (Challenge C5). For this, the 
correlation data is mapped to parameters of each callable unit. This information is 
then used during run-time to correlate the executed activities with the proper process 
instance. After that, Task 5 consists of the syntactic analysis of the source code. A 
parser automatically analyzes and injects on the fly the special sentences writing the 
event long during system execution. During the static analysis, the source code is 
broken down into callable units (Challenge 1).  All callable units not belonging to the 
problem domain subgroup selected by the system analyst in Task 3 (Challenge 3) and 
all fine-grained callable units (e.g., setter, getter, constructor, toString and equals 
callable units) are then discarded (Challenge C2). Finally, in each of the filtered 
callable units, two sentences are injected at the beginning and the end of each 
respective unit (one with a start event type, and the second one represents the 
complete event for the same business activity). Moreover, the correlation data defined 
for the unit as well as information whether or not the unit represents a start or end 
activity are included in the sentences. When the modified code is executed, the 
injected sentences invoke a function, which writes the respective event in the log.  

The dynamic analysis is performed after the static analysis, thus the modified 
source code can be released to production again. The new code allows to write event 
log files according to the MXML (Mining XML) format, which is used by the process 
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mining tool ProM [13]. When the control flow of the information system reaches an 
injected sentence, a new event is added to the event log. The events are written by 
means of a function, which searches the adequate process of the event log where the 
event must be written using an Xpath expression. If the process is null, then a new 
process is created. After that, the function examines the correlation data to determine 
to which process instance the event has to be added. If the correlation data is empty, 
then the function takes the correlation data of the previously executed callable unit to 
add the event to the correct process instance. This solution is based on simple 
heuristics and allows correlating events and process instances when no correlation 
data is available for the respective event. Moreover, in order to add the event to the 
correct process instance, the function again uses an Xpath expression taking the 
correlation data into account. If the expression does not find a process instance for  
the correlation data (i.e., because the event belongs to a start activity), the function 
creates a new process instance for the correlation data. Finally, when the function has 
determined the correct process instance, it adds the event to that instance. The event, 
represented as an AuditTrailEntry element in an MXML file, is created with (i) the 
name of the executed callable unit that represent the WorkflowModelElement; (ii) the 
event type that is also a parameter of the function; (iii) the user of the system that 
executed the callable unit (or the user of the session if the system is a web 
application), which represents the originator element; and finally (iv) the system date 
and time when the callable unit was executed to represent the timestamp element. 

4   Related Work 

There are some works related to business processes recovery from non process-aware 
information systems. Zou et al [15] developed a framework to recover workflows 
from LISs. This framework statically analyzes the source code and applies a set of 
heuristic rules to discover business knowledge from source code. Pérez-Castillo et al 
[9] make another proposal based on static analysis that uses a set of business patterns 
to discover business processes from source code. Both approaches solely rely on static 
analysis, which has the disadvantage that activities cannot be linked correctly to 
process instances, since the required correlation data is only known at runtime. Thus, 
other solutions based on dynamic analysis have been suggested. Cai et al. [1] propose 
an approach that combines requirement reacquisition with dynamic analysis. Firstly, a 
set of use cases is recovered by means of interviewing the system’s users. Secondly, 
the system is dynamically traced based on these use cases to recover business 
processes. In all these works, the technique for recovering event logs is restricted to a 
specific mining algorithm. In contrast, our solution proposes a technique based on 
dynamic analysis (combined with static analysis) to obtain MXML event logs from 
traditional information systems that is not restricted to a specific process mining 
algorithm. Similar to our approach the work of Ingvaldsen et al. [6] aims at obtaining 
logs in MXML format from ERP systems. Thereby, they consider the SAP transaction 
data to obtain event logs. In contrast, our approach aims at traditional information 
systems without any built-in logging features. In addition, Günther et al. [4] provide a 
generic import framework for obtaining MXML event logs from different PAISs. 
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5   Conclusions and Future Work 

This paper presents a novel technique based on static and dynamic analysis of source 
code to obtain event logs from non process-aware systems. Thereby, the obtained 
event log can be used to discover business processes in the same way than an event 
log obtained from any PAIS. Thus, all the research and development efforts carried 
out in the process mining field may be exploited for traditional information systems. 
Achieving this goal is very ambitious since at least five key challenges must be 
addressed: (i) missing process-awareness, (ii) granularity, (iii) discarding technical 
code, (iv) process scope and (v) process instance scope.  

In a first step, the proposed technique applies static analysis for injecting special 
sentences in the source code. In a second step, the modified source code is executed, 
and an event log is written during system execution. In principle, the static analysis of 
the system has to be performed only once, and then the modified source code can be 
dynamically analyzed several times to obtain different event logs. However, the 
feedback obtained by business experts and systems analysts, after the first static and 
dynamic analysis, can be used to incrementally refine the next static analysis for 
improving the results obtained during dynamic analysis. 

Our work in progress focuses on the improvement of the proposed technique. A 
traceability mechanism will be implemented taking the call hierarchies into account to 
deal with lost and scattered correlation data. In addition, to accurately detect the 
strengths and weakness of the proposal it be validated by means of a case study. 
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Abstract. Some approaches to support decision making in the context of busi-
ness process management exist since a couple of years. Most of them are not 
systemized. This fact leads to the necessity of a classification of this broad area. 
The paper´s objective is to evaluate and differentiate approaches of Business 
Process Intelligence (BPI) within the last decade. The results of this analysis are 
a morphological box and a definition to clarify potentials of Business Process 
Intelligence. The definition integrates the most frequently used characteristics 
as well as different understandings of BPI and it indicates a holistic view on the 
dimensions of this area. Additionally, the literature-based propositions regard-
ing current shifts provide the author´s perspective to the field of BPI and point 
out a guideline for further research. 

Keywords: Business Process Intelligence, Process-centric Business Intelli-
gence, Operational Business Intelligence, Process Mining. 

1   Introduction 

This paper contributes to the fields of Business Intelligence (BI) and Business Process 
Management (BPM) in providing a classification of different understandings and po-
tentials of process-oriented BI. In general, the term BI was defined and published by 
DRESNER [14] in 1989. From his point of view, BI describes a set of concepts and 
methods to improve business decision making by using fact-based support systems. 
Since the year 2000, the area of BI focuses more and more on decision support by 
analyzing business processes. For demonstrating this development and the upcoming 
dimensions, the methodology of this paper is a literature review, which focuses on in-
ternational scientific and practical papers from the year 2000 until 2010. Hereby, the 
main characteristics of the terms Operational Business Intelligence (OpBI), Process 
Mining (PM), Business Process Intelligence (BPI) etc. are identified. Based on the 
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analysis of different definitions and descriptions in these papers, similarities and po-
tentials are extracted and filtered. This process leads to a morphological box, which 
contains characteristics and types in the area of BPI. 

2   Definitions and Concepts of Process Analyses 

Several approaches referring to process analyses models are discussed in the literature 
of Business Intelligence and Business Process Management (cf. Table 1):  

Table 1. Extract of definitions in the area of Business Process Intelligence 

CASTELLANOS / WEIJTERS 
[3] 

Broadly speaking we can say that BPI is the application of business in-
telligence to business processes so as to improve different aspects of 
how such processes are being conducted. 

GENRICH / KOKKONEN / 
MOORMANN / ZUR MUEHLEN 

/ TREGEAR / MENDLING / 
WEBER [5] 

BPI builds on techniques such as data mining and statistical analysis 
that were developed or inspired by business intelligence techniques 
such as data mining or statistical analysis, and adapts them to the re-
quirements of business process management. 

GRIGORI / CASATI / 
CASTELLANOS / DAYAL / 
SAYAL / SHAN [7] 

Business Process Intelligence (BPI) relates to a set of integrated tools 
that supports business and IT users in managing process execution 
quality. 

HALL [8] Recently, Business Process Intelligence (BPI) has emerged as another 
term for using Operational BI to inform business process management 
decisions. 

HARMON [9] We will use Business Process Intelligence (BPI) to refer to the prod-
ucts being offered by the BI and Data Warehouse and Packaged Appli-
cation vendors who seek to drive executive dashboards with data from 
processes. 

HOSNY [10] BPI refers to the application of various measurement and analysis 
techniques in the area of business process management. The goal of 
BPI is to provide a better understanding and a more appropriate sup-
port of a company´s processes at design time and the way they are 
handled at runtime. 

INGVALDSEN / GULLA [11] Ingvaldsen and Gulla present the need to combine data from external 
sources, such as the department and employee involved in a process 
with actual process logs to achieve better knowledge discovery results. 

KANNAN [12] More than Sales Intelligence or Financial Intelligence, Business Proc-
ess Intelligence provides you with objective measurement of your 
various activities within the company. 

PÉREZ / MÖLLER [13] The management of business process and thus the concept of business 
process management (BPM) are central and one of the techniques is 
process intelligence (BPI). 

ROWE [16] The business process intelligence derived from this analysis can then 
be used to optimize different elements of the predictive enterprise and 
enable all components to react to changes in the external business envi-
ronment. 

VAN DER AALST / REIJERS / 
WEIJTERS / VAN DONGEN / 
ALVES DE MEDEIROS / SONG 

/ VERBEEK [17] 

Business process mining, or process mining for short, aims at the 
automatic construction of models explaining the behavior observed in 
the event log. For example, based on some event log, one can construct 
a process model expressed in terms of a Petri net. 

VANTHIENEN / MARTENS / 
GOEDERTIER / BAESENS [18] 

Business Process Intelligence (BPI) is a concept that can be described 
as the application of Business Intelligence (BI) techniques (such as 
performance management, OLAP analysis, data mining, etc.) in BPM 
in order to understand and improve the company´s processes. 
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For instance, Operational Business Intelligence focuses on the analyses of business 
processes and their connection with analytical information. BAUER and SCHMID [1] 
differentiate between classical Business Intelligence and Operational Business Intelli-
gence regarding process status and process result. A decision support regarding ana-
lytical information can only be made reactively, which means that latencies mostly 
exceed reaction time. Because of its focus on process execution and control, OpBI is 
directly related to existing approaches like Business Activity Monitoring (BAM) as 
well as Business Performance Management. 

The term Business Process Intelligence appeared almost at the same time like OpBI. 
This dilution has been supported by software vendors, who used BPI as a signal word 
for management dashboards in order to stimulate their business [9]. As a result, the 
boundaries between these terms are considered to be indeterminate. That is why BPI 
and OpBI are often used as synonyms especially in the Anglo-Saxon area [8]. 

CASTELLANOS and WEIJTERS [3] point out the confusion of ideas and the different 
aspects of BPI and their relation. According to them, BPI aims at the improvement of 
processes, which focus on process identification, process analyses, process simulation 
and static and dynamic process improvement. HOSNY [10] states, that the aim of BPI 
is a better understanding and support of business processes at the time of construction 
and during the runtime of a process. According to KANNAN [12], BPI represents an 
objective measure of different activities within a company that gives an indication of 
current efficiency and bottlenecks of business processes. 

PEREZ and MOELLER also come up with a distinction consisting of many degrees of 
freedom. According to them, Business Process Management offers the central con-
cept, while BPI is just a method which reflects this concept [13]. In terms of the usage 
of BPI, GRIGORI et al. [7] point out a selection of tools. These tools support compa-
nies´ IT and include the domains analyses, prediction, control and improvement of 
business processes. On the one hand, those methods are supposed to allow an inte-
grated approach regarding networks and electronic business platforms. On the other 
hand, they are supposed to identify, analyze and forecast a process, in order to im-
prove the whole process [6, 9]. These analyses are executed by using data mining 
methods and statistical proceedings. According to GENRICH et al. [5], the methods 
have to be assimilated to specific demands of Business Process Management. 

3   Classifying the Characteristics of Business Process Intelligence 

This section presents the identified characteristics within the literature review. Thus, 
the morphological box (cf. Table 2) classifies the above mentioned distinctions. Mor-
phological boxes are used in the literature to arrange and visualize concept character-
istics [15]. Task and process oriented descriptions were taken and mapped to each 
other to identify the characteristics and the range of different types to structure the 
term Business Process Intelligence. So, the highlighted cells within the morphological 
box are the most frequently used characteristics and their types in the field of BPI re-
search. Therefore, the types show the broad area and the various understanding of 
BPI, which can lead to the integrated definition given on the following page. In this 
context, the Business Process Management steps process identification, process  
implementation, process control and process improvement [2] constitute as a core of 
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BPI. Against this background, BPI focuses on process design and process redesign 
with a business orientation. For this purpose, ratios are used to implement measure-
ments, structure analyses and efficiency of business processes. This leads to a process 
improvement beyond IT and organizational boundaries. Therefore, automated tech-
niques find conspicuous events and determine potentials regarding core and support-
ing processes. 

Table 2. Extended Morphological Box of Business Process Intelligence [4] 

TypesCharacteristics

Focus

Direction

Management Level

Data Level

Process Phase

Kind of Process

Time Relevance

Range of Users

Technology

Information Sources

Kind of Information

Type of Process

Process Execution

Process Structure

Decision Intensity

Process Design

Business

Operative

Identification / 
Definition / Modelling

Instance Level

Process Redesign Process Control

Technology

Tactical Strategic

Model Level Meta Model Level Meta Meta Model 
Level

Implementation / 
Execution

Monitoring /
Controlling

Continuous 
Improvement

Business Process Technical Process

Real Time Historical

Small Middle Broad

Business Activity 
Monitoring

Service-orientated 
Architecture

Complex Event 
Processing Process Warehouse

Internal Data External Data

Unstructured Data Structured Data

Support Process Core Process Management Process

Manual Process Semi-automated 
Process Automated Process

Unstructured Process Structured Process

Low Middle High
 

In the context of BPI, simulations and what-if-analyses investigate processes, gener-
ate guidance and support decisions made by the tactical and strategic management. The 
tactical and the strategic management level receive process information, because the 
information does not only describe indicators for the creation of value but also an addi-
tion to a periodic description of business performance. Accordingly, the user group 
stays functional focused and small, especially in contrast to operative process control. 
Due to this, BPI works as well as classical Business Intelligence. This relies on the in-
spection of historical data. According to the time relevance, a Process Warehouse 
(PWH) plays an important role, because process logs which have to be analyzed are 
stored within a PWH. The Process Warehouse receives structured and unstructured 
data from internal and external data sources. In this context, an application of Process 
Mining [19] is necessary, concentrating on the identification of process structures. 
Thus, the result of such analyses and simulations is an improvement of whole process 
landscapes and not of single processes. The following definition can be stated on the 
basis of this systematization and the existing distinctions in the academic literature. 
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Business Process Intelligence (BPI) is the analytical process of identifying, defin-
ing, modelling and improving value creating business processes in order to support 
the tactical and strategic management. 

In conclusion, Business Process Intelligence is understood as a generic term, which 
includes areas like the shown data analysis and brings it on a holistic level. 

4   Conclusion 

This position paper provides a framework of guidance implications in favor of Busi-
ness Process Intelligence. It is the aim of BPI to advice analytical activities and the 
dynamic assimilation of business processes. In this sense, a strategic and tactical inte-
gration of Business Process Management and Business Intelligence offers innovative 
concepts for supporting management´s decisions. The fundament for these proposi-
tions is the literature review of the last decade and the analysis of the main character-
istics of the terms Business Process Intelligence, Operational Business Intelligence, 
Process Mining etc. These characteristics are systematized in a morphological box, 
which indicates a holistic view of the different dimensions in this area. 

Finally, it can be constituted, that the future activities will focus on the integration 
of external data (e.g. involving dynamic market changes) and its impact on the de-
pendencies and alignment of whole process landscapes of a company. 
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Abstract. Evaluating process mining algorithms would require the avail-
ability of a suite of real-world business processes and their execution logs,
which hardly are available. In this paper we propose an approach for the
random generation of business processes and their execution logs. The
proposed approach is based on the generation of process descriptions
via a stochastic context-free grammar whose definition is based on well-
known process patterns. An algorithm for the generation of execution
instances is also proposed. The implemented tools are publicly available.

Keywords: process mining; business processes; log generation; Petri
net; benchmark dataset.

1 Introduction

Process mining aims to discover the structure and relations among activities
starting from business process logs. An important issue concerning the design of
process mining algorithms is their evaluation: how well the reconstructed process
model matches the actual process? This evaluation requires the availability of
an as-large-as-possible suite of business processes logs and the corresponding
original models (necessary for the comparison with the mined ones). In Fig. 1
we give a visual representation of such evaluation “cycle”.

Unfortunately, it is often the case that just few (partial) log files are avail-
able, while no clear definition of the business process that generated the log is
available. This is because many companies (the owners of “real” processes and
logs) are reluctant to make public their own private data. Of course, the lack of
extended process mining benchmarks is a serious obstacle for the development
of new and more effective process mining algorithms. A way around this prob-
lem is to try to generate “realistic” business process models together with their
execution logs.

In this paper, we present a new tool, the “Processes Logs Generator” (or
PLG), developed for the specific purpose of generating benchmarks. It allows
to: i) generate a random (hopefully “realistic”) business process (according to
some specific user-defined parameters); ii) “execute” the generated process and
register each executed activity.

M. zur Muehlen and J. Su (Eds.): BPM 2010 Workshops, LNBIP 66, pp. 214–219, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Process models Processes logs

Mined process models

Evaluation results

process mining

Fig. 1. The evaluation “cycle” for process mining algorithms

The idea of generating process models for evaluating process mining algo-
rithms is very recent. In [5]1 van Hee & Liu presented an approach to generate
Petri nets representing processes. Specifically, they suggested to use a top-down
approach, based on a stepwise refinement of Workflow nets [8], to generate all
possible process models belonging to a particular class of Workflow networks
(Jackson nets). A related approach is presented in [1], where the authors pro-
posed to generate Petri nets according to a different set of refinement rules. In
both cases, the proposed approaches do not address the problem of generating
traces from the developed Petri nets.

2 The Process Generation Phase

In this section the procedure for the generation of a business process is presented
together with a description of the model we used.

Since our final aim is to ease the generation of business process models by
the user, we decided to adopt a very general formalism for our process model
description. Petri net [6] models are unambiguous and in-depth studied tools for
process modelling, however controlling the generation of a complex process model
via refinement of a Petri net may not be so easy for an inexperienced user. For this
reason, we decided to model our processes via dependency graphs. A dependency
graph is defined as a graph G = (V, E, astart ∈ V, aend ∈ V ) where V is
the set of vertices and E is the set of edges. The two vertices astart and aend

are used to represent the “start” and the “end” activities of the process model.
Each vertex represents an activity of the process (with its possible attributes,
such as author, duration, . . . ), while an edge e ∈ E going from activity a1 to a2
represents a dependency relationship between the two activities.

In order to proceed with the presentation of our proposal, we need to introduce
some definitions. Let’s consider v ∈ V . The set of incoming activities for v is
defined as in(v) = {vi | (vi, v) ∈ E}; its set of exiting (or outgoing) activities as
out(v) = {vi | (v, vi) ∈ E}; the value of the fan-in of v is defined as → deg(v) =
| in(v)| (i.e. the number of edges entering in v), while its fan-out is defined as
deg→(v) = | out(v)| (i.e. the number of edges exiting from v).

In order to be able to correctly represent parallel execution (AND) and
mutual exclusion (XOR) we introduce functions Tout : V → {AND, XOR} and
1 We discovered this work through the IEEE CIS Task Force on Process Mining.
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Tin : V → {AND, XOR} which have the following meaning. For every vertex
(i.e. activity) a with deg→(a) > 1, Tout(a) = AND specifies that the flow has
to jointly follow all the outgoing edges, while Tout(a) = XOR specifies that the
flow has to follow only one of the outgoing edges. The meaning of Tin is analogous
but it is referred to the type of the incoming edge (the type of join).

The strategy we adopt for the generation of a process is based on the re-
cursive composition of basic patterns. The basic patterns we consider are (they
correspond to the first patterns described in [7]): i) the direct succession of two
workflows; ii) the execution of more workflows in parallel; iii) the mutual ex-
clusion choice between some workflows; iv) the repetition of a workflows after
another workflow has been executed (as for “preparing” the repetition).

The idea is to use these basic patterns for the generation of the process via a
grammar whose productions are the patterns. Formally, we consider a context-
free grammar GProcess = {V, Σ, R, P}, where V = {P, G, G′, G�, G∧, G⊗, A} is
the set of non-terminal symbols, Σ = {; , (, ),�, ∧, ⊗, astart, aend, a, b, c, . . . } is
the set of all terminals (their “interpretation” is described in details in [3]), and
R is the set of productions:

P → astart ; G ; aend

G → G′ | G�
G′ → A | (G; G) | (A; G∧; A) | (A; G⊗; A)
A → a | b | c | . . .

G� → (G′ � G)
G∧ → G ∧ G | G ∧ G∧
G⊗ → G ⊗ G | G ⊗ G⊗

P is the starting symbol. Using the above grammar, a process is described by a
string derived from P . It must contain a starting and a finishing activity and, in
between, there is a sub-graph G. A sub-graph can be either a “single sub-graph”
or a “repetition of a sub-graph”. Let’s start from the first case: a sub-graph G′

can be a single activity A; the sequential execution of two sub-graphs (G; G); or
the execution of some activities in “AND” (A; G∧; A) or “XOR” (A; G⊗; A)
relation. It is important to note that the generation of parallel and mutual
exclusion edges is “well structured”, in the sense that there is always a “split
activity” and a “join activity” that starts and ends the edges. The repetition
of a sub-graph (G′ � G) is described as follows: each time we want to repeat
the “main” sub-graph G′, we have to perform another sub-graph G; the idea
is that G (that can just be a single activity) corresponds to the “roll-back”
activities required in order to prepare the system to repeat G′. The structure
of G∧ and G⊗ is simple and it expresses the parallel execution or the choice
between at least 2 sub-graphs. Finally, A is the set of alphabetic identifiers for
the activities (actually, this describes only the generation of the activity name,
but the implemented tool “decorates” it with other attributes, such as a unique
identifier, the originator, . . . ).

In order to allow the control on the complexity of the generated processes,
we added a probability to each production. This addition required the introduc-
tion of user defined parameters to control the probability of occurrence into the
generated process of a specific pattern. Besides that, for both the parallel pattern
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and the mutual exclusion pattern, our framework requires the user to specify the
maximum number of edges (m∧ and m⊗) and the probability distribution that
calculates the number of branches to be generated. The system will generate,
for each AND-XOR split/join, a number of forks between 2 and m∧ or m⊗,
according to the given probability distribution.

In the current implementation, the system supports the following probability
distributions: uniform distribution; standard normal (Gaussian) distribution and
beta distribution (with α and β as parameters). These distributions generate
values between 0 and 1 that are scaled into the correct interval (2 . . .m∧ or
2 . . .m⊗). The resulting values indicate the number of branches to be generated.

3 The Execution of a Process Model

The procedure used to record the execution of the input activity and its suc-
cessors (via a recursive invocation of the procedure) is reported in Algorithm 1.
The two input parameters represent the current activity to be recorded and a
stack containing stopping activities (i.e., activities for which the execution of
the procedure has to stop), respectively. The last parameter is used when there
is an AND split: an instance of the procedure is called for every edge but it
must stop when the AND join is reached because, from there on, only one in-
stance of the procedure can continue. The first time, this procedure is called
with: ActivityTracer(a, ∅) where a is the starting activity of the process.

This algorithm is explained in details in [3]; it has to record the execution
of an activity and then call itself on the following activity, considering all the
possible cases (deg→(a) = 0, deg→(a) = 1 or deg→(a) > 1). The function
RecordActivity(a) is the one that writes the activity logs when executing the
process; it can also introduce noise and information on the duration of the ac-
tivity itself.

4 The Implemented Tool

The whole procedure has been implemented in a tool2 developed in Java lan-
guage. The implementation is formed by two main components: a library
(PLGLib) with all the functions currently implemented and a visual tool, for
the generation of one process. The idea is to have a library that can be easily
imported into other projects and that can be used for the batch generation of
processes. In order to have a deep control on the generated processes we added
another parameter (with respect to the probabilities described in Section 2): the
maximum “depth”. With this, the user can control the maximum number of non-
terminals to generate. Suppose the user sets it to the value d; once the grammar
has nested d instances of G′, then the only non-terminal that can be generated
is A. With this parameter there is the possibility to limit the maximum “depth”
of the final process.
2 Available, at http://www.processmining.it/sw/plg
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Algorithm 1. for the execution of an activity and its successors

ActivityTracer(a, s)

Input: a: the current activity
s: a stack (last-in-first-out queue) of activities

if s = ∅ or top(s) 	= a then1

RecordActivity(a)2

if deg→(a) = 1 then3

ActivityTracer(out(a), s) // recursive call4

else if deg→(a) > 1 then5

if Tout(a) = XOR then6

a1 ← random(out(a)) // random outgoing activity7

ActivityTracer(a1, s) // recursive call8

else if Tout(a) = AND then9

aj ← join(a) // join of the current split10

push(s, aj)11

foreach ai ∈ out(a) do12

ActivityTracer(ai, s) // recursive call13

end14

pop(s)15

ActivityTracer(aj , s) // recursive call16

end17

end18

end19

Fig. 2. Three screenshots of the implemented application. From left to right: two con-
figuration panels and the process presentation window.

The tool uses many libraries from ProM [4]. For storing the execution logs
we use MXML. In the visual interface, we also implemented the calculation of
two metrics for the new generated process, described in [2] (Extended Cardoso
metric and the Extended cyclomatic one).

In Fig. 2 three screenshots of the GUI are shown. They give an idea of how
the proposed tool allows to drive the creation of random processes, to configure
all the parameters, and to visualize the obtained process as a Petri net.
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5 Conclusions and Future Works

In this paper, we have proposed an approach for the generation of random busi-
ness processes in order to ease the evaluation of process mining algorithms.
The proposed approach is based on the generation of process descriptions via a
(stochastic) context-free grammar whose definition is based on well-known pro-
cess patterns; each production of this grammar is associated with a probability
and the system generates the processes according to these values.

The work presented in this paper can be considered a first step to address
the problem of random generation of business processes, and much more work
has to be done before reaching a complete and satisfactory solution. Concerning
the generation of processes, the next goal to be achieved is the characterization
of the space of the processes generated by our approach. Another open issue
is on how much the generated processes can be considered “realistic”: while
using process patterns for their generation increases the probability to generate
a realistic process, it would be nice to have control on this issue.
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Abstract. The main objective of the rBPM workshop was to provide
a forum to be discussed systematic reuse techiniques applied to BPM
domain. Already in its first edition, the workshop could be considered
as having achieved great results. Technical papers of very good quality
have been submitted, of which 9 full papers and 2 work in progress pa-
pers were accepted (with a 46% of acceptance rate), bringing together
researchers of high quality during the workshop day. Moreover, a keynote
given by Professor Dr Manfred Reichert from University of Ulm in Ger-
many was an important contribution for all the workshop attenders to
improve their knowledge regarding “Reuse in the Business Process Life-
cycle: Challenges, Methods, Technologies”.

Keywords: reuse, BPM, SOA.

1 Aims and Scope

The current complexity inherent in the corporative world demands a great dy-
namism from the IT infrastructure in order to provide technical solutions for
conducting business. Business Process Management (BPM), including its service-
oriented foundation, has been providing important technological support to
improve organization competitiveness. In order to increase dynamism and com-
petitiveness, BPM can benefit from reuse approaches and techniques at several
stages of business process life cycle.
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The First International Workshop on Reuse in Business Process
Management was dedicated to explore any type of reuse in the Business Pro-
cess Management domain. Therefore, it was a forum to discuss systematic reuse
applied to BPM at its various levels:

1. the basic service-oriented foundation level - including issues such as service
development, description, publication, discovery and selection;

2. the service composition level - encompassing service negotiation and service
aggregation;

3. the management and monitoring upper level - including business process
modeling, execution, monitoring, and contract establishment and enactment;
and,

4. the Quality of Service and Semantics orthogonal level.

Moreover, the impact of reuse on business- and service-oriented engineering as
well as how it can help in the design of more high-quality process models were
very important topics to be discussed in this workshop.

Different existing reuse approaches and techniques can be extended to be
applied to this fairly new domain, including: software product line or software
product families; variability descriptors; design patterns such as feature mod-
eling; aspect-orientation; and component-based development. In addition, com-
pletely new approaches and techniques can be proposed. Their use must also be
discussed, preferably under experimentation as well as results analysis.

2 Workshop Co-organizers

– Dr. Marcelo Fantinato (University of São Paulo, Brazil)
– Dr. Maria Beatriz Felgar de Toledo (University of Campinas, Brazil)
– Dr. Itana Maria de Souza Gimenes (State University of Maringá, Brazil)
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Abstract. Best practices frameworks such as ITIL provide a generic description 
of best practice processes that are intended to be followed by people. These 
processes are refined into more concrete steps before they are actionable. The 
refinement often is specific to the organization where the process is adopted, as 
well as people who are enacting the process. Modeling best practice processes 
is challenging. On one hand, these processes need a high-level, abstract 
representation. Current process modeling languages are too rigid for modeling 
them. On the other hand, automation of the enactment of these processes among 
people requires formal models. In this paper, we propose a framework for 
modeling best practice processes at three levels: user-level, formal process 
model level and machine representation level to support the collaborative and 
ad-hoc refinement of process models as well as the automation of their 
enactments. We also propose an approach to learn from the past enactments of 
processes to enable reuse of organizational domain knowledge. 

Keywords: Best Practice Processes, Process Modeling, Process Reuse, ITIL. 

1   Introduction 

Best practice frameworks such as ITIL (IT Infrastructure Library)1 [1] describe a 
general set of guidelines and processes for IT management. In particular, ITIL is a 
best practices framework for IT Service Management (ITSM). ITIL V3 covers the 
lifecycle of offering ITSM as a service including phases of service strategy, design, 
transitions, operation and continual service improvement. Each lifecycle phase 
describes a number of specific processes such as supplier management (part of service 
design) and incident management (part of service operation). These descriptions are 
intended to be followed by people in organizations with respective work domains. In 
order to allow variation and flexibility of organizations, best practices frameworks 
provide their descriptions at a rather high and generic level. We refer to these 
processes as descriptive processes as opposed to prescriptive processes which are 
processes specified using existing business process languages. 

The prescriptive processes are often enacted with workflows (they may involve 
human interaction, as well). Descriptive processes are interpreted, refined and enacted 
                                                           
1  www.itil-officialsite.com 
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by people. They are often used in collaborative, ad-hoc and agile work environments 
where the exact process steps become known as the work progresses among the 
people but may not completely be known ahead of time.  

Currently, there are two main categories of tools supporting best practice processes 
in ITIL. On one hand, there are enterprise-grade tools that support the whole service 
lifecycle with processes (such as HP Service Manager2). Those tools encode a specific 
interpretation of the processes from best practices in internally coded logic. They 
impose rigid processes onto the organization and do not support flexibility and the ad-
hoc nature of such process. They do not capture people interactions in the context of 
process enactment. On the other hand, there are productivity and office automation 
tools that are used among people through which processes are enacted. This category 
of tools usually has no explicit support for processes definition and hence has no 
visibility into its execution. A major issue in both approaches is information loss and 
the inability to reuse organizational domain knowledge on how people refine 
descriptive processes and enact them. 

In this paper we focus on the problem of providing a modeling framework that 
addresses the following challenges: first, how to model descriptive processes 
supporting people to define, refine and enact processes in a collaborative and ad-hoc 
manner, and second, given the fact that descriptions from the best practice process 
provide only informal high-level guidelines, how to capture the knowledge of how 
people refine and enact those processes. Learning and representing process 
enactments enables the reuse of organizational domain knowledge.  

The work in this paper complements our previous work, the IT Support 
Conversation Manager (ITSCM) [2]. ITSCM supports people in the context of ITIL 
incident management process while they define, refine and enact the incident 
management processes in a collaborative, flexible and ad-hoc manner. A conversation 
is a container for the interactions of people and process steps. ITSCM allows 
monitoring and tracing how people perform their job. This paper describes the 
ITSCM’s multi-level framework for modeling descriptive processes. The framework 
consists of a user level, a formal process model level and a machine representation 
level. The paper also outlines an approach for learning the organizational knowledge 
on refinement and enactment of descriptive processes by people to enable reuse.  

The paper is structured as follows. Section 2 presents the lifecycle of descriptive 
processes. Section 3 presents the modeling framework for descriptive processes. 
Section 4 presents the progress for learning refined process templates from previous 
process enactment instances. Section 5 discusses related work and open challenges. 

2   Lifecycle of Descriptive Processes  

The concrete form of a descriptive process from best practice frameworks is often 
influenced by two considerations: organization adaptation, for accommodating the 
specifics of the organization that is adopting the framework, and people who are 
following the process. Fig. 1 shows the lifecycle of best practice processes for an  
 
                                                           
2  www.managementsoftware.hp.com 
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Fig. 1. The proposed lifecycle of best practice processes in organizations 

organization. In particular, we envision creating process templates for descriptive 
processes. Process templates translate general textual guidelines into a structured 
form, which can be used by people to instantiate the process.  

The current approach for creating process templates for descriptive processes is 
manual. It is performed by domain experts via reading the textual descriptions of the 
best practice processes. In order to support domain experts, we have introduced a 
framework that identifies the set of important concepts for people-intensive processes 
in [3]. Experts can use this framework as a guideline for extracting concepts and their 
relationships. Further research is required to enable the fully automated extraction of 
these process-related concepts and their relationships from the textual description in 
best practice processes.  

In some organizations, generic process templates may be adapted to create 
organization-specific process templates, which then can be more specific compared to 
the generic process templates. People working within a best practice framework may 
choose to use one of the generic or one of the organization-specific templates to start 
a conversation (e.g., for handling an IT incident). They may also start a new 
conversation specifying the process in an-hoc manner. In our framework, there is no 
distinction between a process definition and a process instance, as processes are 
running as soon as they are partially defined by people in a conversation. A process 
definition may not exist in advance at the required level of details, and so the concrete 
definition emerges as the result of a collaboration among people performing a specific 
task (e.g., handling the incident) during the process enactment. 

The concrete best practice processes live in the process instance repository, which 
is a repository containing all past enactments of processes. In the case of ITSCM, the 
repository contains the set of past conversations. Therefore, identifying how best 
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practice processes are enacted in an organization requires the understanding of 
process instances in this repository. In this work, we propose to learn the process 
model from past process instances using a reverse engineering approach similar to 
process mining methods [4]. The inferred process model can be used to create new 
organization-specific process templates or to update existing templates. This approach 
does not only enable the understanding of concrete enactments of best practice 
processes in an organization, it also fosters reuse of organizational domain knowledge 
that is captured from people during past process enactments. 

3   Modeling Framework for Descriptive Processes  

We propose a three-level framework for descriptive processes to support people in the 
flexible and collaborative definition of descriptive processes, as well as to provide 
automated support for the enactment of these processes. The framework consists of 
the user level, the formal process model level and the machine representation level.  

The user level. At the user level we define a set of concepts and corresponding 
relationships for best practice processes. Our observation shows that knowledge 
workers usually do not work based on formal or graphical process models. Using 
existing graphical modeling languages often leads to over-specification of process 
models. A qualitative user study [5] shows that a semi-formal modeling approach is 
preferred by users for modeling reference models such as ITIL processes. We, 
therefore, intentionally do not introduce an explicit process model with a graphical 
notation. We capture a descriptive process in terms of a set of concepts and associated 
relationships called the process concept model. It defines the key high-level concepts 
of “Process”, “Task”, “Item” (process resources, documents and artifacts), “Actor”, 
“Role”, and “Event”. Each concept can also include a set of properties. The set of 
relationships includes the generic “has” and “is-a” relationships with more process-
centric concepts such as “assigned-to”, “receives” (inputs), “produces” (outputs), 
“depends-on” (tasks relationships) and “reacts-to” (events). Note that the process 
concept model can grow beyond the built-in concepts. For instance, users can add 
new tasks that are not part of the built-in processes. Users can introduce new concepts 
and relationships and choose to add them to a conversation-specific or to the central 
library of concepts. The enriched process models can include relationships between 
various processes in a best practice framework as well as pointers to service lifecycle 
phase(s) to which the process belong (refer to [3] for more details).  

The formal process model level. The process concept model is still abstract and 
therefore not actionable. In order to provide automation support for enactment, we 
construct a corresponding process model based on dependency graphs from the 
process concept model. The process model is constructed considering the “depends-
on” relationship between tasks in the process concept model. We also provide update 
operations on the model, such as add, delete, update (see [2,3] for details about this 
layer). Operations allow ad-hoc updates of the process model based on changes in the 
process concept model. The resulting process model is used by an enactment engine 
in ITSCM to provide functionality such as sending notifications, sending reminders 
and enabling the tracking of progresses. 
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The machine representation model. We choose to store the process model with the 
process instances as RDF graphs (see [2] for an example of a process description 
using RDF). Our process concept graph and the formal process model based on 
dependency graphs are RDF graph models as well. The process model and process 
instances can be updated by adding, removing or updating the concepts and 
relationships in the RDF graphs. The main motivation for choosing RDF is that the 
process graph in RDF is extensible, and it also allows incorporating information and 
relationships in the process that are not necessarily related to the process enactment, 
but are needed to link the process to the containing project, customer information and 
service such as the phase of the service within which the process is enacted, etc. RDF 
graphs also allow applying a variety of reasoning and querying techniques on process 
instances such as SPARQL. At the implementation level, we use the Jena toolkit 
(http://jena.sourceforge.net/) which includes a variety of model stores for the 
repository as well as libraries for query and inference (refer to [2,3] for examples and 
details on this layer). 

4   Learning Refined Process Templates from Process Instances 

Process instances are enriched process models in our framework. They include a 
detailed formal process model. This process model is often refined and customized for 
a specific enactment. Therefore, it can include process tasks and concepts that are not 
part of the built-in set of concepts in the process template. For each type of process 
(e.g., incident management process) we want to infer the common (frequent) process 
template refinements from a set of past process instances. Refinements that occurred 
during enactment can be applied on various aspects of the process including roles that 
performed a process step, the actual process flows that updated the process structure 
or conditions that led to a particular step. The process instances are also a good source 
for extracting statistical information on the enactment of processes such as how long 
it takes to enact a process step or the process itself, in average, or how many people 
are involved, etc.  

In particular, the refinement of process templates includes two steps of analyzing 
process instance traces (which are RDF graphs), and updating the process templates. 
In the analysis step, we learn a process model which is annotated with conditions that 
lead to a particular step (by looking at the attributes of previous steps), and statistical 
information on how many instances contain a particular step, whether this step is new 
or a built-in process step. Then, we define the following operations to update the 
original process template.  

Adding and removing steps: If a certain number of instances (above a user-defined 
threshold) include a new step that is not included in the template, the method suggests 
to add the activity to the process template in the same order that has been observed in 
instances. If a certain step of the template has not been used in many process 
instances (above a threshold), it suggests removing the step from the template. 

 

The step refinement: this operation suggests updating the details of the step in the 
template based on the analysis of the enactment information of the step. In particular, 
the runtime information of the process activity is updated including the involved 
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roles, average enactment time, number of instance of the template that include this 
activity, etc. In addition, if a step is refined into more concrete steps, the concrete sub-
steps are extracted and their frequency is computed. This information is included in 
the template to enable their reuse. 

Refine Structure: this operation analyzes the process instance and identifies cases 
where the order of activities is different compared to that of the template. In such 
cases, it adds metadata to the activities in process templates providing alternative 
ordering of activities and the frequency of such re-ordering in the realizations. 

5   Discussion and Related Work 

The existing work on process mining [4] focuses on learning a process model from 
the set of process instances. In that context, a process instance is often a sequence of 
steps. In the context of descriptive processes, the process instances are richer (in our 
case they are represented as RDF graphs) with complex relationships. In addition, we 
need to learn not only the process model in terms of the graph but also information 
such as conditions or explanations (from textual descriptions in conversations) which 
lead to choosing a specific process steps. The next set of challenges is related to 
applying the refinement information on the original template. One issue is that not 
always the execution of a descriptive process agrees with the definition in the 
template in terms of the process structure. We have taken a first step in updating the 
templates as described above by annotating the template, and providing alternative 
enactment orders during enactments. However, more research is needed on strategies 
to update the template to avoid making the templates complex but rather easy to 
understand for people and to reuse. 
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Abstract. At IBM, we recognize that our processes are our business.
This is especially true in the area of IT Delivery where we have long been
focused on the management and reuse of process assets. The current eco-
nomic climate and advances in technology are rapidly driving IT Delivery
to a truly global model. This transition greatly expands the scope of the
process assets which need to be managed at a global level to include even
the lowest level processes for service delivery. Customers, many of whom
are also global, expect consistent quality and reasonable cost, regardless
of from where services are delivered. The global management and reuse
of IT Delivery process assets at all levels is no longer a desired objective
but rather a business imperative. In this paper, we describe a system we
are developing to manage, govern, and evolve process assets on a global
scale by leveraging expertise of the entire IT Delivery community. We
describe the history of the effort, the business drivers, the challenges and
solutions we have devised, as well as future work.

Keywords: crowd computing, IT service delivery, business process man-
agement, governance, service quality.

1 Introduction

There are any number of industry standards, such as, ITIL [2] and ISO9000 [1],
which apply to IT Service Delivery. It is the responsibility of an organization’s
management to define the high level processes in conformance with the appro-
priate industry standards. Although these processes are essential for the over-
all operation, the vast majority of the daily work performed by an IT service
delivery organization happens at much lower levels. For example, the Change
Management process governs much of what is done by the delivery personnel.
However, the average system administrator is more concerned with the proce-
dure for provisioning a new database server or work instructions for executing
specific tasks needed to fix a particular problem or for installing a particular
product on a given operating system (see Fig 1). The extremely large number
and dynamicity of services offered, the diversity of customers, the heterogene-
ity of the customers’ IT environments, and the global distribution of delivery
personnel make managing these process assets and driving standardization to
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best practices a challenging problem of considerable scope. Moreover, the need
for some level of customization to address customer specific business needs must
also be taken into account.

Fig. 1. Process levels

History and Related Work. At IBM, the enterprise level IT Service Delivery
processes have been managed and continually improved for many years at a
global level. However, lower level process assets have historically been created
in a variety of formats and types of repositories by each delivery location. This
has made standardization which is essential for driving down cost challenging.

Several years ago a group in IBM Research began a work on a system called
Cyano [7] as part of a broader effort to capture, socialize, and evolve lean [3] best
practice procedures executed by the IT delivery teams and links these procedures
to the enterprise level processes. The resulting system captured approximately
600 procedures with a global user community of 13,000 users and more than
65,000 user annotations such as process variations and suggestions for improve-
ment. Cyano was a Web based application that enabled the capture, display,
and annotation of best practice assets. These assets were shown as flowchart di-
agrams together with a text description. Cyano provided a single interface into
global process components such as: enterprise processes, procedures, tools, and
variances. Cyano was limited to supporting process and procedures assets only.

Within the past year, Cyano has evolved into a business process management
system (bpms)and been established as the strategic repository for process assets
in IT Delivery. In bpms, there is an increased focus on content quality, stan-
dardization, and governance. The scope of the effort has also been expanded
to address the lowest level process assets, that is, work instructions and other
supporting documents which can be customer specific. It is at this low level
where the bulk of process assets exist, where most of the delivery team operates,
and therefore where the greatest impact of standardization and reuse can be
achieved.

The lowest level process assets, such as, instructions for performing specific
tasks have long been captured in various local repositories in various formats
and levels of detail by teams delivering services to specific accounts. Efforts to
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standardize across teams for areas of interest, e.g. Unix and Intel, have had
limited success. This is largely due to the effort required to develop standards
across many groups.

Business process management is a broad area in enterprise operation and
management. A number of commercial systems have been used heavily for var-
ious purpose, such as IBM MQSeries for workflow and message management,
SAP or Oracle for process and data management. Many research efforts have
been focusing on framework design and process integration, transformation, and
verification. Examples of such research include process transformation and inte-
gration [6,5], and verification framework for web service [9,8].

One work on this area is by Yang et al. [10] in which they propose a social
network framework for Web 2.0 application. Our work has a different focus,
namely, on leveraging social network and data mining for IT Delivery processes.

Benefits. As a global repository for processes, bpms is an essential component in
eliminating variability and driving standardization of processes. Less variability
equates to improved reliability, service level attainment, and reduced costs of
service delivery. The use of consistently documented processes in bpms is also
expected to reduce human error. Moreover, bpms will facilitate training which
is important in an industry with a large number of sub-contracted resources and
a high rate of turnover.

Having assets in a common repository with an assessment and review process
will facilitate the identification of best practices and reduce the total number
of processes needed. In some cases, bpms will also enable the identification of
“gaps” or deficiencies in existing processes. Additionally, bpms will be useful in
transforming to best practices during the on boarding new customers.

The remainder of this paper is organized as follows: in Section 2 we discuss the
design of bpms, in particular, the role of crowd computing and the importance
of governance,linking of process assets, and continual improvement; in Section 3
we discuss future work; in Section 4 we summarize this work in progress.

2 Bpms Design

Bpms and its predecessor Cyano were designed to be both scalable and exten-
sible solutions for managing process assets. Some of the key design points were
the involvement of the community by using crowd computing technologies, the
need for governance to maintain consistency and quality, the ability to link and
categorize assets to facilitate navigation and profile user interests, and the im-
portance of continual improvement to maintain the vitality of the content.

Crowd Computing. When we began work on Cyano, it was evident that com-
munity involvement was a critical success factor to be able to capture and evolve
assets at the procedure level. As we move to a global delivery organization, the
value of standardization at the work instruction level in term of cost and qual-
ity becomes increasingly clear. The size of this effort is considerable - two to three
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orders of magnitude greater that the Cyano effort. Therefore, the need for com-
munity participation is absolutely essential. Certainly, management support and
incentives for community participation will be required.

The adoption of social computing technologies by enterprises has not been
very far reaching to date. For the Cyano project, it was an ideal fit. The abil-
ity to leverage the wisdom of the crowd, that is, the expertise of the subject
matter experts across the delivery organization, was exactly what was needed in
order to capture the best practice procedure being used in the field. In addition
to providing a global environment in which users could record process assets,
Cyano also provided a means of registering usage and any process variations,
suggesting improvements, and commenting on usability. The expanded scope of
bpms has increased its audience and heightened the usefulness of and necessity
for community involvement.

Governance. In most social computing applications, governance is not a major
concern. However, with bpms, we had an overriding need for standardization,
high quality, and consistency. Our goal has been to involve the community while
making sure at the same time to incorporate their input in a consistent and con-
trolled manner in order to enhance the quality and usefulness of the community’s
input.

One community involvement technique is to use folksonomy[4]. A folksonomy
is a social networking tagging or indexing classification system derived from
collaboration which allows users to suggest new category values as a way to
improve the users ability to navigate the system. We chose to allow bpms users
to propose new categories which are reviewed prior to becoming visible to the
community in order to ensure the validity and usefulness of the category. In this
way we can eliminate having different spellings and abbreviations for the the
same category.

The bpms approach is to encourage community participation while controlling
the overall quality of the assets stored in the system. To achieve this, each asset
in bpms has a designated owner or group of owners. The owner is encouraged to
leverage user feedback on the asset for the purpose of continual asset improve-
ment. Users enrich the asset through the use of annotations. Annotations can
be applied against the asset as a whole or just parts of the asset. In bpms, an
annotation is the adding of commentary or explanatory notes, such as references,
tools, and variations, to a process artifact. An annotation can be entered for a
specific account or a group of accounts (known in bpms as an Account Group).
Examples of bpms annotations include: Overview, Policy, Reference (includes
URL), Tool, and Variation. All general users can author annotations, but gen-
eral users can not edit or delete the annotations of other users. A general user
is allowed to edit or delete annotations he or she authors.

The editing and deleting of other users annotations is restricted to a set of
bpms power users. In IT Delivery, the responsibility of “Power User” is assigned
to process leaders responsible for their bpms content. Power Users can also link
and unlink assets to other assets or categories. General users are not allowed to
manage asset links.
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Bpms assets can be created using business modeling tools such as WebSphere
Business Modeler (WBM) and Rational Method Composer (RMC). Assets can
also be created and stored in bpms as attachments to a bpms web form using
tools such as Microsoft Word, Power Point, and Visio. Assets can also be created
directly using a Rich Text style editor built into a Web form. This powerful
bpms capability allow assets to be created using a variety of authoring tools
which minimizes concerns regarding asset migration to bpms. General users are
allowed to author work instructions, while only power users are allowed to author
procedures or processes in bpms.

Linking of Assets. Our experience with Cyano has shown that the ability of
our users to locate the process assets readily is crucial. Toward achieving that
end, we have found the linking the process assets to one another and to a variety
of hierarchical categories greatly enhances the users’ ability to define their scope
of interest and locate assets of interest. For example, users link process assets to
the owning organization, geography and accounts where used, delivery catalog
entry for which applied, etc. The user can then specify his/her interests in terms
of the same categories to scope the set of process assets to be shown. Bpms
has the ability to easily define new categories and even content types to meet
the needs of the community. In addition, process assets are linked to reflect
the natural hierarchy of work instructions supporting procedures or other work
instructions, procedures linking to processes or other procedures.

Continuous Improvement. Continuous improvement is a well recognized re-
quirement in the business of IT Delivery. We understand that the usefulness of
bpms to the delivery community is directly related to the vitality and relevance
of the process assets it contains. Feedback of the usefulness of the assets, sug-
gestions for improvement, ratings, usage counts, registering process variations,
and linkage between related processes can all be used by asset owners to evolve
the assets and drive standardization. Our goal is to record all process assets in
use by the organization and continually update these and maintain the minimal
set needed to support the business.

3 Future Work

There are many areas which we plan to explore in our future work on the bpms
project. In this section, we will address a subset of areas which we considered
particularly important.

Incenting Participation. A system such as bpms relies on community partic-
ipation. How to incent users to participate is an ongoing issue but especially at
start up. In the case of the Cyano, users were mandated to record their proce-
dures in Cyano. Simple incentive such as a top contributors’ list have proved
popular. Clearly, the value of the system and of participation by community
members has to be recognized and encouraged by management for the system
to succeed.



Managing Process Assets in a Global IT Service Delivery Environment 237

Linking Process Assets to the Execution Environment(s). An eventual
goal of bpms is to link process assets to the environment(s) in which these assets
are executed. For example, if a user is assigned a task in a particular execution
tool, we plan to present the user with the appropriate set of process assets
(e.g. procedures, work instructionm and other supporting documents) needed to
complete the task. This capability relies on having a well categorized process
assets and an API for obtaining assets from the bpms system

Tooling to Help Manage Feedback. As the size of the bpms repository grows,
there is potential for an asset owner to receive more feedback that can easily be
handled. To address this situation, we are exploring tooling which will assist the
owner with identifying those ideas which are common and have reached a level
of maturity to warrant action.

4 Conclusion

Managing a large scale process asset repository for a large community of users
presents a number of challenges in terms of usability, governance, and vitality.
However, we believe for a large scale global IT Delivery organization such a
repository is a necessity. The effort to create and maintain the repository is
considerable but the return in terms of reduced cost and increased quality is
also considerable and a critical success factor in today’s economy.
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Abstract. Nowadays, business process reuse is very important and necessary 
inside large organizations that continually increase their process collections. 
Therefore, an efficient system to manage and search for concrete and relevant 
processes is necessary. Here we overcome to this problem proposing business 
process model retrieval based on a Graph Indexing Method. It takes into 
account a measure similarity between two graphs and provides a ranking of 
business process retrieved. 

Keywords: Business process, graph indexing, similarity measure. 

1   Introduction 

Many organizations with different degree of Business Process Management (BPM) 
maturity have a considerable amount of business process models. Manage process 
collections inside an organization is a difficult task and demand many efforts to 
business analysts who need to expend time and knowledge taking important 
decisions. BPMS software allows internal operations inside organizations to be agile 
and efficient. This information is stored in business process repositories and 
consequently, tools to reuse relevant processes or similar processes to the given one 
are needed. An example is introduced in [32] which use a repository containing about 
500 process models to be consumed by local councils from Netherlands government. 
However, this number is small compared with thousands of processes that could have 
a multinational company. 

In this sense, an efficient system to manage and search for concrete and relevant 
processes is necessary. This approach proposes business process model retrieval 
based on a Graph Indexing Method taking into account measuring similarity between 
two graphs and finally shows to user a ranking of business process retrieved. 

The paper is organized as follows: Section 2 presents Related Work. Section 3 
describes Business Process Model Background. Section 4 focuses on the Reference 
Architecture. Section 5 describes Ranking Process and section 6 concludes the paper 
and draws future directions. 
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2   Related Work 

There are several research projects addressing the main idea of storing business 
process models across different storage and retrieval techniques. For example, in [1] 
is described BPL (Business Process Library) which can store information related to 
process in relational databases, also it allows semantic queries through process 
ontologies. In [2], is shown ebXML (Electronic Business using eXtensible Markup 
Language) Registry/Repository from OASIS (Organization for the Advancement of 
Structured Information Standards), this one stores any data types such as Web 
services descriptions, documents and XML data; queries are made through XML or 
SQL languages. In [3] is described IBM BPEL Repository which can store BPEL and 
XML documents; in this case querying XML files as objects EMF (Eclipse Modelling 
Framework) are allowed. Other business process model repositories such as IPM[4], 
RepoX[5], BPMN Repository[6], Oryx[7], BP-Suite[8] can be found in [9]. Here the 
authors describe additional and detailed information about these repositories and also 
indicate a framework to manage large collections of business process. It also analyzes 
and compares 16 business process repositories according with their data, functionality 
and management features and takes into account storing, retrieval, integration and 
indexing aspects. Comparison results throw indexing techniques to retrieve process 
are few, only five use as common index a process models classification in terms of 
their available business functions. 

The business process models used in this paper are represented by graphs, thus 
process retrieval is changed to a graph retrieval based on graphs indexing 
techniques. Some related works of graph searching and mining are described in [10-
14] where given a graph database and a query graph; it can find all graphs which 
contain that query. In [15] is explained a recent work where the author propose an 
integration of previous concepts. They introduce an efficient support for querying 
business process model repository. Given a process fragment (a model query), it 
finds all process models in the repository containing this fragment. These results are 
filtered through the use of indexes obtaining a set of candidate process models. 
Then, is applied an adaptation of Ullman’s subgraph isomorphism check on a subset 
of the models in the repository. Here, Petri Nets are used as uniform representation 
of business process. In our case, the main differences with the above approach are 
the use of Business Process Modeling Ontology (BPMO) [16] as modeling language 
and we also use a process retrieval based on graphs indexing technique called 
GraphBlast[11] which applies a subgraph isomorphism algorithm denominated 
VF2[27]. This algorithm is more efficient in matching time than Ullman’s algorithm 
as is described in [27]. In addition, we rank all relevant process according to 
previous defined criteria. Finally, in this paper we introduce an extension of the 
previous research presented in [24] explaining the indexing method and ranking 
applied to business processes.  

3   Business Process Model Background 

We reviewed some business process modeling techniques and we considered the most 
widely adopted business process modeling languages in industrial and academic 
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contexts. The results throw that was found from abstract process modeling such as: 
EPC[17], BPMN[18], to executable process modeling such as: WF Nets[19], 
YAWL[20], BPEL[21]. Each of them have some features covered by the 
organizational, functional, behavioral and informational perspectives, as it is 
described in [22] and also they have advantages and disadvantages over other ones. 
For example BPMN is very rich graphically respect to the control flow but is weak in 
organizational context, EPC is well represented in functional and behavioral 
perspectives, but organizational and informational perspectives are partly supported. 
WF Nets as extension of Petri Nets are semantically well defined but they do not 
support organizational and informational perspectives at all. YAWL is an academic 
effort to make a well defined notation in complex business process but is not widely 
adopted by industry and few semantics are implemented. Finally, BPEL is oriented to 
web services orchestration and composition. 

According to previous information we decided to use the Business Process 
Modeling Ontology (BPMO) which includes most features from the above languages. 
This modeling language attempts being a common translation and source for industry 
notations, as well as, try to provide a common representation through BPMN notation 
without being as low level as WF Nets. BPMO preserves and builds on the 
organizational and domain modeling capabilities of EPC language, rather than 
concentrating only on behavior. It attempts to establish a formal connection to both an 
underlying behavioral semantics and to executable processes via ontology based 
reasoning [23]. BPMO is also a language that allows modeling business process at 
semantic level and provides support to various BPM activities, from modeling and 
querying to execution and analysis. 

Through BPMO we modeled some business process (BP models) through WSML 
(Web Service Modeling Language), and then we transformed them to formal models 
represented by graphs. Mainly, our efforts are focused on behavioral perspective, 
taking into account the Data Flow and Control Flow elements described by different 
connectors such as tasks, messages and gateways defined by BPMO 1.4 version [16]. 
In section 4.2, we introduce more detailed information about transformation process 
between a BP Model and its graphs representation. Then, we present the reference 
architecture. 

4   Reference Architecture 

In [24], we described the reference architecture which has five general layers: 
Presentation Layer, BP Parser, BP Management Layer, Repository Management 
Layer and Storage Layer. The aim of the present work is to extend information related 
to some of these Layers in order to complement previous research efforts. Next we 
describe the architectural layers.  

4.1   Presentation Layer  

The reference architecture is defined by the modular description presented in [9]. This 
layer is a Web application composed by a CMS (Content Management System) and 
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Fig. 1. Business Process Model Repository Architecture 

provides functionalities such as content Web administrator and user account 
management. Through a Workflow JavaScript Editor, user can upload business 
process models to server, throw queries on process stored and visualize obtained 
results with a good usability degree, and also allowing access to business process 
repository services published on server as web services. 

4.2   BP Parser  

The BP Parser module receives as input a process modeled in BPMO which contains 
a set of tasks, messages and execution flows. It is transformed to the output graph 
representation (BP graph) which shows tasks and events as simple nodes, gateways as 
AND (Split, Join); OR (Split, Join); XOR (Split, Join) nodes, together with all their 
nested tasks and events. In addition, control flow connectors are represented as edges, 
and block patterns (WHILE and REPEAT) are represented as gateways. Next, Table 1 
describes some connector types defined by the BPMO 1.4 version, as well as their 
corresponding graph representations used for our approach. 
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Table 1. BPMO Elements represented as Events, Tasks and Gateways and their corresponding 
graph representation 

 

 

BPMO Element Graph Label Graph Representation 
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Next, we present a process metamodel using an UML class diagram, which is 
based on the approach introduced in [25]. The metamodel shows an abstract 
representation of concepts related to BPMO tasks, events, and gateways connectors 
and their interactions (Fig. 2). A ProcessModel contain a ProcessGraph which is a 
directed graph composed by Nodes and Edges. Nodes can be Function or Connector 
types, while Edges can be SequenceFlow or MessageFlow types where the last ones 
represent the links between Nodes. Connector nodes are all process model elements 
which are used to control flow, and these could have many In/Out Edges. Connector 
nodes can be OR, XOR, AND (Split, Join) and Wait indicates the flow state. Split 
elements have one In Edge and multiple Out Edges. Join elements have multiple In 
Edges and one Out Edge and Wait elements could have multiple In/Out Edges. 
Function nodes are relevant from business perspective; they have at least one In Edge 
and one Out Edge and are classified in Task and Event Nodes. Task node is a process 
element which performs activities as part of a process, for example Configure 
equipment activity or Translate information activity. Task nodes are also classified as 
Manual, WebService or Goal tasks. Finally, Events are used to show the Start or End 
of a process, also to present dispatch and reception messaging between different 
processes, or to signal if it is necessary to wait while a task is being executed. 
 

 

Fig. 2. Reference Metamodel 

4.3   BP Management Layer 

This layer is composed by the modules: management, analysis and similarity search 
of patterns. Bellow, we describe each one of them. 

4.3.1   Pattern Management 
This module contains a set of predefined patterns and it captures aspects related to control 
flow dependencies between connector elements. Table 2 shows six basic patterns out of 
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eleven that we implemented, described in BPMO language and their graphs representation, 
these patterns are defined in [26] and can be changed according to user needs. 

Table 2. Reference patterns modeled at (a) BPMO and (b) Graphs representation 

 

4.3.2   Pattern Analyzer 
This module takes a predefined number of patterns, in order to make an exact 
detection of which set of patterns a Query Graph includes. This detection is done by a 
subgraph algorithm called VF2[27], this algorithm is used to achieve a better 
performance searching on large graphs. Below is described the concept related to 
substructures detection and the indexing method applied: 
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another graph , i.e. , then f is called a subgraph isomorphism from  to ′. 
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Indexing Method 
We use the LNE (List of Nodes and Edges ids format) technique to describe process 
exact querying[10] and GraphBlast as graph indexing algorithm. A LNE format is 
composed by a collection of graph specifications stored in a file. GraphBlast uses a 
graph representation based on nodes which has an identification number (node-id) and 
an identification label (node-label) (Fig. 3). It defines an id-path of length n (i.e. list 
of n+1 node-ids) with an unlabeled edge between any two consecutive nodes, and a 
label-path of length n as a list of n+1 (node labels) [11]. For example, a label-path is: 
EANDS, and an id-path would be: (0, 1). For each graph and for each node, it founds 
all paths that start in this node and have length from one to a predefined size using a 
variable named lp, (lp=4 as default, but it can vary). Index construction is made 
through a set of id-paths and id-labels using a hash table, whose keys are the hash 
values of the label-paths. In our case we use the label-path to define and describe a 
graph pattern that will be sought within each graph of the BP Graphs database  
(Fig. 3b), it means that h(TTXORJT) label-path describes a predefined graph pattern 
contained in the Pattern Management module (these patterns can vary according to 
patterns predefinition). Then, index construction is made by the number of 
occurrences of this label-path within each graph. The hash table is defined as a 
fingerprint of the database and is composed by a matrix where rows are labeled with 
label-paths and each column is associated to a graph stored in Database. 

All information related to graph representation and index construction is stored in 
Berkeley DB[28]. (Fig. 3a) shows a collection of id-paths of all the paths representing a 
label sequence into a label-path-set; collections that are stored in Berkeley DB Tables. 

 

Fig. 3. Data Storing and Index creation on Berkeley BD Tables and DB Hash Table 
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4.3.3   Similarity Pattern Search 
This module makes an inexact subgraph detection using GLIDE (Graph LInear 
DEscriptor) language [10]. The expressions in Glide, called graph regular 
expressions, allow the description of portions of graphs, and approximate query, and 
let make various approximate queries identifying different locations of the control 
flow patterns inside BP Graph analyzed. Below in Fig.4 (a) are described two patterns 
in Glide. These representations depict the BP graphs of Fig.4 (b) respectively, where 
nodes are expressed only with their labels (AND_Split, AND_Join, XOR_Join, 
XOR_Split, Task, GoalTask and WebServiceTask) and are joined by a '/' character 
representing the edges (e.g. XOR_Split/GoalTask, it means two nodes joined by an 
edge). The branches are grouped using nested parentheses (e.g. XOR_Split 
(*/AND_Split…), parentheses mean a branch starting in XOR_Split node) and cycles 
can be viewed as a cutting edge and a label with an integer number (e.g. 
AND_Split%1, it means a cycle starting in AND_Split node and go back itself). The 
nodes of cutting edges are represented by their labels, followed by the characters '%', 
'/' and the integer number. 

 
 

(1) AND_Split%1/    (1) 
          Task/ AND_Join/WebServiceTask 
      %1/ 
 
(2) XOR_Join%1/    (2) 
         XOR_Split/GoalTask 
      %1/ 

(a)     (b) 
 

Fig. 4. Two patterns described in (a) GLIDE language (b) Graph representation 

Glide also allows inexact queries using wildcards such as: '.' matches any single 
node, '*' matches any sequence of nodes, '?' matches at most one node,'+' matches 
any sequence of one or more nodes [11]. In Fig. 5, an inexact query is presented, 
where there is at least one route between the patterns (2) and (1) which is expressed 
through the character '*'.  

 
 

XOR_Join%1/ 
    XOR_Split( 

*/AND_Split%2/ 
              Task/AND_Join/WebServiceTask%2/      
     ) 
./GoalTask %1/ 

 

Fig. 5. An inexact query described in GLIDE language 

Depending of the exact querying (LNE format) or inexact querying (GLIDE 
format) applied over the Query process, pattern detection is applied almost in the 
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same way. Moreover, it stores the number and type of identified patterns. This 
information can be utilized to rank process as well is described in section five.  

4.4   Repository Management Layer 

This layer contains drivers required to enable the creation, read, update and delete 
(CRUD) in each one of the repositories. In BP models (WSML documents) were used 
the WSMO and WSMO4J APIs. In BP Graphs was used GraphBlast, and for RDBMS 
were used drivers such as JDBC. 

4.5   Storage Layer 

This layer contains three repositories. The first one known as ORDI [29] is 
responsible for storing WSML documents, this works together with WSMO and 
WSMO4J APIs. The second one called Berkeley DB stores the BP Graphs and is 
directly related to GraphBlast. And the third one uses a relational database which 
contains the WSML documents location routes, and relates every document to every 
BP graph represented in order to make agile the delivery of similarity results to user, 
this consideration was taken into account from the recommendations described in 
[30]. In addition, is stored all data concerning to patterns detection of a given BP 
model, such as the number and type of identified patterns. 

5   Ranking Process 

Taking into account the number of identified patterns, we make a ranking where user 
can observe the results of all retrieved process. It is possible that similar process exist 
in these results, so it is necessary to use a pattern similarity measure between Query 
(Q) graphs and Target (T) graphs to define the order in which results will be 
presented. This ranking process is based on the approach defined in [31].  

Ranking process of target graphs takes the number of patterns ( and ) in the 
target graphs that were found by Pattern Analyzer or the Similarity Pattern Search 
modules and thus build the similarity measure defined as , . If two 
target graphs have the same number of patterns to the query graph, then the one 
matching of subgraph with more patterns will be preferred. The similarity function is: ,  

If still appear similar results, a second similarity measure is defined, based on the 
number of different sequences between the patterns found in two graphs: , 11 2  

In the same way of  , if two target graphs have the same number of patterns 
but they are matched to subgraphs with different number of pattern sequences, the one 
that matches a subgraph with more pattern sequences will be preferred. In this 
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similarity function the  parameter represents the number of consecutive patterns 
(  for query graph and  for target graph) and  
represents the mapped sequences into query graph with respect to the target graph. 
For instance, if we select  = 3 (tri sequence), then the function will consider 
all sequences of three consecutive patterns of the query and target graph and their 
intersection. Thus, ,  and | | 
will be calculated. 

Finally, a third similarity measure appears in the case that before similarity 
measures can not define an adequate ranking. In this measure, the user gives a cost to 
some patterns or pattern sequences found after querying process and he decides by 
himself the relevant results according to needs. 

6   Conclusions 

This paper introduces a method of storing and retrieving business process models 
supported in a formal representation based on graphs. Besides, it pretends to extend 
and confirm previous working research with the architecture proposed. It shows some 
patterns implemented and described in BPMO. The problem of processes recovering 
was reduced to a subgraph isomorphism detection problem using as a pattern 
detection technique called GraphBlast in which LNE was used as query language for 
exact querying and GLIDE as query language for approximate querying. The 
processing time for each graph is a polynomial function on the number of nodes in the 
graph and its degree depends on the path length defined as lp. In future work we 
would make some evaluation tests about efficiency retrieval and we could exploit all 
semantics capabilities disposed in BPMO adding semantic discovery through 
applying ontological concepts. 
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Abstract. Organizations maintain large repositories of business process
models. While maintenance and management of these repositories are
challenging, they also offer opportunities when used as a knowledge base
systematically. For instance, repositories can be leveraged to provide
modeling support and, therefore, help to assure the consistency of newly
created models with the existing ones. In the previous work we have in-
troduced action patterns as reusable blocks of process models that can
be derived from a model repository. In this paper we advance the initial
results interpreting the action concept as a composition of a verb and a
business object. The subsequently identified action pattern types allow
for fine-grained modeling support. We evaluate the novel concepts and
compare them to the established action patterns using as a benchmark
the SAP Reference Model, the real world process model collection.

1 Introduction

Enterprises perceive business process management as a vehicle to achieve compet-
itive advantage. As most process management methodologies assume availabil-
ity of models formally capturing business processes, large enterprises maintain
process model collections with hundreds or even thousands of process models.
Maintenance of such collections brings up new challenges, among them process
variants management and synchronization of several models capturing one busi-
ness case. At the same time, a model collection is a valuable knowledge resource.
The models describe a business domain, capturing relations between activities,
events, and data objects. We believe that a thorough analysis of a model collec-
tion helps to address challenges in the context of model creation and maintenance.
This approach is well-known in engineering and usually referred to as the reuse
principle.

Various approaches that leverage reuse principles to increase process modeling
efficiency have been proposed. For instance, reference modeling accumulates the
domain knowledge in a reference model, which is further customized in different
application projects [1]. On the opposite, several types of patterns for process
models describe recurring situations in a domain independent way [2,3]. Whilst
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such patterns are well-suited for model verification and generic modeling sup-
port, the existing reference models are tightly coupled with their partial domain
and can hardly be used in other settings. Recently, several approaches emerged
that aim at addressing this inherent trade-off between semantic richness of pat-
terns and their applicability in a broad context [4,5]. In [5], we have introduced
an action pattern concept and described a method for action pattern mining.
The term action essentially refers to the verb that describes the work content
of an activity. Action patterns capture relations between actions. In contrast to
workflow patterns [2], action patterns are related to the process model business
semantics, yet, unlike reference models, action patterns are abstract enough to
be reused in various domains. Thereby, action patterns, for example, can support
the modeler during a process model design. Notice that such an interpretation
of an action ignores information about the objects to which the action is applied.
Actions capturing both a verb and an object provide more information about
the model semantics. Hence, the use of object-sensitive actions makes the differ-
ence in the context of modeling support: more precise recommendations can be
delivered to the modeler.

In this paper we elaborate on the action concept in more detail. In particular,
the relations of actions and their subjects, business objects on which the actions
are performed, are studied. Once business objects are taken into account, we
identify different classes of actions. Hence, different classes of action patterns are
derived. Our contribution is the description and formalization of object-sensitive
action patterns along with methods for their mining based on association rule
learning.

The remainder of the paper is structured as follows. Section 2 describes the
background of our work in terms of modeling support based on action pat-
terns. Section 3 introduces the novel concept of object-sensitive action patterns.
Section 4 reports on findings on the application of our approach to a collection of
industry process models, i.e., the SAP Reference Model [6]. Section 5 discusses
related work, before Section 6 concludes the paper.

2 Background

The increasing amount of casual modelers imposes serious challenges for mecha-
nisms that assure process model quality. Among numerous types of support that
aim at increasing model quality we study one: a method providing recommenda-
tions on the missing activities given an incomplete model. Such recommendations
are of particular value in the context of large collaborative modeling initiatives.
In this setting, the risk of inconsistent process models is high due to several
modelers working on similar processes. Here, domain knowledge manifested in
existing process models can be leveraged to assure completeness and consistency
of newly created process models. To enable the suggestions we consider the busi-
ness semantics of model activities. Further, we focus on the activity perspective,
as activities are the first class citizens in common process modeling languages,
e.g., the Business Process Modeling Notation (BPMN) and Event-driven Process
Chains (EPCs).
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Fig. 1. Fragments of three processes from the SAP Reference Model

Action Patterns. In order to address the need for semantic rich modeling sup-
port, we have introduced the notions of actions and action patterns in [5]. An
action corresponds to the verb that describes the work content of an activity. For
instance, in activity Purchase order processing the action is process. This exam-
ple also illustrates the challenge of action mining: purchase can be interpreted as
action as well. However, promising results on action mining have been presented
for labels of process model activities [7]. Hence, we assume the existence of a
mechanism that extracts actions from activity labels. Action patterns organize
domain specific knowledge in terms of actions and their relations. The goal of
action patterns is to define which actions often occur together in processes and
which ordering constraints exist between these actions.

Let us consider a motivating example that appears in the SAP Reference
Model [6]. Fig. 1 depicts the fragments of three EPCs from this model collection.
All the models describe business processes from the procurement domain. A
rough inspection of the models reveals that while model fragments in Fig. 1(a)
and Fig. 1(c) are extremely similar, the fragment in Fig. 1(b) is different. Indeed,
fragments in Fig. 1(a) and Fig. 1(c) contain almost identical sets of activities,
and, hence, actions: process, release, and transmit. Although the fragment in
Fig. 1(b) contains other activities, the set of actions is the same. Thereby, the
three discussed fragments are close in terms of observed actions.
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Types of Action Patterns. We distinguish two types of action patterns. Co-
occurrence action patterns capture sets of actions, which often occur together
in business processes. Given a set of actions, a co-occurrence pattern specifies
which actions are expected to appear as well. An example derived from the
process models depicted in Fig. 1 is {process, release} ⇒ {transmit}. This pattern
suggests that once actions process and release appear in the business process,
action transmit should also be observed. Co-occurrence action patterns may
facilitate model design by suggesting actions missing in the model. In other
words, these patterns propose actions to be added to the process.

Co-occurrence action patterns do not reflect the ordering relations between
actions. Behavioral action patterns address this issue, pointing to actions and
the ordering constraints between them. For a given set of actions and relations
between a subset of these actions, a behavioral pattern specifies the missing
behavioral relations. To this end, we use behavioral profiles [8] as a behavioral
abstraction. Such a profile describes behavioral relations on the level of activity
pairs. A behavioral profile consists of three relations that partition the Cartesian
product of all model activities, such that two activities are either in strict order,
exclusive to each other, or in interleaving order. For the model in Fig. 1(a),
activities Release of purchase order and Transmission of purchase order are in
strict order, as the former is executed before the latter in any case. Activities
Transmission of scheduling agreement and Transmission of contract, in turn,
are in interleaving order as the former might be executed before the latter and
vice versa. An example of a behavioral action pattern is the statement that if
actions process, release, and transmit appear together and release is executed
after process, then transmit is executed after process and after release. From a
user perspective behavioral action patterns complement co-occurrence patterns:
while a co-occurrence pattern hints on which actions are missing, a behavioral
pattern suggests how to introduce these actions in the model.

Action Pattern Mining. [5] shows how association rule learning techniques
can be applied to derive action patterns given a collection of process models.
Association rule learning was introduced by Agrawal et al. in [9]. We shortly
recall the basic principles. Let I be a set of items and C a collection of trans-
actions, where each transaction T is a set of items, i.e., T ⊆ I. Given a set of
items X ⊆ I, we say that transaction T satisfies X , if X ⊆ T . An association
rule in a collection C is an implication of the form X ⇒ Y , where X ∩ Y = ∅
and X, Y ⊂ I. Based thereon, two elementary notions can be defined, i.e., sup-
port and confidence. A set X ⊆ I has support n in a collection C, denoted by
supp(X), if n transactions satisfy set X . Support can be related to statistical
significance. We are interested in sets with high support and refer to a set as
being large, if supp(X) ≥ suppmin for a given threshold suppmin. An association
rule X ⇒ Y holds in transaction collection C with confidence c = supp(X∪Y )

supp(X) , if
at least c share of transactions satisfying X , satisfies Y as well. The confidence
for a rule X ⇒ Y is denoted by conf(X ⇒ Y ). A rule’s confidence reflects its
strength. Again, we are interested in rules with high confidence, i.e., those that
show a confidence that is higher than a threshold confmin.
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Association rule learning enables identification of action patterns as follows.
For co-occurrence action patterns, we interpret actions as items and process
models as transactions. Hence, a model collection is a collection of transactions. A
process model satisfies an action set, if the model comprises activities that relate
to all of the actions. A co-occurrence action pattern is defined as an association
rule on the domain of actions associated with values for minimal support and
confidence. For the case of behavioral action patterns, we first lift the relation
of the behavioral profile from the level of activities to actions. Based thereon,
behavioral relations of actions are interpreted as items. Thus, a behavioral action
pattern is an association rule on the domain of action pairs along with their
behavioral relation, which is associated with values for minimal support and
confidence.

3 Object-Sensitive Action Patterns

This section introduces object-sensitive action patterns. First, Section 3.1 elab-
orates on the limitations of interpreting an action as being a verb only. Subse-
quently, Section 3.2 and Section 3.3 introduce two novel notions of action sets
that underlie object-sensitive action patterns.

3.1 Action Notion Revisited

Action patterns introduced in [5] are independent of the objects on which the
actions are performed. We refer to such action patterns as object-neutral action
patterns. Arguably, two actions such as accept and reject often occur together
and are executed exclusively. However, for other action combinations, patterns
might solely be observed, if the notion of an action is refined by taking the
respective objects into account.

For instance, in the example in Fig. 1, we observe that all models contain the
actions process and release. However, the actions relate to different objects even
within one model, i.e., a purchase order, a shipping notification, and a scheduling
agreement. While this does not impact on the co-occurrence of these actions at
least in our example, we observe that the three models show different behavioral
relations between these actions. In Fig. 1(a) and Fig. 1(c) the action release
(of a purchase order) can be preceded and followed by the action process (of a
purchase order, or of a shipping notification). In contrast, the model in Fig. 1(b)
shows a strict order of actions: process is followed by release.

We see that the existing notion of object-neutral action patterns aims at
deriving patterns at a coarse-grained level. While object-neutral action patterns
are useful for modeling support, certain patterns might solely be observed once a
more fine-grained approach is taken. Such fine-grained patterns should consider
the combination of a verb and the respective object as the underlying notion of
an action. We refer to these patterns as object-sensitive action patterns.

The definition of object-sensitive action patterns leads to a different domain
for an action pattern, but does not impact on the action pattern types (i.e., co-
occurrence and behavioral action patterns) and the way they are mined using
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the approach summarized in Section 2. Therefore, we focus on the definition of
the domain for object-sensitive action patterns and refer the reader to [5] for a
formal description of the pattern mining method.

First, we postulate Γ—an alphabet of activity labels in a process model col-
lection. Further, we assume means to extract verbs and business objects from
activity labels.

Definition 1 (Verb and Business Object Function). For a given alphabet
of activity labels Γ , the verb function v : Γ �→ V derives a verb from an activity
label. The business object function b : Γ �→ B derives a business object from an
activity label. As a shorthand notation, we use VΓ =

⋃
γ∈Γ {v(γ)} and BΓ =⋃

γ∈Γ {b(γ)} to refer to the verbs and business objects of all activity labels.

For instance, if an activity is labeled Schedule delivery, v(Schedule delivery) =
schedule and b(Schedule delivery) = delivery.

Apparently, object-neutral action patterns are build solely from the set VΓ .
That is, verbs are the domain for these patterns and represent the items in the
sense of association rule learning, cf., Section 2.

3.2 Multi-object Action Patterns

The first kind of object-sensitive action patterns builds on the notion of actions
in the sense of an operation expressed by a verb and applied to a business object.
Actions become tuples of verbs and business objects, and every such tuple—an
item in the sense of association rule learning.

Definition 2 (Multi-Object Action Set). Let Γ be a set of activity labels.
The multi-object action set AO ⊆ VΓ ×BΓ contains all pairs of verbs and objects
(x, y), such that v(γ) = x and b(γ) = y for some activity label γ ∈ Γ .

We speak of multi-object action sets, as the actions can relate to different busi-
ness objects. For instance, (process, purchase order), (release, purchase order),
and (transmit, scheduling agreement) would be actions derived from the exem-
plary process models in Fig. 1 that can be part of a multi-object action pattern.
An example for a co-occurrence action pattern is {(process, purchase order),
(release, purchase order)} ⇒ {(transmit, scheduling agreement)}, i.e., the ob-
servation of the actions (process, purchase order) and (release, purchase order)
suggests that the action (transmit, scheduling agreement) should be observed as
well. Similarly, behavioral action patterns can be specified, e.g., if actions (pro-
cess, purchase order) and (release, purchase order) are observed in a strict order,
action (transmit, scheduling agreement) should be observed exclusively to both.

Multi-object action patterns are more fine-grained than object-neutral action
patterns. We assume that multi-object actions allow for unveiling patterns that
cannot be detected when considering solely the verbs of model element labels.
On the other hand, identification of object-neutral action patterns should be
prioritized as several multi-object action patterns together might represent an
object-neutral action pattern.
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3.3 Single-Object Action Patterns

Single-object action patterns are composed of actions where verbs are applied to
a single business object. Again, tuples of verbs and business objects are the items
in the sense of association rule learning. However, in contrast to multi-object
action patterns discussed in the previous section, all actions of a pattern relate
to one dedicated business object. Therefore, we need the following definition of
an action.

Definition 3 (Single-Object Action Set). Let Γ be a set of activity labels.
For each object o ∈ BΓ , the single-object action set Ao

O ⊆ VΓ × BΓ contains all
pairs (x, o), such that v(γ) = x for some activity label γ ∈ {ω ∈ Γ | b(ω) = o}.

Regarding the models in Fig. 1, again, the actions (process, purchase order) and
(transmit, scheduling agreement) are derived. However, these actions refer to
different business objects and, therefore, cannot occur together in a single-object
action pattern. Still, we see that the models in Fig. 1 contain various actions that
refer to a business object, the purchase order object. All these actions might be
used as building blocks for single-object action patterns.

4 Evaluation Based on the SAP Reference Model

This section empirically evaluates the impact of object-sensitive actions on the
action patterns. The section presents the results of action patterns mining in
a large process model collection. We analyze the mining results comparing the
patterns discovered for object-neutral and object-sensitive actions. The analysis
considers both co-occurrence and behavioral action patterns.

In the evaluation, we use the SAP Reference Model [6]—a process model col-
lection used as a benchmark for object-neutral action patterns evaluation in [5].
The SAP Reference Model includes 604 EPCs, describing business processes sup-
ported by the SAP R/3 software. The collection is organized in 29 functional
branches of an enterprise, e.g., sales and accounting. The experiment evaluating
co-occurrence action patterns makes use of all 604 models. The evaluation of
behavioral action patterns exploits 421 models. The decrease in the model num-
ber is due to the exclusion of models with ambiguous instantiation semantics,
see [10], or behavioral anomalies, see [11]. In the experiment we have used a
manual mapping of activity labels to verbs and business objects. However, as
discussed before, [7] shows the potential for an automation of this step.

In the first part of the experiment, we compare co-occurrence action pat-
terns describing object-neutral and object-sensitive actions. Table 1 presents
the number of action patterns for object-neutral actions. The number of pat-
terns dramatically decreases with the growth of support and confidence values
(horizontal and vertical directions in the table, respectively). Table 2 describes
the observed results for co-occurrence action patterns capturing object-sensitive
actions. Table 2(a) captures the results for multi-object action sets, while
Table 2(b)—for single-object action sets. The number of patterns for multi-object
action sets is the highest among the three compared tables. This can be explained
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Table 1. Dependency of co-occurrence pattern number for object-neutral actions in
the SAP Reference Model on confmin and suppmin

3 4 5 6 7 8 9 10

0.50 7395 2353 680 563 41 29 17 11
0.60 6123 2089 610 504 33 22 12 8
0.70 5569 1535 563 469 20 12 6 6
0.80 4684 1238 501 417 15 10 5 5
0.90 4603 1157 420 377 7 3 2 2

Table 2. Dependency of co-occurrence pattern number for object-sensitive actions in
the SAP Reference Model on confmin and suppmin

(a) Multi-object actions

3 4 5 6 7 8 9 10

0.50 32072 21019 6171 6010 20 15 7 1
0.60 30127 20373 6154 6007 20 15 7 1
0.70 23884 14130 6013 5870 19 14 6 1
0.80 20601 13731 6009 5867 17 14 6 1
0.90 20300 13430 5708 5588 9 6 4 0

(b) Single-object actions

3 4 5 6 7 8 9 10

0.50 408 119 67 53 10 5 5 1
0.60 382 105 60 50 10 5 5 1
0.70 364 87 56 46 9 4 4 1
0.80 326 73 52 43 7 4 4 1
0.90 310 57 36 28 5 2 2 0

by the fact that in the SAP Reference Model one action pattern consisting of
object-neutral actions is “split” into several patterns capturing object-sensitive
actions. Consider an example object-neutral action set {transmit, process, re-
lease}. In the case of object-sensitive actions this set is split into 22 action sets,
including:

Example 1 {transmit order, process order, release order}
Example 2 {transmit agreement, process notification, release order}
Example 3 {transmit order, transmit notification, process order, release order}
These examples cover different types of object-sensitive actions. Example 1 il-
lustrates a set of single-object actions. Example 2—a set of multi-object actions
performed on objects order and agreement. Finally, Example 3 shows that there
are multi-object action sets, where one verb is performed on more than one ob-
ject, e.g., transmit agreement and transmit notification. Due to this “split” of
actions, the number of patterns describing object-sensitive actions can be greater
than the number of patterns for object-neutral actions. Meanwhile, the support
value of each individual pattern capturing object-sensitive actions is lower than
the support for a pattern for object-neutral actions: the support of one generic
pattern is distributed among several more specific patterns. Among the three
considered action types, the number of patterns for single-object actions is the
lowest. Tables 1 and 2 show that the more specific are the patterns, the bigger
is the share of patterns with high confidence.



Object-Sensitive Action Patterns in Process Model Repositories 259

Table 3. Dependency of behavioral action pattern number for object-neutral actions
transmit, process, and release in the SAP Reference Model on confmin and suppmin

2 3 4 5 6 7

0.50 1559 1024 602 310 50 0
0.60 1267 813 602 310 50 0
0.70 959 748 537 310 50 0
0.80 797 586 375 310 50 0
0.90 667 456 245 180 50 0

Table 4. Dependency of behavioral pattern number for a particular object-sensitive
action set in the SAP Reference Model on confmin and suppmin

(a) {transmit agreement, process order,
release order}

2 3 . . . 8 9

0.50 12 12 . . . 12 0
0.60 12 12 . . . 12 0
0.70 12 12 . . . 12 0
0.80 12 12 . . . 12 0
0.90 12 12 . . . 12 0

(b) {transmit order, process order, re-
lease order}

2 3 . . . 5 6

0.50 12 12 . . . 12 0
0.60 12 12 . . . 12 0
0.70 12 12 . . . 12 0
0.80 12 12 . . . 12 0
0.90 12 12 . . . 12 0

Behavioral action patterns describe behavioral relations between actions in
large action sets. We illustrate the discussion of behavioral action patterns by
the example object-neutral action set {transmit, process, release}. Table 3 shows
the number of behavioral patterns for the set of object-neutral actions. Table 4
presents the number of object-sensitive action patterns: Table 4(a) illustrates
the number of patterns for multi-object action set {transmit agreement, process
order, release order}, while Table 4(b)—for single-object action set. Note that
we consider the patterns for a particular set of object-sensitive actions. Hence,
the largest number of patterns is observed for object-neutral actions. Object-
sensitive actions result in a lower number of patterns, but without dropping in
confidence.

The results obtained through the analysis of the SAP Reference Model can be
applied as follows. Consider that a modeler designs a model for a procurement
process. The current state of the model is captured in Fig. 2 by the elements
colored in black. Given the action patterns captured in Tables 2 and 4, we suggest
the user to insert an action transmit to be performed on object agreement into
the model. This suggestion is visualized in Fig. 2 with elements colored in gray.
Notice that behavioral action patterns enable us to suggest the user how to
introduce the new activity in the model.

According to the presented evaluation results, we conclude that in the SAP
Reference Model action patterns based on single-object action sets provide the
most precise information, have low support, but deliver high confidence.
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Fig. 2. A suggestion based on action patterns in Table 4

Object-neutral action patterns are on the opposite side: they provide very generic
information, but with high statistical significance. Multi-object patterns are the
compromise between these two classes, balancing between the significance and
the pattern strength.

5 Related Work

First and foremost, our work relates to various patterns proposed for business
processes. On the technical level, the workflow pattern initiative has identified
patterns for several model aspects, among them the control flow [2] and the
data flow [12]. On the conceptual level, Lonchamp proposed a set of collabo-
ration patterns defining abstract building blocks for recurrent situations [13].
Tran et al. introduces a meta-model for process patterns and shows their appli-
cation in the UML context [14]. Most closely related to our work is the research
by Thom et al. [4]. In their work, the authors identify workflow activity patterns
(WAP) that specify seven different types of micro workflows, e.g., approval or
decision. Our action pattern approach builds on the same observation that cer-
tain activities often occur jointly to achieve an over-arching goal. In contrast
to [4], we do not assume a priori knowledge on which patterns might occur in
a process. Instead, object-sensitive action patterns are mined in a collection of
process models. Although [15] also advocates the application of association rule
learning techniques for WAP, their focus is on mining co-occurrences of these
predefined patterns instead of the patterns themselves.

Recently, intelligent support and recommendations for process modeling has
received much attention. To this end, similar models in a process model repos-
itory might be proposed as extensions to the currently modeled process using
search techniques [16]. While this approach also builds on a match of actions,
business objects, and textual content, we believe that action patterns are more
flexible, as they do not require the knowledge about an exact continuation of a
process. Consistency between object life cycles and process models is discussed
in [17] along with corresponding modeling support. Moreover, modeling support
might also be driven by modelers in a collaborative modeling effort [18]. In con-
trast to our work, this approach builds on suggestions by other modelers. Control
flow correctness issues are addressed in [19] where the authors offer continuous
verification of process models during modeling. In [20] the authors study how
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cooperative modeling is supported by fragment-driven modeling approach. How-
ever, the derivation of fragments (or action patterns) is not detailed. In order
to accelerate business process modeling, structural control flow patterns can be
used as suggested in [3]. Still, these suggestions do not consider the business
semantics of process models. The change patterns introduced in [21] can also be
seen as patterns that allow for intelligent modeling support.

Finally, research on activity labels relates to our work. Textual labels are used
for matching and comparing process models [16,22]. Recent works by Becker et al.
reuse parsing techniques from computer linguistics to identify the various parts
of an activity label [23]. For the experiment of this paper, we have derived the
actions manually. Still, the techniques proposed in [7,23] have the potential to
automate this step.

6 Conclusion

In this paper, we proposed object-sensitive action patterns as a means for domain-
specific modeling support. These patterns are derived from a collection of pro-
cess models using association rule learning techniques and can be leveraged in
order to provide suggestions in the course of modeling. Co-occurrence action
patterns hint at missing activities, whereas behavioral action patterns provide
information on how an activity should be added to an incomplete model. Tak-
ing the relation between verbs and business objects into account, we extended
the existing notion of action patterns by multi-object and single-object action
patterns. Besides their formal definition, we provide an experimental evaluation
of these object-sensitive patterns based on the SAP reference model. It reveals
that object-sensitive patterns can be assumed to provide fine-grained modeling
support.

As now action patterns have different levels of granularity, the use of synonyms
in the activity labels “blurs” the patterns. In the future work, we plan to address
the linguistic relations between verbs and business objects, e.g., synonymy and
hyponymy. To this end, the application of thesauri like WordNet1 might prove
useful. As single-object action patterns implicitly capture the life cycle of a
business object, mining of business object life cycles using action patterns in
another direction of the future work. Finally, the mined action patterns call for
validation proving their usefulness.
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Olivé, A. (eds.) ER 2008. LNCS, vol. 5231, pp. 265–278. Springer, Heidelberg
(2008)
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Abstract. Today’s business applications demand high flexibility in pro-
cessing information and extracting knowledge from data. Thus, data min-
ing becomes more and more an integral part of operating a business.
However, the integration of data mining into business processes still re-
quires a lot of coordination and manual adjustment. This paper aims at
reducing this effort by reusing successful data mining solutions. We de-
scribe a novel approach on facilitating the integration based on process
patterns for data mining and demonstrate that these patterns allow for
easy reuse and can significantly speed up the process of integration. We
empirically evaluate our approach in a case study of fraud detection in
the health care domain.

Keywords: Data Mining Patterns, Business Processes, Reuse and Inte-
gration, BPM, CRISP.

1 Introduction

Businesses need to be more and more flexible in order to be competitive in to-
day’s economy. Two big forces that drive flexibility are data mining, which helps
enterprises to understand their customers, processes, and themselves better, and
service oriented architectures (SOA), which help to be faster in implementing
new business strategies and products. As data mining becomes more and more
an integral part of executing a business, data mining functionality needs to be
integrated into SOA in the context of existing applications [1].

In previous work [2] we presented an initial discussion on how to integrate
data mining into business processes. Here, we focus on how to enable the reuse
of existing solutions that have been proven to be successful. Currently, there
are two approaches of achieving this: Passing through a new CRISP process [3]
while being inspired by existing solutions (e.g. by personal experience or reading
respective documentation and scientific papers), and reuse at implementation
level (e.g. by copy-and-paste of existing code and workflows). In this paper we
argue that there is a need for an approach in between.

The first approach for reuse by following the CRISP process, which describes
the general procedure of performing data mining projects, does not suffice, as this
approach is often too general. E.g. it has been identified that CRISP-DM lacks
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in the deployment phase [4], in guidance towards implementing particular tasks
of data mining methodologies [5], and in the definition of phases important for
engineering projects [6]. In addition, we detected that many redundancies and
inefficiencies exists when following the CRISP standard data mining process
model in parallel to standard BPM approaches [2].

The second approach is to utilize reuse at implementation level. Modern
SOA-based Business Process Management (BPM) environments, e.g. based on
standards like BPEL [7] and BPMN [8], provide flexible and user friendly en-
vironments and tools for designing, deploying and managing business applica-
tions. Data mining solutions can be reused in such environments by making use
of available data mining workflows and services. However, this approach is often
too specific for being reusable efficiently. For example in an analysis of a large
set of real-world data mining workflows [9] we found out that the changes of
a workflow during the lifetime of a data mining project are made to the same
extend at the preprocessing and at the modeling part, which implies that un-
derstanding and representing the semantics of the data is a very important step.
The changes for the preprocessing part consisted to 50% and for the modelling
part to 75% of manual parameter optimizations. The challenge is to reuse such
kinds of manual fine-tuning. Also, there are requirements specific to data min-
ing. For instance, the choice of data mining algorithm has impact on the data
understanding and the business understanding phase. Thus, data mining is a
complex process that requires a lot of manual optimizations and is not always
transferable due to the dependency to the data. A copy-and-paste approach,
by taking over the data mining part from another business process, will only
work if the business process into which the data mining is integrated has exactly
the same properties as the original one. What is needed is a way to specify the
correct level of abstraction and generalization for enabling reuse.

In this work, we aim at a formal representation of data mining processes to
facilitate their reuse in business processes. As visualized in Fig. 1, the approach
should support the description of the process at different levels of abstraction
between the CRISP model as most general representation and executable work-
flows and code as most concrete representation. This requires to:

1. support the modeling of the data mining process as a whole, including its
unique requirements, according to the CRISP tasks and phases

2. allow for the modeling and specification of tasks at implementation level in
order to make use of existing code and services

3. simplify the integration into business processes in the context of modern
BPM systems, which requires compatibility to relevant standards and tools.

This work contributes a new process model for the reuse and integration of ex-
isting data mining solutions in business processes in the context of modern BPM
environments. This includes, based on CRISP, the definition of data mining pro-
cess patterns, which encode reusable data mining solutions at the appropriate
level of generality. They will be defined specific to the data mining problems to
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Fig. 1. Different strategies of reusing data mining

be addressed and will be based on a set of underlying data mining services. We
will also define a process for applying these data mining patterns to business
processes.

The remainder of the paper is as follows: Sec. 2 introduces the field of BPM
and data mining and gives an overview over the state-of-the-art and related
work. In Sec. 3 we introduce our approach for a new process model for the reuse
and integration of data mining into business processes. In Sec. 4 we give a case
study on the integration including an example of a data mining process pattern
and it’s integration. Sec. 5 concludes.

2 State-of-the-Art and Related Work

A business process is a series of steps designed to produce a product or a ser-
vice which includes all the activities that deliver particular results for a given
customer [10]. Business process management (BPM) is a discipline combining
software capabilities and business expertise to accelerate business process im-
provement and to facilitate business innovation. In the context of BPM there
exists a variety of standards for process modeling, visualization and execution as
well as tools supporting features like pre-deployment validation of processes and
the automation of process deployment, hiding the complexity of the distribution
middleware. BPEL [7] and BPMN [8] turned out to be one of the de-facto stan-
dards for the executable language for specifying interactions with web services
resp. the graphical representation of processes. In the following, we will use the
BPMN notation for the definition and visualization of process models.

Data mining, often also called knowledge discovery in databases (KDD), is the
process of extracting (unknown) patterns from data [11]. There exists a variety
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of different data mining methods and algorithms [12], which commonly involve
the following classes of tasks: Inferring rudimentary rules, statistical modeling,
constructing decision trees, constructing rules, mining association rules, linear
models, instance-based learning, and clustering. CRISP-DM [3] is a standard
process model for data mining that describes the life cycle of data mining projects
as iterative process. The CRISP model consists of the following 6 phases:

– Business Understanding - understanding the project objectives and require-
ments from a business perspective and defining the data mining problem

– Data Understanding - getting to know the data and its quality
– Data Preparation - construct the final dataset from the initial raw data as

input for the modeling
– Modeling - various modeling techniques are selected and applied, including

the calibration of their specific settings
– Evaluation - assess how well the built model achieves the project objectives
– Deployment - the results of the data mining are delivered to the user.

Typically, the phases from Data Understanding to Evaluation are mainly per-
formed only by the data miner, while the phases Business Understanding and
Deployment involve both the data miner and the business user. The latter phases
need a lot of knowledge transfer, coordination and manual adjustment.

In our work we refer to data mining as part of the application that is repre-
sented by a business process. Data Mining on event log data in order to construct
processes (Process Mining) and data mining on business processes in order to
improve the business processes as part of the field Business Intelligence are not
in the scope of this paper. The question that we want to answer is how can we
best reuse data mining as part of a bigger business processes.

In [13] a set of workflow patterns describing the control-flow perspective of
workflow systems is defined. Such process patterns have plenty of advantages
[14]: BPM processes serve as both the specification and the source code. The
modeled processes become the solutions deployed and provide a simple commu-
nication tool between end-users, business analysts, developers and the manage-
ment. Process patterns provide a proven and simple technique to shorten the
learning curve and improve productivity and quality of the processes designed
as they are simple to understand, learn and apply immediately. Thus, we pro-
pose to provide a similar approach for the integration and reuse of data mining -
process patterns that represent templates for different data mining problems.

Java Data Mining (JDM) is a standard for developing data mining solutions
[1]. JDM provides a web service interface which can be used to set up, integrate
and manage data mining processes in the context of BPMN and BPEL based
environments. BPEL processes are designed which include calls to the JDM web
services. These services interface with the JDM API on top of a Data Mining
Engine. However, they do not specify a general concept on how to redesign the
business processes in detail and which requirements exist for the modeling of the
business process when including data mining.

In [15] a dynamic data mining process system is introduced. The idea is to
set up each data mining activity as web service, to model and execute the data
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mining process in a BPEL environment and to get a PMML compliant model
as result. The authors only present a single application as example and do not
give a concept on how to model the data mining processes in general.

In [4] a methodology for the implementation of data mining into operational
business processes is proposed, consisting of the phases Exploratory Data Min-
ing, Deployment of IT into the Business Process, and Operational Data Mining.
However, the authors do not specify detailed concepts for the modeling of the
data mining process as part of the business process. In our work, we focus on
how to perform the process (re-)design from the modeling point of view and aim
at removing complexity for modeling and integration.

In [16] the authors propose a framework for the reuse of scientific workflows,
which are also based on reusable patterns that include abstract tasks. However,
their work focuses rather on grid-related tasks like copying, job execution and
monitoring than on data mining specific tasks.

3 Process Patterns for Integration and Reuse

We aim at reusing existing data mining processes that have proven to be suc-
cessful, and hence want to develop a formal and concrete definition of the steps
that are involved in the data mining process and of the steps that are necessary
to reuse it in new business processes. Thus, we focus on the reuse rather than
on the data mining problem itself and consider a solution for the data mining
problem to be available. In the area of data mining there exist a lot of situations
and scenarios where existing solutions are reusable, especially when no research
on new algorithms is necessary. These solutions can have different levels of gen-
erality. Lots of examples and ready-to-use algorithms are available in toolboxes,
which only have to be integrated. However, due to a lack of formal support in
practice a reuse and integration of existing solutions is not often or only infor-
mally done, which leads to a lot of unnecessary repetitive work. By our approach
we want to facilitate the integration and reuse of these data mining solutions.

In the following, we will describe our approach in 3 steps. First, we will show
how to modify the CRISP model to focus on the special case of reuse of existing
solutions. Second, we will define the concept of data mining patterns. These
patterns are created after the initial data mining process ended and include
the definition, description and requirements of the data mining process, but are
independent of the application scenario. The goal of these data mining patterns
is to provide a flexible representation for different levels of generality. Third, we
will describe how these patterns are applied for reuse by a meta process. This
process will be started if a new application scenario is available and describes the
tasks that can only be performed with knowledge on the application scenario.

3.1 Reuse and the CRISP Model

In the following, we will present how the CRISP phases and tasks from [3] differ
in the case of executing CRISP from scratch and reusing existing solutions.
Fig. 2 visualizes our approach.
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Fig. 2. Mapping CRISP tasks to data mining patterns and a meta-process for reuse

Business understanding phase. The task Determine Business Objectives is a
general task that is independent of the data mining. We arrange this task at the
start of the meta-process, as it provides the information needed for the choice
of the pattern. The task Assess Situation involves the setup of an inventory of
resources, a collection of requirements, assumptions etc. In our scenario, this
task does not apply as the important information is already available through
the business process. In addition, the data mining goal is already specified by the
data mining pattern. Thus, we transform the Determine Data Mining Goals task
into a task that checks if the data mining goal is still matching and arrange it
at the beginning of the data mining pattern. In the deployed executable process,
this task will be obsolete. From here, the data mining specific tasks start. In our
scenario the Produce Project Plan task is outside of the scope, as the project
plan consists of following the proposed approach for the integration.

Data understanding phase. The tasks Collect Initial Data, Describe Data
and Explore Data are obsolete as we assume the data to be available through
the modeled business process. The verification of the data quality is arranged
as second task Verify Data Quality in the pattern. In the deployed executable
process, this task will be obsolete as well.

Data Preparation phase. The Select Data task is a preprocessing task of the
pattern. E.g., a Collect Data task and a Collect Label task (in case of supervised
learning methods) or a Data Available gateway could be part of the BPMN
pool that contains the tasks that have to be connected to the tasks of the busi-
ness process. The further tasks Clean Data, Construct Data, Integrate Data and
Format Data are also preprocessing task of the pattern.

Modeling phase. The tasks Select Modeling Technique and Generate Test De-
sign do not apply, as this information is already contained in the pattern. The
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Build Model task represents the training of the data mining model and specifies
the modeling technique and is part of the pattern. The Assess Model task is
split into the task Testing and the gateway Model Finalized inside the pattern.
They specify the test design and the decision on when to deploy a model.

Evaluation phase. The task Evaluate Results involves a matching with the
business objectives. Thus, we arrange this task at the meta-process. With this
task, the data mining specific part ends. In contrast to CRISP, the evaluation
takes place after the deployment of the process. The task Review Process is
implicit contained in loops of the meta-process (changing the specification of
tasks of a data mining pattern or choosing another pattern). The task Determine
Next Steps does not apply as the next steps are defined by the meta-process.

Deployment phase. The planning of the deployment by the task Plan Deploy-
ment does not apply, as the way how to deploy the model and the process as
a whole are defined by the pattern approach. The deployment itself is two-fold.
On the one hand, there is the deployment of the data mining pattern into the
business process. This task is arranged in the meta-process. On the other hand,
there is the deployment of the data mining model, which is part of the data
mining pattern. The task Plan Monitoring and Maintenance does not apply as
well, as monitoring and maintenance is a general part of the BPM context. The
tasks Produce Final Report and Review Project are outside of the scope, as we
are not interested in such a kind of deployment and as a review of the steps of
the overall process are considered to be already part of the BPM solution.

Additional Tasks. In addition to the tasks of the CRISP phases there are
additional tasks necessary for the deployment, management and usage of the
data mining model. Typically, business processes are not designed for ad-hoc
but for long term usage. Thus, the data mining has to be able to adapt to
changes in the data during time, e.g. by re-building and deploying the data
mining model periodically. For re-building a model, a Re-build model gateway
activity is arranged before the tasks for preprocessing and building the model.
The task DeployModel is performed after the model evaluation task. In addition,
a Model apply task for applying the model to new datasets and related additional
preprocessing task are part of the data mining pattern.

3.2 Data Mining Patterns

In the following, we will present our approach for the specification of data mining
patterns at different levels of generality. The CRISP-DM methodology includes
a four-level breakdown, which describes the instantiation of the CRISP process
model in order to get a CRISP process. The 6 CRISP phases consist of sev-
eral generic tasks which cover all possible data mining applications. Out of
these tasks specialized tasks are described which specify specific actions for a
certain situation. Finally, the process instances represent a record of actions
and decisions of an actual data mining engagement. This top-down approach is a
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manual process which is not automated. In our approach, the CRISP breakdown
is partially pre-defined by the process patterns, where some of the tasks are
already defined on a detailed level.

The data mining tasks, including requirements and preconditions, can be mod-
eled in a uniform way in the context of BPM by representing each task as a task
in the business process. However, we need to take into account that reuse may
in some cases only be possible at a general or conceptual level. Our approach
needs to include the description of the general CRISP model, of executable work-
flows, and of abstractions in-between. Thus, we model the tasks different levels
of granularity, resulting in the following hierarchy of tasks: conceptual (man-
ual tasks, only a textual description is available), configurable (semi-automatic
tasks, code is available but parameters need to be specified), and executable
(automatic tasks, code and parameters are specified).

Process patterns are only valid for process execution if they are specified to the
executable level. Some general CRISP tasks, e.g. Determine Business Objectives,
cannot be specified as technical step. Thus, the executable specification for such
tasks would be a check task or empty/obsolete task. In a meta-process, which
describes how to apply a given pattern to a business process, these tasks are
specified (with different choices) according to the levels of the hierarchy. E.g., a
Clean Data task could be specified as human task, as code that deletes records
with missing values or as separate DM process for the prediction of missing
values. Details on the meta-process will be given later in Section 3.3.

Definition. We consider the phases and tasks of the modified CRISP process
from 3.1, including additional tasks and information that are necessary for an
execution of such a process, as the most general data mining pattern. Every
concretion of this process for an application according to the presented hierarchy
is also a data mining pattern.

The idea is to be able to describe all data mining processes, while the description
is as detailed as adequate for the given scenario. A data mining pattern only
contains tasks that can be specified without having to know the business process
in order to keep the feature of reusability. Obviously, the practical relevance of
a pattern depends on its generality. An example of a data mining pattern will
be given later in Sec. 4.

3.3 The Meta-process

The process of applying a pattern for the integration of data mining into a
given business process can be modeled as process in the BPM context. In our
approach, this meta-process describes the steps needed to use a pattern for a
given business process. Fig. 3 visualizes the meta-process and its steps. The first
task is to define the business objectives of the application. After that, a data
mining pattern is selected that matches with these business objectives. Then,
the tasks of the selected pattern are specified to the executable level according
to the hierarchy of our approach proposed or a given specification is chosen. If it
is observed that the pattern cannot be specified as executable, the meta-process
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Fig. 3. The meta-process for applying a process pattern to a given business process

steps back to the task of choosing a new pattern. If the pattern is executable, it is
deployed into the business process. After that, the integrated process is executed.
If the result is satisfying, the meta-process is finished. If it is not satisfying, the
meta-process steps back to the task of finding a new specification.

4 Case Study

In [17] a solution for fraud detection based on similarity learning [18] is presented.
We choose this scenario as case study, as it already includes well specified busi-
ness processes as well as a data mining solution that that allows for reuse. The
approach for fraud detection from [18] is based on learning similarity measures
for data records and is transferable for a generic class of fraud opportunities. The
application scenario is based on detecting procurement fraud, e.g. an employee
of a company placing an order to another company which is owned by himself.
This is done by computing a similarity between employees and company owners
based on several features such as name, address or bank accounts. We do not
go into more details of the data mining method, as this is not important for un-
derstanding our pattern approach. Basically what is needed to apply this data
mining solution to a problem is to first check if the problem is a procurement
fraud problem, second to specify which features to be used for the similarity,
and third to connect the inputs and outputs of the data mining process. For all
other steps ready-to-use code is already available.

Fig. 4 shows an example of a pattern for this approach to procurement fraud
detection. In the top pool Requirements the pre-requirements for applying this
pattern are modeled. This includes checking the data mining goal (procurement
fraud detection) and the data format as well as sending data, receiving the result
and sending labeled data. The other pools Data Mining Classification, Data
Mining Model Building and Data Mining contain the (partially already specified
executable) tasks of the data mining process and the respective services. It can
be seen that the process is a data mining pattern according to our definition
from Sec. 3, which contains tasks of all 3 levels of the task hierarchy. E.g., the
task Check DM goal is supervised Fraud Detection is a specialized task of Check
DM goal. It is a conceptual task which describes in textual form that the goal of
the integration of the data mining solution has to be supervised fraud detection
in order to match with the pattern. During the integration, the user manually
inspects this task and specializes it to the empty task. The task Check if each
attribute is based on a known data type represents the requirement for a specific
data format. The data mining solution is based on combining different similarity
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Fig. 4. An example of a data mining pattern

Fig. 5. An example of an integrated process

measures for attributes of different data types. For each of those types, a measure
has to exist. The data is sent to the data mining part of the process via the
task Send supplier and payroll data and the labels via Send labeled Data. The
assignment of the similarity measures is performed at the task Assign Similarity
Measure. It is a configurable specialization of the task Train Model that can be
further specialized by the user, e.g. by a configuration file. All executable tasks,
e.g. the task Train Similarity, are connected to an underlying service.
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In [17] (Section 6) a set of business processes from the health care domain is
presented which contains candidates for the integration of the fraud detection
solution. We will focus on the business process Purchase Order Inspection from
the RBH scenario, which consists of a random checking of several rules for a
request for an order followed by the decision of placing or not placing this order.
Fig. 5 shows how the presented data mining pattern is integrated into the busi-
ness process. Compared to the pattern, the task Check DM goal disappeared
because the user took the decision that the data mining goal indeed matched
and hence specialized it to an empty task. The tasks for sending data and re-
ceiving the results are connected with the tasks of the business process. The
tasks Check if each attribute is based on a known data type and Assign Simi-
larity Measure disappeared as well, as the user manually specified the checking
and the assignment of the similarities according to his knowledge of the data
(e.g. by a parameter file). During the integration, the pool Requirements and
its tasks disappeared at all due to the specification and deployment tasks of the
meta-process.

By this somewhat simplified example we have shown how to apply a data
mining pattern to a business process in order to get an integrated process and
how manual steps can be specified to executable tasks.

5 Conclusion and Future Work

This paper is a first step towards support for an automation of a reuse of success-
ful data mining processes. We have presented a new process model for easy reuse
and integration of data mining in different business processes. Our approach is
based on CRISP and includes the definition of data mining patterns, a definition
of a hierarchy of tasks to guide the specialization of abstract patterns to concrete
processes, and a meta-process for applying patterns to business processes. These
data mining patterns allow for representing the reusable parts of a data mining
process at different levels of generalization and provide a simple formal descrip-
tion for the reuse and integration of data mining. We evaluated our approach in
a fraud detection case study in the health care domain.

Our approach is focused on reusable cases for data mining problems. Thus,
in contrast to the more general CRISP model, the data mining patterns are not
applicable in all cases, as several parts of the process are already pre-defined
in the pattern. However, by the pre-definition a lot of unnecessary repetitive
work is avoided. E.g., if data mining is to be integrated in the context of a very
similar problem, the pattern can be just used again instead of applying the full
CRISP-DM process twice. CRISP is iterative and does not describe the reuse of
existing solutions at all. In our approach, we describe the reusable part by data
mining patterns. The iterations are modeled in an outside meta-process.

Details on the definition, architecture and implementation of the underlying
services remain to future work. Furthermore, we aim at a formalization that al-
lows for tool support for the design and specification of high-level requirements
as well as for the parameterization. In addition, the following questions need
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to be addressed in the future: How to model the data within the process? Key
challenges are to define the data-related interfaces between the business processes
and the data mining patterns as well as to specify how to get the data out of the
business process. Is the hierarchy adequate or is a more detailed level needed?
E.g., more structure could be provided by the use of an ontology [19]. What is a
good pattern, how can the quality of a pattern be determined and how to select
a pattern from a pattern database?
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Abstract. In order to compete in effectively nowadays an organization has to 
offer a variety of process to fulfill the individual requirements of the different 
customers. The management of the process variability is an important aspect 
not only during execution, but already during modeling. One common way to 
deal with this is configuration. This paper presents a generic concept of process 
configuration which does not solely focus on the functional aspect, but also 
considers others such as, for example, the organizational, operational and data 
oriented aspects. Furthermore, different levels of abstraction are introduced to 
further structure the configuration process. At modeling time it is differentiated 
between process families (a set of variants) and individual variants themselves; 
concerned with modeling and execution time between variants and alternatives. 

Keywords: alternatives, process variants, process family, process configuration, 
multi perspectives. 

1   Motivation  

“You can have any colour of car that you want as long as it is black”. Henry Ford’s 
statement in 1914 is no longer applicable. Today, there are countless variations to be 
seen on the streets. But not only the products itself vary; the underlying development 
and production processes also vary [1-4]. This, however, seems to be a domain 
independent issue. Process variants do not only exist in the engineering domain [4-6]. 
According to the experience of our chair they are also to be found in the medical and 
administrative domains.  

Variants are defined as artifacts with a similar form or function and which have a 
large part in common with similar items or groups [7]. They differ significantly from 
the basic artifact in order to suit specific requirements [1-3]. Transferring this to the 
context of process means that there are variations in the process steps or in the actor 
of the process. Variants are defined without regard to the time i.e. they exist in 
parallel. 

From the foregoing it follows that a user can easily be overwhelmed with the 
variety and the attending complexity of a process [8]. This holds good not only for the 
execution of a process, e.g. due to the different demands of a company’s individual 
customers, it likewise holds true for modeling where the entire process and all of its 
variants are defined and documented. Fig. 1 illustrates a process model including four 
process steps (PID0 - PID3), one decider, documents (data), roles. Four decision 
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points are modeled affecting the organizational ( , ), functional ( ) and data 
oriented aspects (  a and b). Dependencies between the decisions are not shown. 
How many single process variants could be extracted from this? 

 

Fig. 1. Integrated process model with possible decision points 

It can be seen that already a small process can have several decision points 
affecting the different perspectives that characterize a process in a particular domain. 
An example which variant can be extracted from our initial example above can be 
seen in Fig. 2. Since (integrated) process models are complex and because the 
stakeholders cannot be modeling experts themselves the process must be made to give 
them access to the information that they require [9-11], which is, in this case, an 
individual process variant. 

 

Fig. 2. Process variant derived from Fig 1 

One common way to deal with variability management is configuration [1, 3, 8, 
12-14]. Configuration is a special type of design activity. It aims at designing an 
artifact (here the processes) assembled from a set of predefined components (here the 
different aspects) that can only be connected together in a certain way [15].  

As basic paradigm a configurable and generic process model is useful, or rather 
necessary. It is an integrated representation of multiple variants in one model in a 
given domain. According to the requirements of the customer each variant of the 
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configurable process model is specified as an individual combination of the pre-
designed components. With this, the configurable process model provides a basis for 
enabling the reuse of process models or separate elements [3, 16-18]. Such a model 
based approach is compatible with the requirement to structure the configurable 
objects, viz. processes, for the purpose of reuse and/ or configuration [8]. 

The benefit derived from configuration and the associated reuse can be seen in time 
and cost reduction. The efforts involved in the creation of new process elements or 
processes themselves can be reduced as can the complexity of the work. The quality 
of the final output increases because a reused part is a part which has already been 
tried and tested in a manner compliant with best practice [16, 19, 20].  

This paper seeks to give an overview of our concept of a process configurator for 
modeling time. To achieve this we developed a generic and configurable process 
model (data model) based on a tree structure. In order to configure the model we 
fabricated a configuration process. The advantages of our approach are two-fold: 
Firstly, we not only focus on the functional aspect, but also others such as, for 
example, the organizational, operational and data oriented aspects - only then can the 
output of the configuration be a comprehensive process model [21-23]. Secondly, we 
differentiate between different levels of abstraction. At modeling time we differentiate 
between process families (a set of variants) and variants themselves; with regard to 
modeling and execution time we differentiate between variation points (at modeling 
time) and alternatives (at execution time). The idea is to involve different types of 
domain experts in the configuration process and finally to reduce the number of 
decision the user has to make during modeling and/ or execution.  

The paper is structured as follows: Section 2 gives an overview about existing 
variability management approaches in the context of process management. In Section 
3 first the requirements are analyzed followed by the presentation of the concept of 
the process configurator. Section 4 goes into detail regarding the data model, while 
Section 5 explains the configuration process. Section 6 concludes the paper.  

2   Process Variant Management  

Process variant management has a high relevance in theory and in practice and has 
been widely studied in different research projects. In this Section we want to give a 
short overview (we make no claim to be complete) about existing (single model) 
approaches, including a critical assessment from our own point of view.  

By means of configurable event process chains (C-EPCs) [3, 24, 25] a single 
model specifying a whole processes family can be generated. The resulting model, 
called reference model, can be customized to meet specific needs. For this EPC 
functions and decision nodes are annotated to indicate whether they are mandatory or 
optional; the definition of constraints is also possible. The approach also includes 
other perspectives (data, resources etc.). As C-EPCs are rather difficult to understand, 
especially for the end-user with a non-technical background, the configuration can be 
done through questionnaires guiding the user. Although hierarchical decomposition of 
the processes is not possible and variability regarding roles and objects, which are 
associated with the tasks, are captured only at the meta model level, it is a very 
comprehensive approach.  
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Reijers et al. [11] present an approach by means of which multiple processes or 
process models (e.g. process variants) are aggregate into a single process model using 
aggregated EPC (aEPC). By means of an algorithm a particular process model can be 
extracted from the aggregated process model. For this purpose functions and events 
are annotated with labels, which are used to identify those process elements relevant 
for extracting the particular process model. This approach focuses only on the 
functional aspect of the processes. In addition, during configuration there is no 
interaction with the user of the final process model; the pre-defined algorithm, which 
comprises the relevant alternatives, is simply applied to the model deciding all 
alternatives in “one step”.  

The Provop approach [26, 27] is likewise based on a single model collecting all 
process variants. It applies well-defined change operations (modify, delete, insert) at 
so called “adjustment points” which are explicitly identified in the basic process 
model. As a result of configurable attributes which comprise non-functional aspects, it 
constitutes a very comprehensive approach. It is possible to move and add process 
elements during configuration, though it is limited to non-composite processes. 
Nevertheless, the change operations are defined as separate objects in relation to the 
process model. The objects have to be connected to the model by additional modeling 
constructs (the “adjustment points”). In doing so the variability is made explicit but 
outside of the model, which enhance the complexity of the approach.  

Each of these approaches optimizes the single model approach on one or more 
special aspects. None of these approaches, unlike our own, suggest methods which 
satisfy our main requirements: The support of multi- perspectives and the different 
abstraction levels. In the following Sections we shall attempt to identify the 
requirements for the process configurator and report the developed concept.  

3   Concept of the Process Configurator 

In order to apply the concept of configuration to the process domain, the requirements 
must be analyzed. We identified the following requirements and classified them 
according to basic principal, functionality, architecture and user interaction.  

Basic principal:  
• As the intended use already implies the configurator has to be process 

oriented. The characteristics of the process have to be considered, which is 
strongly related to the subsequent requirement 

• In order to comprehensively manage the process variability not only the 
functional aspect must be considered, but all the other relevant aspect, e.g. 
data, roles or systems (multi aspect-oriented) 

• The configuration has to be domain independent; nevertheless it has to be 
flexible for the adaption of domain specific issues  

Functionality:  
• It should be an interactive configuration process involving different types of 

domain experts  
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• The configuration process should be structured, viz. classified into different 
abstraction levels in terms of the definition of variants  

• The validation of the configuration is necessary to guarantee the correctness 
and completeness of the configuration  

Architecture:  
• In order to be able to adapt the configurator to meet special requirements or 

to integrate applications a modular architecture is useful 
• A knowledge base (data model), which captures the variants, is necessary 
• A configuration component is necessary  
• For interaction a visualization component is necessary 

User interaction  
• The variation points have to be displayed 
• The aspect-oriented process elements have to be displayed 
• The user must have the possibility to select the presented process elements  
• The consequences of a decision and the final result have to be displayed 

 

Fig. 3. Concept of the process configurator  

Fig. 1 gives an overview of the resulting concept of the process configurator 
including an intersection to the execution environment: It starts from the top with the 
specification of a data model which defines the process families ( ). In  a process 
family is configured resulting in the definition of process variants. Next a process 
variant is selected and executed in the appropriate system . While the execution time 
is not the focus of this paper, the specification of the data model and the configuration 
process, the most important components of the configuration at modeling time, are 
explained in detail. The focus of this work is the implementation of the multi-
perspectives of the process and the differentiation between variants (modeling time) 
and alternatives (execution time). 
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4   Data Model – The Process Family Model 

The data model is the knowledge base of the process configurator. In this Section we 
analyze the requirements in 4.1 and present the resulting data model in 4.2. 

4.1   Requirements Concerning the Data Model 

For our approach the initial data model should incorporate all possible process 
variants that can be selected during configuration. Such a so called single model [11, 
25, 27] is in line with the notion of reference models which is interpreted as a 
repository of recommended practices for a certain domain [11, 25, 28].  

The model has to describe the functionality and structure of the configurable object 
(here the process) since a data structure is essential for design reuse and configuration 
[16, 19, 25]. Data without structure remains a mass of vague elements whose 
significance and relationships are difficult to define, understand and to process. 
Besides, it offers a high degree of transparency.  

One of our main requirements is the implementation of the different aspects by 
which a process can be described (e.g. functional, organizational, operational…). 
Only if all of the relevant aspects are considered a comprehensive process model can 
be generated. Nevertheless, it is not enough to list all possible process elements. 
Dependencies between the alternatives have to be presentable. 

Further requirements on which the data model is based are configurability, 
comprehensiveness, compactness and usability or rather simplicity.  

The model should capture the potential configuration alternatives in a language-
independent manner. The aim is that every process model regardless of whether 
modeled with (e.g. BPMN, EPC) should be transferable into this data model. 

The requirements dictate the necessity of a visual approach for the data model 
consisting of a graphical notation of a part-whole-relationship, and a tree based on 
generalization hierarchies. Trees are extremely expressive means of representing 
configurable objects. For a logical representation of a structure including the 
presentation of a high number of variants trees are commonly used because of the 
high level of abstraction, compactness and clarity that they provide. Our approach is 
inspired by works such as [6], [29] or [30] in which trees are used to describe 
configurable products and/or services. Our goal is to transfer the concept to the 
domain of process configuration.  

4.2   Data model Content and Structure  

As the generation of a process model which 
integrates all of the processes of an 
organization would result in complication 
and complexity, the initial model should 
“only” comprise one process family. A 
process family is defined as a set of process 
variants of the defined domain [16, 31], e.g., 
in the medical domain, all non conservative 
procedures or the process model in Fig. 1. It 
captures the places of the possible decision 

family X

family Xbfamily Xa

family Xa2family Xa1

variant 1 variant 2 variant 3

Fig. 4. Data model structure 
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together with the related possible choices and consequences. With this the model 
serves the concept of variability which empowers constructive reuse and facilitates 
the derivation of model variants [20]. A family can be decomposed into a hierarchical 
structure (see Fig. 4). From the lowest level of the resulting tree process variants as it 
can be seen in Fig. 2, are derived. This is explained in the next Section of this paper. 

4.3   Data Model Elements 

The basic modeling elements of the process tree are nodes and leaves with a 
perspective oriented related semantic. We use the process example from Section 1 in 
Fig. 1 to illustrate our idea. 

 

Fig. 5. Example of a data model based on the example in Fig. 1 

Processes are symbolized as nodes. In the case of elementary processes they are 
not further decomposable process elements (see Fig. 5, 0-3). Composite processes 
demonstrate that several processes are composed into a higher level. This composition 
can be done repeatedly resulting in several hierarchical levels of the tree. The root of 
the tree always has to be a composite process, as it can be seen in Fig. 5. We further 
define a control flow between the processes. By default the reading direction is from 
the left to the right side. For complex processes an explicit control flow is introduced, 
which is demonstrated by the grey dashed arrow between process step 0 and 1.  

Disjunctions (OR) and exclusive disjunctions (XOR), modeled as node, aggregate 
several process elements. They represent decision points concerning the functional 
aspect of the process model. In order to distinguish between optional and mandatory 
disjunctions an Empty Element is introduced, illustrated by the crossed circle within a 
process. Conjunctions (AND) symbolize the parallel execution of the processes.  

This concept leads to the functional, or rather process oriented, structure of our 
configuration concept - which is a common method to handle the complexity of a 
configurable object [8, 15, 25]. 

In order to map further aspects into the data model, the elementary processes are 
connected with aspect oriented nodes. The most common aspects are the 
organizational, operational and data oriented aspects [14, 21, 32]. These are 
exemplified in Fig. 5. For each aspect the relevant types are defined, e.g. nurse as 
operational aspect for step 0. They are attached in form of leaves. AND, OR and XOR 
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illustrated logical conjunctions and disjunctions in terms of the types. The 
disjunctions represent decision points concerning the different aspects. Besides, in- 
and output data are distinguished; an explicit data flow could be defined illustrated by 
an arrow from the output data element of the producing process step to the input data 
element of the subsequent one. 

In order to restrict the domain of possible variants and to ensure that the configured 
process finally realizes its function implications are introduced. They specify 
dependencies between and within the different process elements and capture the 
consequences of an alternative. E.g. process step 1 implicates the execution of process 
step 2 in case the nurse is executing process step 1. 

This data model is quite well able fulfill the requirements from 4.1. It captures the 
configurable aspects (decision points) of the processes together with related choices 
and consequences which empowers re-use and the derivation of variants. All this is 
possible in a (modeling) language independent manner using a graphical notation of 
graphs. The model, however, is not without limitations. Existing process models have 
to be transferred to the tree. This can be done by an information system expert with 
modeling expertise. It is, however, recommended that the transformation is 
automated, as a manual execution of this task is both time-consuming and error-
prone; then the validation of the correctness of the transformation program would be 
sufficient, which his much more efficient. The validation of the initially modeled tree 
itself is, of course, necessary as well. In the following we would like to present the 
configuration process, which is based on the data model presented in Fig. 4.  

5   Definition of Process Variants – Configuration  

The main task of configuration is to resolve open alternatives. This Section gives an 
overview of the configuration process in general in 5.1, and goes into detail in 5.2. 

5.1   Overview about the Configuration Process  

In the following we present the different steps of the configuration process, which 
was already introduced, in brief, in Fig. 1. 

Definition of process families : The specification of the data model in form of a 
process family is the starting point of the configuration process. The output of this 
step is a tree as described in Section 4 (an example of a family can be seen in Fig. 1). 
It contains decision points with regard to the different aspects a process is 
characterized by. The step is repeated several times, until all families are defined. 

Definition of a concrete process variant : A concrete variant, based on a process 
family, has to be configured for the final execution. The decision points which are 
constitutive for a variant are selected as, so called, variation points; these vXORs and 
vORs respectively clearly have to be separated from a normal XOR and OR as 
presented in 4.3. XOR and OR is part of the behavioral aspect of the process model. 
Therefore, after the configuration, the process model still contains decision points,  
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called alternatives, as they cannot be decided until execution. A set of variation points 
is responsible for the definition of a variant and has to be decided before execution. 
Thus, we can differentiate between variation points (at modeling time) and 
alternatives (at execution time). This step is done until all required, or rather possible, 
variants are defined. 

Execution of a process variant : At this point, a selected variant is transferred into 
the execution environment. The alternatives are dissolved according to the actual 
circumstances. However, this is beyond the scope of this paper. 

We further extend the whole procedure with loops back to the initial data model or 
the precedent step, as it captures knowledge in the form of current best practice and 
completes our process by guaranteeing quality based on continuous improvement.  

5.2   Detailed Configuration Process  

We now want to go into greater detail regarding the configuration task . It follows 
the following procedure: selection of the variation points (vXOR, vOR) from the 
configurable model, configuration and validation and the final extraction of the 
configured model. We illustrate our concept using the example from Fig. 5. 

 

Fig. 6. Configuration process with the definition and configuration of variation points 
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Selection  
(1) Starting with the initial family process model (see Fig. 5), first the variation points 
have to be selected. In the example (Fig. 6) three exclusive disjunctions are tagged as 
(colored) variation points vXOR. The unselected disjunctions and non configurable 
process elements are taken over into the resulting process model per default.  
(2) (Optional) In a case where more than one variation point is defined, the sequence 
in which the variation points have to be dealt in the following can also be defined. For 
the time being, however, the tree is processed according to the control flow in the 
following.  

Configuration and validation  
(3) In this step the variation points have to be decided to derive the appropriate 
variant. In our example this is “assistant doctor” and “head physician” for the 
operational aspect, “surgery plan” for the data aspect.  
(4) The decisions have to be validated according to the configurable model and its 
constraints. It has to be pointed out that correctness of the configuration depends on 
the correctness and completeness of the initial configuration model [17]. In case of a 
positive result the procedure continues with the extraction; otherwise the data model 
has to be revised. 

Extraction  
(5) The procedure prunes nodes and leaves, which are no longer part of the model. 
They are highlighted as dashed lines in Fig.6 
(6) It is necessary to check that the actual connector has only one incoming and one 
outgoing arc. In this case it is no longer part of the model.  
(7) The predecessor and successor nodes from the said connector are directly 
connected, the connector itself is removed. As it would be time-consuming and error 
prone to manually remove the irrelevant elements of the tree, restore the logic flows 
between them and regenerating a tree, an automatic solution is preferable. 

At the time when all variation points are processed (see resulting tree corresponds 
to the process model in Fig. 2) the configured model is transferred into the execution 
system. Following this procedure the end-user has to decide only a limited number of 
decision points viz. alternatives (in this example only one). Decisions, which are 
irrelevant during execution, or which the end-user is not able to decide, are already 
solved by defining and configuring the variants points at modeling time. This 
facilitates the management of the processes and reduces the complexity.  

6   Conclusion 

This paper introduces the concept of a process configurator which focuses not only the 
functional aspect but likewise other process relevant aspects. This is facilitated by use 
of a tree as data model which has a perspectives oriented structure. As a configurable 
process model this tree provides a basis for enabling the reuse of process models and/ 
or the elements. The second contribution of this paper is the differentiation between 
variants and alternatives. Alternatives are choices which are relevant at execution time; 
variation points are relevant at modeling time and cause the generation of separate 
process models, one for each variant. This differentiation facilitates the management of 
all the decisions which have to be made until the process is finally executed.  
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Further research involves the comparison of variants in order to give the user more 
guidance regarding the selection of the appropriate variant. We just started with an 
implementation of the approach, but this not yet presentable; same as the results of the 
empirical evaluation with our industrial partners.  
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Abstract. Today’s enterprises are dynamic where many variances of business
process models can exist due to several reasons such as: the need to target differ-
ent customer types, rely on particular IT systems or comply with specific country
regulations. Automated maintenance of the consistency between process variants
is an important goal that saves the time and efforts of process modelers. In this
paper, we present a query-based approach to maintain consistency among process
variants. We maintain the link between the variant process models by means of
defining process model views. These views are defined using, BPMN-Q, a visual
query language for business process models. Therefore, dynamic evaluation for
the defined queries of the process views guarantee that the process modeler is
able to get up-to-date and consistent status of the process model. In addition, our
view-based approach allows the building of a holistic view of related variants of
the same process model.

Keywords: Business process design, Reuse, Querying business processes, Pro-
cess variants.

1 Introduction

Business Process Management (BPM) [1] aims at the automated support and coordina-
tion of business in an integrated manner by capturing, modeling, implementing and con-
trolling all activities taking place in an environment that defines the enterprise. Business
processes enable a better understanding of the business by facilitating communication
between business analysts and IT experts.

Business processes, like many information systems, do not exist only under a single
version which covers all the issues or the whole market. Instead, many variants of a
process exist which are specialized for particular customer types, or for particular IT
systems, or some country-specific regulations. However, business process customiza-
tion and management is done mainly in a manual way which is error prone and time
consuming.

Multinational companies have to keep variants of business processes in order to be
compliant with local regulations or domain specific settings. We can establish an anal-
ogy between process variants on the one hand and object oriented inheritance on the
other hand. A process variant is like a child class, where a process variant (child) ex-
tends or overrides the behavior of the parent process. Usually, these variants are main-
tained manually. A direct result of this manual maintenance is the risk of inconsistency.

M. zur Muehlen and J. Su (Eds.): BPM 2010 Workshops, LNBIP 66, pp. 289–300, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Inconsistency appears when a parent process’s behavior is updated without updating the
child’s behavior accordingly.

In this paper we present a query-based approach to maintain consistency among
process variants. We define our approach in the context of a real life context (eBay) that
has a set of innovative and special characteristics. Rather than the manual save-as style
of processes to create variants, we keep the link between child and parent processes
by means of defining views in child processes on the behavior of parent processes.
These views are created by means of queries. Thus, a process variant combines concrete
activities that are meant to provide the behavior specific to the new variation and queries
that inherit behavior from parent processes. We call this models partial process models.
For the concrete part of the variant, ordinary process modeling constructs are used, e.g.,
BPMN constructs. For the view part, we rely on BPMN-Q notations, a visual language
for querying business processes models [2,3]. In particular, each time a child process
is invoked for editing or execution, the view is evaluated against the parent processes
and an up-to-date result is returned to the modeler. This view based approach has a two
fold meaning: (1) To maintain consistency between variants of process models and (2)
To extract variants from holistic process models and partially address the creation of
holistic process models from variants.

The remainder of this paper is organized as follows: We discuss some background
knowledge about business process models and BPMN-Q in Section 2. To illustrate the
problem, we introduce a real-world use case scenario in Section 3. Section 4 describes
the details of our approach regarding the maintenance of variants consistency through
the definition of process model views. An architectural framework that realizes the im-
plementation of our approach is presented in Section 5. The related work is discussed
in Section 6 before we conclude the paper in Section 7.

2 Preliminaries

This section formally introduces process modeling and querying, which forms the
groundwork for our approach.

2.1 Business Process Modeling

Currently, there is a number of graph-based business process modeling languages, e.g.
BPMN [4], EPC [5], YAWL [6], and UML Activity Diagram [7]. Despite their vari-
ance in expressiveness and modeling notation, they all share the common concepts
of tasks, events, gateways (or routing nodes), artifacts, and resources, as well as re-
lations between them, such as control flow. Without loss of generality, we can abstract
from particular node types as their execution semantics are not vital to structural query
matching, which is rather based on the concept of a process graph.

Definition 1 (Process Model). A process model P is a connected graph (N, E), where
N is a non-empty set of control flow nodes and E ⊆ N × N a nonempty set of directed
control flow edges where •n (n•) stands for the set of immediate predecessor (succes-
sor) nodes of n ∈ N .



On Maintaining Consistency of Process Model Variants 291

A process model has exactly one start event nstart ∈ N with no incoming and at
least one outgoing control flow edge, i.e., | • nstart| = 0 ∧ |nstart • | ≥ 1, and exactly
one end event nend ∈ N with at least one incoming and no outgoing control flow edge,
i.e., | •nend| ≥ 1∧ |nend • | = 0. Each other control flow node n ∈ N \ {nstart, nend}
is on a path from nstart to nend.

A connected sub-graph of a process model is a process model fragment. We refer to a
specific type of process model fragments that have a single entry node and a single exit
node [8] as process model components.

Definition 2 (Process Model Component). A connected subgraph (N ′, E′) of a pro-
cess model (N, E), where N ′ ∈ N, E′ ∈ E, is a process model component PC iff
it has exactly one incoming boundary node nin ∈ N ′, i.e., •nin ⊆ N \ N ′ and one
outgoing boundary node nout ∈ N ′, i.e., nout• ⊆ N \ N ′.

2.2 Business Process Model Querying

Based on the definition of process models and process model components, we introduce
the concept of process model queries, as a means to obtain business process compo-
nents from a collection of business processes by structurally matching a query to each
of them. BPMN-Q is a visual process model query language designed to help business
process designers access repositories of business process models [2]. The language sup-
ports querying all the control and artifact concepts of business process models. More-
over, it introduces a set of new abstraction concepts that are useful for different querying
scenarios.

Definition 3 (BPMN-Q Query). A BPMN-Q query is a tuple
Q = (QC, QCF, QP ) where:

– QC is a finite set of control flow nodes in a query,
– QCF ⊆ QC × QC is the control flow relation between control nodes in a query,
– QP ⊆ QC × QC is the path relation between control nodes in a query,

BPMN-Q Constructs. A BPMN-Q model is called a query. A query declaratively
describes a structural connectivity that must be satisfied by a matching process model.
In addition to the core business process modeling concepts, BPMN-Q introduces a new
concept of Path edges. A path edge connecting two control flow nodes represents an
abstraction over an arbitrary set of control flow nodes that could exist in between the
matching process model.

Matching Queries to Processes. A BPMN-Q query is matched to a candidate process
model via a set of refinements to the query. With each refinement node (edge) in a query
is replaced with the corresponding node (edge) of the matching process model. If one
node can have more than one possible replacement within the process model, a new
refined copy of the query is created for each possible replacement. We call the replace-
ment a resolution of an element of the query. Figure 1(a) illustrates a sample process
model definition using the BPMN notations, Figure 1(b) illustrates a sample definition
of a process model view using the BPMN-Q notations and that nodes and edges high-
lighted in grey in Figure 1(a) illustrate the matching part of the process model.
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(a) Sample business process model in BPMN notation

A D//

(b) A BPMN-Q query

Fig. 1. An example of process model and query

3 Scenario

With more than 90 million active users globally, eBay is the world’s largest online
marketplace. eBay connects individual buyers and sellers, as well as small businesses
in 38 markets using 16 languages1.

eBay has huge repositories of business processes. Though, many of these processes
are variants of other processes. We can argue that variability is imposed on a vertical
axis (represented by different departments within the organization) and on a horizon-
tal axis (emphasized by different business elements and/or business aspects, i.e., reg-
ulations, IT infrastructure, for example different Customer Relationship Management
systems, customer types, countries, payment methods).

The number of possible process variations is determined by the degree of freedom the
system has, i.e., the number of possible arrangements of different business contexts. A
business process that is influenced by 6 business context elements {b1..b6}, e.g., coun-
try, region, etc, that respectively have the following number of subtypes {8, 2, 5, 5, 3, 7},
will end up having more than 8000 variants.

The required management to ensure the consistency of the process models in such
a context is a very difficult and complex undertaking. Current approaches, based on
reference process models [9,10], start with a holistic model that gets specialized through
a configuration process. As already argued in [11] the management of such huge models
is extremely difficult. The modeler is required to know the process beforehand and only
predefined configuration (defined beforehand by means of specific configurable nodes,
or nodes annotated with labels) can be extracted.

To illustrate the case of inconsistency, we are going to use the two processes from
Figure 2. These processes are two real life variants of an eBay process model in the
context of customer support. As the labels in figure state one of the models is called a
Parent process and the second one is called a Child process. A child process
can reuse either parts or an entire parent process. The terminology of child and parent

1 http://www.ebayinc.com/who; June 6th 2010.
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Fig. 2. Parent process vs. Child process

is related to the inheritance concept, as the child (sub) process reuses behavior from the
parent (super) process, similarly to how subclasses reuse (inherit) functionality from
the superclasses. Any arbitrary process can be used as a parent process. Currently, a
child process is derived by making a copy of the parent process and editing that copy,
e.g., adding new activities or arbitrary control flow elements. At this point, there is
no connectivity between the parent and the child processes. That is, a parent process
could be edited by another modeler who might add new functionality without it being
reflected on the child process, thus causing inconsistency between the child and parent
processes. Moreover, the overriding of the behavior of the parent process is also not
tracked.

The second perspective that we want to address concerns that of holistic models. Nor-
mally, modelers start with holistic models that contain the configurable nodes [9] where
variants correspond to specific configurations. In this case, the management of process
variants by means of holistic models that can be configured requires basically two major
things: (i) The existence of the holistic model and (ii) The beforehand knowledge about
which elements can be configured and what will be the outcome of the configuration.
However, in the eBay situation this is not the case. Due to the complexity of the con-
text, it is hard to have a holistic model that comprises more than 8000 variants. Manual
creation and configuration of such a holistic model would be almost impossible. In this
context, it is rather easier to create variants one by one. Nevertheless, we still need to
deal with the problem of managing such a large number of variants. An elegant solution
would automatically update a holistic model each time a new variant is created. This
solution would address the first point above, the existence of a holistic model. However,
the point of configuration is still open.

Figure 3 depicts two variants out of which a holistic model needs to be created. There
are at least two possibilities to create holistic models from the variants of processes. One
is to purely merge the variants, by simply ”overlapping processes” and keeping only one
copy of the elements that are the same (type, label and position in the control flow) in
all processes, and adding all other different elements. The holistic model obtained by
such an approach would not guarantee the maintenance of the initial behavior from the
variants.

Figure 4 depicts the holistic model of the two variants from Figure 3, created by
simple merge. The holistic model itself created using this approach does not maintain
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Fig. 5. Holistic model that maintains also initial behavior of variants from Figure 3

the initial behavior specified in the two separate variants but with the use of queries the
variants can still be extracted.

The second approach would be to add control flow elements that would allow the
holistic model to maintain also the individual variants behavior. A holistic model of the
same variants in is shown Figure 3, that also maintains the initial behavior which is
presented in Figure 5. Also in this case queries can easily retrieve the initial variants,
without requiring the modeler to know which elements can be configured and which
not. In addition the modeler will not be required to go through the complete model
for configuration, which in the case of a holistic model that comprises more than 8000
variants would be almost impossible.



On Maintaining Consistency of Process Model Variants 295

Route to 
intercept 
queue

take call
create case 
manually in 

iPop

ask for 
authentication 

data

//

ask for issue

//

Help or refer to 
hotline, end and track 

call

ask for item ID and 
assign to case

Q1

Q2

Fig. 6. A partial process model to express inheritance among process variants

4 Process Model Views to Manage Variants

In Section 3, we explained two problems that stem from process variants management
and configurable processes which are: variants consistency and deriving variants from
holistic processes. In this section, we explain our approach to address these two prob-
lems by means of defining queries on process models. In this sense, we see process
queries as a means to support reuse. We use BPMN-Q to create queries on other pro-
cesses.

To maintain the parent-child process consistency, we introduce the notion of partial
process models, Definition 4, that describe a desired process model through a combina-
tion of process model fragments and process model queries. Thus, to derive a child pro-
cess, instead of copying the parent process and then editing that copy, the modeler starts
with a partial process model. In this partial process model, ordinary process modeling
constructs, e.g., activities, events, are used to model the new behavior that distinguish
the variant, we call these the concrete elements. On the other hand, to reuse behavior of
the parent process, BPMN-Q queries are embedded within that partial process model.
Each query declaratively describes the behavior to be inherited from a specific parent
process. Next, queries and concrete parts of the process are connected via control flow
edges.

Definition 4 (Partial Process Model). A partial process model P = (F, Q, E) is a
connected graph that consists of disjoint sets of process model fragments F and process
model queries Q connected through directed edges E ⊆ (F × Q) ∪ (Q × F), where
each outgoing boundary control flow node nout ∈ N of a process model fragment
F ∈ F is connected to at least one incoming boundary control flow node nin ∈ QC of
a process model query Q ∈ Q and vice versa.

Figure 6 shows a partial process model that corresponds to the use case illustrated in
Section 3. The partial process model is intended to show how the Child process
of Figure 2 can be obtained and maintained from the Parent process, depicted in
the same figure. In Figure 6, the parts with grey background represent new activities
that are introduced on the child process. To keep the relationship with inherited behav-
ior, queries are used. Q1 keeps the link with activity "take call" from the parent
process model. Also, Q2 keeps the relationship with the behavior of the parent process
between activity "ask for authentication data" on the one hand and a ter-
mination possibility and activity "ask for issue" on the other hand. Thus, if the
parent process behavior is changed by means of, e.g., adding extra activities between
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"ask for authentication data" and the termination event or "ask for
authentication data" and "ask for issue", this is updated automatically
on the child process by evaluating the queries against the parent process. Once a par-
tial process model is defined, it can be stored in the repository as a separate artifact
that can be invoked in future. Indeed, there are two ways to invoke partial models. The
first invocation is to view it. In this case, all queries in the partial model are matched
to the respective parent processes. Matching parts are merged with concrete parts and
the modeler is given an up-to-date view on how the child process looks like. In the
view mode, the modeler might make changes to the process. In this case, if the change
concerns overriding the behavior from the parent process, the modeler is warned and
switched to the editing mode. In this sense, we partially address the problem of over-
riding behavior. The other invocation is to edit the partial process model. In that case,
the modeler is allowed to arbitrarily edit query components or concrete components of
the child process.

The problem of deriving variants from holistic process models can also be addressed
in the same way. We store the holistic process model and a set of partial process models
that define how variants can be obtained. The step of obtaining the holistic model is
out of the scope of this paper. Currently, we assume that we are able to obtain a holistic
process model from a set of variants. Our approach addresses and supports the concerns
of the steps after the process of obtaining the holistic model. That is, we keep only the
holistic model and a set of partial process models that define the variants and get rid of
the existing original variants.

5 Framework Architecture

In this section, we envision an architecture for the partial process modeling of business
processes, illustrated in Figure 7, which consists of the following main components.

– Process Modeling, Querying, and Composition Environment provides the pro-
cess designer with a graphical modeling interface [12]. Users express their intention
by means of a partial process model (see Section 4). The query interface extracts
the set of process model queries from the partial process model, and passes them
on to the query processor. The matches returned by the set of queries will then
be composed with the model fragments from the partial model through the model
composer.

– Process Model Repository is a central storage of business process models that is
accessed in a uniform way [13].

– Query Processor The query processor evaluates the queries received from the
query interface [3] and passes the resultant process views to the model composer.

Some of the components of this framework do already exist. The client, particularly the
model designer, is the Oryx editor, an extensible process modeling platform for research
that has been designed to model and manage process models online [12]. Query inter-
face and query processor for BPMN-Q [2] have been implemented as client-side and
server-side plugins respectively to the Oryx editor2 and are able to run process model

2 http://bpt.hpi.uni-potsdam.de/Oryx
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queries against the Oryx process model repository. The model composer component
that integrates the results of queries with the concrete parts of the partial process model
is available only internally for the time being. Nevertheless, major releases of the Oryx
platform will incorporate this one also.

6 Related Work

The management of variants has been addressed in various domains, such as software
configuration management [14,15,16] and feature diagrams [17,18,19]. For process
models, different approaches have been defined: configurable reference process models,
inheritance based and annotations based.

Lu and Sadiq [20] presented a process modeling framework that is conducive to con-
strained variance by supporting user driven process adaptations. In [21] they described
another approach for facilitating the discovery of preferred variants based on the no-
tion of process similarity where multiple aspects of the process variants are compared
according to specific query requirements. Compared to our approach, we address the
issue of maintaining consistency among variants rather than deciding whether two or
more processes are variants of each other.

C-EPCs [9] allows the configuration of process models by distinguishing between
choices that can be made at runtime and those that have to be made before, i.e., config-
uration time. Configurable nodes are used as the means to introduce configurability to
EPCs. On the other hand aEPC [10] works on the principle of projection [11] and only
elements that have a particular label are included in the extracted model. Inheritance
of behavior in workflows [22,23] is a formal approach for tackling problems that are
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related to change. Four inheritance rules (protocol inheritance, projection inheritance,
protocol/projection inheritance, life-cycle inheritance) are defined to tackle dynamic
change.

Opposed to the C-EPC or aEPC that deal with reference process models, our ap-
proach does not require the existence of an initial holistic model that can be later
configured into specific variants, but it is able to create the holistic model on-the-fly
from variants, based on a set of BPMN-Q queries that identify the variants. In addition,
the query-based approach introduced here brings a new mechanism for consistency
between processes. This mechanism is not a fully fledged inheritance mechanism but
rather similar to it. Based on the associated queries, if a super process is updated, the up-
dates are projected in a consistent manner on the sub-processes. While other approaches
dealt either with workflow nets and EPCs, our approach deals with BPMN models.

Annotations based approaches, e.g., the PESOA (Process Family Engineering in
Service-Oriented Applications) project [24,25] defines so-called variant-rich process
models as process models that are extended with stereotype annotations to accommo-
date variability. Both UML Activity Diagrams as well as BPMN models can be tackled
with this approach. The places of a process where variability can occur are marked with
the stereotype VarPoint. Several other stereo types , e.g., Variant, Default,
Abstract, Alternative, Null, Optional) are used to specify different con-
figuration options. Compared to our approach, we do not predetermine configuration
points.

Variants at execution time are addressed in [26]. The notion of process constraints
is used to tackle the need for flexibility and dynamic change at execution time. Here a
variant of a process is considered as an instance of a process.

La Rosa et al. [27] defined a questionnaire based approach to extract variants from
C-EPCs. However, to do so, one needs first the holistic model (the C-EPC), then it needs
a questionnaire model and a mapping between the C-EPC and the questionnaire model.
Our approach, however, does not require an additional mapping. Queries can be applied
directly to the holistic models to derive variants. For us, a holistic or a specific model
makes no difference. Because the queries are expressed with constructs similar to those
in BPMN, the easiness introduced by the questionnaire approach to extract variants, we
argue that it is also maintained here.

7 Conclusion

In this paper, we introduced a new approach to maintain the consistency of process
variants. Our approach is defined to address a specific setup, the eBay context. Con-
sistency maintenance is a sort of reuse of process components in other processes. The
approach is based on the idea of defining process models views by means of BPMN-
Q queries. Thus, the process modeler can define a new process model by specifying
concrete parts in addition to queryable process views. Each time the defined model is
invoked for viewing, the process views are evaluated, which guarantees returning the
up-to-date and consistent model status for the process modeler. In addition, our view-
based approach can promise other benefits such as: 1) Extracting variants from holistic
process models. Although it is not in our intention to fully address the problem of build-
ing holistic models out of related variants of the same process model, we have briefly
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underlined simple directions on how this could be done in a setup as the one described
here. This holistic view reflects virtual global views on the components of the variant
process models while keeping them autonomous. 2) Reusing existing business knowl-
edge materialized in existing process models. The reuse is not only on the level of a
whole process model, but rather on a fine grain level which is in the form of process
model components.

With this approach, we partially addressed the problem of process variants manage-
ment. What remains open is the support of overriding inherited behavior from a parent
process. One other direction for future work is the development of algorithms that gen-
erate holistic process models out of a set of variants.
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Abstract. Managing variability in business processes has attracted a
lot of research interest. Some of the current works try to manage vari-
ability at runtime and others at design time. We are interested in the
latter where it consists of managing different process variants in order
to enable their reuse. Even though there exist different proposals dealing
with variability at design time most of them suffer from the major short-
coming of decision support in choosing the suitable alternatives. In this
context, we propose a framework that allows for reusing business process
models by means of a hierarchical structure. In this paper, we present
our ongoing research in defining this framework: its data structure as
well as first thoughts about maintaining it.

Keywords: Business process modelling, configurable business process,
hierarchical structure, reuse, merging business process models.

1 Introduction

Process Aware Information Systems (PAISs) [1] are used to manage and execute
operational processes involving people, applications and data sources on the basis
of business process models. The discipline that is concerned by this process-
centric trend is known as Business Process Management (BPM) [2].

In Business Process Management the objective of the Business Process mod-
eling phase is to capture the behavioural aspects of a certain business goal into
a business process model [3]. There are several modeling approaches that can
be split in two categories. The first one consists of designing business process
models from scratch, which is an error prone and time consuming task [4]. The
second category relies on reusing existing business process models.

The advent of Reuse-Oriented Development (ROD) in BPM brings a number
frameworks used to support the design of business process models exploiting
proven practices. One of these frameworks is the configurable process model.

Configurable process models are constructed via the aggregation of several
variants of a process model [5]. In fact, under different requirements, different
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business processes could achieve the same business goal. We call these business
processes business process variants. Since they model in essence the same busi-
ness goal, these variants share many commonalities. Therefore, managing these
variants can be made easier by handling the common parts just once and not
for each variant separately.

A key aspect of variability handling in process modeling is the explicit rep-
resentation of variation points. A variation point is a special placeholder in the
configurable process model in which variants are defined. During the business
process modeling phase, the configurable process model is configured by setting
up the variation points according to a user’s specific requirements. These varia-
tion points capture different requirements that discriminate between the distinct
parts of business process variants through configuration parameters.

To manage a configurable process model, we propose a hierarchical structure
that captures variability of business process models. The rationale we opt for a
hierarchical structure, which explicitly captures variation points, is to provide a
user-friendly experience during the modeling phase while not overwhelming the
modeler with cumbersome details from start.

The remainder of the paper is structured as follows. Section 2 introduces a
use case scenario to motivate the use of configurable process models in business
process management. The example describes 10 process variants of a business
process. The hierarchical structure is presented in Section 3, where we formally
define it and present how the motivating example can be modeled using it.
Section 4 discusses some related work while Section 5 concludes the paper.

2 Motivating Example

In this section we are presenting a fictitious use case example. We have tried
to imagine scenarios where different variants of the same business process may
appear while satisfying the same business goal.

We have identified 10 possible variants for a business process related to cus-
tomer enrollment in an insurance contract with Blue Company (fictitious insur-
ance company).

For presentation simplicity, we have used numbers (i.e., 1 to 13) to represent
tasks involved in these business process variants. These tasks are:

1. Outdoor sales: When a registration is initiated for example by a third party
partner or during an exhibition.

2. Office registration: When a customer moves to the company’s office for ini-
tiating a registration operation.

3. Internet registration: When a customers initiates a registration operation via
the Internet.

4. Membership upgrade: When a customer is already registered but he wants
to upgrade his insurance type.

5. Registration for a staff member: The customer is working within Blue Com-
pany.

6. Customer Information: Entering or updating customer information.
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(a) Variant 1 (b) Variant 2

(c) Variant 3 (d) Variant 4

(e) Variant 5 (f) Variant 6

(g) Variant 7 (h) Variant 8

(i) Variant 9 (j) Variant 10

Fig. 1. 10 business process variants for customer enrollment in an insurance contract

7. Credit checking: Checking the customer’s credits.
8. Account Checking: Checking the customer’s account.
9. Qualification decision: Deciding whether Blue Company is willing to consider

the customer.
10. Automatic Acceptance: Automatic acceptance for example in case the cus-

tomer is a staff member or he was previously insured and no troubles were
noticed from him.

11. Customer notification: Sending acceptance notification to the customer.
12. Contract notification: Sending the contract to the customer in order to be

signed.
13. Rejection notification: Sending rejection notification to the customer.

Fig. 1 presents possible variants related to different execution scenarios. As ex-
ample, the variant 2 (see Fig. 1b) describes a scenario where a customer comes
to Blue Company’s office for registering (Task 2). Then, the agent collects the
client’s information (Task 6). After checking the customer credits and account
(Task 7 and 8) a decision is made for choosing to consider the client or not
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(Task 9). In case of acceptance, the customer is notified (Task 11) and he is asked
to sign the contract (Task 12). In case of rejection, the customer is notified as
well (Task 13).

One of the possible ways to deal with such variability at design time is to
incorporate all the alternative execution paths within a single process model.
A possible result of merging these variants is depicted in Fig. 2. We used the
colored gateway to differentiate between normal BPMN gateways and variation
points. A variation point is a special node in the graph that explicitly mentions
that these are decisions that need to be taken at design time for generating
the desired alternative. This colored gateway is just a design choice and every
modeller can use his own notation for presenting the variation points.

With only 10 variants that tasks do not exceed 13, it is still being possible
to generate and manage such a model (i.e., Fig. 2). Thinking of more complex
business processes, such a model will be spaghetti model where it lacks visibility.
Additionally, if this model is generated manually, it will be time consuming and
error-prone.

Fig. 2. BPMN model after merging the 10 business process variants for customer
enrollment in an insurance contract

In our proposed approach, we consider merging all these process variants into
a single model as well. However, we adopt a hierarchical representation of tasks
organized in several layers ranging from the coarse-grained to the fine-grained
layer. Each layer (of level n) is hiding the complexity of the next layer (of level
n+1 ) and allows for refining its tasks by choosing one of the possible alternatives.
Fig. 3 presents a final hierarchical structure containing all proposed variants. In
this figure, dotted lines represent possible alternatives for achieving a task (e.g.,
Collect Information can be achieved by task 6 or by a sequence between task 6
and Check). To build this hierarchy, we introduced the notion of abstract tasks,
which represent particular nodes of the hierarchy. Such nodes are for example
Customer Enrollment or Notification1 ; and for simplicity purposes, some of them
are labeled with an asterisk such as 2*.

This divide-and-conquer strategy of presenting a process model helps for over-
coming the complexity of process definitions. Apart from that, defining different
tasks at different granularity levels of the process definition has the advantages of:
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– enabling the reuse of previously defined tasks : each task can be integrated in
various process models (e.g., task Notification1 of the Fig. 3),

– enabling the modelling of multiple process variants: two business process
variants may differ only in the definition of a task at a certain layer. Providing
two possible alternatives of that same task implies the modelling of two
process variants.

– easily add a new process variant : to add a new variant to the process model,
we have just to introduce another alternative to one of the tasks of the
hierarchy.

– considering other possible variants : A hierarchical representation could help
for the appearance of new variants that the business expert is not aware of.

Fig. 3. Hierarchical structure merging the 10 business process variants for customer
enrollment in an insurance contract

In the rest of the paper, we will introduce our formal representation of this
hierarchical structure and how do we build it.

3 A Framework for Managing Process Variants

This section describes the framework we propose to enable the reuse of business
process models. It describes a formal representation of a hierarchical structure
(in 3.1) and a first algorithm for maintaining it (in 3.2). But first of all, we would
introduce some keywords that are used in the rest of the paper:

– Business unit : We use this term to refer either to simple or composite tasks.
– Hierarchical structure: In our work, we define a data structure that cap-

tures process variants in a hierarchical representation, i.e., we use it as a
configurable process model. It is a tree structure as defined in the graph the-
ory. It contains nodes which represent different business units and relations
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between them. Each node has zero or more child nodes. A node that does
not have any child is called terminal node. An internal node is a node having
at least one child (called also non-terminal node).

– Business unit’s definition: Each non-terminal node in the hierarchy is a
business unit that has at least one definition. A definition of a business unit
determines what are its possible children.

– Variation point : A node (i.e., business unit) that has more than one child is
called a variation point.

– Global : We use this term as a label for a specific node that represents the
root of the hierarchical structure.

3.1 Data Structure Definition

Our framework defines a data structure as a tuple {Σ,Γ ,Δ} where:

– Σ represents the set of business units involved in the whole configurable
business process model,

– Γ represents the set of abstract business units and
– Δ represents the definitions of each abstract business unit. Entries of Δ are

presented as follows: BusinessUnit = Pattern(Elements) such that:
• Pattern defines the orchestration pattern between Elements (e.g., Se-

quence, MulChoice, ExChoice, etc.)
• Elements is a set of business units from Σ ∪ Γ

The framework should respect a set of constraints/principles to assure that the
data structure will remain valid and well-formed after an update operation.

1. Minimality: Each element of Δ has to be defined only once and should not
be derived from other elements of Δ.

2. Coverage: By necessity and nature, the framework must cover all defined
variants.

3.2 Adding a New Variant to the Configurable Process Model

Here, we present our algorithm for adding a new variant to a configurable process
model. The inputs of this algorithm are: the configurable process model and the
new variant, both expressed as {Σ, Γ, Δ}. The output is the updated configurable
process model. This algorithm defines 5 steps which are detailed next.

As part of our future work, we plan to provide complete algorithms to convert
BPMN into our framework notation and vice-versa. The idea is to adapt one of
the existing algorithm presented by [6,7].

For the moment we present here what we expect to have after converting
process variants from Fig. 1 into our framework. For simplicity, we will consider
the result of presenting variant 9 (i.e., Fig. 1i) and 10 (i.e., Fig. 1j) and show
how do we operate for merging them into a configurable process model.

Variant 9 = {ΣV 9, ΓV 9, ΔV 9}
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– ΣV 9={2, 5, 6, 11, 12}
– ΓV 9={Global, Initiate Registration, Collect Information,

Decision Notification}
– ΔV 9={

Global=Sequence(Initiate Registration, Collect Information,
Decision Notification),
Initiate Registration = Sequence(2,5),
Collect Information = 6,
Decision Notification = Sequence(11,12)}

Variant 10 = {ΣV 10, ΓV 10, ΔV 10}

– ΣV 10={3, 5, 6, 11, 12}
– ΓV 10={Global, Initiate Registration, Collect Information,

Decision Notification}
– ΔV 10={

Global=Sequence(Initiate Registration, Collect Information,
Decision Notification),
Initiate Registration = Sequence(3,5),
Collect Information = 6,
Decision Notification = Sequence(11,12)}

To merge these two process variants, we go through 5 steps that we will define
next. We will consider the variant 9 as the initial configurable process model and
we will update it by adding the variant 10.

Substitution. This first step prepares the new variant (i.e., variant 10) by
checking its abstract business units (i.e., Γ ). It ensures that all its elements’
labels are not previously used in the configurable process model. Otherwise, we
need to replace their labels by new unused ones.

In variant 10, “Global”, “Initiate Registration”, “Collect Information” and
“Decision Notification” are already used in the configurable process model (i.e.,
variant 9). They need to be substituted by any other unused labels. We
choose “Global1”, “Initiate Registration1”, “Collect Information1” and “Deci-
sion Notification1” as respective substitute labels.

After this step, Variant 10 = {ΣV 10, ΓV 10, ΔV 10}

– ΣV 10={3, 5, 6, 11, 12}
– ΓV 10={Global1, Initiate Registration1, Collect Information1,

Decision Notification1}
– ΔV 10={

Global1=Sequence(Initiate Registration1, Collect Information1,
Decision Notification1),
Initiate Registration1 = Sequence(3,5),
Collect Information1 = 6,
Decision Notification1 = Sequence(11,12)}
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Fusion. Once the abstract business units’ labels have been substituted by new
labels, we proceed to the second step of the algorithm. This step consists of
merging structures of the configurable process model and the new variant.

The fusion of these structures follows these rules1:

– ΣCPM = ΣCPM ∪ (ΣPV - (ΣCPM ∩ ΣPV )): ΣCPM contains all business
units involved in both structures without redundancy.

– ΓCPM = ΓCPM ∪ ΓPV : ΓCPM contains all abstract business units involved
in both structures without redundancy.

– ΔCPM = ΔCPM ∪ ΔPV : ΔCPM contains all definitions of orchestrations
between involved business units.

As we consider variant 9 as the configurable process model, here how it becomes
after the fusion step, Variant 9 = {ΣV 9, ΓV 9, ΔV 9}

– ΣV 9={2, 3, 5, 6, 11, 12}
– ΓV 9={Global, Initiate Registration, Collect Information,

Decision Notification, Global1, Initiate Registration1, Collect Information1,
Decision Notification1}

– ΔV 9={
Global=Sequence(Initiate Registration,Collect Information,
Decision Notification),
Initiate Registration = Sequence(2,5),
Collect Information = 6,
Decision Notification = Sequence(11,12),
Global1=Sequence(Initiate Registration1,Collect Information1,
Decision Notification1),
Initiate Registration1 = Sequence(3,5),
Collect Information1 = 6,
Decision Notification1 = Sequence(11,12) }

Unification. The third step of the algorithm concerns Δ. It ensures that ele-
ments of Δ are not redundant. In our example, (Collect Information and Col-
lect Information1 ) and (Decision Notification and Decision Notification1) share
the same business unit definitions. For this, Collect Information1 is replaced
by Collect Information and Decision Notification1 by Decision Notification and
their definitions are removed from ΔV 9.

After the Unification, Variant 9 = {ΣV 9, ΓV 9, ΔV 9}

– ΣV 9={2, 3, 5, 6, 11, 12}
– ΓV 9={Global, Initiate Registration, Collect Information,

Decision Notification, Global1, Initiate Registration1}
– ΔV 9={

Global=Sequence(Initiate Registration,Collect Information,
Decision Notification),
Initiate Registration = Sequence(2,5),

1 CPM stands for Configurable Process Model and PV stands for Process Variant.



Business Process Modelling Based on a Hierarchical Structure 309

Collect Information = 6,
Decision Notification = Sequence(11,12),
Global1=Sequence(Initiate Registration1,Collect Information,
Decision Notification),
Initiate Registration1 = Sequence(3,5) }

Variants Detection. At this level of the algorithm, we are sure that all element
of Δ are not redundant, but we are not sure that our structure is minimal. En-
suring minimality helps for having an optimal structure. A structure is minimal
if we cannot find in Δ any element that can be derived from another one.

To detect variants, we examine each element of Γ ∪ Δ and check if there are
any functional relations between business units.

In the near future, we plan to define the conceptual foundation of a config-
urable business process model. We plan to provide a formally defined conceptual
model for describing: (i)functional, (ii) non-functional and (iii)structural aspects
of different concepts involved in a configurable process model. The conceptual
model will define clearly the function of each business unit and consequently
determine the variation points.

For the moment, we assume that we found that “Initiate Registration” has the
same function as “Initiate Registration1”. Then we assign the definition of “Ini-
tiate Registration1 = Sequence(2,5)” to Initiate Registration and remove Initi-
ate Registration1. The result of this step is then, Variant 9 = {ΣV 9, ΓV 9, ΔV 9}

– ΣV 9={2, 3, 5, 6, 11, 12}
– ΓV 9={Global, Initiate Registration, Collect Information,

Decision Notification, Global1}
– ΔV 9={

Global=Sequence(Initiate Registration,Collect Information,
Decision Notification),
Initiate Registration = Sequence(3,5),
Initiate Registration = Sequence(2,5),
Collect Information = 6,
Decision Notification = Sequence(11,12),
Global1=Sequence(Initiate Registration,Collect Information,
Decision Notification)}

Global Unification. The fifth step is the last step of this algorithm. It con-
sists of detecting where the global business unit of the new variant fits in the
configurable process model.

This step is similar to the unification (Step 3). It consist of computing the
function of “Global1” and determine where does it fit in the structure.

In our example we suppose that “Global” and “Global1” share the same busi-
ness function. In this case we just remove the “Global1” expression for ΔCPM .
The final configurable process model is then Variant 9 = {ΣV 9, ΓV 9, ΔV 9}



310 W. Derguech and S. Bhiri

– ΣV 9={2, 3, 5, 6, 11, 12}
– ΓV 9={Global, Initiate Registration, Collect Information,

Decision Notification}
– ΔV 9={Global=Sequence(Initiate Registration,Collect Information,

Decision Notification),
Initiate Registration = Sequence(3,5),
Initiate Registration = Sequence(2,5),
Collect Information = 6,
Decision Notification = Sequence(11,12) }

3.3 Summary and Discussion

This section presented the current level of advancement in our research work.
It starts by defining our adopted terminology and then presented our formal
description of a data structure for representing configurable process models. We
have presented in Section 3.2 a first algorithm for updating the data structure
when adding a new variant. This algorithm still need improvements especially
for variants detection. This is mainly related to the definition of a complete
conceptual model for presenting configurable process models which is part of
our future work.

4 Related Work

Several approaches have been proposed for defining and managing business pro-
cess variants. In this section we state four current approaches dealing with pro-
cess variability.

The first approach is the most intuitive solution to variability management.
It consists of managing a repository of process variants. Each process model
is stored as an individual entity in the repository. Users have to formulate a
query according to their requirements and the system should provide the most
suitable model. This approach has been explored by [8,9,10] where it reveals that
it needs a rich formal model for describing business process. In our work, we do
not use individual models because the main problems of this solution are resource
allocation and inconsistency. Indeed, (i) storing each variant individually leads to
duplicated data storage for common parts of the process models and (ii) in case
of new regulations enforcement, all process variants have to be updated which is
resource consuming and error prone task. In addition, variation points are not
explicitly handled and in [8], configuration-based modeling relies on querying
the process models repository based on structural aspects of the to-be process.
Therefore the business user has to know what are the possible process structures
he is allowed to ask for.

The second approach as it is presented in [11,12], overcomes the problems of
resource allocation and inconsistency. This solution considers a “basic process
model” that represents common parts of all process models and variability is
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handled as a global property containing a set of operations (e.g., add, delete,
modify, move operation). In fact, each variant is then generated via applying
these operations on the basic model. However, the business user’s control be-
comes limited to a set of operations generating rules which fire when they com-
ply with all the business requirements. These rules capture only non functional
aspects (i.e., quality aspects like cost and performance) leaving out details about
structural and functional aspects of the variants.

The third approach consists of generating a global flat process model contain-
ing all variations and each individual model is generated by eliminating some
branches of the global model. [13,14] model process variability as explicit vari-
ation points within the control structure of a flat configurable model. However
this solution poses visualization problems because, in a real world setting with a
lot of process variants, the configurable process tends to get very large. Therefore
the configuration model becomes difficult to comprehend and costly to maintain.
But [15,5] reduced these problems by presenting a questionnaire-based configu-
ration which is much more user-friendly than previous solutions.

In [15,5], the user specifies his business requirements by answering a set of
domain-related questions. The authors distinguish between domain variability
(i.e., it is based on domain facts which are features that can be enabled or
disabled) and process variability (i.e., it is based on possible alternatives at a
certain variation point). Both are related through a set of mappings such that the
result of the domain-specific questions are reflected in the chosen alternative for
a variation point. It is a very good option to make configuration user centric but
IT experts are still highly needed to define both domain and model variability
and their mapping which is manually performed and this makes the approach
liable to subjectivity.

In addition, this approach is not flexible enough to manage modularity. Indeed,
if the user wants to configure a particular business function that is embedded in
the global configurable model, he has to go through this model until reaching
the intended business function to be configured. In our solution this problem
cannot occur because we consider individual entities that can range from simple
activities to complete process models.

The fourth approach studied in [16], is similar to ours as it exploits a hi-
erarchical representation of the process into sub processes. The top level sub
process encompasses the core activities and their associated variability, which
is annotated by specific stereotypes, while the lower level sub processes express
all details related to higher level activities and variabilities residing in them.
However, the concept of hierarchical representation is supported more for hiding
complexity than for managing variability.

5 Conclusion and Future Work

Reusing process models is an important concept for Business Process Manage-
ment because it can decrease the modelling time and reduce the business user’s
work and risk to make errors.



312 W. Derguech and S. Bhiri

Despite there exist different proposals for capturing variability in business
process models, most of them suffer from three major shortcomings: lack of
automation support in (i) maintaining the configurable process model, (ii) mod-
elling sub-processes as stand alone entities and (iii) user-centricity and decision
support in choosing the suitable alternatives.

We have previously [17] defined a framework for managing configurable pro-
cess models and in this paper we presented an updated version of it. It defines
a data structure that captures process model variability as a hierarchical repre-
sentation. We presented how it is maintained when adding a new variant.

Our work is still in an early stage and continuous improvements are planned
as a future work:

– In the near future, we plan to define the conceptual foundation of a config-
urable business process model. We plan to provide a formally defined concep-
tual model for describing: (i)functional, (ii) non-functional and (iii)structural
aspects of different concepts involved in a configurable process model.

– We intend to investigate and extend this framework with other maintaining
operations such as the deletion of a variant and considering different block
patterns.

– The modelling phase, in the context of configuration-based modelling, in-
cludes a configuration phase where business analysts have to adapt the con-
figurable process model in order to derive their intended process model. This
issue has not been addressed in this paper, it will be part of our future work.
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Abstract. Traditionally, businesses have used IT systems as mechanical 
advantage for automating static a-priori-defined repetitive tasks. Increased 
business dynamics has placed greater demands of adaptation and agility on to 
IT systems. Service oriented architecture is a step in this direction through 
separation of business process concerns from application functionality. There 
have been multiple attempts at improving adaptability of application services 
with varying degrees of success. But current business process modeling 
languages and execution platforms can at best support optimal point solutions 
that are not amenable for agile adaptation. Application services have benefited 
to some extent, from product-line architectures related to adaptation to a-priori 
known situations. We can apply the same idea to business processes. An 
extension of essential BPMN meta model supporting business process families, 
and a set of adaptation operators are presented in this paper. We describe their 
realization using model-driven techniques.  

Keywords: Adaptive business process, business process family, configurable 
business process. 

1   Introduction 

Business enterprises use IT systems as a mechanical advantage through automation of 
a-priori well-defined repetitive operational tasks. With dynamics of business in the 
past being low, primary objective of business applications was to deliver results with 
certainty in a fixed operating environment. Increased dynamics has put new demands 
on businesses and introduced new opportunities that need to be addressed with cost 
effectiveness in ever-shrinking time window. Demands for agility and adaptiveness 
seem to be gaining preference over stability and robustness. Imparting these critical 
properties calls for a new perspective for implementing IT systems. 

One of the principal concerns of enterprise IT is to design and develop flexible IT 
solutions that can rapidly adapt to changing operating environments. Separation of 
concerns is critical to enable flexibility. Separation of business process concern from 
application services is a critical requirement for a given set of application services to 
be orchestrated as per a flow definition. It is observed that application services 
typically tend to vary along four dimensions, namely, Business logic(L), Design 
strategies(D), Architecture(A), and Technology platform(T). Current development 
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practice is to make a set of purpose-specific choices along these dimensions, and 
encode them in a scattered and tangled manner [18]. This scattering and tangling is 
the principal obstacle in adapting an existing implementation for the desired change. 
Large size of an enterprise application further exacerbates this problem. Model-driven 
development enables developers to focus on specifying L-dimension in terms of 
models and high level languages while addressing concerns along A, D and T 
dimensions through model-based code generation [17]. Specification-based 
generation of model-based generators further improves flexibility of IT systems along 
A, D and T dimensions [19]. Service oriented architecture splits L-dimension by 
separating business process concerns from application functionality. Application 
services have benefited, to some extent, from product-line architectures vis-a-vis 
adaptation to a-priori known situations. However, prevalent business process 
specification languages [2, 3, 4] are only capable of defining static processes i.e. it is 
possible to orchestrate the same set of application services as per a given flow 
definition. No support exists for i) orchestrating subset of a given set of services as 
per multiple flow definitions and, ii) orchestrating multiple sets of services as per 
multiple flow definitions. We argue the adequacy of the support of this nature to lend 
the desired flexibility to IT systems. Also, business processes catering to similar 
business intent in a domain are likely to be similar. Being ignorant of these 
similarities would mean redundancies in specification leading to maintenance and 
evolution problems later. Ability to specify commonality while highlighting the 
variability can reduce redundancy and improve adaptability of business processes 
significantly. We present how the product line concept [6, 7] can be used to specify 
business processes that can be adapted quickly for a changing operating environment.  

Rest of the paper is organized as follows. Section 2 presents intuition guiding the 
proposed solution. Section 3 describes abstractions and formalism supporting the 
proposed solution. Section 4 describes the meta model for specifying the proposed 
abstractions. Section 5 illustrates adaptive business process concept with help of an 
example. Section 6 discusses the proposed approach in the light of related work.  

2   Intuition 

An enterprise can be viewed as a set of possibly interacting business processes. 
Business process is a control flow over a set of tasks or activities that may exchange 
data with each other. Also, business processes catering to similar business intent in a 
domain are likely to be similar in structure. Thus, a business process can be viewed as 
an instantiated template with placeholders where control flow identifies the template 
and tasks identify the parts that can be suitably plugged at placeholders. A part can be 
a sub-process as well. Thus emerges a composition structure for business processes 
whereby a business process can be composed from its parts guided by a template 
serving as a blueprint. Composition is an inside-out view of business process. 
Looking outside-in, a business process can be viewed as exposing a set of [own] tasks 
and placeholders wherefrom interactions with tasks exposed by other business 
processes are possible. Thus emerges an integration / interaction structure for business 
processes. We argue that composition structure and integration structure lead to more 
agile business processes, and hence more agile enterprises, as described below.  
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One way of improving agility would be to enable choice over a set of equivalent 
parts to be plugged in at a placeholder – both in composition and integration context. 
While enabling choice, care needs to be taken to ensure the resultant business process 
is well formed – structurally as well as semantically. The choice can be made 
available at design time or run time leading to static and dynamic composition 
respectively. The same holds true for integration. In essence, the idea is to support the 
family concept [14, 15] for business processes wherein non-varying aspects (i.e. 
template), places where variations occur (i.e. placeholders), and variants pluggable at 
a placeholder (i.e. part) are modeled explicitly. We advocate use of feature modeling 
techniques [8] to derive structurally well-formed configurations of parts. For now, we 
leave the onus of ensuring semantic well-formed-ness of configurations to modelers.  

3   Proposed Solution 

Here we present abstractions for describing template, part, placeholder, composition 
structure and integration structure. We also present operators for deriving a larger 
part, selecting a part from the list of available options, and modifying a part so as to 
meet the context-specific requirements. Though these ideas are discussed here in the 
context of business processes only, they are found equally applicable to the other 
behavioural aspects of an enterprise application e.g. application services [16]. 

3.1   Business Process  

Business process is a control flow over a set of activities and events. An activity is 
either atomic or composite. As composite activity can be decomposed into a set of 
fine-grained activities, it can be visualized as control flow over its constituent 
activities i.e. just like a business process. Atomic activity is an atomic unit of work 
realized either manually or automated through an application service.  
We define a business process (P) as a tuple < E, A, s, D >, where  

− E is the set of events raised or consumed by the process 
− A is the set of activities of the process 
− s is a process specification describing the control flow over A and E 
− D is a set of data elements defining the process state 

o Each data element is identified by data type. 
o Each event carries data elements 
o Each activity consumes and produces data elements as input and 

output. 

An activity is defined as a tuple <Name, In, Out, Kind >, where  

Name: Name of the activity 
In: Set of data objects that an activity consumes as input parameters 
Out: Set of data objects that an activity produces as output parameters 
Kind: Composite or Atomic or Communicating 
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Fig. 1. Business Process Family 

Composite Activity: An activity that can be broken down into finer activities 
and can be specified as a flow over other activities. Thus, each composite 
activity is essentially a process definition (P). 

Atomic Activity: An atomic unit of work either automated through an 
application service (i.e. Service Task) or carried out manually (i.e. Manual 
Task) 

Communicating Activity: Describes the interaction behaviour with other 
business processes. It is further classified into three categories: Invoke, 
Receive and Reply. The semantic of these categories are similar to 
BPEL/BPMN Invoke, Receive, and Reply semantics.  

 

Business process specification languages [2, 3, 4] that industry practice uses are 
capable of supporting this abstraction. 

3.2   Business Process Family 

Business process family (PF) denotes a set of related business processes having well-
defined commonality and a-priori known variability.  

We define PF as a tuple < E, A, S’, D, TKV >, where  

− E, A, D are same as business process definition P. 
− S’ is a set of templates, essentially each template is process specification s of 

business process definition P. 
− TKV is set of activity types. We define two types of activities: abstract and 

concrete. Each element tkv ∈  TKV is tuple <P, C> where P is a set of 
abstract activities, i.e. placeholders, and C is set of concrete activities.   

 

Figure 1 gives a pictorial description of a process family comprising of three 
members. First two members expose activities a1 and a2, and event e1 as placeholders 
with different process definition templates S1 and S2. Third member exposes activity 
a1 and event e1 as placeholders with process definition template S1. 

A process family is well-formed if types of all activities are defined, i.e. 
∀ tkv ∈ TKV, tkv.P ∪ tkv.C = A 

3.3   Configurable Business Process 

Configurable business process (Pcfg) is a member of a process family having 
placeholder(s), i.e. a process specification (template) containing atleast one abstract 
activity. Formally configurable business process (Pcfg) of a process family PF = < E, 
A, S’, D, TKV > is defined as: 

Pcfg = < E, A, s, D, tkv, > where tkv ∈ TKV and tkv.P ≠ φ, s ∈ S’. 
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For instance, < e1, {a1, a2}, s1, D, { tkv1 = {{a1, a2} {}}> of fig. 1. is a configurable 
business process with s1 as its template and e1, a1 and a2 as its placeholders. Since Pcfg 
contains placeholders and a placeholder is candidate for fitment by multiple parts, Pcfg 
too is a process family. Therefore, Pcfg can be configured to service a specific business 
intent by choosing a specific part for a placeholder and selecting a specification. The 
choice can be made either at process design time or process run time. The resultant 
process must be well-formed both structurally and semantically. Configuration 
structure defines the context for correct configuration. 

3.3.1   Configuration Structure 
Configuration structure describes the entire configuration context in terms of parts 
that can be fitted at placeholders. Configuration structure (CS) is a tuple <Pcfg, PS, 
Map> where, 

- Pcfg is the configurable process with placeholders 
- PS is a set of business processes i.e. candidate parts for the placeholders 
- Map is a set of mappings describing fitment of a part at a placeholder. There are 

two kinds of maps namely activity map (amap) and event map (emap) 

Activity map amap = Psrc.ai  Pdst.aj , such that, 

- Psrc ∈ Pcfg ∪ PS 
- Pdst ∈ PS 
- Psrc.ai is abstract activity 
- Psrc.ai and Pdst.aj are compatible, i.e. source and destination activities are 

compatible w.r.t. activity kind, inputs, and outputs. 
- If Pdst.aj is an abstract activity then there exists a valid amap for Pdst.aj in Map 

Similarly, Event map emap = Psrc.ei  Pdst.ej ,such that, 

- Psrc ∈ Pcfg ∪ PS 
- Pdst ∈ PS 

Psrc.ei and Pdst.ej are compatible, i.e. compatible w.r.t. the data elements. 

Figure 2 (a) shows the configuration structure wherein S1 denotes the business 
process specification template that has a1 and a2 as activity placeholders and e1 as 
event. Pdst_a1 is one of the set of candidate processes (parts) for plugging in at a1. 
Similarly, Pdst_a2 for a2 and Pdst_e1 for e1. Configuration structure is complete i.e. parts 
exist for all placeholders. Configuration structure is well-formed i.e. a candidate part 
is type compatible with its placeholder. Onus of ensuring semantic well-formed-ness, 
i.e. fitting parts meet the desired business intent, is solely with the process designer. 
Configuration structure serves the purpose of composition structure and integration 
structure (described in section 2) based on activity types and their corresponding 
mappings. 

We define extension as enhancing configuration structure in order to support new 
situations. Configuration structure is extended in one of the following ways: i) adding 
new map over existing parts and templates, ii) adding new parts and iii) adding new 
templates. We support extensions to process family at design time only. However, run 
time extensions in terms of addition of new configurations seem possible. 
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Fig. 2a. Configuration structure for a configurable 
business process 

Fig. 2b. Configure operator for a configurable 
business process 

3.3.2   Configuration 
Configuration (cfg) denotes a set of parts that can be plugged in at the placeholders of a 
configurable process such that the resultant business process is complete and 
consistent. A configurable business process is complete if all its placeholders are 
plugged in. A configurable business process is consistent if every part that plugs in at a 
placeholder is compatible. Thus, configuration is a subset of Map. For instance, 
Configuration1 of fig. 2 (a). A placeholder can be seen as a variation point and its 
candidate set of parts as variants. Thus, configuration structure defines a feature model. 
A configuration, then, is a valid feature configuration over the feature model [8]. 

Configuration is an act of selecting from many alternatives available. Configure 
operator of a configurable business process (Pcfg) over a configuration structure (CS) 
for a configuration (cfg) returns a complete and structurally well-formed business 
process i.e. PR = Configure ( Pcfg, CS, cfg ). We say PR is a configuration of Pcfg for a 
specific situation. Configuration structure determines all the situations that Pcfg can be 
configured for. Fig 2 (b) shows the Configure operator for the configuration structure 
and configuration of Fig 2 (a). We support configuration to be decided either at 
process design time or at run time. Deferral of the configuration decision to run time 
is supported by making the configuration information (i.e. cfg) available in the form 
of meta data for interpretation by process execution engine. 

Composition is an act of deriving a larger unit from parts. Our notion of 
composition is similar to the concept of service orchestration where the specification 
of the larger unit decides which part goes in where in order to achieve the larger 
objective. We support process composition at design time only. 

4   Meta Model 

Fig 3 shows our meta model for specifying business process families as an extension 
of essential BPMN meta model that views a business process as a set of connecting 
objects that connect a set of flow objects exchanging data objects. This essential 
BPMN meta model captures the fixed behaviour (i.e. process structure) and is 
sufficient to specify concrete business processes. BPMN specification also enables an 
activity to be specified as abstract i.e. a placeholder where another process can be 
made to fit in using orchestration or choreography. However, this does not support i) 
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Fig. 3. Business process family meta model 

orchestrating a given set of services as per multiple flow definitions, or ii) orchestrating 
multiple sets of services as per multiple flow definitions. To achieve these objectives, 
we define a meta model to support the family concept as described below: 

- Process structure describes a business process family. 
- Process structure is defined by set of activities and events. Fixed set of activities 

and events participate in many control flow definitions, each termed as template. 
- Essentially, each template is specified by BPMN meta model as described in 

Figure 3.  
- Two dimensions of variability, namely Type and Kind, are introduced for Activity. 

Kind of an activity can either be Composite or Atomic or Communicating. Type of 
an activity can either be Concrete or Abstract.  TKV depicts a specific combination 
of type and kind for an activity. One can specify multiple TKVs for a process 
structure.  

- A Placeholder is introduced to support two kinds of variability w.r.t. composition 
and integration. Placeholder can either be an Event or an Abstract Activity, i.e. 
each placeholder is derived from TKV definition. 
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- A Map defines composition or integration of a process part at a placeholder. It 
can either be an event map (specifying process integration) or an activity map 
(specifying process composition or integration as described in Table 1).  

- Valid mappings and the corresponding variability are depicted in Table 1.  

Table 1. Valid Activity & Event Mappings 

→ Destination end of Map Concrete Activity Abstract Activity 
↓Source end of Map Atomic Composite Atomic Composite Communicating 

Event 

Atomic 
X Composition X 

Variable 
Composition* 

Integration X 

Composite X X X X X  
Abstract 
Activity 

Communicating X X X X Integration  
Event X X Integration 

- Configuration structure is introduced to describe entire configuration context in 
terms of parts that can be fitted at placeholders 

- Following are the rules for a well-formed model:  

o For activity map defining process composition,  

 IN data elements of the source activity is a superset of IN data 
elements of the destination activity 

 OUT data elements of the source activity is a subset of OUT 
data elements of the destination activity 

o For activity map defining process integration,  

 IN data elements of the source activity is a subset of OUT data 
elements of the destination activity 

 OUT data elements of the source activity is a superset of IN 
data elements of the destination activity 

o For event map defining process integration 

 Data elements of the source event is a superset of data elements 
of the destination activity 

Ability to specify multiple placeholders and a set of candidate processes for each 
placeholder enables modeling of a process family. Mechanisms such as feature 
models [8] can be used to select candidate parts of a placeholder. The selection can be 
fixed at process design time or deferred to process run time. We support the latter by 
making the selection mechanism available as runtime metadata. Defining an internally 
consistent set of parts – at least one each for a placeholder so that there are no ‘holes’ 
– is termed as a Configuration. Defining a new placeholder or adding a new part for 
an existing placeholder is termed as Extension. 

Thus, the meta model in Figure 3 enables modeling of a business process family 
wherein each member serves the same intent in a specific situation. A new situation 
can be addressed by configuring available alternatives or, adding new variants and 
configuring them appropriately. Thus one can adapt to a new situation by switching 
over to the suitable variants. 
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Fig. 4. Process family of opening a bank account 

5   Illustrative Example 

We use a simplified bank account opening process to illustrate variability, 
extensibility and configurability. Let us consider that account opening process is a 
control flow of set of activities A= {Receive Request, Collect Information, Validate, 
Approve, Create Profile, Create Account, Send Details, Reject Request} as depicted 
in Fig. 4. In this process definition process step, validate is defined as context-
specific, i.e. behavior changes with the context. Let’s consider that context specific 
behaviors differ in the following dimensions a) performing same set of activities in 
different order, let’s say one would like to execute verify address and verify personal 
detail as part of validate process step but in different sequence, b) performing 
different set of activities, let’s say one would like to verify financial details instead of 
verifying address and personal details. Fig. 4 describes a process family supporting 
different context specific requirements. In this figure, the account opening process is 
primarily a configurable business process PAccOpen = <E, A, template1, D, tkv1} of a 
process family PF = < E, A, {template1}, D, TKV}>, where 

A = {Receive Request, Collect Information, Validate, Approve, Create Profile, 
Create Account, Send Details, Reject Request}, 
E = {},  
template1= instance of essential BPMN meta model, and 
TKV = {tkv1, tkv2} where tkv1 = {P= {validate}, C= {A-{validate}}} and tkv2 = 
{P={validate, Approval}, C={A-{validate, Approval}}} 

The behaviors of configurable business process PAccOpen can differ as different parts 
can be fitted at defined placeholder, i.e. abstract activity validate. Process 
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configuration structure CS=<PAccOpen, {Customer Validation1, Customer Validation 
2}, {aMap1=validate→Customer Validation1, aMap2=validate→Customer 
Validation2}> of business configurable process PAccOpen supports different behavioral 
variances through different configurations as follows:- 

a. configuration1=<PAccOpen, {Customer Validation1}, {aMap1}>  where 
Customer Validation1 =<{}, {Validate Address, Validate Personal Info}, 
template2, D, φ} 

b. configuration2 =<PAccOpen, {Customer Validation1}, {aMap1}>  where 
Customer Validation1 =<{}, {Validate Address, Validate Personal Info}, 
template3, D, φ} 

c. configuration3 =<PAccOpen, {Customer Validation2}, {aMap2}>  where 
Customer Validation2 =<{}, {Validate Financial Status}, template4, D, φ} 

Configuration1 and Configuration2 support validating address and personal information 
as part of validate process step. Configuration3 supports validating financial status as 
part of validate. 

As described in the Fig. 4, the process family can be extended in multiple 
dimensions: i) any process step can be refined by defining some of the activities as 
abstract, providing refined process steps and corresponding map. For example, 
approval process step of the account opening process can be refined by defining it as 
abstract activity using tkv2, providing refined process steps using template5 and 
corresponding map aMap3, ii) behavioral variability in existing placeholders can be 
added by adding process steps and corresponding map, and iii) control flow of an 
existing process structure can be changed by adding new template in existing process 
structure. Though the illustrating example is limited to the extensibility and 
configurability of activity type and composition for adaptable activity, on similar 
lines, extensibility and configurability is possible for service mapping between 
concrete activity (of service type) to service; and between activity to activity mapping 
for process to process integration. This enables the extensions of a business process 
open ended along multiple dimensions, i.e. activity type, composition, integration and 
service binding. 

6   Related Work 

Though support for business process families to addresses dynamic business 
adaptation is highly desirable for enterprises, we came across only a few practical 
approaches in the literature. Recent literatures on reference process modeling [5] 
address this requirement using variant management techniques. A reference process 
represents a family of process models which can be customized in different ways to 
meet situation specific needs. For example, [11] and [13] provide support for both the 
specification and the customization of reference process models through EPC 
functions and decision nodes. Approach addresses configurability using annotated 
mandatory-ness indicator of EPC elements and configurable functions such as 
included (ON), skipped (OFF) or conditionally skipped (OPT). Similar approaches 
are presented in [9] and [10], wherein the configurability of a reference process model 
is achieved through configuration operator (such as enable, hide or block a 
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configurable workflow element) and change operations (such as INSERT, DELETE, 
MOVE and MODIFY) of process fragments respectively. On the other hand, PESOA 
project [1] provides concepts for variant modeling based on BPMN specification. 
They address the variability problem using different variability techniques such as 
inheritance, parameterization, and extension points. Advancements of these 
techniques addressing different aspects of business process can be found in recent 
literature. For example, the approach presented in [12] goes beyond control flow and 
extends business process configuration to task-roles and task-objects. 

Our solution is based on open-ended meta modeling techniques whereas the above 
mentioned approaches are based on fixed underlying models. Relying on meta 
modeling technique helps to address variability at different dimensions, i.e. business 
process composition, integration and bindings. It can be further extended for variability 
in other dimensions, for example roles and responsibility of human tasks, by extending 
business process adaptation meta model. Moreover, the existing approaches address 
variability through fixed variation points whereas our solution is capable of changing 
variation points using situation-specific activity type and kind definitions. 

The existing business process management approaches support modeling and 
management of situation-specific business processes. However, modeling and 
management of process variants are not adequately supported in industry practice. As 
a result, situation-specific variants are either specified in the form of separate process 
models or expressed in terms of conditional branches within the same process model. 
Apart from being time and effort intensive, both the approaches result in model 
redundancies which further complicate maintenance and evolution. We presented an 
approach that enables quick adaptation of business processes in a consistent manner. 
We used product line concept wherein each member of a business process family 
comprises of family-wide fixed part and member-specific variant parts. We presented 
a composition operator that facilitates reuse of a business process in multiple contexts. 
The adaptiveness presented in this paper subsumes configurability (i.e. selecting one 
of the many available variants) and extensibility (i.e. addition of a new variant). The 
former is addressed through a meta model (business process meta model) and a set of 
design patterns address the latter. Proposed business process meta model is a pure 
extension of BPMN specification and, is capable of specifying the changes related to 
activity types, compositions, integration and binding aspects of business process. 
Also, it can further be extended for addressing other aspects, for example, the 
variability related to role and responsibility of human tasks. We justified meta model 
extensions and design patterns through a set of operators with suitable well-formed-
ness criteria. This will help in creating new variants and configuring them in a 
consistent manner. 
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Abstract. Business process model discovery represents a pillar technique
that enables business process model reuse. In this paper we describe a
method for business process model discovery, which uses semantically an-
notated business processes. We created an RDF vocabulary for business
processes that captures functional, non functional and structural prop-
erties that is used in the annotations of basic activities. We developed
a set of algorithms to automatically generate different representations
of the same business process at different granularity levels. We defined
a set of rules to extract the RDF meta data in the annotated business
process models and to build an RDF knowledge base which then can be
interrogated using SPARQL.
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1 Introduction

There are two complementary approaches to model a business process (BP).
There is modelling from scratch, task that is usually error prone and time con-
suming, however it is inevitable whenever a totally new business domain needs
to be modelled. Then, there is the reusability of existing BP models that can be
adapted or used for the auto-completion task. BP reusability helps to comply
with best practices because they are already tested and proven to work. A pillar
technique that enables BP reusability is BP model discovery.

BP model discovery is currently facing the following problems: First there are
several languages used to represent BPs: WS-BPEL, XPDL, EPML etc.. How-
ever, current BP model discovery approaches are tailor-made for a specific BP
modelling language [1, 2, 3, 4, 5] without taking into consideration the diversity
of BP modelling languages. Thus, with the same BP discovery approach it is
currently hard to discover BPs described with different modelling languages.

Then, current business process models are described at a syntactic rather than
at a semantic level. It is known what the tasks of a process are, what is their
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control flow, but there is no semantic description for them. We do not know
what business functions the tasks achieve or under which time or cost. There
are few discovery approaches that consider also functional and non functional
properties, besides structural ones, although most of them discuss the need for
other aspects in order to distinguish between processes with the same structural
information.

Moreover, as shown in [6], the information granularity affects the effectiveness
of BP model reuse. Without having different representations of the same BP at
different granularity levels, it is possible that a given query does not match the
granularity level of an existing BP and therefore the BP will not be retrieved.

In this paper we propose the use of semantics in order to address these prob-
lems. We developed a method for BP model discovery that uses semantically
annotated BP models. We have developed an RDFvocabulary for BPs, described
in Section 2, that captures functional, non functional as well as structural prop-
erties. We assume that the modelling environment supports the RDFa annota-
tions of basic activities following this vocabulary during BP modelling. RDFa is
a method for adding RDF meta data in XML files.

We developed a set of algorithms, described in Section 3, to automatically gen-
erate different representations of the same BP at different functional granularity
levels based on the annotations of basic activities. This is done by identifying
both the syntactic and semantic hierarchy of a BP whether it is graph-based,
block-based or a hybrid between the two. Based on the result of these algo-
rithms we enhance the annotations in the BP models with granularity-related
meta data.

We developed a set of rules, described in Section 4, to extract the meta data
from the annotated files and to generate corresponding RDF triples that we store
in an RDF knowledge base. The RDF knowledge base can be then interrogated
using SPARQL in order to retrieve those BPs that satisfy the business user’s
requirements. Before concluding (Section 6), we provide a comparative analysis
between our method and existing BP model discovery approaches in Section 5.

2 RDF Vocabulary

In this section we describe the developed RDF vocabulary for BPs. As starting
point for the creation of this vocabulary we have taken into consideration several
projects and initiatives that have previously built ontologies for BP like the
ARIS house[7], the OWL-S ontology(focusing on the Service Model part) and
the ontologies developed in the SUPER project1.

We set our model in the context of the enterprise information systems’ views
as shown in Fig.1. The Organization View describes resources, roles, organization
units and relationships between them. The Data View describes the information
objects, the concepts in the messages exchanged by process’ tasks. The Function
View described the functions required to satisfy the objective of the enterprise.
The Control View describes the control flow of BPs that carry out the business
1 http://www.ip-super.org/
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operations inside the enterprise and it is an integration view between the other
views. The Product/Service View describes the result of BP execution. At the
current stage, our RDF vocabulary focuses mainly on the Data, Control and
Function views, however it can be complemented with the other views.

Organization view

Data view Control view Function View

Product/Service View

Description

Business

Function

Capability

NFPWorkflowModel

Business

Process

Domain

Ontologies

imports

imports

Fig. 1. High level description of the RDF vocabulary for BP

The main concept of the RDF vocabulary is the BusinessProcess. A Busi-
nessProcess has a Description that provides human readable information about
the process. It has a WorkflowModel that defines the process’ structural proper-
ties and it achieves a Business Function. The BusinessFunction concept defines
the process’ functional properties as a Capability and the process’ non functional
properties through the NFP concept. The rest of this section describes the BP
properties in more details.

Functional properties
The Capability represents a business functionality within an enterprise. It is
described in terms of Input, Output, Precondition, Effect and Tags (Fig. 2). The
Input and Output describe the data concepts (e.g. customer name, book title,
delivery confirmation number). The Precondition describes the requirements over
the input data and the state of the world before the Capability can be delivered
(e.g. the credit card must be valid). The Effect describes the changes over the
state of the world upon the execution of the Capability(e.g. the credit card will
be charged). The Tags concept refers to a set of tags from an external ontology
or taxonomy of business functionalities.

Non functional properties
The non functional properties represent an important criteria to differentiate
between BPs having the same function. The NFP concept is refined in policy-
related properties like Cost and Availability and QoS-related properties like Se-
curity and Trust, Execution Time and Reliability (Fig.3).

Structural properties
The structural properties (Fig.4) describe the control flow between the tasks
of a BP through the WorkflowModel concept. The WorkflowModel is refined in
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Capability

Input Output

Precondition EffectTags

Fig. 2. Functional properties

Availability

Execution

Time
Reliability

Cost
Ownership & 

Rights

Security & Trust

QoS

Policy
NFP

Fig. 3. Non functional properties

GraphModel and BlockModel. The rationale for this is to have an RDF vocabu-
lary general enough to describe a BP either from a block-based, graph-based or
hybrid perspective.

hasOrder

ExclusiveChoiceParallelSynchronizeSequence
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Fig. 4. Structural properties

The BlockModel uses workflow patterns to describe a BP as a block structure
with one entry and one exit. It is refined in: Sequence - a list of OrderedElements
(OE) that have an Order and contain a WorkflowModel ; ParallelSynchronize -
a pair of parallel split and synchronizing workflow patterns that consists of a
set of Branches (Br), a Branch contains a WorkflowModel ; ExclusiveChoice - a
pair of exclusive choice and exclusive merge workflow patterns that consists of
a set of ConditionalBranches, a ConditionalBranch (CBr) is a Branch guarded
by a Condition(cond); MultipleChoice - a pair of multi-choice and synchronizing
merge workflow patterns that consists of a set of ConditionalBranches ; Loop - a
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block structure that contains a stop Condition and which will execute until Con-
dition becomes true; Task - a non decomposable unit of work which is described
through a BusinessFunction attribute.

The GraphModel describes a BP as a graph that contains Nodes intercon-
nected with Connectors. A Node can be either an ActivityNode or an OperatorN-
ode. The ActivityNode describes the work that has to be done and it contains
a WorkflowModel. A special kind of ActivityNodes are the initial and the final
nodes. The initial node has no input connectors while the final node has no out-
put connectors. The OperatorNodes: ANDjoin, ANDsplit, XORjoin, XORsplit,
ORjoin, ORsplit, define the control flow within the GraphModel.

There are two types of activities in a BP model: basic activities, which are
Tasks, and structured activities which are Sequence, ParallelSynchronize, Ex-
clusiveChoice, MultipleChoice, Loop and ActivityNode. The structured activities
contain other structured activities or Tasks. Due to this imbrication, a workflow
model can be seen as a tree that has Tasks as leaves.

We assume that the modelling environment supports the annotations of basic
activities following this vocabulary.

3 Deriving Different BP Representations

In this section we provide a set of algorithms for automatically computing the
functional and non functional properties of structured activities based on the
annotations of the basic activities. These algorithms are crucial for deriving
different representations of the same BP at different functional granularity levels.

There are two steps for deriving these different representation layers of a BP:

• Identify the syntactic hierarchy of the BP (Fig. 5.c, without call outs).
For the block-based BP (Fig. 5.a), this is inherent to their tree-like struc-
ture. For the graph-based BP(Fig.5.b) this hierarchy is not implicit, but
there are works like [8, 9] that deal with specifically the issue of finding a
decomposition of a workflow graph into a hierarchy of sub-workflows.

• Identify the semantic hierarchy of BP (Fig. 5.c, including the call outs). It
refers to the functional(i.e. Capability) and non functional(i.e. NFP) proper-
ties of each structured activity in the syntactic hierarchy. In the rest of this
section we provide algorithms to automatically derive the semantic hierar-
chy of a BP which determines its different representation layers. We compute
the functional and non functional properties of the structured activities in a
bottom-up fashion starting from the basic activities and going towards the
top of the syntactic hierarchy.

3.1 Block-Based Structured Activities

The algorithms for automatically computing functional and non functional prop-
erties of block-based activities are based on a set of aggregation functions that
are associated to each property:(aggSeq, aggPS, aggEC, aggMC, aggLoop). These
aggregation functions define how the properties are computed over different types
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Fig. 5. (a) A block-based BP model; (b) A graph-based BP model (c) Their syntactic
and semantic hierarchies

of block-based structures: Sequence, ParallelSynchronize, ExclusiveChoice, Mul-
tipleChoice and Loop respectively. The advantage of using aggregation functions
is that they can be easily reused for new properties that are added to the con-
ceptual model.

Non functional properties: The aggregation functions for non functional
properties depend on their type as shown Table 1. First column stores the name
of the non functional property, the second column stores its value type and the
remaining columns store its aggregation functions.

Table 1. Aggregation functions for the non functional properties of our model

NFP Type aggSeq aggPS aggMC aggEC aggLoop
Cost numeric sumNum sumNum sumNum maxNum nMultiply

ExecutionTime interval sumInt maxMaxInt minMaxInt minMaxInt nMultiplyInt
Availability percentage minNum minNum minNum minNum minNum
Reliability percentage minNum minNum minNum minNum minNum

OwnershipAndRights ds ds ds ds ds ds
SecurityAndTrust ds ds ds ds ds ds

For properties with numerical, interval or percentage value types the aggrega-
tion functions compute the sum/maximum between numerical values (sumNum,
MaxNum), the sum between intervals (sumInt) etc. Interesting functions are
minMaxInt and maxMaxInt for intervals which we describe briefly:
maxMaxInt/minMaxInt applies to a set of interval values and returns the inter-
val from the biggest/smallest minimum and the biggest maximum values. More
formally:

maxMaxInt([min1, max1], ..., [minn, maxn]) = [
n

max
i=1

(mini),
n

max
i=1

(maxi)]

minMaxInt([min1, max1], ..., [minn, maxn]) = [
n

min
i=1

(mini),
n

max
i=1

(maxi)],

where mini and maxi are the ends of the intervals.
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In case of OwnershipAndRights and SecurityAndTrust, the aggregation func-
tions do not depend on the block-pattern. Instead they might be domain specific
complex functions (thus ds in the table).

Based on the aggregation functions, Algorithm 1 computes the non functional
properties for a block-based structured activity cnfp(BlockModel bm). The input
of the algorithm is bm, a block-based structured activity. The output is the
computed value for the non functional property nfp. The algorithm recursively
applies the aggregation functions for Sequence (line 6), ParallelSynchronize (line
9), MultipleChoice and ExclusiveChoice (line 12) and for Loop (line 15). The
recursion stops when the algorithm is applied to a Task (line 3).

Algorithm 1. Computing non functional properties for block-based structured
activities (a.k.a cnfp(BlockModel bm))

Input: BlockModel bm: block-based structured activity.
Output: NFP nfp: computed non functional property of bm.

1 begin
2 if bm is Task then
3 return bm.getNFP()
4 end

5 if bm is Sequence then
6 nfp ← aggSeq(cnfp(OE1), ..., cnfp(OEn))
7 end

8 if bm is ParallelSynchronize then
9 nfp ← aggPS(cnfp(Br1), ..., cnfp(Brn))

10 end

11 if bm is MultipleChoice or ExclusiveChoice then
12 nfp ← aggMC/aggEC(cnfp(CBr1), ..., cnfp(CBrn))
13 end

14 if bm is Loop then
15 nfp ← aggLoop(n, cnfp(bm.CA()))
16 end

17 return nfp;

18 end

Functional properties: The aggregation functions for functional properties
depend on the semantics of the block-based structured activities with respect to
their Capability (more precisely with respect to their input, output, precondi-
tion, effect and tags). For a detailed specification of the block-based structured
activities we invite the reader to see our previous work [10].

The algorithm for computing the functional properties is similar to Algorithm
1 and computes the precondition, effect and tags for a block-based structured
activity. Once these are computed, the algorithm looks for a business function
from an existing business functions repository, that satisfies them. This is done
using one of the currently existing matchmaking techniques [11, 12].
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3.2 Graph-Based Structured Activities

We have adapted the I-propagation algorithm developed in [13] to compute func-
tional and non functional properties of graph-based structured activities. For the
rest of the section we adapt the formalizations for graph model and annotated
graph model as described in [13]:

Graph model: is a directed graph G =< N, C >, where N is a set of nodes
(i.e. ActivityNodes and Operators) and C is a set of connectors. For n ∈ N ,
IN(n)/OUT(n) denotes the set of incoming/outgoing connectors of n. It is im-
posed that each split node has exactly one incoming connector; each join node
has exactly one outgoing connector, the InitialNode has no incoming connector
and one outgoing connector, the FinalNode has one incoming connector and no
outgoing connector.

Annotated graph model: is a 4-tuple G =< N, C, O, α >, where: < N, C >
is a graph model as defined above, O is an ontology used to annotate the graphs
nodes and α is an annotation function that associates with each node n a tuple
(prec(n), eff(n), cost(n), time(n)), where prec(n) (precondition), eff(n)(effect)
are conjunctions of predicates from the ontology O and cost(n) and time(n) are
the Cost and ExecutionTime of node n.

Due to space constraints we describe the algorithms for the Precondition(i.e.
Pre − propagation) and Effect(i.e. Ef − propagation), the other ones being
similar adaptations of the I-propagation algorithm.

Let G =< N, C, O, α > be an annotated graph model. We define the functions
Pre, Eff with the initial values Pre0, Ef0 as Pre0(c) = prec(FinalNode), if
c = IN(FinalNode), Pre0(c) = ⊥ otherwise; Ef0(c) = eff(InitialNode), if
c = OUT (InitialNode), Ef0(c) = ⊥ otherwise where c is a connector. Given
Pre, Ef , we define their propagations Pre′ and Ef ′ with the propagation rules
described in Fig.6:

These algorithms compute, for each connector in the graph, the propagated
precondition/effect, based on each node’s precondition and effect. They start
with the function Pre0/Ef0 and iteratively, following the propagation rules de-
scribed in Fig.6 fire subsequent nodes and update the precondition/effect for
each connector. The propagation ends when there is no node to fire. Note that
in order to compute the precondition of a graph-based structured activity, the
propagation algorithm starts from the final node whereas for the effect compu-
tation it starts from the initial node.

The precondition/effect assigned by Pre/Ef − propagation to the output/
input connector of graph’s initial/final node, after firing all the nodes, represents
the computed precondition/effect of the graph model. For more detailed expla-
nations and an illustrative example of how these algorithms work, we invite
the reader to have a look at the technical report that is an extension of this
paper [14].
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Fig. 6. Computing the precondition and effect of graph-based structured activities

4 Extracting Meta Data from Annotated BP Files

# WS-BPEL2.0  Our vocabulary 

Fig. 7. Rules for WS-BPEL2.0

Based on the result of the previous algorithms
we enhance the annotations of BP models
with granularity-related meta data. In order
to extract the meta data from BP annotated
files, we developed a set of rules which we de-
scribe next.

The result of applying these rules is a set of
RDF triples which we store in an RDF knowl-
edge base. The RDF knowledge base can then
be interrogated using SPARQL. We extract
the functional and non functional properties
from the RDFa annotations using an RDFa
extractor2. We extract the structural proper-
ties of the process from the XML structure
file. We map the control flow descriptions of
BP modelling languages to our RDF vocabu-
lary. So far we developed XSLT transforma-
tion rules for WS-BPEL2.0 and XPDL 2.1.
However, any XML-based BP language can
be used with our approach providing the corresponding rules.

2 http://kwarc.info/projects/krextor/
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As an example, Fig.7 shows some transformation rules for WS-BPEL 2.0.:
Rule 2 maps any basic activity element (e.g. < invoke >, < receive >, <
reply > etc.) to a Task concept, rule 3 maps a < sequence > element to a
Sequence concept, rule 4 maps every activity subelement of < sequence > to an
OrderedElement concept and so on.

Fig.8 shows the result of applying these rules on an annotated WS-BPEL
file. We use the following namespaces: bpel for the WS-BPEL schema,bv for our
RDF vocabulary, ex for the given WS-BPEL v2.0. process, bt for domain specific
vocabulary used in the annotations, rdf for the RDF schema.

On the left side we have the WS-BPEL2.0 file of the process described in
Fig.5.b where the Shipping task has been annotated with the BusinessFunction
“bt:BookShipment”. On the right side we have the RDF triples generated when
applying the XSLT rules and using the RDFa extractor.

<bpel:sequence name = “BookDelivery”> l 3
<ex:BookDelivery> a <bv:Sequence>;<bpel:sequence name  BookDelivery >

<bpel:receive name = “Payment”>
<bpel:flow name = “flow1”>
<bpel:invoke name = “Shipment” 

b t “ Shi t”

rule 3

<ex:OEPayment> a <bv:OrderElement>;
<bv:hasOrder>1;

b t i P t

<bv:hasOE> <bv:OEpayment>;
<bv:hasOE> <bv:OEflow1>.

about=“ex:Shipment” 
rel=“bv:hasBFunction” resource=“bt:BookShipment” >
</bpel:invoke>
<bpel:invoke name=“Notify”>

</bepl:flow>

rule 4

RDFa

<bv:contains> <ex:Payment>.
<ex:OEflow1> a <bv:OrderElement>;

<bv:hasOrder> 2;  
<bv:contains> <ex:flow1>.

/ p

</bpel:sequence>
extractor

RDFa annotated WS BPEL file generated RDF triples

<ex:Shipment> <bv:hasBFunction><bt:BookShipment>.

Fig. 8. The result of applying the rules on an annotated WS-BPEL2.0 BP file

5 Related Work

The majority of BP discovery approaches is tailor made for a specific[1, 2, 3, 4, 5]
BP modelling language without taking into consideration their diversity. Other
approaches [15, 16] propose a more generic solution that treats a process as
a graph. However, these solutions are only focusing on retrieving the struc-
tural information of a BP without considering its functional and non functional
properties.

Our RDF vocabulary for BPs is general enough to describe both graph-based
processes, block-based processes and also a hybrid combination between the two.
This vocabulary captures functional, non functional and structural properties to
describe any structured activity in a BP, including the BP itself.

[15, 2, 3, 4, 5] discuss the need for multi-aspect queries in order to distinguish
between several processes with different functional and/or non functional proper-
ties (e.g. features like: resources, process relevant data items, textual annotation,
business domain, location etc..). However, these properties can be specified only
at the global, process level, and not at the individual substructures of the BP.
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[6] shows, in an experimental study, the impact of information granularity on
the effectiveness of BP model reuse. With this in mind, in our approach we are
able to recover different representations of the same BP at different granularity
levels. Moreover, except [15], none of the existing works in BP model discov-
ery takes into consideration this important aspect. The authors of [15] address
this problem with developing a granularity level analyser that checks whether
composition/decomposition operations are necessary when the query and the
target graph-based models are at different granularity levels. However their de-
composition is tightly coupled to the modelling language used (e.g. for WSCL, a
“SendReceive” activity is decomposed into a “Send” and a “Receive” activities).
Moreover, judging by the provided demo example, they actually flatten every
graph-based model (i.e. query and target) to the finer granularity level without
allowing intermediary representations of the BP model.

Table 2 summarizes the related works with respect to the following aspects:
(i) the BP modelling languages the approach applies to; (ii) the BP prop-
erties used during BP model discovery (i.e. functional (fp), non functional(nfp)
and structural(sp) properties) and (iii) whether they consider different repre-
sentations of the same BP at different functional granularity levels.

Table 2. Related BP model discovery approaches

Approach BP language BP Properties Granularity
BP-QL [1] BPEL sp no
PVR [2] proprietary language sp, few nfp no
SBPR [3, 4] WSMO/pi-calculus sp, fp, nfp no
[5] OWL/FPN sp, fp no
[16] BPEL sp no
BeMatch [15] BPEL, WSCL sp, few nfp yes
our approach independent fp, nfp, sp yes

6 Conclusion

In this paper we presented a method for BP discovery that abstracts from the
BP modelling language using semantically annotated BP models. We created
an RDF vocabulary that captures BP functional, non functional and structural
properties. We assume that the modelling environment supports the RDFa an-
notations of basic activities using this vocabulary during BP modelling. We
developed a set of algorithms to automatically generate the different represen-
tations of the same BP at different functional granularity levels based on the
annotations of basic activities. The result of these algorithms enhances the an-
notations in the BP models with granularity-related meta data. We developed
a set of rules to extract the meta data from the annotated files and to gener-
ate corresponding RDF triples that we store in an RDF knowledge base. The
created RDF knowledge base can be then interrogated using SPARQL in order
to retrieve those BPs that satisfy the business user’s requirements. We are cur-
rently in the phase of developing the proposed method as a plug-in of an existing
BP modelling environment in order to support the business experts in the BP
modelling phase.
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Abstract. Many companies opt for reusing existing software development ar-
tifacts due to the benefits of the reuse such as increasing productivity, shorten-
ing time-to-market, and spending less time for testing, debugging, to name but
a few. Unfortunately, reusing artifacts in existing process-driven SOA technolo-
gies is cumbersome and hard to achieve due to several inhibitors. First, the lan-
guages used for business process development are not intentionally designed for
reuse. Second, numerous tangled process concerns embraced in a process de-
scription significantly hinder the understanding and reusing of its concepts and
elements. Third, there is a lack of appropriate methods and techniques for in-
tegrating reusable artifacts. In our previous work, we proposed a view-based,
model-driven approach for addressing the two former challenges. We present in
this paper a named-based view integration approach aiming at solving the third
one. Preliminary qualitative and quantitative evaluations of four use cases ex-
tracted from industrial processes show that this approach can enhance the flexi-
bility and automation of reusing process development artifacts.

Keywords: reuse, business process, SOAs, view-based, model-driven, name-
based, tool support.

1 Introduction

Process-driven, service-oriented architectures (SOAs) advocate the notion of process in
order to aggregate various business functionality to accomplish a certain goal, such as
fulfilling a purchase order, handling customer complaints, booking a travel itinerary,
and so on. A typical business process consists of a number of activities that are or-
chestrated by a control flow. Each activity is either a communication task (e.g., in-
voking other services, processes, or an interaction with a human) or a data processing
task. Business processes are often designed by business and domain experts using high-
level, notational languages, such as Business Process Modeling Notation (BPMN)1 and
UML Activity Diagram2. Process designs in the aforementioned languages are mostly
non-executable, and therefore, have to be translated into or implemented in low-level,

1 http://www.bpmn.org
2 http://www.uml.org

M. zur Muehlen and J. Su (Eds.): BPM 2010 Workshops, LNBIP 66, pp. 338–349, 2011.
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executable languages such as Business Process Execution Language (BPEL)3. After
that, process implementations can be deployed in a process engine for executing and
monitoring.

The IEEE Glossary of Software Engineering Terminology defines reusability as “the
degree to which a software module or other work product can be used in more than one
computer program or software system” [1]. The significant benefit of reuse is to improve
software quality and productivity [2,3]. There are several types of reusable aspects in
software projects such as architectures, source code, data, design, documentation, test
cases, requirements, etc. [4,5]. The state-of-the-art software reuse practice suffers from
several technical and non-technical inhibitors [6,7]. Reuse in business process develop-
ment is not an exception. We identify the most important factors that hinder the reuse
of artifacts during the process development life cycle as:

– Most of the languages used for modeling and developing processes, such as BPMN,
UML Activity Diagram, EPC, WS-BPEL, etc., are not intentionally designed for
reuse. As a result, none of the plethora of existing tools for business process design
and development offers adequate support for reusing development artifacts.

– A process description based on the aforementioned languages is often suffering
from various tangled concerns such as the control flow, collaborations, data han-
dling, transaction, and so on. As the number of services or processes involved in
a business process grows, the complexity of the process increases along with the
number of invocations, data exchanges, and therefore, multiplies the difficulty of
analyzing, understanding, and reusing any artifacts.

– The lack of adequate method support for flexibly integrating and composing reusable
artifacts also contributes to the difficulty of reusing process artifacts.

In our previous work we proposed a novel approach for addressing the complexity
of business process development [8,9,10,11,12]. Our approach explored the notion of
views and the model-driven stack in order to separate process representations (e.g. pro-
cess designs or implementations) into different (semi-)formalized view models. This
way, stakeholders can be provided with tailored perspectives by view integration mech-
anisms [10,8] according to their particular expertise and interests. View models are
also organized into appropriate levels of abstraction: high-level, abstract views are suit-
able for business experts while low-level, technology-specific views are mostly used by
technical specialists. In this paper we focus on providing a solution for the third issue
mentioned above, i.e., supporting methods for reusing and integrating process artifacts
in a flexible manner. In particular, we introduce a name-based matching approach for
view model integration and show that this approach can enhance the flexibility and au-
tomation of process artifacts (i.e., process views and view elements) reuse via industrial
case studies.

This paper is organized as follows. In Section 2 we briefly introduce the View-based
Modeling Framework [8,10,9] that realizes the view-based, model-driven approach.
Next, Section 3 presents a name-based view integration approach which is simple, ef-
ficient, and flexible for improving the reusability. Processes extracted from four case

3 http://docs.oasis-open.org/wsbpel/2.0/OS/wsbpel-v2.0-OS.pdf
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studies are exemplified to illustrate our approach in Section 4 along with a quantita-
tive study to evaluate this approach in industrial context. Then Section 5 discusses the
related work. Finally, Section 6 summarizes our main contributions.

2 View-Based Modeling Framework

In this section, we briefly introduce the View-based Modeling Framework (VbMF),
which is an implementation of our view-based, model-driven approach [8]. VbMF ex-
ploits the notion of process views to separate tangled process concerns in order to reduce
the complexity and enhance the flexibility and extensibility in process-driven SOA de-
velopment. Each process concern, i.e., a particular perspective of business processes,
is (semi-)formally described by a view model that comprises a number of elements
and their relationships. VbMF view models are organized into abstract and technology-
specific layers. As such, business experts, who mostly work with the high level view
models, can better formulate domain- and business-oriented concepts and knowledge
because the technical details have been abstracted away. For particular process-driven
technologies, such as BPEL, VbMF provides extension models that add details to the
abstract models that are required to depict the specifics of these technologies [8]. These
extension views belong to the technology-specific layer shown in Figure 1.

VbMF initially provides stakeholders with basic (semi-)formalizations, which are
the FlowView, CollaborationView and InformationView models, for describing a busi-
ness process. The FlowView model specifies the orchestration of process activities, the
CollaborationView model represents the interactions with other processes or services,
and the InformationView model elicits data representations and processing. Nonethe-
less, VbMF is not bound to these view models but can be extended for capturing many
other concerns, for instance, human interaction [9], data access and integration [13],
and traceability [12]. View models of VbMF are derived from fundamental concepts
and elements of the Core model. Thus, the concepts of the Core model are the exten-
sion points and integration points of VbMF [8].
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Fig. 1. Overview of the View-based Modeling Framework ([8,9])
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Fig. 2. Billing Renewal process development using VbMF

We implemented VbMF as Eclipse plugins based on the Eclipse Modeling Frame-
work4. To illustrate how VbMF works in reality, we exemplify parts of the billing and
provisioning system of a domain registrar and hosting provider [14]. The billing system
comprises a wide variety of services including: credit bureau services (cash clearing,
card validation and payment, etc.), domain services (whois, domain registration and
transfer, etc.), hosting services (Web and email hosting, provisioning, etc.), and retail
services (customer service and support, etc.). The company has developed a business
process, namely, Billing Renewal process, in order to integrate and orchestrate core
functionality and the services. We present the VbMF views of the Billing Renewal pro-
cess that are the FlowView (Figure 2(a)), the high-level CollaborationView and Infor-
mationView (Figure 2(b)), and the low-level BpelCollaborationView and BpelInforma-
tionView (Figure 2(c)). For further details of VbMF, we would like to refer the readers
to [8,10,11,12,9].

3 Name-Based View Integration Approach

In our view-based, model-driven approach, the FlowView – as the most important con-
cern in process-driven SOA – is often used as the central view. Views can be integrated
via integration points to produce a richer view or a thorough view of the business process.
We propose a name-based matching algorithm for realizing the view integration mech-
anism (see Algorithm 1). This algorithm is simple, but effectively used at the view level
(or model level) because from a modeler’s point of view in reality it makes sense, and

4 http://www.eclipse.org/emf
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is reasonable, to assign the same name to the modeling entities that pose the same func-
tionality and semantics. Nonetheless, other view integration approaches such as those
using class hierarchical structures or ontology-based structures are applicable in our ap-
proach with reasonable effort as well. Exploring other view integration mechanisms and
comparing them with the name-based matching approach is beyond the scope of this pa-
per. Therefore, we merely focus on the name-based view integration and illustrate its
promising advantages contributing to improve the reusability of process artifacts.

Before discussing in detail the name-based view integration, we introduce the defi-
nition of conformity of model elements and integration points. Let m be an element of
a certain view model, the symbol m̂ denotes the hierarchical tree of inheritance of m,
i.e., all elements which are ancestors of m, and m.x denotes the value of the attribute x
of the element m.

Definition 1 (Conformity). Let M1, M2 be two view models and m1 ∈ M1 and m2 ∈
M2. Two elements m1 and m2 are conformable if and only if m1 and m2 have at least
one common parent type in their tree of inheritance or m1 is of type m2, or vice versa.

Using m1 ↑ m2 to denote m1 and m2 are conformable, Definition 1 is given as:

m1 ↑ m2 ⇐⇒ (m̂1 ∩ m̂2 �= ∅) ∨ (m1 ∈ m̂2) ∨ (m2 ∈ m̂1)

Definition 2 (Integration point). Let M1, M2 be two view models and two views V1,
V2 be instances of M1 and M2, respectively. A couple of elements e1 and e2, where
e1 ∈ V1 and e2 ∈ V2, e1 is an instance of m1, and e2 is an instance of m2, is an
integration point between V1 and V2 if and only if m1 and m2 are conformable and e1
and e2 have the same value of the attribute “name”.

Using I(e1, e2) to denote the integration point between two views V1 and V2 at the
elements e1 and e2, and x  y to denote x is an instance of y, Definition 2 can be
written as:

I(e1, e2) ⇐⇒ (m1 ↑ m2) ∧ (e1.name = e2.name)

where
e1 ∈ V1, e2 ∈ V2, e1 � m1, e2 � m2, V1 � M1, V2 � M2

The main idea of the name-based matching for view integration is to find all inte-
gration points I(e1, e2) between two views V1 and V2 and merge these two views at
those integration points. The merging at a certain integration point I(e1, e2) is done
by creating a new element which aggregates the attributes and references of both e1
and e2 (see Algorithm 1). The complexity of the name-based matching algorithm is
approximately O(k + l + k × l), where k = |V1| and l = |V2|. This complexity can
be significantly reduced by generating and maintaining a configuration file containing
the integration points of every pair of views with tool support. The integration points
can be automatically derived from the relationships between two views. Later on, the
view integration algorithm only loads the configuration file and performs view merging
straightforwardly. This way, the complexity of the view integration algorithm can be
reduced to approximately O(P ), where P is the number of integration points between
V1 and V2. We note that P ≤ k × l. In reality, the numbers of elements which are used
for view integration are often much less the total number of elements of the containing
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Algorithm 1. View integration by name-based matching

Input: View V1 and view V2

Output: Integrated view V12

begin
V12.initialize();
E1 ← V1.getAllElements();
E2 ← V2.getAllElements();
V12.addElements(E1);
V12.addElements(E2);
foreach e1 ∈ E1 do

found ← false;
while not found do

e2 ← E2.next();
if (e1.name = e2.name) ∧ (e1.superType ↑ e2.superType) then

found ← true;
enew ← createNewElement();
enew.attribute ← merge(e1.attribute, e2.attribute);
enew.reference ← merge(e1.reference, e2.reference);
V12.addElements(enew);
V12.removeElements(e1,e2);

return V12;
end

view, and therefore, P � k × l). Nonetheless, this approach requires additional sup-
port, especially tool support, for deriving and maintaining the integration points, which
is one of our ongoing endeavors to complete the framework.

4 Case Study

In this section, a typical process development scenario is used to demonstrate how the
name-based view integration in VbMF can support a flexible reuse of process artifacts.
After that, we present a preliminary quantitative evaluation of our approach based on
four use cases extracted from industrial business processes.

4.1 Process Artifacts Reuse Scenario

As shown in Section 2, the Billing Renewal process has been developed using VbMF.
Now the company starts develop an Order Handling process such that Internet cus-
tomers can order the company’s products via the Web site. Figure 3 shows the core
functionality of the Order Handling process in terms of a BPMN diagram. The com-
pany opts to reuse existing artifacts as much as possible to develop the Order Handling
process rather than starting from scratch. After analyzing the business requirements, the
developers identify a number of fragments of process models and services with similar
functionality existing across the enterprise. For instance, the Order Handling process
requires a task that charges customer payment by invoking the services provided by
the credit bureau partner. This task is similar to the ChargePayment task of the Billing
Renewal process developed before. Therefore, this task should be reused in the Order
Handling process rather than being re-developed.
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Figure 4 illustrates how the developers reuse the existing ChargePayment activity
for modeling the Order Handling process. The scenario is presented in terms of UML
object diagrams. On the right-hand side, we show the CollaborationView and BpelCol-
laborationView of the Billing Renewal process where the ChargePayment activity is
defined at high-level and low-level of abstract, respectively. In the Billing Renewal Col-
laborationView, ChargePayment:Interaction – an instance of the Interaction class – has
relationships with three other objects: CreditBureau:Partner, CreditBureau:Interface,
and charge:Operation. The ChargePayment:Interaction object is refined in the Billing
Renewal BpelCollaborationView by the ChargePayment:Invoke object – an instance of
the Invoke class. The ChargePayment:Invoke object has two more associations with the
chargePaymentInput:VariableReference and chargePaymentOutput:VariableReference
objects.

BillingRenewal : BpelCollaborationView

BillingRenewal : CollaborationView

OrderHandling :FlowView

name=“ChargePayment“

ChargePayment : 
AtomicTask

name=“ChargePayment“
inVariable=“chargePaymentInput“
outVariable=“chargePaymentOutput“
interface=“CreditBureau“
operation=“charge“
partner=“CreditBureau“

ChargePayment : Invoke

name=“CreditBureau“

CreditBureau : Interface

name=“charge“

charge : Operation

name=“CreditBureau“

CreditBureau : Partner

name=“CreditBureau“

CreditBureau : Role
role

partner

interaction

role

name=“chargePaymentInput“

chargePaymentInput : 
VariableRefenrence

name=“ChargePayment“
interface=“CreditBureau“
operation=“charge“
partner=“CreditBureau“
type=“INOUT“

ChargePayment : 
Interaction

name=“chargePaymentOutput“

chargePaymentOutput : 
VariableRefenrence

inVar

outVar

partner

operation

name=“charge“

charge : Operation name=“request“

request : Channel

name=“response“

response : Channel

I1

I2

I3

I4
Billing Renewal : 

BpelInformationView

name=“ComputePrice“

ComputePrice : 
AtomicTask

Fig. 4. Name-based view integration approach for reusing by referencing the Charge Payment
element of the Billing Renewal Process in the Order Handling process
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In order to properly reuse the ChargePayment activity of the Billing Renewal pro-
cess, the developers perform two steps:

1. Create a corresponding ChargePayment:AtomicTask in the Order Handling
FlowView as shown in the right-hand side of Figure 4.

2. Perform one of the following tasks (note that these tasks can be supported by the
framework in a (semi-)automatic manner):
(a) Explicitly define either an integration point I1 between the ChargePayment:

AtomicTask and the ChargePayment:Interaction or I2 between the Charge
Payment:AtomicTask and the ChargePayment:Invoke.

(b) Explicitly specify the CollaborationView and BpelCollaborationView of the
Billing Renewal process are input views of the Order Handling process. As
VbMF supports view integration by name-based matching (cf. Section 3), the
aforementioned integration points can be implicitly resolved by VbMF tooling,
for instance, the code generators.

A question might be risen at this point: “How’s about the relationships between the
reused elements and other views or elements?”. For instance, the ChargePayment:Invoke
has associations with chargePaymentInput:VariableReference and chargePaymentOut-
put:VariableReference objects which are instances of the VariableReference class. In the
Billing Renewal process, the actual definitions of these objects belong to the BpelInfor-
mationView. Therefore, these objects are part of the integration points I3 and I4, respec-
tively, between the BpelCollaborationView and BpelInformationView of the Billing
Renewal process. In this situation, the stakeholders can take any one of two possible
approaches which can be (semi-)automatically supported by our modeling framework:

1. Reuse the existing integration points between the BpelCollaborationView and
BpelInformationView of the Billing Renewal process: The stakeholders can gain
more benefit of reusability but they have to analyze the subsequent dependencies
of the reused objects in the BpelInformationView. In addition, these subsequent de-
pendencies also require extra effort to maintain view synchronization when making
any change in the reused views. This task is supported by our traceability approach
[12].

2. Create new objects in the Order Handling BpelInformationView bearing corre-
sponding names, then I3 and I4 can be automatically derived. Although no benefit
of reusability gained, there is also no binding to the Billing Renewal BpelInforma-
tionView. That is, no extra effort for understanding the subsequent dependencies or
maintaining view synchronization is required.

4.2 Quantitative Evaluation

So far we presented a development scenario to illustrate how our view-based, model-
driven powered by the name-based matching can improve the flexibility and automa-
tion of reuse process development artifacts. To explore the application and pragmatic
usage of our approach, adequate experiments to quantitatively evaluating it in indus-
trial business process development environment are definitely necessary. As the use
cases examined in our work are mostly in the preliminary development phase. Thus,
the reuse rate is an adequate factor for the initial assessment of the value of the reuse
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method [15,5]. We present in this section our quantitative evaluations of the reuse rate
according to the model proposed by Gaffney and Cruickshank (which is called the pro-
portion of reuse) [15] as well as by Frakes and Terry (which is called reuse percent)
[5]. Essentially, the reuse rate RR of each view reflects how much of that view can be
attributed to reuse and be computed by the formula RR = ER

E × 100, where ER is the
number of reusable/reused elements and E is the total number of model elements of the
corresponding view [15,5].

We have conducted the quantitative evaluation in four processes extracted from in-
dustrial use cases. Two of them are the Billing Renewal and the Order Handling pro-
cesses mentioned in the previous sections. Two other processes are the CRM Fulfill-
ment process [14] and the Travel Booking process [16]. The CRM Fulfillment process
is part of the customer relationship management (CRM), billing, and provisioning sys-
tems of an Austrian Internet Service Provider. The Travel Booking process is based
upon the procedure of making itinerary arrangements. It comprises typical steps for
accomplishing a travel reservation: Internet customers submit data about the travel
itineraries and receive a confirmation number when the travel itineraries have been
booked successfully. These processes are mostly in the modeling and implementation
phases. In Table 1, we present the reuse rate RR of VbMF views, such as Collabora-
tionView (CV), InformationView (IV), BpelCollaborationView (BCV), and BpelInfor-
mationView (BIV), of each case study.

Table 1. The reuse rate of process view models in four use cases

Process
CV IV BCV BIV

ER E RR (%) ER E RR (%) ER E RR (%) ER E RR (%)

Billing Renewal 49 63 77.78 59 85 69.41 63 132 47.73 407 494 82.39
CRM Fulfillment 60 74 81.08 63 78 80.77 74 131 56.49 448 537 83.43
Order Handling 29 36 80.56 36 44 81.82 36 65 55.38 238 286 83.22
Travel Booking 27 33 81.82 33 43 76.74 33 56 58.93 219 260 84.23

Average 80.31 77.19 54.63 83.32

As illustrated in the previous development and reuse scenario, each element of VbMF
process views is potentially reusable artifact. A FlowView purely contains a control flow
that defines the business logic, i.e., the execution order of process activities in order to
achieve a particular business goal. Note that detailed specification of process activi-
ties, for instance, invoking a service, transforming data objects, are not embraced in
the FlowView but others such as (Bpel)CollaborationView and (Bpel)InformationView.
Therefore, reusing an existing FlowView to develop a new process is still possible but
inefficient. Nonetheless, a FlowView can be reused as the documentation of an “as-is”
process that can be referenced, or even used as a skeleton, for developing new processes.
For this reason, we omit the reuse rate of the FlowView in Table 1.

The ratio of reuse also reflects the tendency of integration of VbMF views.
That is, AtomicTasks of the FlowView are often integrated with the correspond-
ing elements of the CollaborationView and InformationView such as Interaction
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Fig. 5. The reuse rate of view models in the Billing Renewal and Order Handling processes

and Data Handling, or elements of the BpelCollaborationView and BpelInforma-
tionView, such as Receive, Reply, Invoke, and Assign. In addition, a number of ele-
ments of the (Bpel)CollaborationView have references to corresponding elements of
(Bpel)InformationView whilst none of the (Bpel)InformationView’s element depends
on other views’ elements. As a result, the ratio of reuse of the (Bpel)InformationView
is much higher than that of the (Bpel)CollaborationView. The ratios of reuse of high-
level views are higher than that of low-level ones because the abstract concepts are more
reusable than the technology-specific counterparts. The average degrees of reuse over
four use cases are very promising: 80.31% for the CollaborationView (CV), 77.19%
for the InformationView (IV), 54.63% for the BpelCollaborationView (BCV), and
83.32% for the BpelInformationView (BIV). Because the reuse rates of view models
of each use case is almost identical to those of the others, we only show the visualiza-
tions of the evaluation results of the Billing Renewal and Order Handling processes (see
Figure 5).

5 Related Work

Software reuse has been an active field of study in software engineering since last three
decades that leads many promising results for reusing existing software or software
knowledge to build new software [7,4,6]. Several work in this field has contributed suc-
cess stories in various aspects such as reuse libraries, domain engineering methods and
tools, reuse design, design patterns, domain specific software architecture, components,
generators, and so on [6]. Yet there has been very few investigation of reuse in in the
area of business process management, in particular, business process development.

As we mentioned above, most of popular languages used for modeling and develop-
ing business processes such as BPMN, UML Activity Diagram, EPC, BPEL, etc., are
not intentionally designed for reuse. As a consequence, developers find it hard to reuse
a certain excerpt of a process represented in any of these languages. Reuse merely exists
in form of “copy-and-paste” if the same language is used to model and develop busi-
ness processes. Otherwise, necessary interpretation and translation must be performed
in order to reuse existing processes. All these are however cumbersome and error-prone
tasks.
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To the best of our knowledge, most of researches on software reuse in the domain
of business process management focus on the control flow of the business process. Van
der Aalst et al. [17] proposed several so-called workflow patterns, which are reusable
control flow structures representing frequently occurring knowledge for constructing
workflows. Each pattern has a sound semantic and example usage in various workflow
products. These patterns can be applied for specifying, analyzing, understanding the
control flow of business processes. Similarly, Schumm et al. [18] present an approach
based on the notion of process fragment that enables a flexible method for describing
and integrating existing artifacts into business processes. From our point of view, the
aforementioned approaches and our work in this paper are nicely complementary. We
believe that further exploring and integrating can fully benefit the reuse of the con-
trol flow. The distinctive point is that our approach does not solely focus on the reuse
of the control flow per se. Facilitating VbMF’s extension mechanisms [8], we aim at
supporting the flexible reuse of business processes from different aspects such as col-
laborations, data handling, etc., considering the control flow as the central notion.

Markovic and Pereira present a preliminary approach based on π-calculus and on-
tologies to provide richer representations of business process aspects such as function,
information, organization, etc., [19]. This approach aims at using ontologies to explic-
itly specify business knowledge for better manipulating and reusing. However, the au-
thors have not further mentioned or investigated the reuse of these knowledge in the
business process life cycle.

6 Conclusion

In the domain of process-driven SOAs, reusing existing development artifacts is hin-
dered by various factors. First, the languages used for modeling and developing pro-
cesses are not intentionally designed for reuse. Second, business process representa-
tions in these languages are often complex and tangled by various concerns such that it
is hard for the stakeholders to analyze, understand, and reuse them. Last but not least,
there is still a lack of methods for flexibly integrating reusable artifacts.

In our previous work, we presented a novel solution for addressing the two former
challenges. In this paper we focused on a name-based view integration approach aiming
at solving the last challenge. Through a qualitative scenario-driven and a quantitative
evaluation, we show that promising results on reusing process development artifacts
can be achieved using our approach. Nonetheless, further endeavors such as industrial
experiments and surveys over several software projects are definitely necessary in order
to confirm the application and pragmatic usage of this approach in reality. In addition,
exploring other view integration methods, such as those based on concept hierarchies or
ontologies, can help fully exploiting the benefit of reuse and enhancing the automation
in reusing process development artifacts.
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Introduction 

Selmin Nurcan1 and Rainer Schmidt2 

1 University Paris 1 Panthéon Sorbonne, France 
2 HTW-Aalen, 73430 Aalen, Germany 

Social software [1] is a new paradigm that is spreading quickly in society, 
organizations and economics. Social software has created a multitude of success 
stories such as wikipedia.org and the development of the Linux operating system. 
Therefore, more and more enterprises regard social software as a means for further 
improvement of their business processes and business models. For example, they 
integrate their customers into product development by using blogs to capture ideas for 
new products and features. Thus, business processes have to be adapted to new 
communication patterns between customers and the enterprise: for example, the 
communication with the customer is increasingly a bi-directional communication with 
the customer and among the customers. Social software also offers new possibilities 
to enhance business processes by improving the exchange of knowledge and 
information, to speed up decisions, etc. Social software is based on four principles: 
weak ties, social production, egalitarianism and mutual service provisioning.  
 
• Weak ties 

Weak-ties [2] are spontaneously established contacts between individuals that create 
new views and allow combining competencies. Social software supports the creation 
of weak ties by supporting to create contacts in impulse between non-predetermined 
individuals.  
 
• Social Production 

Social Production [3] is the creation of artefacts, by combining the input from 
independent contributors without predetermining the way to do this. By this means 
it is possible to integrate new and innovative contributions not identified or planned 
in advance. Social mechanisms such as reputation assure quality in social 
production in an a posteriori approach by enabling a collective evaluation by all 
participants. 
 
• Egalitarianism 

Egalitarianism is the attitude of handling individuals equally. Social software highly 
relies on egalitarianism and therefore strives for giving all participants the same rights 
to contribute. This is done with the intention to encourage a maximum of contributors 
and to get the best solution fusioning a high number of contributions, thus enabling 
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the wisdom of the crowds [4]. Social software realizes egalitarianism by abolishing 
hierarchical structures, merging the roles of contributors and consumers and 
introducing a culture of trust.  
 

• Mutual Service Provisioning 
Social software abolishes the separation of service provider and consumer by 
introducing the idea, that service provisioning is a mutual process of service 
exchange. Thus both service provider and consumer (or better prosumer) provide 
services to one another in order co-create value [5]. This mutual service provisioning 
contrasts to the idea of industrial service provisioning, where services are produced in 
separation from the customer to achieve scaling effects. 

Up to now, the interaction of social software and its underlying paradigms with 
business processes have not been investigated in depth. Therefore, the objective of the 
workshop has been to explore how social software interacts with business process 
management, how business process management has to change to comply with weak 
ties, social production, egalitarianism and mutual service, and how business processes 
may profit from these principles. 
 

The workshop had three topics: 

1. New opportunities provided by social software for BPM  

2. Engineering next generation of business processes: BPM 2.0 ? 

3. Business process implementation support by social software 
 

The workshop started with an introduction given by Selmin Nurcan and Rainer 
Schmidt. Then Rainer Schmidt gave a presentation about combining social software 
and business process management raising the question, whether this paves the way to 
a BPM 2.0.  

Ben Jennings framed the problem of socially generated information in the context 
of Open Source software development processes and of improved execution of tasks 
in that domain. His paper introduces a novel two stage mechanism to answer such a 
problem. First a dynamic domain specific lexicon is created to improve term 
weighting relevance. Then this weighting is enhanced by analyzing implicit proximity 
between participants of the socially generated production.  

In the following presentation David Martinho and António Rito-Silva proposed 
ECHO as an evolutive vocabulary system that focuses on the formalization of 
informal entities. It supports both strategies of top-down and bottom-up.  

The paper from Irina Rychkova and Selmin Nurcan formulates 5 challenges of case 
management encountered while modeling an example process using a traditional, 
activity-oriented modeling formalism, i.e. BPMN. They proposed the use of 
declarative specifications, variability modeling, and FOL-based semantics for 
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modeling descriptive processes and, in particular, case management processes. Finally 
they assembled these theoretical concepts in the form of DeCo process specifications 
that extend the BPMN notation.  

Martin Böhringer proposed case management as a possible solution to include 
unstructured ad-hoc processes into business process management. In addition to 
existing top-down approaches, his paper suggests a bottom-up view on Case 
Management that leverages emergent user-driven case handling. He theoretically 
derived characteristics of such a system and demonstrated the approach based on a 
toolset of current Social Software techniques including microblogging, activity 
streams and tagging. 

The paper from Ilia Bider, Paul Johannesson and Erik Perjons develops a system 
that provides business process support enhanced with properties of social software. 
Furthermore it shows how the requirements set on the structure and usage of the 
shared spaces can be implemented in practice. The paper demonstrates how typical 
features such as blogs/forums found in social software can be naturally introduced 
into a business process support system. 

In the paper from António Rito-Silva, Michael Rosemann and Samia Mazhar: 
Towards Processpedia – An Ecological Environment for BPM Stakeholders 
Collaboration, the Processpedia  approach is introduced to foster effective 
collaboration among stakeholders without enforcing egalitarianism. It intends to be an 
ecological collaboration environment for knowledge production by capitalizing on 
stakeholders’ distinctive characteristics. 

The paper “Empowering Business Users to Model and Execute Business 
Processes” from Florian Schnabel, Jesus Gorronogoitia and Freddy Lecue proposes a 
novel Lightweight Process Modelling seeking to lower the entrance barrier for 
modelling executable processes. It provides a specification of a Lightweight Process 
Modelling process and the Language for Lightweight Process Modelling (LLPM).  

We wish to thank all authors for having shared their work with us, as well as the 
members of the BPMS2’10 Program committee and the workshop organizers of 
BPM’10 for their help with the organization of the workshop. 
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Abstract. Enhancing business processes by the integration of social software is
an area of active research. Once such integration has occurred, a new problem is
presented - that of using social data in an effective manner. With large amounts of
user generated data created, finding relevance in both data and in the people who
created it as part of a business process becomes problematic. This paper frames
the problem of socially generated information in the context of Open Source soft-
ware development processes and of improved execution of tasks in that domain.
Such social processes highlight the research area of facilitating the automatic se-
lection of relevant data as part of a larger process. The paper introduces a novel
two stage mechanism to answer such a problem. The approach is built on the
concept of using the implicit social connections available from socially gener-
ated data artefacts to create a weighting model. This methodology is inherently
egalitarian in nature as it uses a folksonomical strategy to construct the model. A
dynamic domain specific lexicon is created to improve term weighting relevance.
This weighting is then enhanced by analysing implicit proximity between par-
ticipants of the socially generated production. By combining these two methods
within a software framework, finding relevancy within a large corpus of socially
generated data is improved. The prototype software framework built on these two
approaches is constructed to provide dynamic programatic access to social data
which can be incorporated as part of a larger business process to speed up the
decision making process.

Keywords: Workflow, Identity, Ad Hoc, Social Production.

1 Introduction

Interest in utilising social software in business processes has been gaining momentum
due to successful crowd sourced projects such as Wikipedia. When a business harnesses
successfully social production in any numerically significant manner, a new problem
presents itself, that of information overload. Such overload presents a new issue. With
the abundance of information available from which to make an informed decision there
is an inability for an individual to process such data. The term data artefact is used to
refer to any interactions by individuals or information generated within a given domain.

Decision scaling, or lack of ability to process, presents a problem for the successful
usage of such data within a business process. An exemplar of such a problem domain
would be that found in Open Source software development, where in order to complete
a task, significant work must be executed to find relevant support documents. Merely
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gathering such data artefacts is of less value if informed actions may not be informed
by the artefacts. There has been much research in the information retrieval and machine
learning area on large scale information data sets. Such approaches are, in the main,
seeking general purpose solutions and focus on normal language usage.

This paper introduces two approaches used together which are fundamentally built
upon social interactions and the concept of weak ties [11]. Both approaches are built on
social data by-products. Such a by-product may be considered as an indirect analysis
of socially generated data from which implicit information may be realised. This form
of analysis is inherently based on a flat structure, as no a priori hierarchical structures
are being placed in relation to the relative merit of data artefacts. Domain Specific
Nomenclature (DSN) seeks to address the construction of a specific dynamic lexicon to
enable more relevant term weighting on socially constructed data sets. Implicit Social
Proximity (ISP) is used in conjunction with the first approach and looks at clustered
data and historic interactions between people adding to the business process to provide
additional weighting metrics. This novel approach focuses on what is being said and to
whom, rather than other forms of analysis such as method call traces [15] and commit
frequency [17]. The two approaches are shown as part of a software framework. The
framework presented is intended for use in the context of a business process and as such
is ad hoc and lightweight in nature. The framework is able to re-adjust dynamically over
time in relation to new data artefacts added to the business domain. Such a framework
will speed up the decision making processes within the execution of a workflow instance
and may be executed as part of the business model.

The rest of this paper is structured in four main sections. In the first section, the paper
will detail how information overload is a consequence of an active social production
[2] environment. The second section of the paper will look at current approaches in
information analysis. Sections three will identify two specific implicit data by-products
from socially generated content. The paper will then show how these data by-products
can be used in tandem to improve the ability to find related data. The concluding section
provides a final framing of the dual approach of using socially generated implicit data
to assist in decision making within a business process.

2 Ramifications of Successful Social Production

The application of social practices to business processes has been the subject of new
research [8] and social production best practices. Typically such production may be in
the form of integration into business processes via a socially enabled platform such as
wikis, blogs, mailing lists and ticket repositories. Such use of social techniques can,
when properly managed [4], provide significant value to a business process. There is
however a ramification to successful social interaction and production. This section
will introduce this problem and provide a context with subsequent analysis with which
to frame this paper.

When human agents interact with a business process in a successful social manner,
such agents will generate significant data artefacts. Human agent is a broad general term
used in this work for a person within a bounded environment, i.e. a software developer,
or contributor. This human agent role will have a varying skill level, from novice to core
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expert developer. Such an agent will be capable of adding input to the project, via such
mechanisms as email, filing a bug ticket or adding software code. The data artefacts
generated by such human agents as part of a business process, when taken in aggregate,
can be substantive.

Business processes, in the main, represent a restricted problem space for socially
generated information artefacts. When analysing such data, rather than a web scale
problem, such as Google which deals with a potentially infinite range of quantitative
kinds of data, this paper considers a much narrower domain boundary. In this paper,
the domain boundary under consideration, or bounded domain, looks at all socially
generated content by human agents which contribute to a business process. Restricting
the problem domain to focus on bounded domains allows for differing approaches to
information overload.

2.1 Information Overload

To contextualise the problem of information overload, this subsection will introduce
an experimental analysis using data from Open Source software developments. This
domain was chosen as such projects are inherently social since they are dependant on
people interacting and adding data artefacts. These data artefacts are both communi-
cation and product driven. The communication, via email lists and ticket repositories,
may be viewed as socially orientated process co-ordination. To demonstrate that ex-
cessive socially generated information has a causal relationship with a growing social
population, the instantiation period of an Open Source software development project
was chosen.

SourceForge was selected as the common source code repository which would be
used as the basis for analysis. SourceForge was started in November 1999, has two mil-
lion registered users and twenty three thousand projects. For this analysis, five projects
from the top popular and active projects were selected. From SourceForge’s documen-
tation, popular is defined as top downloads for all time and active as largest number of
interactions of all time. This selection was limited by some of the top projects starting
before SourceForge existed and so the mailing list archive was incomplete.

This Open Source Analysis is concerned with the initial period of a project as such
work gains adoption of developers and users. In order to measure this, two metrics were
considered; email frequency and distinct authors. Both metrics were examined over a
period of at least two years to study the trending patterns in a time series analysis.
In order to normalise fluctuations in the set, the slices of time used were six month
periods. A variety of differing software development project genres were used to see
whether any common patterns could be observed.

Figure 1 shows such an initial period from one of the projects analysed. This figure
is typical of all of the projects analysed. The X axis in the graph shown in figure 1
represents periods of six months, i.e. p0 represents a six month period as does p1.
The project in figure 1 is shown with two graphs, Email and Authors. The two graphs
represent the two key metrics with which this analysis is concerned. The Y axis in the
case of the Email graphs shows absolute volume of emails within each project for each
discrete month. In the Author graphs, the Y axis shows the absolute distinct authors for
any given six month period.
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Fig. 1. Open Source Project: NotePad++

The key empirical observation which may be drawn from the information presented
in the figure above follows that of the intuitive response when considering a software de-
velopment project gaining popularity. The intuition would be that, over time, as a project
grows more developers and users would be attracted to the development process which
would, as a consequence, lead to a significant increase in volume of communications.

As can be seen clearly in the graphs in figure 1, the growth of email frequency and
number of human agents grow together. This analysis was repeated over numerous
Open Source software development projects, both client and server side technologies,
and similar patterns may be observed across their initial phases. A time series analysis
is critical to this examination in order to gain perspective on the nature of information
density in these projects. If such an analysis were only to observe the end result or a dis-
crete period in time, the correlation between a higher number of human agents directly
leading to an increase in multiple agent communication would be missed.

When business processes are successfully integrating social mechanisms, accelera-
tion of information density has the consequence of a decreasing ability to process gen-
erated data artefacts. Optimal usage of social practices within such processes requires
a lightweight mechanism to respond adaptively to such social data. It is imperative to
make good use of such social data, otherwise human agents within the bounds of the
domain will lose motivation to participate. The next section of this paper will provide
an outline of some of the current work in dealing with extracting meaning from large
bodies of data

3 Information Analysis

Social information overload having now been established as a significant problem when
dealing with an active group population, this section will look at current approaches
to filtering such information. The section will first look at collaborative filtering tech-
niques and secondly at other information retrieval processes. Both of these sections
demonstrate an explicit act on the part of the human agents generating such data. This
overview will provide a contrast basis for the two passive, or by-product, techniques
described in the subsequent section.



Implicit Social Production: Utilising Socially Generated Data By-Products 363

3.1 Collaborative Filtering

Collaborative filtering is a well established research area [12]. Such a procedure looks
to take the aggregate of data to find patterns of behaviour. Typically this form of analysis
will use a large data set. The Movielens [10] research project is one whereby users will
create an account and add ratings of movies. This collection of user data may be seen in
commercial businesses such as netflix.com or lovefilm.com. The user can also indicate
other users of the service as friends which the recommendation mechanism can use to
build a social graph. The software then aggregates these ratings and friend data to look
for the average response as to what would probably be a well received unseen movie.

Another application area of collaborative filtering is that of content filtering. The
PHAOKS [21] UseNet recommendation engine uses this approach. In this system a
subset of UseNet content is analysed for recommendation of web-sites from individual
human agents of the system. These are then aggregated to look for the most popular
recommendations. Akismet [19] takes the inverse of this same approach. Rather than
using the population of the group to determine positive input, Akismet uses the same
collaborative approach to determine blog spam.

Another application of the collaborative filtering mechanism is that of recommen-
dation being applied to revision change management. Wikipedia is large Open Source
project generating a significant amount of readily available revision data. By analysing
their revision changes to documents [27], the aggregate response can be found in order
to collaboratively filter the best edits. The subjective use of best is broadly defined as
most accurate in such an application.

3.2 Information Retrieval

The second domain to be addressed in this section is that of information retrieval. Such
a topic is too large to cover in this paper in depth [16], so a few examples which pro-
vide context to the subsequent work will be given in overview. These examples look at
keyphrase identification in two approaches: assignment, where a phrase is selected from
a controlled vocabulary or extraction where a keyphrase is automatically generated.

A machine learning approach has been used in the KEA ([25] and [9]) method. This
uses Naive Bayes to try and build relevant key phrases and use those as a weighting
metric to improve TF IDF. For this approach to work, the training corpus must have key
phrases identified a priori by an expert. Candidate words cannot be proper names and the
work discusses the problem with explicit key phrase in relation to author submission.

GenEx [22] looks at a similar problem but using academic journal papers as the
source for the corpus. In this approach, they treat the problem as one of supervised
learning. The corpus in this work has a manually created set of keyphrase generated in
an a priori manner by experts. This work does not look at synonyms and is considered
a potential problem in the work.

Building on the GenEx work, [14] provides an extension to the supervised learning
techniques by adding statistical and syntactical information from the document corpus
as input to the machine learning algorithm. Such an approach also uses predetermined
keywords. One final approach using an a priori keyphrase list is KIP [26]. This algo-
rithm uses those keywords to improve precision and recall by assigning an automatic
weighting based on that knowledge.
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This section has provided a brief overview on some current approaches to utilising
human agent generated data in a more meaningful manner. These approaches tend to
use more explicit models and focus on english language based domains. As is appropri-
ate in such domains, stemming is used in many approaches. These approaches all focus
on a priori static analysis of a fixed corpus. The next section will introduce two im-
plicit social forms of data, which when used together, can provide a more lightweight,
egalitarian mechanism for deriving social significance.

4 Socially Generated Implicit Data

The previous section of this paper outlined some of the previous work focused on work-
ing with large amounts of user generated data. This section will present two differing
approaches fundamentally predicated on using the social nature of the data set. First a
specific data set will be introduced. This will be the foundation for the two subsequent
subsections of the paper. These subsections will show how implicit data may be used
from socially generated production as part of a business process. Implicit connections
between human agents within the business process may be viewed as weak ties and as
such give a richer view on data interactions. At the end of the section some prelimi-
nary results will show how these approaches, when used in combination as part of a
programmatic software framework, work to solve the problem of information overload
discussed in section 2.1.

4.1 Data Acquisition

Before presenting the two specific social ad hoc applications, the experimental data set
will be described. Both approaches use the same data set. Providing sufficient data from
which to examine the two fold social production outlined in the previous section will
enable a substantive view upon socially generated information.

A specific Open Source software development project was chosen for this analysis,
Dojo Toolkit. Open Source data was chosen due to the large amount of available data
and specifically of software project as this form of data has many business style work-
flows, such as project planning, milestone targets and product delivery. The group was
selected as it had been in existence for multiple years and had reasonable adoption and
diverse application usage.

In order to examine this project, a software framework was constructed to extract
automatically multiple data silos. The phrase data silo is used to represent a collection of
human agent generated data with no specific links to any other source of data. The three
data silos in typical use within Open Source software development are an email mailing
list, a commit database and a ticket (or bug tracking) system. In order to successfully
complete any task within such a business process, research of such socially generated
data is necessary. Access to such data would typically be presented by collated archived
data and subscription to new inbound data. A two year period of data was targeted.
From this time period some 22218 emails, 5941 commit messages and 23237 support
tickets were extracted. Removing extraneous data from such extracted source material
is an important step (as identified by [3]). Data cleaning forms part of the software
framework. The extracted data is then used as the basis for the corpus of the analysis. Of
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this data, there were 1,505,585 term instances and 54510 distinct tokens were identified.
The population of this group, after the reduction of multiple identities via the software
framework, was 2792 human agents.

The system framework utilises standard textual analysis techniques to tokenise lan-
guage elements within the data silos, uses stop words and creates an index. Stem-
ming was not used in this work. As Stemming looks to take terms back to a root
form, such processing would remove features in which this work is specially interested.
This process is based on the “bag-of-words” assumptions. With this extraction process
complete, the software framework can now be used to establish programmatically the
social product of all human agents to the project across multiple data silos and different
pseudonyms. Such programatic access via a software api within the framework provides
a flexible mechanism to view the results of the process. This api could be integrated into
existing or new workflows.

Now the specific experimental domain has been established, the next two subsections
will present how specific socially produced data by-product can be used to find implicit
weak ties. Those weak ties will then be used together to facilitate a higher degree of
confidence in the ability to use such social data.

4.2 Folksonomies within a Bounded Domain

The first of two social data by-product presented in this paper uses a posteriori method
to establish high value features within the bounded domain. Ontological analysis, with
respect to the addition of social practices, form an important part of this viewpoint. This
evolution of perspective will be outlined to provide the framework for the technique
presented.

Standard ontological techniques for feature analysis would take a formal approach
to constructing a defined vocabulary which could be used to provide term weighting to
proscribed features. A variant of such an approach was mentioned in section 3.2. By
relying on a priori knowledge of features, an inherent formal hierarchy is placed on any
such feature weighting. Such a hierarchy does not leverage the social benefits of crowd
aggregation.

Prescribed taxonomies have limitations of a restricted perspective, that of the ar-
chitects of the namespace, and significant upfront construction work. Applying social
concepts to this problem space has led to the explosion in usage of folksonomies [23]
in such applications as Flickr and Del.icio.us. Tagging is the widely used metaphor in
the so called flat namespace [18]. By having no predetermined taxonomy, users of the
systems are encouraged to tag a data artefact with multiple keywords, or features, which
they think are indicative of the nature of the item. Such tagging can be either freeform
or guided. In a guided taxonomy, as seen now in Del.icio.us, an autocomplete menu is
presented to the user as they generate new tags based upon currently popular tags within
their system. Such a guided taxonomy is intended to provide consensus on terminology
and plurals.

Due to their nature, folksomonies are explicit in nature. The users of the system are
specifically asked to define the nature of the data artefact. A further classification may
be performed in a social domain by utilising the intelligence of the community, mov-
ing beyond the traditional ontological hierarchical approach and explicit tagging. Using
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socially implicit organically generated term features, emergent properties may be ob-
served. By performing an analysis of all data artefacts socially generated, frequently
used terms will emerge as being of significance to the group. Such an approach will
only be of use in a bounded domain as the focus of production will be toward common
goals.

4.3 Domain Specific Nomenclature

Linguistics has significant research into language evolution [5] and into that of slang
[7] and technical jargon [6]. Domain Specific Nomenclature (DSN) refers to an aspect
of language usage which is specific to a group. These terms are normally of a technical
nature. DSN seeks to exploit such a facet of a bounded set of data to enable a new
technique for extracting potentially high value language features.

Using the sample data as described above, all extracted terms were programmati-
cally compared with a dictionary, using an English dictionary from the GNU iSpell
project. All non-dictionary words were compiled and a subsequent frequency analysis
was performed within the custom software framework.

Fig. 2. Domain Specific Nomenclature Word Frequency

Figure 2 shows the result of the non-dictionary automated frequency analysis as part
of the software framework. In the graph shown in figure 2, the x axis show discrete
word features and the y axis show frequency of those words. The y axis data has been
truncated to allow for a clearer representation. This analysis shows a clear power law
curve from the Domain Specific Nomenclature terms. As standard English language
terms are excluded via the dictionary reduction, all remaining terms will be specific
technical terms and real names. By grouping these results by frequency it is possible to
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build a dynamic lexicon specific to the bounded group. This lexicon can then be used
to improve term matching as these features are of specific interest to the population of
the group.

As the results form a power curve distribution, not all of the derived terms will be
of value. Neither the top, nor long tail [1] of the distribution are of descriptive use.
For example, the most popular term, dojo, was referenced 99075 times. As this term
is so frequently used, it cannot be considered a distinguishing characteristic. The long
tail of the distribution is also of low value as low frequency term usage signifies little
usage within the group. Therefore this approach targets the so called “fat middle”,
looking at the eighty percent middle of the distribution. This DSN lexicon is now used
in combination with the results from Term Frequency-Inverse Document Frequency
(TF IDF) to add term weightings.

There is an important restriction to this approach that is inherent within that of
the “Wisdom of Crowds” [20]. In his work, Surowiecki states that the collection of
independently-deciding individuals must be of both significant enough size and diver-
sity. Domain Specific Nomenclature requires a significant data set with a diverse pop-
ulation in order to form an effective ad hoc lexicon. Synonyms are not considered a
problem in this approach. Previous work 3.2 identified this as a problem to be solved
but the DSN approach specifically targets unique technical terms, or jargon. As such
terms will have been created by the group, duplicate derived words are unlikely to oc-
cur. If such a fork in term usage does occur, the DSN approach will observe such a
change and identify trending usage.

From this subsection, it is possible to see the progression from hierarchical (formal),
to the explicit addition of social (folksomony) and then to the passive social (implicit).
Such implicit data can be used in the bounds of a restricted domain to produce auto-
matically and adaptively a Domain Specific Nomenclature lexicon. The next subsection
will describe the second social production by-product, implicit social proximity and
how such data will be used in conjunction with DSN to provide the ability to utilise
social data more effectively.

4.4 Implicit Social Proximity

The previous subsection demonstrated how implicit social production can be used to
build a lexicon of high value Domain Specific Nomenclature which can be used as the
basis for term weighting. The second social by-product looks at social connections [24]
between human agents within a bounded domain and how these approaches can be used
with each other.

Implicit Social Proximity (ISP) looks to find connected groups within the context
of grouped data in a dynamic manner, rather than for posteriori analysis [13]. Using
the experimental data as described above 4.1, an initial data analysis was performed on
email mailing list threads and ticket system threads. In other business processes such
interactions could occur in multiple areas such as in a wiki editing revision system, or
blog comment thread. When two or more human agents interact in the same thread,
or common socially produced artefact, it is possible to look for previous interactions
with that agent subset. A subset, in this instance, is viewed as a partial set of the com-
plete human agent user base. An analysis tool, as part of the software framework, was
constructed to look at social proximity between human agents.
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Fig. 3. Social Intersection From Weak Ties

Figure 3 shows an automatic dynamically generated intersection of two human agents
within a common email thread. The nodes are representative of a discrete human agent.
Nodes ca0 and ca1 are the two human agents under consideration of a specific email
thread in which they both participate. The software framework then looks for all pos-
sible common interactions between human agents and the original two human agents.
Nodes a1 through a24 are in the general population of the domain but which have pre-
viously interacted with both of the original human agents. The edge weighting show the
frequency of interactions with the same human agents.

This automatically generated data can be used in a set of socially generated data arte-
facts to find human agents whose social connections can act as votes of confidence. The
process of creating these proximity maps dynamically alter as new socially generated
artefacts are added to the framework. Such additions happen in near real time, using
social data dynamically to provide a fresher opinion predicated upon the special social
zeitgeist of the social business process.

These two approaches are then used in conjunction with TF IDF to perform within
the bounded business process. Domain Specific Nomenclature uses a current in mem-
ory model based on the freshest lexicon to provide relevant feature weighting. Implicit
social proximity is then used as a further weighting to push increased discoverability of
highly linked human agent generated content. As such, this dual process is entirely egal-
itarian in nature as there is no predetermined hierarchy and uses weak ties to improve
the quality of related data. With an understanding of these two approaches in place, the
next subsection will show some initial early findings.

Preliminary Usage. An initial small scale evaluation was performed. This evaluation
was to determine the effectiveness of the described process, not to detail a deployment
within a business context. The participants in this study were programmers with at least
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two years javascript development experience. This choice is of significance, as the Open
Source project under examination is a javascript framework.

For the test procedure, an automated web based testing framework was created.
There were no direct interactions in the testing procedure with the subjects apart from
an initial instruction page within the testing software. In the evaluation, the five partic-
ipants were shown three discrete documents, in this instance emails from the test data.
These documents were outside of the test corpus so as to not base any predictions on al-
ready known data. They were then shown three different potentially related documents
per method, positioned randomly, and asked if they thought there were useful correla-
tion. The documents for evaluation were either: selected randomly, using the Numpy
random number generator, a standard TF IDF implementation or TF IDF enhanced by
both the automatically generated social lexicon and the implicit social proximity. Table
1 shows the results of the experts’ acceptance of the potentially related documents.

Table 1. Comparative Usage Table

Document Random TF IDF Social

A 7% 40% 73%
B 13% 47% 60%
C 7% 53% 87%

As expected, the random selection had very low acceptance. TF IDF performed well
in most cases but with the addition of the two social processes described above, the
experienced developers noted an improvement. These results are too small in scope
to provide a high level of confidence in the general application of this approach but
suggests a further more in-depth study would be of value.

Domain Specific Nomenclature and Implicit Social Proximity use socially produced
data artefacts to generate a mechanism to improve the ability for a business process to
leverage human agent generated content. Such a mechanism would have less value if it
only worked in an a priori manner as the corpus of the content will change quickly. The
proposed approach processes new data artefacts in near real time. As the framework is
lightweight it can respond to ad hoc changes in social usage and behaviour within the
business process. The framework presents access to the data via an api and, as such,
may be integrated into existing business applications without requiring retooling. This
ease of integration is likely to encourage adoption.

5 Conclusions and Future Work

Bringing social applications to business processes can provide valuable input and gen-
erate work of significance. Without a mechanism to filter this content, when any sub-
stantive scale as been achieved, information overload becomes a problem which should
be addressed.

This paper introduced two socially orientated approaches: Domain Specific Nomen-
clature and Implicit Social Proximity as part of a software framework. Both approaches
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use existing socially generated data artefacts to derive information. Focusing on terms
specific to a domain enables ad hoc lexicons to be dynamically created based upon the
most up to date information generated by the group. Such data enables weighting of
terms in a dynamic folksonomic manner. The further use of social data generated by
human agent interactions facilitates the promotion of content based on popular subset
intersections. Both of these approaches require no alteration in human agent behaviour
or adjustment to any existing workflows. From this basis, business applications which
have already integrated social interactions could utilise such an approach from existing
data sets via the programatic interface.

In the future, the first step is to conduct a wider study with a larger range of test
documents and more domain experts to provide a higher degree of confidence in the
approach. Further applications of DSN could be used, dependant on the business pro-
cess. In the experimental domain considered in this paper, the whole body of terms were
considered, independent of when they were created. In another, time critical news based
domain, freshness of term evolution could be of a greater weighting value. Another area
under consideration is to expand the silo concept to take in additional information, such
as wiki revision changes and blog comment threading. By utilising implicit data by-
products, it is possible to improve the ability to use the output of social production
in an inherently egalitarian manner. Such enhancements will support ad hoc business
processes and enable lightweight interactions.
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Abstract. Contemporary social software and business process support systems 
utilize different architectural principals. While social software employs the idea 
of shared spaces for communication/collaboration, most of the contemporary 
business process support systems employ a workflow engine to coordinate  the 
work of people engaged in the given business process. There are two 
alternatives when developing a system that provides business process support 
enhanced with properties of social software. One alternative is to create a mixed 
shared spaces/workflow architecture. The other alternative is to find a way of 
both type of systems using the same architectural principle, either shared 
spaces, or workflow, before trying to merge the two types of systems into one. 
The paper explores the second alternative, namely, first, moving business 
process support to the shared spaces architecture, and then adding features 
typical for social software. The paper discusses the role of shared spaces in 
business process support systems, sets requirements on their structure and 
usage, and outlines potential benefits of using shared spaces from the business 
point of view. Then, the paper shows how the requirements set on the structure 
and usage of the shared spaces can be implemented in practice, and how typical 
features such as blogs/forums found in social software can be naturally 
introduced into a business process support system. 

Keywords: business process, social software, groupware, communication, 
shared space. 

1   Introduction 

One of today’s trends is the growing usage of social software, e.g. Facebook, in 
private life. A new generation is growing up who are accustomed to communicate 
with each other through social software. Through this generation, the new way of 
communication is quickly spreading to the business life. Business-oriented sites, such 
as LinkedIn, are widely used for informal business networks, personal marketing and 
sales. The ideas built into social software has started affecting the design of business-
oriented software systems, including Business Process Support (BPS) systems, which 
is reflected in the appearance of new directions in contemporary IS research, and new 
scientific events such as the international workshop on Business Process Management 
and Social Software [1]. 
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Summarizing the above, merging social software with business process support 
became an important issue for both BPM practice and theory. To complete such a 
merge, a number of theoretical and practical problems should be overcome. Social 
software is aimed to support weak ties, social production, egalitarianism, and mutual 
service provision [1]. A business process support system is aimed to support 
specialization and standardization, which more or less contradicts the goals of social 
software. This contradiction is reflected in the different kinds of system architecture 
employed by those systems, see solid boxes and lines on Fig. 1. While social software 
employs the idea of shared spaces for communication/collaboration, most of the 
contemporary business process support systems employ a workflow engine to 
coordinate the work of people engaged in the given business process. 

 

Fig. 1. Architectural alternatives for merging social software with business process support 

There are two alternatives when developing a system that provides business 
process support enhanced with properties of social software for stimulating creative 
work. One alternative is to create a mixed shared spaces/workflow architecture in a 
style of Microsoft SharePoint, see dashed lines marked with number one in Fig. 1.The 
other alternative is to find a way of both type of systems using the same architectural 
principle, either shared spaces, or workflow, before trying to merge the two types of 
systems into one. These alternatives are represented as dashed lines marked with 
numbers two and three in Fig. 1. 

We do not know whether social software can be built upon the workflow 
architecture, and whether it will gain anything from it. However, we believe that 
building business process support based on the “pure” shared spaces architecture 
might be beneficial both for business process support systems as such, and for the task 
of merging social software with business process support. This paper is devoted to 
exploiting the alternative marked by number three in Fig. 1. 

While usage of shared spaces is more or less a must in social software, the same 
cannot be said about business process support. Therefore, first goal of the paper is to 
show that employment of shared spaces can benefit to the main objective of business 
process support – stimulating group efficiency in repetitive work. In addition, we 
show a number of other potential business benefits that could be attained by 
exploiting shared spaces architecture for business process support.  The second goal is 
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to present a practical example of using the shared spaces architecture for building 
BPS systems to show that it is possible to build a BPS system based on shared spaces 
without employing a workflow engine. Lastly, the third goal of this paper is to show 
how a BPS system based on the shared spaces architecture can be enhanced with the 
features typical for social software, e.g., blogs/forums. 

The paper is written according to the following structure. In section 2, we briefly 
summarize the basic ideas of using shared spaces in BPS systems and set some 
requirements on the structure and usage of shared spaces in BPS. In section 3, we 
analyze the environment in which a modern enterprise/organization functions, and 
show how a BPS system with shared spaces can help the enterprise/organization to 
survive and grow in this environment. In section 4, we present an example of the BPS 
system architecture based on shared spaces proven to be working in practice. In this 
section, we also suggest a natural enhancement of this architecture to introduce some 
features typical for social software into business process support. Section 5 contains 
concluding remarks, and plans for future research. 

2   Shared Spaces in BPS Systems  

The concept of shared spaces is well known in the area of Groupware, and CSCW 
(Computer supported Cooperative Work), see for example [2]. It became widely used 
in the Internet era in connection with advances of social software. A blog, personal 
journal, and even a photo album are all examples of shared spaces, as all these things 
are aimed to be shared with others and be commented by them.  

As the usage of shared spaces in BPS system is not yet widely spread, we 
summarize the main ideas of using shared spaces in BPS systems. To start with, we 
clarify our understanding of the concept of business process support systems. Under a 
BPS system, we mean a system that helps the process participants to run their process 
instances/cases according to a process (type) definition. A BPS system does not need 
to automate all operations/tasks. If a system supports information exchange, 
communication/collaboration in a frame of a process case/instance, it is enough to call 
such a system a BPS. With such a definition, both workflow-based systems, and so-
called case-based systems [3] belong to the BPS class. 

The main feature that differentiates the BPS with shared spaces from other kind of 
BPS systems, is that the former employs a so-called “construction site” information 
logistics [4]. Such a system has no explicit data/information flow. A shared 
information space is created for each process instance/case to hold all information that 
is relevant to the process instance, e.g., documents received and sent, information on 
tasks planned and completed, reports on results achieved when completing these 
tasks, etc. All this information is easily available each time a process participant is 
invited to visit this space and complete some task related to it. A shared space is 
similar to a construction site where different kinds of workers are invited to complete 
their own task and leave the rest to the others. 

The functioning of a BPS system based on shared spaces can be described in the 
following way: 

− When a new process instance/case starts, a new shared space is created. It gets a 
unique name, an owner (responsible for the case), and possibly, a case team.  
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− When the process instance reaches its operational goal, the shared space is closed 
(sealed), but remains accessible for reading (a case goes to the archive). 

− A person who is assigned a task in the frame of the process case “goes” to this 
case’s shared space to get information he/she needs for completing the task and 
reports the results achieved in the same space. 

 

For the shared space technique to work efficiently in a BPS system two conditions 
should be fulfilled: 
 

− Shared spaces should be properly structured. In a normal business environment, a 
person participates in many process instances, and, often, in parallel. For the shared 
space technique to work efficiently, he/she needs to understand the situation in a 
shared space he/she is visiting at a glance, and quickly find all information related 
to the task at hands. 

− An invitation technique gives to the process participants a clear understanding why 
he is invited and what he is expected to do in each particular shared space 

3   Potential Benefits of Using Shared Spaces in BPS Systems 

To move business process support from workflow to shared spaces architecture just to 
be able to easier introduce some social software features would not be wise. The 
move should be justified by getting potential benefits even when no social software 
features are introduced. To discuss potential benefits of using shared spaces in BPS 
systems, we start with discussing the environment in which a modern 
enterprise/organization functions. The main characteristic of this environment is 
hardening global competition for all resources that the enterprise/organization needs 
for its normal functioning, more exactly competition for (see Fig. 2): 
 

− Customers 
− Labor (manpower,working force, competence) 
− Capital (investors) 

 

Fig. 2. Environment in which a modern enterprise functions 

One thing that helps in this competition is to become more productive/efficient, which 
allows producing goods/services that cost less with less manpower, and less capital. 
However, just being efficient/productive is not enough. For example, acquiring and 
retaining customers requires establishing and maintaining customers trust; just having 
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lower prices may not be sufficient. Acquiring and retaining competent people requires 
an inspiring working environment as much as high salaries. Attracting investors also 
requires creating trust in the enterprise's ability to survive and grow in the age of 
global competition. 

In the subsections below we discuss how a BPS system with shared spaces 
architecture can help an enterprise/organization to function in the age of global 
competition. 

3.1   Efficiency/Productivity 

A typical workflow-based BPS system helps to increase efficiency/productivity via: 
 

1. Full or partial automation of some operations (activities/tasks). 
2. Standardization of handling of process instances. The workers do not need to 

device an unique plan to handle each process instance. A BPS system leads the 
workers through the predefined sequence of operations (activities/tasks) when they 
handle a process instance. 

3. Optimization of human resource usage through specialization. While leading 
through the sequence of operations (activities/tasks), the BPS also assigns 
execution of these operations to the right people. Such assignment is meant to 
ensure that people who complete these operations have right competence. For 
example, experienced workers complete complex operations, while less 
experienced complete simple ones. Such a scheme can ensure high quality of 
process-handling with optimal use of human resources. 

 

A workflow-based BPS system creates a kind of a conveyor belt for handling process 
instances. In production, the conveyor belt represents the best solution when 
producing the same kind of goods, e.g. cars of the same model. It is  questionable that 
the conveyor belt can be of much use when there is a need to produce different 
vehicles, like a personal car, a bus, a lorry, etc. at random. In the same way a 
workflow-based BPS system supports well a process for which  deviations between 
the process instances are small and/or rare. If a considerable number of process 
instances cannot be handled according to the predefined scheme, the efficiency of the 
workflow business process support degrades: 
 

− A plan for handling a deviated process instance should be devised and executed 
outside the BPS system with the help of some conventional means. 

− A mechanism for engaging different competences does not work any more. As a 
result, some operations are likely to be completed by workers who do not have 
enough competence, and some by the workers who are overqualified for these 
operations. 

 

Shared space for each process instance helps to solve problems that arise due to 
deviations from the standard pattern of handling process instances. This is done by 
having a special subspace of a shared space to handle deviations. It can be loosely 
structured, for example, as a journal where process participants leave their comments 
on how they handle or want to handle a deviation. Having such a subspace allows the 
process participants to continue using the system even in case of serious deviations. It 
also helps to continue using special competences through manually inviting various 
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kind of specialists to visit a “deviation” subspace and help in handling it. The instance 
shared space, including the deviation subspace, contains full information about the 
process instance, which should encourage seeking help from a specialist who has not 
been previously engaged in the particular process instance. You don't need to retell 
the whole story of the instance to him, as it is already there in the shared space. 

3.2   Strengthening Trust with the Customers 

Having shared spaces in a BPS system makes it easier to invite a customer to visit the 
process instances that concern this particular customer. To do this, a special view on 
the instances shared spaces should be created. This view should not include all 
technical details of the process handling, but show the general progress achieved in 
the process so far, what is expected to be done in the nearest future, and who will be 
doing it. 

The customer can also be encouraged to leave his/her comments, suggestions, or 
complaints in the same shared space. Providing that the customer reactions are 
answered in the process instance sheared space, the customer will have more 
incentives to visit this space and thus become a participant of the process instance. 
This may lead to the abolishment of the separation between the provider and 
consumer [5], especially in the service sector, by realizing the idea, that service 
provisioning is a mutual process of service exchange. Thus both service provider and 
consumer provide services to one another in order co-create value [6]. 

We believe that making a customer to a full-fledged participant of the process can 
help in both, attracting new customers, and retaining the existing ones. The former 
because it gives a customer a feeling of control over the delivery. The latter because it 
creates closer, personal, ties between the customer and vendor. These ties are 
normally much more difficult to break than the formal relationships on the level of 
sales/purchase departments. 

3.3   Attracting and Retaining Employees 

An organization cannot function without people. Thus constant efforts are needed for 
attracting new employees and retaining the existing ones. Both experienced workers, 
and the younger, less experienced, ones are needed to create a proper blend that can 
function as a highly qualified team at a reasonable costs. A successful enterprise, 
while providing competitive salaries, needs also provide an attractive environment for 
both categories of employees. Here, a BPS system with shared spaces can be of help. 

An obvious attraction for a highly competent, experienced person is an 
environment where he/she can focus on the expert job, leaving less complex 
operations to the others. Shared spaces structure of a BPS system provides such a 
possibility. An experienced worker can ask a less experienced colleague to help via 
inviting him/her to a process instance shared space to do some task. Such invitations 
can be issued on the fly without being in details regulated by the BPS system through 
the process model. As the instance shared space includes all information about the 
process instance, handing over some job to another person becomes easier. The 
person that asks for help does not need to retell the whole history of the process 
instance, the information is easily available to any participant of the process through 
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the instance shared space. Note that using the experts only for doing expert job raises 
their efficiency and thus provide a possibility to offer them higher salaries. 

There are two obvious (interrelated) attractions for a novice: 
 

1. become an expert (and get a higher salary as a result) as soon as possible, 
2. could do the job on the limits of his/her capability, but not be left alone in the 

situations where more knowledge/experience is required. 
 

Both can be arranged when a BPS system with shared spaces architecture is employed: 
 

1. As all details of the history of each process instance is recorded in the instance 
shared spaces, a novice can learn how the experts handled various cases, and 
solved the problems that had arose. 

2. In the same way as it is easy for en expert to pass a less qualified job to a less 
experienced colleague, it is easy for a novice to turn to an expert for help. It is done 
by invitation to a shared space which already contains all information about the 
current situation. 

 

Note that a novice can learn from an expert that has handled a (difficult) case even 
when the latter has already left the enterprise/organization. A BPS with shared spaces 
helps to  retain organizational knowledge making it a property of the organization, 
(and not only of the individuals). More on that see [7]. 

3.4   Strengthening Ties with Investors 

In the same way as a BPS with shared spaces can help in strengthening ties with the 
customers, it can help in strengthening ties with the investors (e.g. shareholders of an 
enterprise). This, certainly, cannot be done by inviting the investors to visit customer 
related process instances, as the latter will give too much of detailed information that 
is impossible for the investor to interpret. However, having a BPS system with shared 
spaces employed for support of strategic decision-making, e.g. budget planning, 
enterprise board meetings, etc. will provide an opportunity for creating tighter 
connections between the enterprise and its investors. 

4   Realizing the Strategy in Practice 

4.1   Moving Business Process Support to the Shared Spaces Architecture 

As was mentioned in section 3, shared spaces in a BPS system should be properly 
structured. Below we show an example of such structuring based on our experience of 
developing BPS systems with shared spaces. Our latest experience has been 
“materialized” in a web-based tool (service), called iPB, that assists in designing BPS 
systems [4, 8]. iPB is built based on the state-oriented view on business processes [9] 
extended  in a way described in [4]. (On difference between the state-oriented view 
and the traditional workflow view, see [10].) 

Several BPS systems have been developed with the help of iPB. The biggest one 
(about 300 end-users) is employed in the social office of one of the Swedish 
municipalities, where it helps to conduct investigation on suspected child abuses. 
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In a system designed with iPB, shared spaces are structured according to the 
process map designed for a particular process type. A process map in iPB is a drawing 
that consists of boxes placed in some order, see Fig. 3. Each box represents a step 
inside the process, the name of the step appearing inside the box (no lines or 
connecters between the boxes). A textual description is attached to each step that 
explains the work to be done in this step.  

 

Fig. 3. A process map in iPB 

A step in an iPB map represents a work-package (a phase) to be completed in the 
frame of the process. A step does not correspond to a standalone task/activity, and 
normally it is not completed at one go. Completing the step, usually, requires 
performing several tasks at different times. In between, tasks from other steps of the 
same process can be completed. This makes the map relatively simple and easy to 
understand for all participant of the process, even for those that work only with one, 
or few steps. This is important because the map is used directly in the operational 
practice, not just for process analysis, or staff training. The details of each step are 
represented differently, namely as an electronic form (see below). 

Each process instance gets its own copy of the map that serves as a table of 
contents for its shared space. The map is used for multiple purposes: as an overview 
of the case, guidelines for handling the case, and a menu for navigating inside the 
shared space, see Fig. 4 (do not pay attention to the box in the upper left corner, it will 
be explained later). The user navigates through the shared space by clicking on the 
boxes of the steps with which he/she wants to work. Not all boxes are clickable at the 
beginning, those that are grayed require that one or several previous steps are dealt 
with first, see Fig. 4. 
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Fig. 4. The map used for structuring an instance shared space  

A click on a step box redirects the end-user to a web-form that assists him in 
completing the step, see Fig.5. The form contains text fields, option menus and radio-
buttons to make choices, check-boxes, as well as more complex fields. The form may 
also include “static” texts that explain what should be done before one can fill some 
fields. Besides being a guideline for completing the step, the form serves also as a 
reporting tool, through filling the fields the participants report completion of certain 
activities. It also serve as a tool of communication between the people engaged in 
completing the same step. 

From the shared space architecture point of view, the iPB solution can be 
interpreted as follows. The total process instance shared space is divided into a 
number of subspaces called process steps. The steps are graphically represented to the 
end-users as boxes. Subspaces may or may not intersect. The structure of a step 
subspace is represented to the end-users as a form to fill, see for example Fig. 5. 
Intersecting subspaces means that web forms attached to different steps may contain 
the same field(s). Usually, in this case, the intersecting fields can be changed only in 
one form; they are made read-only in the second one. 

The progress in filling the step forms is reflected in the map attached to the shared 
space via steps coloring. A gray box means that the step form has not been filled and 
cannot be filled for the moment. A white box means that the step form is empty but 
can be filled. A step with a half-filled form gets the green color, and additional 
information about when the work on it has been started, and who started it. A step 
with a fully filled form gets the blue color, and additional information about the finish 
date. 

The main way of inviting a person to visit a particular shared space in iPB is by 
assigning him/her to become an owner/co-owner of some step.  Such an assignment 
results in an email message delivered to this person, and the process to appear in 
his/her list of  “My processes”. When visiting a process shared space, a person can see 
directly on the map what step(s) are assigned to him. Such an invitation presumes that 
a person invited to a step subspace knows what is expected from him there.  

To add a possibility for ad hoc invitations a special subspace called Notes&Tasks 
was added to a process instance shared space to allow collaborative planning as 
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Fig. 5. A step form for the first step from Fig. 3 

described in [4, 9]. For an ad hoc invitation a task is planned and assigned to a person 
to be invited. An email message is dispatched to this person in this case asking 
him/her to visit the process instance for which the task has been planned. All tasks 
planned for a particular person appears under “My tasks” lists in his/her user interface 
screen.  

4.2   Adding Social Software Features 

We start with explaining the upper area of the map in Fig. 4. The part of the map 
above the line, not represented in Fig. 3 due to the lack of space, is reserved for so-
called general “steps”. A general step has no place in the flow sequence, and can be 
started and finished at any time. As any other step in an iPB-based application, a 
general step has a form connected to it. Such a step can, for example, be used for 
reporting and solving problems arising when completing some step in the flow below 
the “general” line”, as shown in Fig. 4. A form attached to this step, in the simplest 
case, can just have one field – a journal, as shown in Fig. 6. As iPB allows to attach 
multiple instances of the form to one step, a new form can be activated for each 
problem encountered when running a particular process instance. By assigning more 
co-owners to the Problems & Solutions step, a person encountering a problem can get 
their attention and help in resolving the problem. 

A process map of any process can be extended by any (reasonable) number of 
general steps. For example, we can add such steps as “Suggestions for improvement”, 
“Process blog”, “Photo/video gallery”, that are typical for social software. The only 
thing that is needed for adding them to an iPB application is devising field types that 
can represent photos, blog/forums, etc. As this is a purely technical matter solved in 
many social software systems, we cannot see any principal problems in adding these 
types of fields to the iPB tool (except finding human resources, i.e. time for doing it).  
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Fig. 6. A form attached to the General step “Problems&Solutions” 

Another direction that needs improvement to make an iPB application feel more like a 
real social software system is to add a more elaborated scheme of issuing invitations. 
This can be connected to the introduction of new types of fields as suggested above. 
Once more, the methods of issuing invitation in social software are well-known, 
adding them to iPB in connection to adding new type of fields is a purely technical 
matter.  

5   Conclusion 

In the first part of this paper we formulated a hypothesis that one approach of merging 
social software with business process support lies through accepting the shared spaces 
architecture for BPS systems. We summarized the main ideas behind using shared 
spaces in BPS systems and set requirements on their implementation. Furthermore, 
we discussed potential benefits of using the shared spaces architecture in a BPS 
system regardless of the goal of implementing social software features.  

In the second part, we demonstrated feasibility of development of BPS support 
based on the “pure” shared spaces architecture. We also described potential 
enhancements to the system used for demonstration. These enhancements, when 
implemented, would give a BPS system real look and feel of social software. We 
showed that these enhancements extended the system architecture in a natural way, 
and that they required only proper technical solutions, which are quite attainable 
given the state of the art in the area of WEB technologies. 

We believe that business arguments and practical experience presented in the 
defense of our hypothesis are strong enough to continue exploiting the ideas presented 
in this paper. Our plans for the future consist, in the first place, in continuing 
implementation of the proposed approach in practice. The research question here is to 
investigate user perception of this kind of systems, as well as evaluate how much of 
the social software capability will actually be used in practice. 
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Abstract. Recent research has shown the need to include unstructured ad-hoc 
processes into business process management. A possible solution for this pur-
pose is Case Management, where information related to a certain process in-
stance is bundled into a case file. In addition to existing top-down approaches, 
this paper suggests a bottom-up view on Case Management that leverages 
emergent user-driven case handling. We theoretically derive characteristics of 
such a system and demonstrate the approach based on a toolset of current Social 
Software techniques including microblogging, activity streams and tagging. 

Keywords: Ad-hoc processes, Social Software, Microblogging, Activity Streams, 
Tagging, Case Management, Process-enhanced groupware, People-intensive 
processes. 

1   Introduction 

Many business processes are difficult to model [19]. That is especially true for 
knowledge-intensive tasks such as those found in incident management, consulting 
or sales. The reason for the impossibility of modeling can often be found in the ad-
hoc characteristics of these processes. Owing to different contexts and fast-changing 
environments, they cannot be determined at an appropriate level of granularity be-
fore a process begins. However, to achieve the holistic management of all business 
processes, business process management (BPM) cannot only focus on well-
structured, easy-to-model processes but has to integrate ad-hoc processes too. Ac-
cordingly, Dustdar et al. [8] compared BPM’s classical focus by emphasizing “low 
hanging fruits,” whereas most processes would not fit that pattern and might need 
different support. 

Case Management represents a promising approach to support ad-hoc processes, 
because it accepts that these activities cannot be modeled in advance and, therefore, 
provides the minimum amount of documentation and standardization compared with 
widely used tools such as email and phone. Owing to the increasing importance of ad-
hoc processes, this concept has seen a revival in current vendor products and practi-
tioner discussions (see, for example, [7,17,22]). Although existing approaches for 
Case Management provide more degrees of freedom for process executers and sup-
port unstructured processes, they still have a top-down nature and create additional 
work for their users. Therefore, user adoption can be questioned. This paper suggests 
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a bottom-up view of Case Management which enables emergent case creation and 
structuring. It argues that such an approach has to focus on process actions (e.g. activ-
ities in information systems such as ERP) and artifacts (e.g. information snippets) 
and, therefore, would have to take into account software tools that are already being 
used by process executers. Based on a conceptual prototype we argue that current 
developments in Social Software (i.e. tagging, microblogging and activity streams) 
especially show a perfect fit to build Emergent Case Management systems that seam-
lessly integrate into everyday work routines. 

After theoretically explaining this approach and discussing the existing literature, 
we develop a framework for Emergent Case Management in Chapter 3. We theoreti-
cally derive requirements towards such a system and argue that these requirements 
can be found in the Social Software principles discussed in Chapter 4. Finally, we 
demonstrate a prototype based on microblogging, activity streams and tagging in 
Chapter 5 before discussing our results. A conclusion ends the paper. 

2   Ad-hoc Processes 

Traditionally, the research and practice of business information systems focuses on 
well-structured business processes. We have a rich tradition and broad body of know-
ledge to model these processes and build information systems based on them.  
However, there are an increasing number of publications both from academia and 
practitioners arguing that this focus might be too narrow (see [3,12,19,31]). In fact, 
many activities are started and conducted in an ad-hoc way rather than being planned 
in advance [31]. This is especially the case for knowledge-intensive or project-based 
activities [14], which often represent the core competencies of an organization [19]. 

Bernstein [3] identified the two poles of “highly unspecified” and “highly speci-
fied” processes (Figure 1). Although the latter is the classic target of process-based 
information systems, the first is mostly discussed in disciplines such as computer-
supported cooperative work or, more recently, Social Software. Processes belonging 
to this area including much of the space between the two extremes have been dis-
cussed as “ad-hoc processes.” They represent a significant part of enterprise activities 
and, therefore, are an important topic of interest. Surprisingly, compared with its 
importance, this area has been covered little in previous research. 

 

Fig. 1. Degree of process specification (modified from [3]) 



386 M. Böhringer 

Ad-hoc processes are sets of business activities and corresponding artifacts (e.g. 
information, decisions and products) that can only be standardized at a high level of 
aggregation. The actual kinds of activities and their ordering are different from case 
to case. Chung et al. stated that “while certain characteristics and activities can be 
predicted, much of the process cannot be fully specified at the start, since it requires 
information that only becomes available some way into the project” [6]. If we as-
sume that in the context of ad-hoc processes the next step is never determined, they 
can only be defined entirely in the form of their instantiations after they have been 
finished. This means that “ad-hoc processes [...] have no underlying process defini-
tion” [8]. Therefore, ad-hoc processes by definition cannot be standardized and as 
such their execution cannot be controlled by classical process-based information 
systems. This means that human beings and, in most cases, knowledge workers are 
in control of the process. Jennings and Finkelstein argued that where the interaction 
of human agents is required, a top-down approach is not suitable because of the lack 
of a priori knowledge [14]. Besides the fact that it seems impossible to think of all 
possibilities by design time, such a process model would become complex and un-
manageable [34]. 

3   Emergent Case Management 

Case Management (also referred to as Case Handling or Case Processes) is an ap-
proach to handle business activities that cannot be supported by classical BPM tools. 
It focuses on process instances and is a collaborative and communicative task [7]. Its 
origin is situated in domains such as healthcare and governance [17] and, therefore, 
can be considered to support especially knowledge-intensive processes [34]. Forrester 
analysts Le Clair and Moore [17] suggested the increasing importance of the concept 
and OMG (Object Management Group, http://omg.org/) is working on an according 
standard [22]. However, the exact meaning of Case Management in terms of its actual 
implementations is still vague and depends on context and use. Therefore, it can be 
seen as a general approach of handling unstructured business processes rather  
than being a mature tool category. Accordingly, our general understanding of Case 
Management in terms of a working definition is as follows: Case Management is an 
approach to handling ad-hoc processes. It supports process instances (cases) in 
 providing a collaborative space to store and negotiate case-related activities and 
artifacts (e.g. information, decisions, workflows) without the need for the ex ante 
modeling of the whole process. 

Existing Case Management approaches nonetheless are oriented towards top-down 
organization and pre-configuration. Van der Aalst et al. [34], for example, proposed a 
system that supports the user with information about what activities can be performed 
based on the current status of the case. This suggests that the Case Management system 
has to be trained and possible case statuses have to be modeled in advance. Although 
useful in contexts that are at least semi-structured, this might be a too rigid approach 
for ad-hoc processes. If we take into account that ad-hoc processes cannot be modeled 
in advance, a top-down pre-configuration of possible case states might also be incom-
plete if not impossible. Le Clair and Moore [17] explained Case Management in the 
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context of “people-driven processes.” If users are drivers of ad-hoc processes and are 
crucial to their successful execution, it might be worthwhile thinking about a paradigm 
shift towards bottom-up solutions. Hagel and Brown [11] suggested that shifting from 
a push-based approach in BPM and information systems in general to a pull-based, 
user-driven model is a logical consequence of rising complexity and knowledge-
intensity. Applied to Case Management this leads us to the proposal of Emergent Case 
Management. 

Emergent Case Management is an approach for the bottom-up managing of ad-hoc 
processes. Although existing concepts including “classical” Case Management try to 
leverage the benefits of structured BPM for unstructured cases and, therefore, modify 
its methods to achieve greater flexibility, we suggest starting at concepts for unstruc-
tured processes (e.g. email and Social Software, Figure 1) and aiming towards enabl-
ing users to organize this content in a process-based view. Therefore, people are at the 
center of such an information system; they are in charge of the process. They have to 
be able to adopt the tool for their process-related needs. Since the goal is to integrate 
as many case-related users at possible (executers, stakeholders, knowledge carriers), 
such an approach has to be as simple as possible and should not burden them with 
restrictions [26]. 

Figure 2 visualizes the underlying framework and understanding of Emergent Case 
Management. Users are at the centre of the solution and the driving force of all ac-
tions. In working on an ad-hoc process, they execute activities and act on artifacts 
such as information, decisions and documents (e.g. by creating, executing and work-
ing on them). These artifacts are represented in information systems (including non-
technical systems such as face-to-face conversations). The goal of Emergent Case 
Management is to enable users to assign activities and artifacts independent of their 
representation to a certain case, which can be dynamically defined by users. 

Emergent Case Management
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Fig. 2. Conceptual schemata of Emergent Case Management 
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4   Emergent Case Management and Social Software 

There is an ongoing discussion about how BPM and Social Software fit together. 
Approaches include a wide range of use cases, such as supporting process documenta-
tion using wikis, collaborative process modeling and the deployment of processes [9]. 
Traditional BPM and Social Software leverage different approaches to support users. 
Johannesson et al. [15] highlighted the points “external authority vs. voluntary partic-
ipation,” “definite endpoint vs. open-endedness,” “major efforts vs. quick contribu-
tions” and “access control vs. transparency.” Owing to these characteristics, several 
authors have argued that ad-hoc processes show many parallels to Social Software 
characteristics and have suggested that these tools support unstructured processes 
(see, for example, [3,15,20]).  

A distinct principle of most Social Software tools is their design as a platform [23] 
that enables but does not force social interaction: “sociality cannot be designed; it can 
only be designed for” (Wenger [37] paraphrased in [13]). Although classical IT appli-
cations are designed for a special purpose and with a special use or business process 
in mind, platforms go one step back and acknowledge that only the users and process 
owners in their special (ad-hoc) situations can specify these use cases. Instead of 
trying to support an ideal process, platforms support users with basic functionalities 
and a high degree of freedom. The goal of these systems is that users can leverage 
them to create ad-hoc suitable IT support for their tasks [15]. 

Based on the framework (Figure 2) and the previous discussion, our assumption 
here is that the focus of ad-hoc process executers is on getting things done. They are 
involved in several parallel cases, and this includes a massive amount of multitasking. 
Since ad-hoc processes are seldom repeated, for workers in ad-hoc processes it is 
important that the goal can be reached rather than how this has to be done [31]. There-
fore, the flow of activities is especially crucial for their work. This is why Social 
Software tools supporting a flow-based representation of their work are central to the 
concept of Emergent Case Management. A typical platform for this task is micro-
blogging (e.g. Twitter), where users can publish small pieces of information and en-
hance it with structure (e.g. hashtags “#bpm2010”, re-tweets, @-mentions). Com-
bined with automatically generated activity data this leads to so-called activity 
streams, which can be part of a separate application (e.g. Facebook’s “News Feed”) or 
included in microblogging (described, for example, in the concept of “ubiquitous 
microblogging” [4]).  

In a case study on the long-term usage of a microblogging-like enterprise software 
system called Arinia, Barnes et al. found that Arinia is used to support nearly all cus-
tomer-related processes [1]. In this case, these processes are project-driven and, there-
fore, highly unstructured. The company is certified for ISO 9001 and Arinia is seen as 
a key concept for supporting their processes. Following this initial insight, we suggest 
that it is blogging, especially microblogging, that is of great interest to BPM, as it 
follows an activity-driven, time-based approach of interaction management. Rose-
mann argued that its potential for BPM is still "under-utilized” [28]. Other researchers 
and practitioners support the idea of microblogging-based process execution (see, for 
example, [16,35]) and the first vendors are starting to integrate similar features into 
their products [32]. Furthermore, the approach of focusing on activities is in line with 
previous research on activity-centric collaboration [10]. 
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5   A Prototype of Emergent Case Management 

5.1   Conceptual Description 

A basic assumption of the concept of Emergent Case Management is that modeling is 
not applicable for ad-hoc processes. We argue that ad-hoc processes cannot be mod-
eled by definition and that modeling a single process instance during execution would 
only create additional work but no benefits. Therefore, we aim to provide bottom-up 
process support by enabling users to assign artifacts and activities to a case (that is, a 
process instance). We suggest using activity streams of automatically, semi-
automatically and manually created activity logs (microblogging postings), where 
artifacts are represented a) by activities executed on them (e.g. “Max created the doc-
ument ‘Requirements Engineering’”) or b) in postings directly referring to them (e.g. 
via linking). Table 2 contains examples of these information sources. 

Table 1. Sources of activity logs 

Source Description and examples 
Manual 
creation 

Since people are in charge of ad-hoc processes, manually created activity logs using 
microblogging are the focus of our concept. Previous research has suggested that in 
leveraging microblogging, half of intraorganizational communication can shift from 
emails to this open communication medium [1], which should be a major goal because 
email and face-to-face communication cannot be included in the activity stream. 

Semi-
automated 
creation 

Lots of web applications include a “Tweet this” button, which allows users to edit and 
tweet a pre-generated text. After finishing rescheduling in the production planning 
system, user Max could use this functionality to generate the text, add the appropriate 
hashtags and maybe a certain user who waits for this input to proceed and finally send 
the posting to the activity stream:  
Example: Max: “@Paul I created ‘Production Planning Rescheduled’ at 
http://bit.ly/2nkmNd #repabc #finished”. 

Automated 
creation 

Activity logs are automatically created from existing information systems such as CRM, 
ERP or wikis when actions are conducted. Where possible, such structured tools should 
be used for parts of the ad-hoc process and, therefore, be integrated into the activity 
stream [26]. Assignment to a case can be achieved in two ways: a) the source informa-
tion system ‘knows’ the case hashtag and includes it in the post (requires a certain level 
of standardization) or b) users re-tweet such activity logs if they are important for the 
case and add appropriate hashtags.  
Example: SAP: “Paul approved order O123.”  Max: “RT @SAP Paul approved order 
O123. #repabc” 

 
Furthermore, Figure 3 presents an overview of the framework. Based on the central 

understanding of Emergent Case Management, the goal is to include as much infor-
mation into the activity stream as possible. Therefore, such a system should not ignore 
existing systems. Where possible, specialized information systems such as ERP or 
CRM should be used during process execution. The so-created activities and artifacts 
are posted into the activity stream where they can be assigned to a certain case. As is 
known from microblogging, the stream is ordered chronologically with the newest 
entries on top. We propose using hashtags for assigning activity entries to cases. The 
principle is well known from Twitter and provides high degrees of freedom for users. 
We will discuss the pros and cons of this decision in Chapter 6. 
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Fig. 3. The prototype’s concept of activity stream-based Emergent Case Management 

In applying microblogging/activity streams combined with tagging, we are able to 
support all components of our Emergent Case Management framework. Table 2 
summarizes the representation of the different concepts. 

Table 2. Concepts of Emergent Case Management and their representation in the prototype 

Concept Representation of the concept 
Users Participants in microblogging, using microblogging for communication 
Activities Microblogging postings and activity stream entries 
Artifacts Links in microblogging postings/activity stream entries 
Legacy IS Own microblogs or postings to the user’s activity stream  
Cases Hashtags (e.g. “#emergency_test”) 
Assignment to cases Using hashtags in a posting (e.g. “Reminder: the #emergency_test is scheduled 

for tomorrow.”) 

5.2   Front-End 

To visualize the concept of Social Software-based Emergent Case Management, we 
will use a short example based on a real world case to demonstrate our prototype (for 
a comprehensive discussion of the case, see [5]). Our demo company is in the textile 
business and produces high quality test series. Projects are unique and there are little 
possibilities for standardization. Customers might require short-run changes to exist-
ing or sometimes even already shipped orders. These time-critical ad-hoc processes 
are called “reparations.” Our example refers to such a set of activities for customer 
“ABC.” That is why the sales representative started the process instance with the 
hashtag “#repabc”. 
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To visualize the prototype we use a Twitter-like interface. Process-related stake-
holders as well as existing information systems are represented via their own micro-
blogs, which are aggregated in a joint activity stream. For the manual creation of  
activity entries, people have a simple text box restricted to 140 characters. In our 
example, a search for the hashtag “#repabc” shows the complete ad-hoc process do-
cumentation including human and non-human activity, artifacts (e.g. the bill) and 
parts of the workflow (using @-referencing), as shown in Figure 4. The Twitter-
inspired search screen also shows additional possibilities for analytical support (e.g. 
trending topics at the right side). Combined with text mining techniques such as opi-
nion mining, such scenarios can enable constant process monitoring and process intel-
ligence (see, for example, the feature “Social Business Intelligence” of enterprise 
microblogging vendor socialcast.com). 

 

Fig. 4. Monitoring of ad-hoc processes via hashtag filtering 

5.3   Technological Foundation 

As the scope of this paper is to present the general concept of using microblog-
ging/activity streaming for supporting ad-hoc processes, we will only briefly discuss 
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   Fig. 5. Activity slider at 
pbworks.com 

the technological foundation of an appropriate solution. We have evaluated the ap-
proach in different laboratory experiments with several existing microblogging appli-
cations such as Twitter and StatusNet. Although they show good support for manually 
created microblogging postings, for automated and semi-automated activity reporting 
a more sophisticated solution is needed. Big Internet vendors such as Facebook, 
MySpace and Opera are currently cooperating on a standard format for activity ex-
change (activitystrea.ms) based on the Atom feed protocol. We suggest building adap-
ters for existing information systems such as CRM and ERP, which publish activity 
information from these sources in an activity streams format. Our back-end system, 
therefore, consists of a) a communication and extraction layer to retrieve this informa-
tion, b) a storage layer and c) a representation layer providing the information feeds to 
d) the front-end (where users can subscribe/unsubscribe and publish information). 
Until we have implemented such a system, Twitter, with its millions of users, might 
be a good proof for the scalability of the concept. 

6   Discussion 

Our approach of using hashtags as case identifiers provides several possibilities for 
enhancing structure and standardization. As it can be seen with Twitter, hashtags at 
first are emergent terms that can be freely defined by users. As observed especially for 
events such as conferences, different hashtags often evolve for the same event (e.g. 
“bpm”, “bpm10” and “bpm2010”), which leads to fragmented information. A way of 
handling such problems could be to provide predefined tags or the predefined structur-
ing of tags. However, this is top-down thinking and might decrease people’s motiva-
tion to use the system. From previous research we already have some knowledge  
about emergence and shared vocabulary building in folksonomy systems. Muller  
reported on four tag-based systems in an enterprise and found that tagging use is only 
consistent inside one system [21]. Interestingly, people used different tags in different 
systems, which provides evidence for users' possibilities of adapting certain rules in 
special contexts. Other researchers found similar pat-
terns and described folksonomy building as a  
“negotiated process of users” [24] and a “self- 
organizing system towards a shared vocabulary build- 
ing” [18], which develops towards a group consensus. 
Therefore, a suitable bottom-up mechanism for  
governance would not be to restrict tag usage but to 
enable documentation (e.g. via hashtag wikis similar  
to hashtags.org or hashdictionary.com) or ways of 
defining synonymous tags. 

Another critical point of the proposed concept is 
dealing with information overflow. In particular, their 
context is important to support a flexible process 
[27]. Therefore, all available information should be 
provided for process stakeholders. However, this 
might lead to a plethora of fine-granular activity en-
tries. If we think of the typical knowledge worker  
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as being involved in a high number of parallel ad-hoc processes, there is a need for 
suitable mechanisms to avoid information overload. A possible solution is to leverage 
rich user interfaces. Figure 5 shows the activity slider of the Social Software suite 
PBworks. The user intuitively can filter the incoming information flow by its impor-
tance (with human messages being most important and automated activity logs being 
least important). 

Owing to its platform characteristics, the presented solution for Emergent Case 
Management is expected to be strong in enabling creativity, which can be seen as a 
key element in ad-hoc processes [30], and facilitating related effects such as serendip-
ity [36]. However, further work has to focus on the possibilities for process evolution. 
Well-structured business processes can evolve from ad-hoc activities [2]. If a certain 
process stabilizes or a case has to be repeated, techniques such as process mining [33] 
could be applied to the activity log to distillate the process structure. Therefore, a 
strong technological foundation in terms of semantics and open standards is neces-
sary. Besides current initiatives such as the standardization of activity exchange there 
are already a number of works on reliable decentralized and semantically enriched 
microblogging solutions (see, for example, [25,29]) that could be applied to the pre-
sented scenario. 

7   Conclusions 

The paper’s contributions are as follows: a) it presented a bottom-up solution for 
supporting and managing ad-hoc processes called Emergent Case Management; b) it 
suggested using Social Software, in particular a combination of cutting edge technol-
ogies such as tagging, microblogging and activity streams, for Emergent Case Man-
agement; and c) it presented a conceptual prototype related to a real world example 
that showed the applicability of the approach. The focus of the discussed approach is 
on its integration into everyday work and on it being as lightweight as possible. The 
management part, therefore, is reduced to creating organizational foundations (e.g. 
simple rules for hashtag creation), gardening the folksonomy and supporting evolving 
process structures. This represents a paradigm shift in BPM: instead of supporting 
central planners and analysts, our focus for supporting ad-hoc processes is primarily 
on the process executers themselves. Hence, factors such as the joy of usage and sim-
plicity become important. 

Current vendor developments point towards Emergent Case Management. Sales-
force has announced Salesforce Chatter, an activity streaming module for its enter-
prise software suite. Microsoft Sharepoint will feature activity streaming in its 2010 
version. Big Internet vendors such as Facebook, MySpace and Opera are cooperating 
to build a standard format for activity exchange (activitystrea.ms). In conclusion, the 
infrastructure for the proposed solution for ad-hoc process support is growing, and 
further works on the topic are needed to uncover this development’s potential for 
BPM. Accordingly, our roadmap includes running an Emergent Case Management 
system and evaluating it in real world cases. 
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Abstract. Recently, a trend toward collaborative, on-line business pro-
cess modeling can be observed that is also emphasized by several ini-
tiatives. Social software has the potential satisfying such a collaborative
modeling. It provides tools to collaboratively exchange and share infor-
mation resources among peers. Despite of the potential that social soft-
ware has, it is insufficiently used as work resource (e.g., for help requests
or partner search) due to a low integration of social software into the
workflow management system. The aim of this paper is to exploit Wikis
and social networks for the coordination of collaborative process activi-
ties. Wikis are suggested in order to reduce the model design phase. A
technique will be introduced that allows visualizing a process model from
Wiki pages. The connection of process activities with social networks sup-
ports browsing for suitable process collaborators. A coordination model
will be introduced that governs the collaboration.

1 Introduction

Social software is still gaining high popularity and has attracted a significant
amount of users. Social software has been differently exploited and identified as
suitable, e.g. for knowledge management [1] and recommender systems [2].

Activities that may highly benefit of further exploitation of social software
are business process modeling and process coordination. In particular, a Wiki
can accelerate the model design phase. A Wiki stores how-tos and best practices
(activities of users for a special task). Consequently, the evaluation of the as-is
state (and finally the process model creation) can be facilitated when analyzing
Wiki pages. Social networks might help to find appropriate partners and collabo-
rators, respectively. Process activities (e.g., booking, notifying) requiring at least
two peers can be performed when browsing user profiles (skills, experiences) in
social networks and getting in contact with the appropriate persons.

However, the usage of social software within business process activities also
requires coordination mechanisms. Wiki pages that serve as input for the visu-
alization of process models need to be consistently updated (in case of insertion
of new process activities). Cooperatively performed activities (with the support
of social networks) need to be supervised and managed. In case of missing coor-
dination support, it is left to the user to perform the corresponding tasks.
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In this paper we exploit a Wiki and social networks for the coordination of
cooperatively performed activities. The information stored in Wikis and social
networks is used to find appropriate collaborators (from internal and external
organizations). Changes made in the process model (e.g., insertion of an activity)
will be communicated to the Wiki implicating an update of corresponding pages.
The approach presented in this paper has the following advantages:
– available best practices are reused facilitating process model creation,
– synchronization between Wikis and the process model facilitates modifica-

tions and reduces redundancies,
– parallel existence of textual (Wiki) and graphical (process model) content

representation enables users to select the favored style. Validation techniques
(for process models) can be used to investigate the reachability of activities,

– controlled coordination of collaborative process activities.
Given this background the remainder of the paper is structured as follows. The
following section illustrates our approach and summarizes background we will
work upon. In particular the generation of process models from Wiki pages is ex-
plained and a model for coordinating process activities based on social networks.
Section 3 describes the continuous modeling and coordination of collaborative
processes based on social networks and case-based reasoning and the synchro-
nization of the process model with the Wiki. Our approach is applied to a use
case in Section 4. Section 5 discusses related work. Eventually, Section 6 con-
cludes the paper and gives an outlook on future research.

2 Coordination of Processes Using Social Software

The next subsection presents a scenario for our approach and motivates the
need for coordination mechanism. Subsection 2.2 sketches the foundations of
our approach.

2.1 Scenario

Assume somebody has an innovative idea for a third-party founded project and
intends to write a project proposal to get fundings (e.g., from the EU). Since
he has never written a project proposal before, he has to get familiar with the
existing processes and regulations in his department concerning project propos-
als. Research departments widely use Wiki pages to describe the corresponding
processes and best practice approaches. Initially, the researcher invokes the pro-
posal writing page and also remembers colleagues talking about EU projects and
project partners. On the Wiki page he finds a set of hints for writing project
proposals but no information how to initiate a collaboration. The researcher
has specific research departments and companies in mind working in different
areas that are relevant for his proposal idea. He looks in his contact lists and
finds the address of a person working for one of the companies he has in mind.
He contacts her and both agree on writing a proposal. She works for a com-
pany, which has their own regulations about collaboration, which means that a
non-disclosure agreement (NDA) has to be signed. The process of signing an
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NDA is new to the researcher and he has not found any note about this on the
Wiki pages. Thus, he decides to make a note about this. After the proposal has
been accepted for the hearings, the researcher has to organize the trip to attend
the hearings. This process is explained on a Wiki page again. The researcher has
to contact the travel agency in order to book train and flight tickets. Finally, he
has to book a hotel room. If he is aware of other future project partners that will
attend the hearing, he might arrange the hotel booking with additional persons.

This use case requires coordination effort. Wiki pages need to be updated,
third-party organizations need to be contacted, collaboration needs to be ar-
ranged and managed. In case of no integrated coordination tool support, it is
left to the researcher to perform the corresponding tasks and to solely coordinate
the activities.

2.2 Background

The approach presented in this paper builds on Semantic MediaWiki (SMW)
providing process modeling and visualization functionalities [3]. Additionally, our
approach uses a model for the coordination of collaborative process activities.

The SMW allows users to express their knowledge with their natural language
combined with formal annotations allowing machines to process and export this
knowledge using RDF. Users can connect Wiki pages by using semantic annota-
tions and thus defining associations between pages. In the process visualization
a Wiki page is represented by an activity. The flow between activities is built
based on semantic annotations and using special predefined process properties1.
The advantages of using SMW for process development are:

– Collaboration: All users have access to the corporate Wiki and thus every-
body can contribute in process development and browse existing processes.

– Versioning: SMW provides the history of all edits. Old versions can be viewed
and compared as well as changes can be undone.

– Reuse of Process Knowledge: SMW can be used as a process knowledge
repository. The stored knowledge can be reused in other Wiki pages using
queries or by other applications using RDF export.

Figure 1 visualizes our scenario and shows where SMW is used in the scenario.
SMW describes best practices of an organization (how to write a proposal, how
to get in contact) and serves as input for visualization of the process as-is state.
In our approach we take the formalized processes in RDF, transform them into
simple Petri Nets and use them in a process execution engine. Users can modify
either Wiki pages or the process model. The coordination of updates will be
explained in Section 3.2.

After the generation of a process model based on SMW, coordination mech-
anisms are needed to ensure the execution of separate activities, which may be
performed by different users in different collaboration contexts. Koschmider et
al. [4] have suggested a model called Community Process for the coordination of

1 For further information we refer to [3].
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Fig. 1. Proposed approach

collaborations in social networks. The Community Process is a set of related ac-
tivities of network members that are executed to achieve a collaboration output.
The concept of Community Process considers different development stages of
social networks (finding partners, building relationships, executing collaboration)
and uses results of the analysis of interpersonal relationships, so that the activ-
ities and human resources can be more easily and purposefully applied for the
initiation and execution of a collaboration. It is a user-driven approach and pro-
vides flexibility and extensibility in collaborative modeling due to the adoption
of lazy and late modeling [5]. The modeling notation of Community Processes
is derived from Petri Nets. Figure 2 shows an example of a simple Community
Process model related to the scenario in Section 2 that involves two collaborators
(Name1 and Name2).

Fig. 2. An example of a simple Community Process - Writing an EU proposal

The special feature of a Community Process model is the labeling of activities
with “U”. Such a labeling represents collaborative behavior that is performed by
a sequence of abstract sub-processes Finding Partners (F), Building Relationship
(B) and Collaboration Execution (C). The first two sub-processes (F and B) focus
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on the preparation of a collaboration, while the third sub-process (C) refers to
the actual execution of assigned tasks. A Community Process is associated with
a set of Community Process Objects that include e.g., Community Users (which
describe network members through their user profiles) and Community Contents
(that are data objects transferred from one activity to another). Based on user
relationships (e.g. obtained through analyzing outgoing Emails or Chats [6]),
that are stored and continuously updated in Community Users, social network
structure can be created. Upon this structure, analysis methods can be applied
to recommend collaborators in one’s personal network while executing the sub-
process F, or to suggest how to contact potential collaborators in sub-process B.
Referring to our scenario, label “U” can be put on the transition write proposal
in Figure 1, which triggers the Community Process.

3 Coordination of Business Processes

Although the Community Process approach supports an effective utilization of
personal resources in social networks, it remains unsolved how resources such
as processes or services of conventional business information systems can be
integrated into Community Processes. For this reason an extension based on
case-based reasoning (CBR) [7] will be suggested and described in the next
section. Some ideas how to use CBR in process management can be found in [8,9].
The goal of the integration is to ease an uninterrupted execution of activities in
and outside social networks, for example, tickets booking by travel agency and
signing an NDA in a company. On the opposite side, a Community Process can
also be integrated into business processes to enable self-organized collaborations
using social networks, which will be elaborated in a separate paper.

3.1 Integration of Business Processes into Community Process
Using CBR

In this section, we describe a CBR-solution for integration of business processes
(internal and external) into Community Processes in detail. This rises some chal-
lenges. Firstly, it is difficult to identify and select the most appropriate process
or service from several providers whose functional and non-functional proper-
ties match users’ requirements. Secondly, the Community Process may change
in case that it is performed each time with different external resources. Thus, a
flexible and not fixed connection between a Community Process and a business
process or service is desirable.

The goal of using CBR is reuse (sharing) of user experiences obtained during
the interaction with business processes of external organizations. Without deep
modeling or technical knowledge users will be guided by a reasoning system to
easily choose a support provider (just at the moment when they request one).
After the execution of a Community Process, including the integrated business
processes, the user experiences will be stored as a new or in an existing case. The
process owner can finally decide whether the case details should be reconverted
to Wiki pages or not, which would be seen as a best practice by other users.
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In our approach we treat a business process as a case that will be completely
executed to fulfill a support request without revealing process details such as pro-
cess logic. Each instance of the case has an owner who acts as support responder
(provider). A solution to a case (business process) consists of the following three
components: (I) description of the support provider. (II) communication details
(e.g., contact methods) with the support provider and (III) interface for using
the case, such as input and output parameters. Case solutions will be integrated
into Community Processes to specify and implement Collaborative Activities. In
other words, a collaboration behavior between a peer and a business support
provider, which also requires the integration of process data, will be recognized
and handled in the Community Process.

In this paper we focus on business processes of external organizations (e.g.,
see Figure 1), which may deliver services to individual peers, so that firstly the
subject domains of the cases are restricted. Knowledge of these domains can then
be collected and stored in the case database to enable better understanding of the
cases. A possible decomposition of business process cases based on the approach
of [10] is shown in Figure 3. There are five main subject domains, which relate
to different business areas from the tertiary industrial sector and three main
subject sub-domains that relate to different function areas.

Fig. 3. Subject domains of cases

Within a domain a case can further be refined using, for example, a dynamic
memory model [11] or category and exemplar model [12]. For case retrieval, we
introduce here our own method, which considers existing information of social
relationships of users (e.g., stored in Community Users) in social software sys-
tems (Wikis and social networks). We call this method Network-based Two-way
Case Retrieval. It is two-way in the sense that it supports retrieval both in the
network-of-person (i.e. social network structure) and network-of-data (as shown
in Figure 3). The method works as follows: Firstly, we define a personal simi-
larity (PS) as a concept whereby each node in a network-of-person is assigned
a degree as a positive integer based on the number of nodes between the user
and his relationships. A data similarity (DS) is either a syntactical or a semantic
similarity in the network-of-data that is mentioned in [7]. To select the right way
for case retrieval, the following decision models can be used.
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1. Match(DS): Cases will be returned whose data similarity compared to a new
case indicates a significant threshold.

2. Match(PS): Cases used by users in a social network will be listed for selection
whose personal similarity to the owner of Community Process have a specific
threshold and then matched with the new case by using the first model
Match(DS).

The main advantage of this two-way method is that the accuracy of system
reasoning can be increased because personal similarity is considered in the case
of low data similarity.

Case reuse means in our context that a Collaborative Activity will be refined
including the sub-processes Finding Partners (F), Building Relationship (B) and
Collaboration Execution (C), which will be automatically constructed based on
a case solution. The output of the F-sub-process is generated according to Com-
ponent (I); The B- and C-sub-processes can be built according to Component
(II) and (III), respectively.

Case revision will be applied during runtime of a Community Process. If
errors occur (e.g., an external service is no more available) a repair process
will be triggered that provides necessary general and case-specific knowledge for
compensation purpose, such as modifying process details, suggesting other cases
and adjusting conditions and constrains on the Collaborative Activity that are
given by other process activities.

After the completion of a Community Process, according to the modified
process details either a new solution will be generated or existing solutions will
be updated in case database. These new solutions can consequently be reused
and integrated into other Community Processes.

3.2 Wiki Update Methods

In addition to the reuse of process execution data we also propose to update the
process information in the Wiki, because the acceptance of a Wiki depends on
the degree to which a person can truly benefit personally from it. Therefore it
is important that a certain quantity and quality of content is available in the
Wiki [13] and we want to guarantee this by updating the Wiki with executed
process information. Updating and storing each case in the Wiki will result in
an information overload and make it hard for the users to find the information
relevant for their case. Therefore smart update mechanisms have to be applied
that only the common relevant information is updated in the Wiki. In a Wiki
update process different commands can be executed: New pages can be created, if
new process activities are required, information on existing pages can be inserted
or deleted and pages can be deleted, if the process activity is no longer required.
The Wiki can be updated in different ways. On the one hand a semi-automated
update can be performed by giving the user a list of the process activities from
the process execution engine and let him choose what should be written into
the Wiki. On the other hand an automated update can be performed by writing
information directly into the Wiki applying the following update rules.
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– Counting repetitions : A simple filter for updating process information is
counting the same instances executed by the users. When a specific thresh-
old is achieved, the process has reached a mature level and will be updated
in the Wiki.

– Abstracting similar cases : Similar cases can be derived and abstracted. There-
fore approaches to process mining like producing a taxonomy of workflow
models [14] providing an abstraction method and taxonomy of patterns [15]
can be used. Then the abstracted patterns can be updated in the Wiki.

– Skill level : Users have different levels of skills. If a user with a high skill level
has executed the process, the Wiki will be updated with this new process
instance.

4 Use Case

In this section our approach is applied to the scenario described in Section 2. A
Proposal Writing process can be displayed in a Wiki as illustrated in Figure 4.
This approach of collaborative process development using SMW including import
and export of process activities into/from SMW has been validated and used
within the ACTIVE project2. One of the findings was that people more likely
reuse and refine processes instead of model them from scratch in the Wiki.

Fig. 4. EU Proposal Writing process in SMW

The process skeleton from the Wiki is exported to the process execution engine
by transforming RDF format into Petri Nets (as explained in Section 2.2) and
is further refined during runtime. During runtime, the users will be guided to
fulfill a collaboration starting with the activation of a Collaborative Activity
(through labeling with “U”). Subsequently, the abstract sub-processes Finding
Partners, Building Relationship and Collaboration Execution will be created and
concretized. In the sub-process Finding Partners, search criteria muss be defined,
such as place of work, working area, interests, skills and experience. Additional
search criteria, such as available time in calendar, total number of publications
related to a certain topic, may also be included. The defined search criteria will
be sent to one or more social networks in order to retrieve a list of suitable
collaborators. A keyword retrieval based on user profiles (stored in Community
2 This work has been funded as part of the IST-2007-215040 EU project ACTIVE

(http://active-project.eu/).
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Users) that also considers social relationships (by calculating the centrality3,
indegree/outdegree4 and transitivity5 of the network members [16] according
to a logged set of their related actions, such as write, tag and comment, in
social networks) may provide a more precise rating. Because of the different data
structures in the process and social networks, adapters have to be implemented
to mediate the data transfers.

If contact persons or collaborators have been selected from the result list at the
end of the sub-process Finding Partners, the process continues to highlight the
owner of the process and allows him to communicate with these persons in the so-
cial networks. A formal collaboration agreement will be prepared by system or the
process owner himself, which will be again sent to the selected persons who are able
to view and modify the agreement in social networks. While communicating with
each other, the communication details among the collaborators, such as commu-
nication duration, frequency and media will be collected and then analyzed using
Social Network Analysis [16]. According to the analysis results, suggestions can
be made to foster the communication or reduce the communication overhead.

Fig. 5. Process of travel coordination

The communication cycles end as soon as the collaboration agreement is ac-
cepted by all participants, implying the end of the sub-process Building Rela-
tionship. The process continues allowing a coordinated collaboration execution
in the sub-process Collaboration Execution. Tasks will be assigned to the network
members according to the agreement and each member can refine/coordinate his
own activities/processes in private. In the case of integration of a business pro-
cess of external organizations, such as booking airline tickets at a travel agency
or signing an NDA, the CBR methods, as described in Section 3.1, will be used.
Figure 5 shows for example the refinement of the Coordinate travel to hearing
activity in Figure 2 and the components related to the solution of a retrieved
case. A case revision would possibly take place if the users want to additionally
book train tickets besides airline tickets at the same travel agency. From this use
case we can see, that our approach takes advantages of a structured process for
coordination of collaboration. Consequently, an unstructured communication is
improved using social networks.
3 A network member has a lot of relationships to other network members.
4 Number of incoming/outgoing connections in the role of requester and responder.
5 Two network members A and C who are both connected to network member B can

be considered as directly connected in a transitive network.
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The update rules presented in Subsection 3.2 are applied to the changes made
during runtime. Activities such as booking airline tickets at a travel agency hav-
ing a high repetition are added to the Wiki.

5 Related Work

The work presented in this paper is related to the following streams (1) collab-
orative processes, (2) business process coordination and (3) social software for
BPM. The idea of coordination support for organizational work is not new and
has been early covered by action workflows [17]. The integration of social net-
works and Wiki with business processes allows reusing best cases and social rela-
tionships that are frequently updated. Our coordination mechanism is used only
for selected information and is more flexible than works about action workflows.

Coordination can be performed with human interaction [18] or automatically.
Workflow Management systems are suitable for an automatic controlled execu-
tion and coordination of tasks [19,20,21]. Prior to coordination the preferred
work practice needs to be selected. The selection can be implemented based on
process models [22] and using expert recommendations [23]. The consideration
of knowledge and experiences makes our approach more flexible.

Collaborative works have been early tackled by cross-platforms such as BSCW
[24] or groupware [25]. The collaboration can be modeled using several process
modeling languages such as BPMN, BPEL and Petri Nets for which concrete
implementations for collaborative work exist [26,27]. The advantage of a model
is its verification supporting to diagnose incompatibilities in cooperation [28].
Activities in a collaboration are not fully intended for public, therefore pri-
vacy preserving coordination was proposed [29]. Aside this, collaboration needs
to tackle adequate version control [30] and access control [31]. Our approach
combines advantages of conceptual models (e.g., verification) and collaborative
working (tackled by BSCW).

Social software has addressed BPM to a different extend. Most approaches
discuss the appropriateness of social software in BPM systems for the design
and execution phase [32,33,34,35]. Vendors of BPM tools have also identified
the trend of social software and offer social software features in their tool suite
(http://www.arisalign.com/, http://www.horus.biz/). Our approach addition-
ally shows updates of social software resulting from process model modifications.

6 Conclusion

In this paper we presented an approach to create process models and to co-
ordinate collaborative process activities. We described how to develop process
models stored in a semantic Wiki and transform them into simple Petri Nets that
can be used in a process execution engine. During runtime this process activi-
ties can be coordinated and refined by using social networks and CBR. Changes
made in the process model are communicated to the Wiki. One advantage of
our approach is that process knowledge is acquired collaboratively in the Wiki
or during runtime and made explicit. By using the presented approach available
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information is reused and synchronized between Wikis and the process model.
Less experienced users are more effective in executing the process. The parallel
existence of textual (Wiki) and graphical (process model) content representa-
tion enables users to select the favored style. In the future we plan to develop a
prototype supporting our approach and evaluate it in different case studies.
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Abstract. Nowadays, Business Process Management (BPM) is consid-
ering new approaches that use collaborative environments to involve all
types of business process stakeholders in the improvement of the organi-
zation’s business functions. Nevertheless, when evolving different types
of stakeholders, the language gap existing between them is disregarded.
Also, these new approaches are only focusing on the top-down strat-
egy since they only allow for such collaboration to occur at business
process modeling environments. In this paper, we propose ECHO as an
evolutive vocabulary system that focus on the formalization of informal
entities supporting both strategies of top-down and bottom-up. ECHO’s
main objective is to support the evolutive process of formalization of
the new business process entities that emerge within the stakeholders’
discussions. The main function of those informal entities called concepts
is to provide a common language that acts as a “bridge” over the gap
existing between the business process stakeholder’s individual languages.

Keywords: Business Process Management, Social Software, Tagging,
Vocabulary, Discussions, Bottom-Up, Collaboration, Formalization.

1 Introduction

Business processes are known to involve different people, from different organi-
zational units, with different responsibilities and distinct concerns, to collabora-
tively execute the organization’s business functions. Although, the design process
of such business functions usually disregards the empiric knowledge owned by
those who really operate the business on a daily basis: the business process
users. Hence, to achieve a proper management of business processes, we must
acknowledge their cross-cutting concern nature: most of the business process
concerns cannot be cleanly decomposed into different organizational roles. Busi-
ness process users own important know-how that business process modelers fail
to acquire and manage during the interviews within business process discovery
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or documentation efforts. Similarly, business process users also fail to create and
understand models using formal notations that help describing and managing
the complexity behind a sound business process orchestration and automation.

Aware of such problematic, new emergent BPM tools are focusing on the in-
volvement of all business process stakeholders. Generally speaking, new collab-
orative BPM environments such as SAP’s Gravity [3], Lombardi’s BluePrint [2]
and the most recent ArisAlign [1], focus on the management of business pro-
cesses at the modeling level by providing means to collaboratively involve all
different types of business process stakeholders: users, modelers, architects, an-
alysts, developers, managers, or any other type of business process stakeholder.
This involvement of all business process stakeholders is also due to the acknowl-
edgment of the benefits of adopting philosophies such as crowd-sourcing, also
known as the Wisdom of the Crowds [13], which made the Wikipedia project so
successful as we know it today.

In order to provide a realistic example of the benefits of involving all business
process stakeholders, we will study the BPM collaboration on emergent changes
within a patient’s management business process. Normally, when a patient ar-
rives at the hospital reception desk, the receptionist opens a new medical record
where his symptoms are registered for triage. After the triage is done, the patient’s
medical record gets updated and the treatment process begins accordingly to the
information captured during the triage. However, about a year ago, a new strain
of influenza, the H1N1, has contributed to some emergent changes within that
patient management business process. Whenever a patient arrived at a hospital,
specific procedures needed to be taken instead of following the standard proce-
dure described before. The first action to be done was to ask the patient if he
was feeling any H1N1 influenza symptoms lately. Depending on the answer, the
patient would either follow the normal patient management process, or would be
given a surgical mask, registered as an influenza patient and forwarded to isola-
tion instead of the common shared waiting room. All these changes in the execu-
tion flow of the patient management process emerged from the medical staff and
not from business process experts or analysts, reflecting the benefits of involving
the business process users directly in the organization’s BPM efforts.

Let us now consider that this patient management process was fully supported
by a Business Process Management System. If the medical staff was enabled to
contribute to the management of that business process, it could create a discus-
sion to explain to the business experts, architects and developers these emergent
changes so that they could be properly and formally implemented in the work-
flow system. Nevertheless, some problems exist within those collaborative BPM
discussion environments.

This paper proposes a solution to tackle the problems that emerge within
collaborative BPM discussions between the business process stakeholders. Before
we propose that solution, we will identify three main problems that emerge
from such collaborative BPM discussions. Only after these problems are properly
depicted and explained, we will propose a solution that focus on their mitigation:
an evolutive vocabulary system. Further, we will present some work related with
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the solution proposed. Finally, we will conclude by taking some insights about
the system presented in this paper, and revealing some paths of future work that
we intend to follow.

2 Problems

New collaborative BPM approaches [1; 2; 3] are recognizing the benefits of
following social software principles such as egalitarianism1, which focus on the
involvement of all types of business process stakeholders to collaborate in the
improvement of the organization’s business processes. A common form that
supports this collaboration appears as textual discussions between the business
process stakeholders. Although this textual discussion collaboration has its ad-
vantages and benefits to a more fruitful BPM, it can also arises some problematic
issues that we must account for:

Ambiguity
As people communicate via conversations2, they express themselves on those
discussion environments in a unstructured textual way. Those discussions are
commonly expressed on a natural language, thus, they represent a potential risk
for ambiguity issues. For example, referring to “the process executed to handle
patients” may, or may not, be the same as referring to “the process executed
whenever a patient arrives at the reception desk”. In addition to the ambiguity
issues that this style of reference may cause, also its extensive length nature
makes hard to quickly identify the business process entities being discussed.

Language Gap
Since new collaborative BPM approaches are involving all business process stake-
holders, modelers, developers, managers, executors, analysts, and so many other,
to participate in the improvement of the organization’s business functions, differ-
ent languages will coexist within their discussions. Business process modelers are
more likely to make reference to business process models described with formal
notations such as BPMN, while business process users will have more tendency
to create references to business process execution entities like data forms and
enabled tasks, or business process developers to source-code and more technical
issues. All these languages are necessary as they focus on different yet comple-
menting concerns, however, they are likely to create misunderstandings and bar-
riers to mutual-understanding of the business processes when mixed up within
the same environment.

Dynamic Vocabulary
Due to the dynamic nature of the organization’s business functions, which re-
sults in the unpredictable emergence of new business entities, new and different

1 Relating to, or believing in the principle that all people are equal and deserve equal
rights and opportunities.

2 By conversation is meant the use of a natural language between two or more partic-
ipants.
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concepts constantly appear within the business process stakeholders’ vocabulary.
Nevertheless, the business process management system may not allow business
process users to create ad-hoc entities and associate them to formal business
processes in order to fulfill deviation needs. This limitation creates barriers to
organized suggestions of new business process entities that could improve the
business processes of the organization.

3 Solution Proposal

In order to achieve a more fruitful management of business processes within the
context of collaborative BPM discussions, we need to mitigate the set of prob-
lems identified in the previous section. Hence, to enhance the business process
stakeholder’s collaborative productivity within such discussion environments, we
propose an evolutive vocabulary system called ECHO3.

ECHO embraces social production [5; 14], a social software principle that
has been recognized to deliver important contributions to BPM approaches [11],
enabling business process stakeholders to create and organize information and
knowledge about the organization’s business functions. To do so, ECHO allows
business process stakeholders to create, manage and use semi-structured entities
to empower their textual suggestions about the organization’s business processes.
In ECHO, such semi-structured entities that can be referenced in the business
process stakeholders textual discussions are called concepts.

Each concept acts as a symbolic representation of a business process construct
because it can be used to refer either to an entity that already exists and it is
formally defined within its respective business process model, or to a completely
new entity that has informally emerged from a business process stakeholder’s
suggestion within a discussion. To allow business process stakeholders to create
and refer to concepts that do not formally exist within the BPMS helps in
mitigating the dynamic vocabulary issue depicted on the section before. Also,
concepts may represent any business process construct at any level of granularity,
meaning that a concept can either represent business processes, sub-processes,
activities, tasks, data objects, or any other constructs considered in the Business
Process Management System (BPMS) domain.

Each concept is defined by a label that is semantically described and classified
by a set of tags. ECHO holds such tagging system component to allow the seman-
tic evolution of the concepts that business process stakeholders simultaneously
produce and consume within their textual discussions.

This labeled concepts idea mitigates the ambiguity problem depicted in the
previous section as it fosters business process stakeholders to use such entities to
unambiguously refer to the business process entities in matter. Also, the set of
concepts managed by the ECHO system attempts to be the “bridge that crosses”

3 In reference to the name of the greek mythology nymph who could only repeat the
voice of another as a punishment from deceiving Hera from Zeus love affairs with
the other nymphs.
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the language gap between all different types of business process stakeholders
within the same discussion environment. Tagging does not requires any extra
knowledge about any other than the natural language.

Typically, the architecture of a tagging system involves defining the rules and
relationships between three main entities: users, resources and tags [12].

In our case, the users of the tagging system inherent to the ECHO system are
all the business process stakeholders; the resources are the semi-structured struc-
tures “prosumed”4 by the business process stakeholders that we called concepts;
and finally, similarly to concepts, users can also create tags or re-use the existing
ones to associate to any existing concept with the objective of describing it.

Within the BPM domain, as the nomenclature is uncertain or is constantly
evolving due to its dynamic nature, folksonomies appear to be valuable as they
provide some structure [12] to the emergent vocabulary of business process
entities.

Considering the example given in the introduction section, which is depicted
in Figure 1, at least four concepts5 should be defined within the ECHO sys-
tem with the following labels: PatientManagement, RegisterPatient, Triage and
UpdatePatientMedicalRecord. Associating a label to a concept is fundamental
to understand the semantic direction6 of its associated tags. At anytime, the
ECHO system allows the association of new labels to a given concept so that its
semantic direction can be aligned as needed.

Patient presents
to the hospital's

reception

Register
Patient

Triage

Update
Patient 
Medical 
Record

Patient is told
to wait until he

gets called

PatientManagement

Fig. 1. The patient management business process depicted in this figure is modeled in
the Business Process Modeling Notation (BPMN). The business function behind this
simple business process allows the initial management of the patient’s medical treat-
ment in a hospital. The PatientManagement process is composed by three activities:
one to register the patient and create his new respective medical process (Register-
Patient), other to triage the patient in order to obtain a more accurate status of his
medical condition (Triage), and after these two are executed, another activity that
updates the patient’s medical record before he gets called to begin the correspondent
treatment (UpdatePatientMedicalRecord).

4 Prosumed is a portmanteau that represents the simultaneous action of producing
and consuming.

5 We are omitting the start and ending events for simplicity purposes, however, an
analogous approach could be used to define the respective event representative con-
cepts.

6 A pointer to the meaning the tags are trying to describe.
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Now that we have exemplified the label construct of a concept and its rationale,
we will elaborate on the ECHO’s strong folsonomic component mentioned before.

Along with the Web 2.0, a new collaborative approach to help classifying and
retrieving content emerged: folksonomies. Folksonomies are built within a user-
centered approach, where users input keywords and associate them to resources.
Such associated keywords describe the content and classify it, so that, in the
future, users may easily browse or retrieve the content through those associated
tags. We use the concept as the entity which wraps both a label (e.g. Regis-
terPatient) and the set of tags that classify or describe that label (e.g. register,
patient, activity). However, to provide a more structured classification and de-
scription tagging mechanism, the ECHO system supports the idea of having
different families of tags.

Tag Families
The ECHO system supports the idea of tag families to provide some organizing
structure to the set of tags that it holds. A tag family is a category that identifies
a particular type of tag and allows one to quickly identify a particular property
of a concept by knowing which tags of that particular family tag are in fact
associated to the concept in matter. The setup and configuration of these tag
families is highly customizable and flexible, depending entirely on the require-
ments and needs of the ECHO system administrators. However, we can identify
two different types of tag families: categorizing tag families and descriptive tag
families.

Categorizing tag families are mutually-exclusive sets of tags that make possi-
ble to override previously associated tags of that same family. The classification
of the concept accordingly to a particular category, i.e. a particular tag family,
is known by looking at which tag of that categorizing tag family is currently
associated. On the other hand, we have the descriptive tag families which are
non mutually-exclusive sets of tags that focus on describing the concept within
the category that tag family represents. Both types of family tags are allowed
to evolve as new tags are created and associated to the family tags configured
within the ECHO system.

Nevertheless, to better explain this family tags feature and its motivation,
we will identify four different families of tags: the first three, class, abstraction
and formality tags, are motivated by categorization, while the descriptive tags
family focus on description instead.

Class Tags
As a categorizing family, class tags are mutually-exclusive tags7 that define the
concept’s class according to the used business process notation. Class tags allow
business process stakeholders, for example, to differentiate either the concept
they are referring to is a business process or a business activity. The flexibility
in creating this family of tags fosters the ECHO system’s independence from the
used business process notation.
7 By mutually-exclusive tags we mean that only one tag of that particular family of

tags is valid at a particular point in time.
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Based on the simplified business process example depicted in Figure 1, the
respective class tags associated with the business process notation would be:
process and activity. Business process stakeholders may create and classify new
concepts as belonging to one of those classes, or when needed, create new tags
belonging to this family (e.g. data-object) and associate them to any concept.

Abstraction Tags
Abstraction tags are also defined as mutually-exclusive tags, however, they focus
on classifying the abstraction level of the concept. Business process stakehold-
ers can distinguish a concept which exists at the execution level, tagged by the
instance tag, from those which are placed on the modeling higher level of ab-
straction, tagged by the type tag. Abstraction tags help on mitigating the prob-
lems inherent from the differences of abstraction levels, by making an explicit
distinction between types and their respective instances. Business process stake-
holders may explicitly want to refer to particular occurrence where its context
of execution is fundamental to a clear comprehension of his suggestion.

Formality Tags
The last set of mutually-exclusive tags are the formality tags, which focus on
the degree of formality of a concept. For instance, when a concept is created
by a business process stakeholder, the business process entity it refers to is not
formally defined yet, hence, it is associated to the draft tag. On the other hand,
business process entities that are formalized by business process experts and
imbued into the business logic of the application are classified as being formal
by associating the respective concept to the formal tag instead. This family
of tags is very important to differ the concepts which are really implemented
and formally deployed within the Business Process Management System from
those new concepts which are created during the business process stakeholder’s
suggestions.

Descriptive Tags
Those tags which give semantic value to the concept itself, not regarding any
notation-dependency, abstraction or formality concerns, are known as descriptive
tags. Descriptive tags allow business process stakeholders to enrich the concept’s
semantic value through their association to the concept. Examples of descrip-
tive tags are: patient, influenza, H1N1, check-up or any other word which is
directly related to the concept in matter.

Although the first three tag families were defined as mutually-exclusive, differ-
ent tags of the same family may be associated to the same concept, however,
only the most recently associated tag of each family is considered to be valid
on classification-oriented tag families. This grants flexibility to the concept’s
semantic value, allowing it to evolve and to transform as necessary.

Another important idea to keep in mind is that the ECHO system does not aim
to relate or create semantic value between tags. The ECHO system focus on the
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social production of concept objects and on their semantic value evolution, which
results from the collaborative combination and association of the tags described
above. The family tags structure is a feature that allows the administrators of
the system to easily identify particular folksonomies that emerge from the free
user-tagging mechanism.

Now that we have explained all the ECHO constructs (concept, label and
tags), we will use the PatientManagement process example, depicted in
Figure 1, to illustrate the use of the ECHO system a business process stake-
holder’s suggestion. Let us imagine that a business process user, a doctor for
example, creates a new discussion where he states the following:

“The PatientManagement process should now consider a new activity
%CheckForFlu% to be first executed in order to decide if the patient
should be treated normally by executing the RegisterPatient activity or
as a special case, needing to execute a %GivePatientSurgicalMask%
activity as soon as possible, and then registering him for a specific H1N1
triage so that he can be sent to quarantine.”

In the exemplified suggestion, the business process user recommends two new
informal (differentiated as being a draft by the use of the “%” delimiter) ac-
tivities: CheckForFlu and GivePatientSurgicalMask. Such concepts were created
during that suggestion, and textually related to other formal existing concepts
such as the PatientManagement process and the RegisterPatient activity. The
concepts’ textual representations are bold and underlined to illustrate the exis-
tence of additional information, such as their respective set of associated tags.
Nevertheless, this paper does not focus on how that additional information is
displayed or digested, and we have only distinguished the draft concept from the
remaining formal concepts to depict the emergence of new concepts within tex-
tual discussions. The discussion around this suggestion will allow other business
process stakeholders to understand it, question it, comment it, and evolve the
new concept’s semantic value by either associating new tags or new labels. This
evolutive aspect of the ECHO system is possible because all the relationships
between concept and tag or label objects are defined with temporal awareness.
An example of a possible evolution of the CheckForFlu concept is illustrated
in Figure 2.

This temporal awareness also allows to maintain the evolution history of a
concept, meaning that information about previously associated tags or labels
is not lost, even when new mutually-exclusive tags are associated. Take the
timeline depicted in Figure 2 as an example: both instants c and d override the
concept’s label and formality tag, nonetheless, such information is not deleted
and is possible to be recreated. This allows to rebuild, as shown in Figure 3,
snapshots of the originally labeled CheckForFlu concept. Generating a snapshot
of a given concept at its time of reference will help the reader of the suggestion
to better understand its context and relevance.
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Fig. 2. This figure illustrates a possible evolution of the CheckForFlu concept along its
lifetime. First, in instant a, the CheckForFlu concept is created accordingly to the sug-
gestion example. During the concept creation, the business process stakeholder assigns
the label “CheckForFlu”, tags it as an activity, as a type and as a new created concept:
a draft. Also, two descriptive tags are associated in its creation: “H1N1” and “check”.
Later on instant b, another business process stakeholder associates another descrip-
tive tag “flu”. Further on instance c, another business process stakeholders changes
its label to “CheckPatientForH1N1Symptoms”. Finally, the instant d represents the
formalization of the concept, terminating the evolution path between the informal and
the formal state of the entity.

Check
ForFlu

checkH1N1

type

draft activity

Check
ForFlu

checkH1N1

type

draft activity

flu

Check
ForH1N1
Symptoms

checkH1N1

type

formal activity

flu

snapshot(a) snapshot(b) snapshot(d)

Fig. 3. An important feature of ECHO is that its evolutive aspect allows one to obtain
a snapshot of the concept on a given instant in time. Based on the same example
depicted in Figure 2, three of the four evolving instants are used to demonstrate this
snapshot feature of ECHO.

To conclude, from the ECHO system emerges a weakly-tied8 type system
that business process experts may study, together with the textual suggestions,
to better understand the idea behind the business process stakeholders recom-
mendations. Business process experts may look at concepts tagged with the draft
tag and understand their semantic value by looking at the concept’s evolution
and the discussions in which it is referenced. If the discussion and evolution of
the patient management business process used in the example had continued, the
final business process would have evolved to something like the business process
model depicted in Figure 4.
8 Weakly-tied because there is not a strong conformance between the type-system of

the BPMS and the concepts managed by the ECHO system.
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Fig. 4. This figure shows a final version of the PatientManagement process after the
emergent changes caused by appearance of the H1N1 influenza. According to the con-
cept evolution depicted in Figure 2, a CheckForH1N1Symptoms is implemented within
the business process, and it becomes the first activity enabled for execution. Depend-
ing on the output of that activity, that is, the patient having symptoms of the H1N1
influenza strain or not, the previous flow is taken if there are no symptoms, or in the
case there are, a new set of activities will be enabled for execution. Such new activi-
ties also appeared in the form of new informal concepts: the GivePatientSurgeryMask,
RegisterPatientForH1N1Triage and SendPatientToQuarantine activities.

4 Related Work

In [10], in order to provide some empirical insights and recommendations about
activity labeling in process modeling, J. Mendling et al. perceived the usefulness
of such labels by analyzing their ambiguity. Also, the existing language gap
between business process stakeholders is acknowledged in works like [6] where
Cabot et al. proposed a first transformation to bridge the gap from UML/OCL
to SBVR specifications.

The family tags were motivated by the work contained in [9] and [7], where
two main types of user motivations for tagging are identified: categorizers and
describers. Also, in [8], Jacob identifies the main differences between those two
goals when using tagging-systems.

However, there is a main problem with this unrestrictive tagging approach:
the semantic of the tags is not explicit as there is no hierarchy and no relationship
between the created tags. A method to mitigate this lack of semantics problem
is proposed in [15], where users can tag other tags to define the category which
they belong to. In the ECHO system, we have used a similar approach, however,
instead of tagging other tags, a special “tagable-tag” is used: the concept. Also
the family tags serve the purpose to quickly analyze the inherent folksonomies
existing within the set of tags associated to a particular concept.

Some interesting metrics are proposed in [4] to identify the type of user mo-
tivation. Also, the results shown in [4] reflect that describers are most useful for
the emergence of semantics through tagging.
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5 Conclusions and Future Work

Business Process Management already considers a large set of approaches and
systems that aim for fruitful business process improvements. The use of collabo-
rative environments within those new Business Process Management approaches
are a promising attempt to better evolve and improve the business processes of
an organization. Focusing on the problems that emerge within the textual dis-
cussions between business process stakeholders, this paper proposed a solution
based on an evolutive vocabulary system which aims to give support to the
formalization process of the informal information that is gathered from those
discussions. Based on a strong folsonomic component, the ECHO system allows
business process stakeholders to manipulate semi-structured concepts that they
may refer to when they want to mention existing business process entities or
when they are suggesting new ones. The concepts are allowed to evolve due to
the temporal-awareness of the concept’s relationships with both label and tag
entities. Business process experts may better understand the suggestions made
by the business process stakeholders, by analyzing the respective discussions
along with the weakly-tied type system that emerges from the set of concepts
that the ECHO system holds.

5.1 Future Work

Our future work will focus on the study of another aspects to enhance the ECHO
system proposed in this paper.

As ECHO is defined as an independent system to be embedded in a BPM
discussion environment, we will study how to provide an Application Program-
ming Interface (API) that will ease the integration of the ECHO system with
any Business Process Management System (BPMS).

Another interesting path to investigate is the inference of informal relation-
ships between concepts through the digestion of suggestions. Concepts are re-
lated with each other on a unstructured textual form, however, it would be
interesting to build a commentary system, on top of the ECHO system, that
would concern with those informal relationships between concepts, improving
the semantic value of the emergent weakly-tied type system.

Although we are thinking on a well defined API, business process stakehold-
ers are expected to interact with the ECHO system through the means of a
Graphical User Interface (GUI). Developers have the freedom to build their own
customized GUIs to interact with the ECHO’s API, nonetheless, we will study
and provide some usability guidelines to improve the User eXperience (UX) of
the business business process stakeholders using collaborative Business Process
Management Systems (BPMS) that are embedding ECHO.

Finally, when the ECHO system has reached a decent level of maturity, we aim
to deploy it on different real Business Process Management Systems to obtain
some pragmatic feedback. From such real case studies, we will extract results
that will allow us to tweak, tune and improve the system proposed theoretically
here in this paper.
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Abstract. The Case Management Process Modeling RFP released by OMG in 
2009 expresses the particular demand of practitioners in the case management 
solutions. The case is defined as “a situation, set of circumstances or initiative 
that requires a set of actions to achieve an acceptable outcome or objective.” In 
this paper we consider an example of the case management process - the 
mortgage approval process. We formulate 5 challenges encountered while 
modeling this process using a traditional, activity-oriented modeling formalism, 
i.e. BPMN. We argue that the research methodologies developed during the 
past decades can be successfully applied to case management modeling. We 
propose the use of declarative specifications, variability modeling, and FOL-
based semantics for modeling descriptive processes and, in particular, case 
management processes. We assemble these theoretical concepts in the form of 
DeCo process specifications that extend the BPMN notation. 

Keywords: Adaptive Case Management, Declarative process specifications, 
Configurable processes, First Order Logic. 

1   Introduction 

The Case Management or Adaptive Case Management is an emerging topic that has 
been extensively discussed during the last months by the BPM community. In a 
legislative system or health care, the notion of case has been known for many years: 
here by a case we understand the set of circumstances or facts related to a criminal act 
or a patient condition that requires a decision making and a treatment with respect to 
some norms or regulations. Whereas the norms are well defined, the case-related 
conditions can vary widely and evolve with time, preventing the agent responsible for 
the case treatment from applying a standard predefined template or model. The 
similar notion of the case has been recognized in business process management.  

The Case Management Process Modeling (CMPM) Request for Proposal (RFP) 
released by OMG on September 2009 expresses the particular demand of practitioners in 
the case management solutions [1]. OMG defines case management as “coordinative 
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and goal-oriented discipline, to handle cases from opening to closure, interactively 
between persons involved with the subject of the case and a case manager or case 
team.” Systematic improvement of this process based on the user experience is one of 
the main objectives of adaptive case management approaches. This objective can be 
achieved by following the social production principle defined by the social software 
[26]: ``Social production is the creation of artifacts, by combining the input from 
independent contributors without predetermining the way to do this.” Case 
management is an example of knowledge-intensive process that cannot be fully 
determined at design-time. Mechanisms of the process evolution and actors 
contributing in this evolution cannot be specified in advance either: for example, a 
manager is not any longer a passive process user, it is by aggregation, analysis, and 
mining [2] of case stories and associated user/designer/manager/customer experience 
the case management process can be improved. Therefore a mechanism to integrate the 
“innovative contributions not identified or planned in advance” should be provided.  

In order to benefit from the social software principles in business process 
management and case management in particular, the possibility to communicate, 
negotiate, and change a process definition based on the aggregated knowledge should 
be provided at all levels of the process lifecycle starting from the design. Thus, an 
appropriate formalism for business process modeling has to be selected. 

We argue that declarative specification languages are the most appropriate ones 
(compared to imperative languages) (i) to provide means and to facilitate business 
process evolution; (ii) to coproduce and to share the process knowledge among 
involved stakeholders; (iii) to “rightsize” the landscape of knowledge in order to be 
shared when needed. For the traditional formalisms accepted in the industry, such as 
BPMN or EPC, this represents a real challenge. Being almost systematically 
imperative and activity-driven, these formalisms encourage the early specification of 
the explicit order in which the activities of the process will be executed. On the other 
hand, these formalisms are often implicit in specifying data that is circulating 
throughout the process. Therefore, these formalisms fail in specifying knowledge-
intensive processes and case management processes in particular. Does that mean that 
to address the Adaptive Case Management a brand-new formalism is needed? 

We argue that the research methodologies and techniques developed during the past 
decades can be successfully tuned and then applied for the case management modeling. 
In this paper we discuss the use of Declarative specifications [3], Variability modeling 
[4], and FOL-based Formal semantics for modeling descriptive processes [5] and, in 
particular, case management processes. We assemble these theoretical concepts in the 
form of a modeling approach that we call DeCo – for Declarative Configurable process 
specifications. DeCo process specifications extend the BPMN notation (a de-facto 
standard for process modeling) providing a mechanism for descriptive process 
modeling, formal analysis, and step-wise evolution. 

The reminder of this paper is organized as follows. In Section 2 we provide the 
business process models taxonomy, position the case management in this taxonomy 
and discuss the existing business process modeling formalisms. In Section 3  
we consider a mortgage approval process and attempt to model this process in  
BPMN-BizAgi (www.bizagi.com). Based on the encountered challenges, we 
formulate 5 issues that have to be addressed by a case management process modeling 
technique. In Section 4 we introduce DeCo process specification and illustrate how 
the aforementioned issues are handled in DeCo. Section 5 presents our conclusions. 
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2   From Business Process to Case Management 

2.1   Process Model Taxonomy 

Business processes models can be roughly divided into two categories by criterion of 
requirements representation: prescriptive and descriptive. Whereas prescriptive 
process models specify how things must/should be done, a descriptive process model 
aims at recording and providing a trace of what happens during the business process 
[6], [25]. 

In practice, prescriptive models are used to specify processes with predictable 
sequences of tasks and well defined coordination rules (e.g. repetitive, highly 
automated production processes). Such processes can be fully specified at design-
time. 

Knowledge-intensive processes are based on the actor collaboration and information 
exchange. These processes are characterized by a weak predictability of task 
sequences and partially defined coordination rules; they can be only “sketched” at 
design-time by descriptive models. Fig. 1 shows the examples of processes that can be 
specified using one or another (or both) modeling styles. 

We distinguish another two categories of business processes models: context-
specific and configurable. Highly specialized processes, defined for a given execution 
environment (e.g. a research experiment in chemistry or physics) can be captured by a 
context-specific model. Such processes are hardly reusable and for each new 
environment a new process (and its corresponding model) has to be defined. Today, 
organizations are interested to consolidate their processes while keeping them 
customizable in order to reflect the context-specific parameters [7]. Processes 
requiring a customization (such as role/task assignment, task ordering, and rule 
selection) upon their deployment can be specified using configurable process models. 

Case management. The glossary of RFP for CMPM defines case as “a situation, set 
of circumstances or initiative that requires a set of actions to achieve an acceptable 
outcome or objective. …” In [1], the case management process is addressed as a 
knowledge-driven process, where activities do not occur in a predefined order. In 
addition, case management processes supposed to anticipate the change of a business 
context at deployment, and also has to react in the consistent and organized manner 
on all the emerging case-related knowledge at run-time. Thus, we claim that case 
management processes shall be specified using descriptive, configurable models (top-
right quadrant of our diagram in Fig. 1). 

2.2   Modeling Formalisms 

Literature provides various process modeling formalisms that we classify into four 
categories: activity-, product-, decision- and conversation-oriented models [8]. 

The Business Process modeling formalisms defined by Unified Modeling 
Language, Event-Driven Process Chain (EPC), and Business Process Modeling 
Notation (BPMN) gain the wide recognition among practitioners today. All these 
formalisms are based on the activity-oriented and/or product-oriented paradigm for 
business process modeling. 
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Fig. 1. Business process taxonomy. Case management can be considered as a descriptive, 
configurable process. 

The most recent type of process models [9], [10], [11], [12] is based on the 
decision-oriented paradigm according to which the successive transformations of the 
product are looked upon as consequences of decisions. Conversation models are 
based on the speech act theory and on the principle that each sentence expressed by 
someone represents an intention, a commitment. 

BPMN 2.0 beta specification [13] published in August 2009 by OMG supports the 
increasing demand to the modeling collaborations, communication, and human actor’s 
involvement. Though, it incorporates the elements of the decision-oriented and 
conversational paradigms. 

A possibility to customize a business process taking into account a deployment 
environment of this process is a part of the more general problem of flexibility. This 
problem was identified in [14] and [15] in general and in the context of WfMS 
respectively: Knoll and Jarvenpaa [14] introduce the term of flexibility as a form of 
alignment between organizations and their IT systems in turbulent environments. The 
authors recognize three types of flexibility in the context of IT: flexibility in 
functionality, in use and in modification. Heinl et al. [15] illustrate the necessity of 
flexibility in workflow management applications and identify two classes of 
flexibilities: by selection and by adaptation. 

Another steam of research presented in [16][17] favors what we refer to as 
declarative business process modeling. In [16] the representation of a business process 
as a trajectory in a state space is introduced. The authors attempt to declaratively 
describe the dynamics of a business process by defining a notion of a valid state. Van 
der Aalst in [17] presents a case handling paradigm to cope with business process 
flexibility. In contrast to workflow management, case handling aims to describe what 
can be done to achieve a business goal but not what should be done and how. 

3   Example: The Mortgage Approval Process 

Mortgage approval process is a typical example of a case management process. In this 
section, we provide a generic mortgage approval process description as defined by 
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different financial institutions in the USA. The information provided below results from 
our study of multiple information sources (e.g. http://www.homebuyinginstitute.com/, 
http://www.mortgage-resource-center.com/, http://homebuyereducation.bankofamerica. 
com/, http://www.homeloancenter.com/ etc.) It represents a compilation of guidelines, 
recommendations, and descriptions of mortgage approval process, provided by 
different loan consulting firms, financial advisors, and banks and available on the 
web.  

3.1   The Process Description 

A mortgage is a loan for buying a house. The terms and length of the mortgages are 
negotiable and can be adapted for the applicant’s situation.The mortgage approval 
process can be divided into the following steps: Pre-qualification; Formal application; 
Document review; Pre-approval; Property appraisal; Final approval; Closing. 

The goal of the pre-qualification step is to determine the potential mortgage 
amount that the applicant is eligible for. The purpose of the formal application is to 
provide the lender with documents characterizing in details the current financial 
situation of the applicant as well as his/her employment and credit history. Document 
review follows the formal application and may include the pre-approval step. The pre-
approval letter issued as a result of this step indicates that the applicant is pre-
approved by a lender for a specific loan amount. When the property is selected by the 
applicant, the mortgage lender initiates the property appraisal. The appraisal step 
defines the amount of the mortgage and a corresponding down payment. The lender 
makes “approve”, “not approve”, or “approve with conditions” final decisions based 
on the document review and the appraisal results. If the loan is approved, a 
commitment letter is issued for the applicant, and a closing date is set up. Closing 
(also called settlement) is a final step. During the mortgage closing, the mortgage 
lenders will need to purchase the house and hold the title as the applicant makes 
payments to them. 

3.2   Specification of the Mortgage Case Management Process Using BPMN 

Considering the complexity of the complete process, in this paper we will focus on 
the Formal Application process step. The text below describes this step in details. 
 

Mortgage Approval: Formal Application 
0 The applicant can request the application package by e-mail or by post. 

Alternatively, all the forms can be accessed on the Web. 
1 Mortgage application can be submitted electronically or during a personal 

meeting with the mortgage lender.  
2 The exact set of documents may vary depending of the financial institution and 

the particular situation of an applicant. These documents may include: The Social 
Security card; Record for past two years for residence address; Employer name, 
address; W-2 tax forms; federal income tax returns; Most recent pay-stubs, etc.  

3-5 During the application, the lender provides the applicant with a Good Faith 
Estimate (GFE) of costs of loan closing; the applicant can be asked to make a 
final decision on the type of mortgage loan; also an interest rate for the loan can 
be locked in this phase. 
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6 Some lenders will give to the applicant an access to their website where the 
applicant can check on the approval status of his/her package. 

7 Usually an application fee and the appraisal fee will have to be paid by the 
applicant during the mortgage application submission.  

The main purpose of this description is to illustrate the diversity of activities, actors, 
and information involved and to stress the unpredictable nature and variability  
of this process – the characteristics that make it’s modeling a challenging task.  
Figure 2 presents the model of the Mortgage approval process specified using  
BizAgi modeling tool. 

3.3   Discussion 

Modeling the mortgage approval process in BPMN, we have encountered the 
following challenges: 

Optional tasks. Modeling optional tasks represents one of the major challenges. For 
example, <Send the forms> task is not needed if an applicant has already downloaded 
forms from the Web or if he/she fills in the application on-line. 

 

Fig. 2. BMPN specification of the Formal Application in the Mortgage Approval process 

Task Ordering. Many tasks, being obligatory for the process, cannot be preordered at 
design time. Based on the norms and policies of the concrete place/institution, their 
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order may be specified at deployment (e.g. <Get an access to the approval status 
info>, <Get application fee>). However, some actions (e.g. <Lock in an interest rate>, 
<Get appraisal fee>) can be ordered only at run-time as they will be executed based 
on the data availability.  

Within the traditional BMPN formalism, task ordering can be expressed using a 
gateway mechanism; however, considering the large number of such ordering options, 
this mechanism is not efficient. An explicit specification of conditions under which 
one or another ordering should be applied is also challenging. In our BPMN diagram, 
the appropriate solution found was to leave the tasks that could not be explicitly 
ordered at design time outside of the process flow. 
Optional/alternative data objects and synonyms. The mortgage approval process 
consumes and produces a vast amount of data artifacts. Some of these artifacts may be 
obligatory, whereas the others can emerge (or be requested) in specific situations 
only. For example, the mortgage loan applicant can be asked to provide the mortgage 
lender with one or multiple different tax forms. The form W-2 (Wage and Tax 
Statement) is typically requested from all the applicants in USA (obligatory); the form 
2555 (entitled Foreign Earned Income) should be provided by taxpayers who have 
earned income from sources outside the United States. In order to adapt to different 
applicant’s situations, the alternative data artifacts should also bespecified. For 
example, the form 1040 is a commonly accepted tax return form, whereas the form 
1040EZ is a simplified version of this form: for single and joint filers with no 
dependents the form 1040EZ can replace the form 1040 [source: wikipedia]. Some 
artifacts also can be called differently from one organization (or country) to another: 
the tax forms (or IRS forms) defined for USA corresponds to another tax forms in 
UK. For a mortgage lender working in both countries, having these synonyms explicit 
can be beneficial. 
Explicit modeling of data impact on decision making/task ordering. Data artifacts 
impact the task ordering and decision making at run-time. For example, if the 
purchase contract is provided during the application, the mortgage lender may want to 
immediately initiate the appraisal process. We have used BPMN artifacts to specify 
the relations between data and tasks where these data is required. The way the data is 
used in general can be indicated using annotations. However, neither one nor another 
mechanism is formalized in BPMN. Implicit impact of data on the decision making 
stays out of the process modeling scope within the existing formalism.  
Role assignment. Whereas abstract process participants – Mortgage lender and 
Applicant – are easily recognizable, concrete role assignment may depend on the 
financial institution: small banks have only several (2-4) roles associated with the 
process, whereas in the big agencies the application processing and decision making 
is more likely to be assigned to a number of different roles with different 
responsibilities. These roles can be assigned only upon deployment. As our study 
shows, the same task can also be performed by several roles – this postpones the role 
assignment until the run-time.  

In this section, we have listed only several challenges related to the case management 
process modeling. The modeling of negotiation and communication, internal decision 
making, modeling data/actor/task ranges are the problems that will be addressed in the  
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future. To conclude our discussion, we formulate five requirements to a descriptive 
process modeling approach that the traditional formalisms can hardly meet and that 
we are going to address in further sections: 

1. Need to specify inputs/outputs while distinguishing obligatory and optional data, 
alternatives (possible replacements), and synonyms (identical artifacts called 
differently). 
2. Need to specify role hierarchy, alternative roles, and synonyms.  
3. Need to specify optional, obligatory and alternative task. 
4. Need to specify multiple flow possibilities. 
5. Need to specify impact of data to different tasks and the task flow. 

4   Declarative Configurable Process Modeling Notation (DeCo) 

In this work, we present the process modeling approach based on Declarative 
Configurable (DeCo) process specifications that extend the BPMN notation (a widely 
adopted standard for process modeling with more than 60 current implementations). 

4.1   Theoretical Foundations 

The theoretical foundations of DeCo are grounded on Declarative modeling [3], 
Variability modeling [4], Refinement theory, and formal methods - the paradigms, 
proven in the research community. This work is largely based on the authors’ research 
reported in [5], [18], [19], [12] and is inspired by the results presented in [20], [21]. 

The declarative specifications for modeling business processes have been presented 
in [19]: this approach is based on the systematic modeling of process-related data. 
This allows us to introduce the notion of state. Each process task then can be 
associated with a set of pre-states - the states where this task can (but not necessary 
will!) be executed - and a set of post-states – the states resulting from the task 
execution respectively. Consequently, the process specification represents a set of 
activities (tasks to be done) with no predefined execution scenario.  

The declarative modeling principles allow one to postpone the decision making 
about the process control flow until its deployment or even execution. As soon as 
declarative process specification evolves - the mechanism to validate and to control 
this evolution is required. In the work presented in [19] the evolution from the 
declarative, nondeterministic process specification at design time towards precise 
(imperative) process specification at deployment is represented as a set of refinement 
steps. The notion of refinement for graphical specifications, adopted from software 
engineering [3], is presented in [5]. In this work, the formal semantics for graphical 
specifications is defined based on first order logic and set theory. These semantics 
allows us to reduce the problem of refinement verification to the validation of the 
first-order logic formula and provides the means for automated process analysis and 
control using the tools for automated analysis of program specifications defined in 
software engineering. 

The technique presented in [19] allows one to demonstrate that different control flow 
configurations of the process are valid with respect to a high-level declarative design 
specification. However, to deal with descriptive processes (and the case management in 
particular) the process configurability should not be limited by a control flow.  
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In the literature, several major perspectives of the process models are specified 
[23]:the control flow perspective that captures the temporal ordering of process tasks, 
events, and decision points; the data perspective that captures the lifecycle of data 
objects (creation, usage, modification, deletion) within the process; the resource 
perspective that describes how the process is carried out within the organization and 
deals with roles and resource assignments; the operational perspective that addresses 
the technical aspects of process execution and specifies the elementary process tasks 
and their assignment to concrete applications or application components of the 
organizations; the context perspective that describes the attributes related to the 
process execution context; the performance perspective, addressing the process cost 
effectiveness. 

In [5], [20], [21], [22] the concept of configurable process has been presented and 
the modeling formalism to deal with process configurability at multiple perspectives 
is defined. Namely the authors present the Configurable Integrated EPC (C-iEPC) 
modeling notation that extends the well known Event Process Chain (EPC) notation 
and addresses the process configurability along the control-flow, data, and resource 
perspectives. According to this approach, “Given a configurable process model, 
analysts are able to define a configuration of this model by assigning values to its 
variation points based on a set of requirements. Once a configuration is defined, the 
model can be individualized automatically..” Individualization process can be 
considered as automated synchronization of the process model perspectives in 
respond to each configuration decision. This guarantees the correctness of 
individualized process models by construction. To introduce the notion of correctness 
and to reason about individualized and configurable models, authors define formal 
semantics for C-iEPC based on FOL[20]. 

4.2   Multi-perspective Configurability 

Inspired by the approach presented in [20]-[22], we propose to address the 3 out of 5 
requirements defined in the previous section using the multi-perspective 
configurability as follows: 

1. Need to specify inputs/outputs while distinguishing obligatory and optional data, 
alternatives (possible replacements), and synonyms (identical artifacts called 
differently). - This requirement can be addressed by providing configurability along 
the data perspective.  
2. Need to specify role hierarchy, alternatives (possible replacements), and synonyms. - 
This requirement can be addressed by providing configurability along the resource 
perspective.  
3.Need to specify optional, obligatory and alternative tasks. This requirement can be 
addressed by providing configurability along the operational perspective. 

Due to space limitations, we consider in more details only the DeCo implementation 
of the data configurability. Figure 3 illustrates the data object hierarchy models for 
Tax forms and Tax return forms required for formal mortgage application in USA. 
Vast amount of data artifacts consumed and produced by a process represents a 
challenge for modeling. The hierarchy model of data objects describes:  
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• generalization-specialization relations between data objects; 
• alternatives – data objects that can replace the data object originally required by 
the task; For example, the Form 1040EZ can be considered as an alternative of the 
obligatory 1040 form. The rule 3.2 specifies the condition where this alternative is 
applicable. Such rule can be described as a text or formalized in FOL. 
• synonyms – different terms referred to the same data object. For example, in 
USA, both tax forms and tax return forms can be called Internal Revenue Service 
(IRS) forms [source: wikipedia] 

 

Fig. 3. The data object hierarchy model for the Formal Application 

4.3   Declarative Specification of Tasks 

The last two requirements: 

4. Need to specify multiple flow possibilities  
5. Need to specify impact of data to different tasks and the task flow  

can be addressed applying the declarative modeling principles as explained in  
[19], [5]. Formal semantics permits to express the action contracts in terms of pre-
condition, post-condition and invariants.We define a formal semantics for DeCo 
specifications based on first-order logic (FOL). Similarly to results presented in [5], it 
can be used for the mapping of a DeCo specification to the Alloy specification 
language [24] for further validation.  

At run-time, at any moment a process enactment is characterized by its state (a 

case state). We define a case state in DeCo as a vector ),..,,( 21 npppX = . The 

components nppp ,..,, 21 are values of data objects related to this case at a given 

moment of time. A state space Σ  is a set of all possible states of a case.  

For every process task A we define a precondition and a postcondition. 

Postcondition postA  is a condition that a case meets after the task termination. 

Precondition preA specifies a condition that must hold upon the task invocation: If A 

is started in a state satisfying preA , it is guaranteed to terminate in a state 

satisfying postA . 
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Precondition and postcondition are modeled as predicates over state spaceΣ : 

},{:

},,{:

falsetrueA

falsetrueA

post

pre

→Σ×Σ

→Σ
 

In addition to pre- and postcondition, invariants for process tasks can be specified. 

Invariant invA  is a condition that holds before and after the task execution.  

Task A  defines a transition of the case from state X  to state 'X  (pre- and post-states 
respectively). We define a task in DeCo as a binary FOL-
formula },{: falsetrueA →Σ×Σ . We specify the task using logical implication 

between precondition and postcondition: 

)',()()',( XXAXAXXA postpre

def

→=  

If at a given state X  the precondition preA ,of the task A holds, then the case will be transited 

to a state 'X , for which the postcondition of A - postA - holds.  

Preconditions, postconditions and invariants explicitly relate tasks with data objects within a 
case. 

Example: 
To specify the contract for the <Send the Forms> task from Fig. 2, we define 2 
supplementory predicates: 

isReceived(d: DataType, a:Applicant) { ∃ m:ReceivedMessage | m.content = d ∧  m.src = a } 
isSent(d: DataType, a:Applicant) { ∃ m:SentMessage | m.content = d ∧ m.dst = a } 

The former predicate evaluates to True if in the process there exists a message m 
received from an applicant a that contains a data object d. Along those lines, the 
second predicate evaluates to True when the message m with a content d is sent to an 
applicant a. We define the precondition and the postcondition for the <Send the 
Forms> task as follows:Pre: isReceived(FormRequest, applicant); Post: 
isSent(AppForms, applicant) 

There are no invariants specified for this task. The task itself can be denoted as 
follows: 

∀ apl:Applicant | isReceived(FormRequest, apl) → isSent(AppForms, apl) : 

Whenever the process receives a form request from an applicant apl, then the 
execution of this tasks will move the process in the state where the application forms 
are sent to this applicant. 

5   Conclusion and Future Work 

OMG RFP demonstrates the increasing interest and the particular needs of the 
practitioners in the methodologies and tool support for case management process [1]. 
According to OMG RFP, the objectives of the Case Management methodologies or 
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tools are (i) to accommodate and structure the knowledge of participants about the 
current case, (ii) to provide the information of the previous similar cases and help the 
practitioners to learn from best practices, and (iii) to progressively improve case 
management processes to make them “evolve toward prescribed processes.” 

DeCo defines the concepts for systematic gathering, and structuring the 
information about the data (consumed or produced), the roles, and the tasks of a 
process. Namely, based on the configurability modeling along multiple process 
perspectives, we specify generalization/specialization, synonym, and alternative 
relations.  

Compared to traditional business process modeling formalisms, DeCo provides the 
means to support the prescriptive nature of the case management process: the 
declarative modeling principles allow the designer to specify the set of activities that 
could (but not necessary will) be executed during a process invocation together with 
the conditions under which this execution can be possible: {pre, post, inv}. Though 
extending it, DeCo is based on the BPMN graphical notation. Our main objective with 
DeCo is not to provide yet another set of concepts and shapes representing them, but 
to reuse as much as possible the notation that (a) has already been known and used by 
practitioners for years and (b) has a significant developers’ support. This can  
help us to get a useful feedback from the BPM practitioners’ community while 
conceptualizing DeCo. 

Social software is software that supports the interaction of human beings. Thus, 
being largely dependent on such interactions, case management process can benefit 
from supporting tools based on the social software principles. The following three 
important missions can be successfully fulfilled by social software: (i) collection of 
process requirements for their further incorporation into the process design model; (ii) 
collection of the information related to the process context for the further process 
model customization at deployment; (iii) collection of the content (case subject) – 
related information at the process run-time for the further process model analysis and 
evolution (e.g. implementing process mining [2]).  
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Abstract. Existing process modelling languages and especially ex-
ecutable process modelling languages are not designed for business
users without programming knowledge. We therefore propose a novel
Lightweight Process Modelling seeking to lower the entrance barrier for
modelling executable processes. In this sense lightweight applies to the
user interaction and means easy to understand in the context of the mod-
elling language and easy to deploy, implement, and execute processes in
a tooling context. Hence business users get advanced guidance during
their modelling activities. This paper will provide a specification of a
Lightweight Process Modelling process and the Language for Lightweight
Process Modelling (LLPM). The LLPM formal semantic core is fairly
rich, but it is designed to be rendered in a simple graphical form with-
out undue loss of semantics. To achieve this we followed three design
principles of lightweight modelling when supporting a business user: ab-
stracting from executable process details, using semantic annotations,
and reusing process parts through patterns and templates. In order to re-
alize these design principles we have created new elements for the LLPM
that are not yet implemented in existing process modelling languages.
Selected concepts of existing process modelling languages like BPMN
and BPEL complement the LLPM. In this paper we present a coher-
ent specification of the elements, properties, and relationships. Further
a design process is defined revealing the steps of enhancing the abstract
graphical process models with execution details.

1 Introduction

Purposes of Business Process Modelling (BPM) [53] is to document, communi-
cate, analyse, and support collaboration in pursuit of business needs, furthermore

M. zur Muehlen and J. Su (Eds.): BPM 2010 Workshops, LNBIP 66, pp. 433–448, 2011.
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to automate processes within an existing infrastructure. In order to abstract pro-
cess logic from application logic Business Process Management Systems (BPMS)
[5] allow for the definition and execution of processes by invoking underlying ap-
plications or services. Currently, using a BPMS and modelling executable pro-
cesses requires a high level of expertise in business and IT rendering existing
process modelling languages unsuitable for the business user. By business user
we refer to users that are ’not casual, novice, or naive’ [30] but have got strong
domain-specific business skills. Concerning IT they have computational needs
but limited IT knowledge and no interest in getting an IT professional [30][37].
Due to the lack of IT-knowledge reuse of existing executable process models
is low. There is no common understanding of business process models and the
terminology used [2][27]. In addition, users have difficulties in delivering process
models at an IT-oriented quality level and commit typical modelling errors [19].
The trend of business user enablement seeks to overcome these issues. A simple
way for users to understand business processes is a key success factor to encour-
age for taking ownership of the process and making process changes [43]. This will
speed up process management and lower costs since experts are only needed in
few cases. Hence there’s a need for a business process modelling solution that the
business user can use in a lightweight way, so required for knowledge expression
in general in [22]. In this sense the term lightweight concerns the user interac-
tion and means easy to understand in the context of the modelling language and
easy to deploy, implement, and execute processes in a tooling context. However
in order to realize a lightweight user access sophisticated backend solutions are
needed. In this paper we will introduce Lightweight Process Modelling (LPM)
seeking to lower the entrance barrier for modelling executable processes. We will
investigate how business users can be enabled to express activity requirements
rather than to specify services and kept free from execution details. Therefore we
are going to specify LPM design principles to be applied by according artifacts
such as a process modelling language or supporting tools. Further we will define
a process modelling language and tools realizing the vision of LPM and hence
implementing these design principles. We will hereby focus on the language, the
so-called Language for Lightweight Process Modelling (LLPM). The LLPM itself
is complex, however strongly supports principles of business-user empowerment.
It comprises new process modelling concepts such as semantic annotations, pat-
terns and templates, goals, and data flow elements that reflect the user support
principle and are not yet implemented in existing process modelling languages.
Selected concepts of existing process modelling languages like the Business Pro-
cess Modelling Notation (BPMN) (see www.bpmn.org) and the Web Service
Business Process Execution Language (WS-BPEL) (see www.oasis.org) comple-
ment the LLPM. We have selected the design science as described in [15][24] as
research methodology. With respect to the design science phases described in
[35], this paper is organised as follows. Section 2 will give an overview of related
work. The design principles for lightweight modelling, representing the design
according to Peffers et al., are covered by Section 3. In Section 4 the LLPM
itself is described in detail and how it realizes the design principles covering the
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development phase in the design science. How the LLPM is enhanced by exe-
cution details is subject to the design process in Section 5 demonstrating the
applicability in terms of the design science. Section 6 reports the evaluation we
have undertaken in relation to LLPM. This is in line with the evaluation phase
of the design science. Finally a conclusion is given in Section 7.

2 Related Work

The goal of our research work is to empower business users to model executable
processes. The used process modelling language should be simple and usable.
Any element of a process modelling language should be easily understandable.
The process models should further abstract from execution details such as service
composition and binding. Reuse of process models and parts of it should be fos-
tered by providing information in a language the business user can understand.
In the paper at hand we follow an approach making use of semantic annotations
of processes and its elements. These annotations are provided by the user and
appropriate tools and are then used to enhance the process models by execu-
tion information. A related approach to support the user in process modelling
has been described by [16]. The authors have created a recommendation system
proposing the use of existing processes or parts of it, based on a tag matching.
Furthermore the PICTURE project1 provides a basic process modelling tool sup-
porting the business user in exchanging documents. Several process modelling
languages exist, an overview of current standards can be found in [18]. The
most common languages that are related to process automation are the Yet An-
other Workflow Language (YAWL) [49] and the BPMN. YAWL is an executable
business process modelling language founded on workflow patterns presented in
[48][47]. The main purpose of BPMN models is to facilitate the communica-
tion between domain analysts and the strategic decision-making [40][1]. BPMN
models are also used as a basis for specifying software system requirements and
providing input to software development projects. BPMN itself is not executable
and has hence to be transformed into an executable language that - according
to [46] - is often vendor-proprietary. Specifying process models in YAWL and
BPMN requires high expertise in IT and formalisms. However, we don’t suppose
our target users to have that kind of knowledge. Especially YAWL misses ac-
ceptance and application by a broad user base [39]. YAWL is oriented towards
support of workflow patterns rather than providing a simple language for busi-
ness users [14]. Furthermore BPMN is mostly used for documentation purposes
by users that don’t think of implementation details [46]. An analysis of BPMN
models revealed that only 20% of its vocabulary is regularly used [55], respec-
tively 36% of respondents use a core BPMN set to develop their process models
and 37% use an extended core set [41][38]. Further [41][38] state that formal
education is required for using BPMN and events are often not understood by
users. Althoug having only three shapes on the surface various subtypes of each
shape make BPMN complex [46]. In order to keep a language understandable for
1 http://www.picture-eu.org/
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business users we will focus on a minimal set of required elements. A commonly
used executable process modelling language for service orchestration is the WS-
BPEL and according extensions for other services than Web Services [34][33]
such as goals defined in the Web Service Modelling Ontology (WSMO) (see
www.wsmo.org) and to interfaces described in OWL/S [25]. The services are in-
tegrated into the process model by referencing their WSDL service descriptions.
WS-BPEL combines the features of a block structure language with those for
directed graphs. A BPEL process works fine within a closed environment where
services are harmonized. However, in the heterogeneous, open Web the configu-
ration and composition of services requires more sophisticated mechanisms for
discovery, data mapping, and flexible service instantiation. In our research work
we envisage to allow for selecting, binding, and replacing services at various
stages. Some of the aforementioned aspects have been partially addressed in [6]
where SCENE, a BPEL engine supporting dynamic binding and self-adaptation
disciplined through rules is described. Finally, similar to YAWL and BPMN, the
execution details in BPEL are hard to understand for non-IT-experts. The same
applies to SCENE that requires high effort spent by system integrators in defin-
ing adaptation rules. An approach to bridge the gap between business specifica-
tion and execution details and to support the provisioning of execution-related
information for services is to attach semantic descriptions to process elements.
These descriptions will provide information about discovery, composition, and ex-
ecution of services. Furthermore, semantic activity descriptions will allow for the
definition of requirements rather than specifying concrete services. [42] describe
an approach describing services on an intentional level through intentions, pre-
and postconditions, and an indication whether a services is atomic or composite.
An early approach to automatically compose web services by extending Golog is
described in [26]. In our research work we follow this approach of using semantic
annotations and apply it to process modelling and execution. Besides WSMO two
ontologies for WSDL-based services, WSMO-Lite [50], and for REST services [8],
MicroWSMO [20], exist. The WSMO-based Business Process Modelling Ontology
(BPMO) [7] provides a framework for describing processes by ontologies. We will
use parts of the full-fledged BPMO framework in order to attach semantic con-
cepts to the LLPM, mainly to activities and the process as a whole. To summarize
there exists no process modelling language that is simple and usable enough to be
understood by the business user, that abstracts from execution details, and that
fosters reuse. In our approach we are first going to select a minimal subset of ex-
isting process modelling language elements that are easily understandable by the
business user. This minimal set of process elements is afterwards enhanced by el-
ements needed for the abstraction through the use of semantic annotations. This
new set of elements constitutes the LLPM. An application of this set to existing
languages could be performed in terms of profiling as well.

3 Lightweight Modelling Principles

In lighweight process modelling we will support the user in perceiving activi-
ties not as operations bound to concrete services but as a set of requirements.
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The requirements express desired functionalities and characteristics and are de-
scribed according to a shared conceptualization such as an ontology. This will
ensure a common understanding of the descriptions. The set of semantically de-
scribed requirements can also follow a goal specification that could be used both
at design and runtime to dynamically bind services. Lighweight modelling also
exploits preexisting knowledge in terms of patterns and templates acquired dur-
ing previous modelling and execution activities. The patterns and templates can
be published in a repository and made available through search mechanisms or
recommendation systems. In order to support the data flow modelling we further
present a list of operators enabled by the LLPM.

Graphical Abstraction: Quite some studies exist about whether graphical
or textual programming languages are better understandable by users. While
[28][10][36] claim benefits of visual programming, [12] argue that graphical rep-
resentations are only better understandable if the users know well the structure
and the symbols. In our research we claim that a graphical process represen-
tation is more likely to be understood by the business user. However, for IT
experts we provide a textual representation as well. The LLPM mainly com-
prises two abstraction layers (see Figure 1). The graphical abstraction layer is
the modelling interface for the non-experienced user, is kept simple, frees the
user from execution aspects, and is represented by the upper layer in Figure 1.
A specific process editor designed for the LLPM has been implemented. Wiz-
ards in the Process Editor support the user in difficult modelling tasks, such as
the specification of gateways. The lower layer in Figure 1 contains the canon-
ical, executable representation of the process model that is semi-automatically
created from the abstract model. Further the canonical model is used by tools,
such as components for discovery, composition, and execution, in order to com-
plete the abstract model with execution details. The user will only see the ab-
stract graphical model and get guided through wizards in order to formulate the

Abstract graphical
process

(Graphically
abstracted LLPM)

Canonical layer

(LLPM)
<LPML>
<process>

<activity>…</activity>
<activity>… <activity>
…

</process>
</LPML>

Fig. 1. Graphical abstraction and canonical layer of the LLPM
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activity requirements and extend the models. The user however will only get in
touch with them indirectly through the process editor in case additional infor-
mation is needed.

Semantic Annotations and Contextualisation: The LLPM encourages en-
riching process models with semantic annotations that provide semantic mean-
ings and descriptions and refer to knowledge representation models, such as
ontologies. They make hence process models machine-readable and better un-
derstandable for human users. The purpose of such annotations is to support a
sort of automation during both modelling and execution of processes. Annota-
tions can also be used to check the fulfilment of requirements and constraints.
The LLPM annotations are ontology-agnostic and can reference concepts de-
scribed by different ontologies like WSMO, WSMO-Lite, Micro-WSMO, or the
different flavours of OWL-S as well. Reasoners will properly interpret those an-
notations e.g. to instantiate goals by services. Business users or context-reasoners
can use annotations describing the entire process and activities with the follow-
ing aspects. Requirements and Constraints can be used to specify a domain-
specific scope or limitations for the process and other global requirements. For
activities, requirements describe the functional classification of desired services.
Non-functional Properties and Metadata may specialize the process and activ-
ity behaviour according to factors such as dependability, reliability, performance
and ability for transactions as well as additional information such as author,
creation date, versions, and revisions. Functionality-based annotations can ref-
erence preconditions and effects and inputs and outputs. Related to gateways
and flows the annotations can refer to conditions.

Patterns and Templates: It is widely agreed that patterns can accelerate the
designing of process models, reduce their modelling time and improve the mod-
elling quality by simply being instantiated or customized [48] [45] [13]. Patterns
enable community members to communicate more effectively, with greater con-
ciseness and less ambiguity. An approach for reusing processes and parts based
on case-based reasoning is described in [17] and [23]. As a starting point we
use a part of well-known workflow patterns from [48] as our process patterns in
order to support modelling the control flow perspective. We further introduce
workflow templates that are more coarse-grained, can combine workflow pat-
terns, and cover a certain business functionality. Workflow templates can cover
almost complete processes, however the templates do not contain a start and
an end element. The processes composed by one or more workflow patterns or
templates are guaranteed to be functionally and syntactically sound. Even for
unstructured processes the application of patterns according to predefined rules
guarantees soundness of processes [13].

Goals: Process activities are traditionally concrete and bound to services or
other means of implementation at design time. In contrast the LLPM introduces
goals as unbound activities that are bound to a particular service either later
at design time or at runtime by composition tools. This will keep the process
models more flexible and agile. Goals will support users in modelling the control
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flow perspective and refer to process activities. In contrast, related literature
mostly defines goals for the entire process [21][31]. The LLPM Goal is based on
WSMO-Lite and has optional properties such as functional classification, non-
functional property, precondition, and effect. A LLPM Goal can be understood
as an abstract classifier for fitting semantic web services. An instance of the
goal class represents a concrete goal providing concrete instance references to
some of its optional properties. They can be provided by the modeller, but
they could also be derived from domain specific contextual information and
tools. In particular, business users will benefit from the goal approach. They
can browse and inspect available goals stored within a goal registry. The goals
are more intuitively understandable than mere service descriptions. An example
of a goal is given in section 4.3. A goal for payment handling is integrated in
the process. Later on the payment handling goal is instantiated by a credit card
service. For binding services to goals and hence to activities we will make use of
the semantic service annotation indicating a description of its functionality. A
discovery engine matches functionality descriptions of the available web services
to the desired functionality of a search query. Goals must be able to express the
desired functionality of a web service that is bound at runtime. Goals may be
resolved to process templates as well.

Data Connectors: Besides purely control flow oriented constructs, the LLPM
provides some data flow oriented constructs for supporting mashup-based service
composition. To this end, we present a list of operators enabled by the LLPM.
Such operators are required to model data manipulation through the LLPM.
By doing so this approach differentiates from existing approaches that handle
mediation by dynamically defining mediators [32]. Such an approach would re-
quire deep knowledge in ontologies that the typical users of the LLPM won’t
have. The operators have to consider both semantic and syntactic mapping in
the LLPM. Furthermore the operators will allow for the specification of the kind
of connection between the services.

4 The Language for Lightweight Process Modelling

The aim of the LLPM is to simplify the work of a process designer by hiding
programming aspects, performing automatic compositions, allowing for the late
binding to concrete services, and substituting services at runtime. The LLPM
is devised taking into account both the LLPM usability in the tool that will
be provided to the user and the underlying design process. In this section, we
will give an insight into the LLPM and how the design principles of lightweight
modelling are reflected. The LLPM metamodel describes the elements, their
properties, the relationships between each element and the constraints applica-
ble in their usage. Some elements of the LLPM are not provided directly by the
process designer but can be derived automatically by tools exploiting predefined
semantic descriptions and ontologies of services and goals. In order to make the
specification easily understandable we will first present those elements the user
will see in his view. In further steps these process models and their elements
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are semi-automatically enhanced by information needed for execution purposes.
However, these enhancements are not visualized in the process model view. Ac-
tivities have to be instantiated by goals and services. Further the tools have to
define conditions for gateways and those flows connected to a gateway based on
the semantic descriptions given by the user. In the following we will cover those
aspects of the LLPM that implement the design principles such as semantic
annotations, patterns and templates, and goals. The patterns, templates, and
goals will support the user in modelling the control-flow of its processes. The
data flow aspect highlights the process model from another perspective than the
control flow. Semantic annotations can be applied to both the control and data
flow perspective.

The User-oriented LLPM Metamodel View: In order to be easily under-
standable for the non-expert user the LLPM needs to be simple, abstract, and
hide programming aspects. Hence, on the abstract LLPM level there are only a
number of LLPM elements visible. The abstract LLPM level is represented by
the upper layer in Figure 1. The user graphically creates his Process by adding
exactly one start and one end element and a couple of Activity elements and
by connecting these elements through a source and destination association char-
acterized by Flow. The start element is thereby invoked by external callers and
triggers the whole process. The process can be encapsulated and published as a
service. For activities the user sets names and provides general information about
requirements and constraints, often in natural language. ProcessElement is a
general construct for the abstraction of flows, gateways, and activities. Flow can
represent both control and data flow. Gateway is a ProcessElement that repre-
sents a process split or merge according to a specific condition. Activity specifies
the execution of some unit of work and will be instantiated by an optional goal
and a service. However the user’s point of view abstracts from the instantiation.

Elements for Semantic Annotations, Contextualisation, Patterns, and
Templates: In order to create semantic annotations we use the information
provided by the requirements and constraints in the element descriptions. These
element descriptions are translated into ontology-based semantic service and
goal annotations, e.g. WSMO annotations for goals, WSMO-Lite annotations for
Web Services, or MicroWSMO annotations for REST services. The translation is
semi-automatically performed by a software component. SemanticAnnotation
contains the reference to the annotation file in case of an existing ontological an-
notation, in case the annotation is newly created it is represented by the attribute
expression. Any annotation is of a certain type AnnotationType enumerating
the potential annotation types. It is limited to annotations for functional classifi-
cation, non-functional properties, preconditions, effects, metadata, requirements,
constraints, selection criteria, and replacement conditions. Workflow templates
and patterns are similar to processes as their descriptions are stored in a com-
mon repository and can be referenced by a URI. Patterns and templates can
be instantiated by the user or by a composition tool based on the matching
of semantic annotations. In order to distinguish between processes, workflow
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templates, and patterns two annotations are added to the process element. The
flag isTemplate is set to true, if a workflow template is described. The flag is-
Pattern is set to true, if a process pattern is described. In case of a template or
a pattern the process does not necessarily contain a start and an end element.

Activity Instantiation by Goals and Services: In the following we describe
the elements for the instantiation of an activity in the abstract process model
by a goal and by a service. As explained in section 3.4 the goals serve as in-
put to a discovery engine that finds the right service in order to instantiate the
goal. The Conversation element separates the activity description and its in-
stantiation by goals or services, similar to the separation of activities and their
partner link in WS-BPEL. While the Goal element references one goal, the Ser-
vice element provides a list of potential services. A concrete service is selected
by analysing the semantic annotations, the referenced goal, and the Selection-
Criteria. While the SelectionCriteria class defines the ranking of services in the
service list, the ReplacementCondition defines when to replace a selected ser-
vice. Service selection and replacement at runtime is performed assuming that all
implementations of an abstract service have different interfaces or adopt different
communication protocols. These mismatches are solved exploiting the semantic
annotations of service descriptions as described in [4]. The relation of input-
Parameter and outputParameter of an activity is specified by the Parameter
element.

Support for Data Flow: The LLPM provides a list of operators supporting
data manipulation. In the following we will consider only input and output based
data manipulation. We will provide a SPARQL2-based mechanism to manipu-
late both RDF3 data types and values required (as inputs) and provided (as
outputs) by services. To this end, the Connector element is responsible for
the data mapping between services, such as Merge, Split, Count, Sort, Fil-
ter, Reduction, Loop, Sub-Description, or Aggregation. Each connection
(operator, service) has the optional attributes rounding-up, rounding-down, and
truncating in case the data provided and consumed are not of the same type. All
described operators are considered as semantic and syntactic mapping elements
in the LLPM. The data they manipulate are propagated through the end-user
and the tools for enhancing the abstract process model. From an end-user per-
spective, the aforementioned list of operators will be available through a toolbox
provided in the process editor (a la Yahoo!Pipes4) and can be used through
drag-and-drop. Besides simply drawing connections from outputs of services to
inputs of other service the end-user can optionally specify the kind of connection
between the services, actually like other Mashup editors. All these connections
are stored through the LLPM description of the composition. Alternatively, in
case the user requires more specific or advanced data manipulation within his
process, the process editor provides functionality for dragging and dropping the

2 http://www.w3.org/TR/rdf-sparql-query/
3 http://www.w3.org/RDF/
4 http://pipes.yahoo.com/pipes/
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appropriate external built-in service in order to achieve the required specific
data manipulation. The built-in services are included as Activities. A semantic
data mapping component checks the semantic consistency of data connections
through reasoning based on a data type ontology. Since the semantic mapping
leaves the issue of syntactic mapping open a component for the syntactic map-
ping is used in addition. The execution engine will perform this mapping, e.g.
through the copy/assign mechanism in WS-BPEL. If the automatic mapping is
not possible the process editor will provide a tool for manual mapping.

5 Design Process for Creating Executable Process
Models

In this section we introduce the design process for lightweight process modelling
and execution. We therefore describe the various enhancement steps to gener-
ate executable process models differentiating actions performed by the user and
automatically performed by tools. [9] proposes an approach comprising three
steps to create executable workflows out of templates. After defining data- and
execution-independent workflow templates, still execution-independent workflow
instances are created specifying the data needed on activity level and the data
flow. In the final step the executable workflows are created by assigning re-
sources that exist in the execution environment. In the paper at hand a similar
approach is followed. The business user defines a series of functional activities
and the control-flow between them. We will present in the following the further
steps needed in order to semi-automatically instantiate the activities and flows
and hence make the processes executable. The procedure is performed in four
steps that is as well depicted in Figure 2. The first step is performed by the
user. He specifies with graphical elements in a Process Editor an abstract pro-
cess model. Wizards will guide the user to specify process splits and joins as
well as producing sound process models. The user’s metamodel view (Step 1 in
Figure 2) covers the information that is provided by the user’s process model in
the process editor. The user will specify abstract semantic descriptions for activ-
ities, e.g. in natural language (Step 2). These semantic descriptions comprise in-
formation like requirements, constraints, non-functional properties, or metadata.
The first two steps represent the design time tasks. Ideally the tools will then
automatically enhance and execute the process model - both at runtime - with-
out any more user interaction. Semantic annotations similar to service and goal
annotations are created out of these informal, unstructured, or semi-structured
descriptions. A language processing tool supports enhancing the process model
by annotations for the functional classification, non-functional properties, pre-
conditions, and effects. In case this step can not be performed automatically the
user will be requested to provide missing information through a wizard. Now
the composer and a discovery engine are called (see step 3). They interact to
automatically search for an existing goal or services based on a mapping of the
semantic annotations in order to find out the goal resp. services that fit best.
The found services fitting the goal or the semantic annotations are ordered in
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1) User has to fulfil a task,
expressed in an abstract
LLPM model

3) Search for goals and
services to fulfil process
model

4) Selecting service from list
of found services and binding
to a process step

2) Annotate activities and
the process as a whole

Fig. 2. Design Process

a list. For each service in the list the Service element is instantiated that con-
tains the reference of the service URI. The final step(step 4 in Figure 2) is now
performed by the interaction of the composer and the execution engine. These
two components select at runtime the best-fitting service out of the list. The
execution engine can now execute it adapting the process, in reaction to various
kinds of changes, applying the SelectionCriteria and the ReplacementCondition
defined at design time.

6 Language Evaluation

In this section we evaluate the LLPM in terms of ontological completeness and
coverage as well as simplicity and usability. In this type of evaluation, the con-
structs provided in the language are compared against a benchmark set of con-
cepts within the perspective of the target usage. Further a user survey has been
conducted in order to evaluate the language usability. Besides these evaluation
criteria, economic criteria, such as modelling time, training effort, or the degree
of reuse contribute as well to the evaluation. However, due to the tools under
development, this kind of evaluation will be performed at a later stage.

Completeness and Expressiveness of the LLPM: The process of eval-
uation has involved three steps. In the first step, a reference set of concepts
and constructs was prepared using three widely accepted frameworks: the rep-
resentational model of the Bunge-Wand-Weber (BWW) framework [51][3], the
benchmark set of 20 control flow patterns found in workflow systems [48], and
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a set of six communication patterns found in Enterprise Application Integration
(EAI) systems [44]. In the second step, the reference set of concepts and con-
structs was mapped to LLPM constructs. In the third step, the mapping tables
thus prepared were reviewed by case study owners of a research project, which
were asked to identify if the indirect mapping and gaps were significant in the
context of target usage of LLPM as signified by their use cases. In the future it
is envisaged to evaluate the LLPM against other frameworks as well, such as the
suitability for change support as described in [52].

In a study, Green et al. [11] have mapped the BWW representation model onto
the constructs of BPEL, in [41] it has been applied to BPMN. We have adapted
this analysis for LLPM as a starting point of our ontological completeness eval-
uation. At the end of the second step of our three-step evaluation process, we
identified that 14 out of 30 core BWW concepts do not have direct mappings
to LLPM constructs. The most notable of these is the lack of representation for
’thing’. This is common amongst many process specification or service composi-
tion languages, including BPEL [11]. Also missing are representations of ’state
law’ and the related ’lawful state space’, ’lawful event space’, and ’System envi-
ronment’. Transformation is a core BWW construct, and this has been mapped
to a number of LLPM elements, divided into two groups: Control Flow group
and Data Flow. To ground these findings in the target usage for LLPM, in the
third step we highlighted the shortcomings to the three responsibles for each of
our three target case studies. The feedback suggested that the lack of mapping to
these 14 elements is not crucial for the models to be created in each case study.
Indeed, some of these have been omitted with the aim of simplifying LLPM,
for example states can be modelled by preconditions and effects including en-
vironment variables. Also notable is use of a single LLPM element activity to
implement the Event, Transformation and Wait BWW constructs.

Pattern-based Analysis of the LLPM: The previous section revealed that
one specific BWW concept transformation maps to a number of LLPM con-
structs to express different patterns of control and communication flow. This
provides a focus for the analysis in the current section, which also follows the
three-step evaluation process. In the first step, we prepared a benchmark set of
20 control flow patterns found in workflow systems [48] and a set of six commu-
nication patterns found in Enterprise Application Integration systems [44]. In
the second step, we analysed the coverage provided by LLPM against this bench-
mark set, using as a starting point a similar analysis of BPEL [54]. The results
from the control flow patterns analysis showed that only arbitrary cycles and
implicit termination is not supported. Other patterns are appropriately reflected
through gateways and semantic annotations. The support of multi-instances will
be investigated for the next LLPM release. A similar analysis of the communica-
tion patterns was also conducted, and in the third step of the evaluation process,
the summary results for both the control flow and communication patterns were
evaluated in the context of the three case studies. From the missing elements,
only arbitrary cycles was considered desirable yet not vital for the case studies,
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and this has been scheduled for the next release of LLPM. Further three pat-
terns were felt to be covered by the pre-conditions (2 control flow patterns) and
data flow split (communication flow patterns). Overall, the coverage provided
by LLPM was felt to be adequate for the target usage represented by the case
studies.

Usability evaluation: To evaluate the simplicity and usability of the LLPM
and the tools we report on a study that aimed to identify the balance between
user expectations about costs and benefits [29]. This study serves as guideline for
the usability evaluation of the LLPM. While 80% of the users showed an inter-
est in service composition there had been significant fears about the possibility
of creating errors in process modelling. Furthermore composition problems of
business users could be clearly revealed. The surveyed users agreed on frequent
frustration in the context of service complexity, compatibility, and composition.
A clear need for simple and guided service composition came out. The LLPM
addresses these issues. However, due to the lack of a tooling environment the
modelling evaluation will be performed at a later stage of our research work.

7 Conclusion and Future Work

This paper gave an insight into design principles for Lightweight Process Mod-
elling, the Language for Lightweight Process Modelling (LLPM), and the user’s
modelling procedure. The ability to be transformed into existing standard pro-
cess modelling languages, such as BPMN or BPEL, is key to the LLPM. It is
designed to be flexible enough in order to be easily transformed into various,
existing process modelling languages. Currently the tools (process editor, com-
ponents for composition and discovery) are under development implementing
the user support. We have evaluated the LLPM approach using the concepts of
ontological completeness and coverage as well as simplicity and usability. The
next step in evaluating the LLPM is to further test the usability of the user-
facing representation of the language and of the support tool. We will set up
experiments where we ask target types of end-users to model their processes
using LLPM representations and prototype tools. Any feedback given by these
end-users will provide some ideas to further improve the language. The appli-
cation of ontologies in process modeling languages has to be further evaluated
in the future. In the LLPM we have chosen a pragmatic approach, where on-
tologies are only applied for specifying activities. At the moment this approach
seems to be most appropriate in order to achieve a working solution. However,
as semantic descriptions will evolve and be attached to more and more artifacts,
other full-fledged ontological approaches like BPMO can be applicable as well.
In order to provide full benefit of the user support through patterns, templates,
and goals a critical mass of existing artefacts has to be provided. In particular,
domain-specific patterns, templates and goals will provide an added value to the
user.
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Abstract. Current approaches to support stakeholders’ collaboration
in the modelling of business processes envision an egalitarian environ-
ment where stakeholders interact in the same context, using the same
languages and sharing the same perspectives on the business process.
However, these approaches ignore that Business Process Management
(BPM) includes diverse stakeholders groups, such as end users that op-
erate the business, business experts that understand the overall impact
of business processes and process experts that master process design and
analysis techniques. Therefore, such stakeholders have to collaborate in
the context of process modelling using a language that some of them do
not master, and integrate their various perspectives. In this paper we pro-
pose the Processpedia approach to foster effective collaboration among
stakeholders without enforcing egalitarianism. Processpedia intends to
be an ecological collaboration environment for knowledge production by
capitalising on stakeholders’ distinctive characteristics.

Keywords: Processpedia, Business Process Management, Social Soft-
ware Features, Collaborative Modelling.

1 Introduction

Nowadays dynamic and highly adaptable organisations have been blurring the
distinction between strategic decision and operation. In these organisations, it is
expected that employees understand the organisation’s strategy and goals. They
have to react to change according to business goals, even though they may not
be explicitly embodied in formal procedures, organisational rules or automated
tools. This is particularly relevant when business changes are not foreseen in
advance, i.e. the correct answers are not in place. In these exceptional, but not
infrequent, situations employees’ reactions are driven by the tacit knowledge
they possess about the business, which is part of the organisation’s culture.
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Current methodological approaches [Kueng & Kawalek, 1997; Soffer & Wand,
2005; Lapouchnian et al., 2007] for Business Process Management (BPM) tend
to follow a top-down decomposition strategy from business goals to business pro-
cesses and activities [Kaplan & Norton, 1992]. These approaches envisage the
alignment of business processes with the organisation’s strategy, which is oper-
ationalised by a set of key performance indicators (KPI). They consider that all
the relevant knowledge is gathered, and that process design and implementation
can be sufficiently guided by the defined strategies, goals and KPIs. However,
whenever unexpected changes occur in the environment, the formalised knowl-
edge contained in the designed business processes is not sufficient to precisely
guide the actions of the managers and employees in charge. Thus, top-down BPM
approaches do not consider the potential of end users’ tacit knowledge whilst they
react to unexpected situations. They rather enforce a knowledge creation model
centred on top-down formalisation of knowledge in business process models.

To capture end users tacit knowledge and articulate and integrate it with
explicit knowledge contained in business process models, a new set of tools has
recently emerged including solutions such as Blueprint [Lombardi, 2009]. These
tools are driven by the paradigms of decentralised knowledge gathering and
egalitarianism and intend to actively foster end users’ collaboration in business
process modelling. This way, business process design is driven by both, the or-
ganisational strategic goals and end users’ tacit knowledge. However, end user
participation in the modelling of business processes occurs in the context of
business process languages, mainly BPMN [OMG, 2009], which were designed
to be readily usable by process and business experts to model efficient imple-
mentations of business processes. Furthermore, it is known that end users tacit
knowledge is created in the context of their everyday work that is accomplished
in a local and bottom up fashion and talking into account the current situa-
tion [Suchman, 1987]. Therefore, in approaches like Blueprint [Lombardi, 2009],
end users have to map their local and contextual knowledge of business process,
circumscribed by the their organisational context and made of concrete situa-
tions, into a BMPN like description which crosses several organisational contexts
and abstracts concrete situations.

The articulation and integration of tacit and explicit knowledge is proposed
in the SECI model [Nonaka & Takeuchi, 1995], depicted in Figure 1. This model
provides an integrated perspective to the bottom-up emergence of tacit knowl-
edge and its top-down formalisation. The SECI model comprises four phases:
Socialisation, where tacit knowledge is created from tacit knowledge through
peoples interactions and shared experience; Externalisation, where explicit
knowledge is created from tacit knowledge by creating external and sharable
representations of the knowledge; Combination, where explicit knowledge is cre-
ated by combining explicit knowledge using more complex and abstract forms of
knowledge representation; and Internalisation, where tacit knowledge is created
from explicit knowledge by behaving accordingly to what is specified in explicit
knowledge.
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Fig. 1. The SECI Model

In this paper we use the SECI model to highlight existing limitations on
the gathering of tacit knowledge by top-down BPM methodological approaches
and BPM collaboration tools (Section 2). Then we apply the SECI model to
wikipedia to identify how tacit knowledge is captured (Section 3). By integrat-
ing the SECI models for top-down BPM approaches, BPM collaboration tools,
and wikipedia a new SECI model is defined for a new approach to BPM, Process-
pedia (Section 4). Finally, related work (Section 5) and conclusions (Section 6)
are presented.

2 Top-Down BPM in an Evolving Business Environment

In traditional methodological approaches to BPM, business process modelling is
driven by a set of key performance indicators. Business processes are traditionally
decomposed top-down, from strategy to operation, and focus on optimisation as
defined by centrally defined performance targets. However, it is often the case
that these organisations are not able to acknowledge environment changes and
perish when their KPIs become obsolete, since their optimised operation inhibits
both, the perception of changes and the emergence of tacit knowledge.

The above problem stems from the crystallisation of the organisation’s strate-
gies in a set of formal procedures that intend to completely describe the organ-
isational behaviours. These formal procedures intend to prescribe an optimised
achievement of the strategy. As a consequence, the organisation’s knowledge has
to be explicitly specified. In this paradigm, tacit knowledge is an untapped re-
source that is not considered in the pathway towards organisational performance.
Hence, these organisations address change by planning, which mean that they
try to foresee environmental changes and plan internal reactions before the en-
vironment evolves: they have to be ready for change.
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Fig. 2. The SECI Model Applied to Top-down BPM

When applying the SECI model to analyse BPM top-down decomposition ap-
proaches, Figure 2, we identify an emphasis on Combination and Internalisation
phases. Process experts model and implement business processes while end users
execute business processes according to the definition.

BPM top-down approaches obviously do not consider the production of tacit
knowledge during the Socialisation phase and requirements engineering tech-
niques are used in the Externalisation phase to capture tacit knowledge and
make it explicit. However, requirements engineering techniques are frequently
exogenous in the sense that they are not applied in the same context where tacit
knowledge creation occurred, i.e., when end users perform their work. Besides,
it is the responsibility of the requirements engineer to interpret end users’ tacit
knowledge and make it explicit.

To cope with top-down methodologies limitations on the gathering of tacit
knowledge specific requirements engineering techniques have been applied to re-
duce this gap, by engaging end users in the requirements gathering process, e.g.
scenario-based requirements engineering [Sutcliffe et al., 1998], but yet this oc-
curs outside end users’ working environment, or it occurs in the working environ-
ment but the requirements are gathered by a third party element
[Beyer & Holtzblatt, 1997]. On the other hand, collaborative BPMN editors
such as Blueprint [Lombardi, 2009], which aim to provide an egalitarian ap-
proach, involve end users in the modelling process but oblige them to express
tacit knowledge in a context external to everyday business operation. These tools
provide web-based collaborative modelling editors enhanced with social software
features [Crumlish & Malone, 2009; Bell, 2009], such as comments and ratings,
where end users and experts can work together in the modelling of business
processes.

Figure 3 shows the SECI model applied to collaborative modelling BPM
tools. Computer-based communities are supported, Socialisation phase, which
foster communication among stakeholders. Moreover, these communities mediate
end users, business experts and process experts collaboration during modelling
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Fig. 3. The SECI Model Applied to Collaborative BPM Modelling Tools

activities. Remarkably, due to the focus on modelling the requirements elicita-
tion phase is biased by modelling: requirements elicitation is done by modelling.
Moreover, end users participation occurs at the process experts level of abstrac-
tion and not in the context where they execute business processes. They have
to proficient in a BPM modelling language.

3 Wikipedia as a Collaborative Bottom-Up Environment

In contrast to the dominating top-down approaches that can be found in most
BPM initiatives, the Web 2.0 community can be seen as a successful deployment
of the bottom-up paradigm. The most successful and well-known Web 2.0-based
knowledge management environment is Wikipedia. Wikipedia is a globally avail-
able and free encyclopaedia where knowledge is gathered in a bottom-up manner
by blurring the differences between consumers and producers of knowledge (‘pro-
sumers’). Anyone is entitled to contribute to the encyclopaedia, at his/her level
of knowledge.

There are numerous studies on Wikipedia, e.g. [Spek et al., 2006; Riehle, 2006;
Kriplean et al., 2008]. These studies cover both technical and social aspects,
ranging from the features provided by the Wikipedia software platform, Wiki-
media [Foundation, 2010], to the governance mechanisms used by Wikipedia
community.

The following three aspects are relevant:

– Egalitarianism – Wikipedia’s knowledge model blurs the differences between
producers and consumers of knowledge. Smoothing these differences is a
central aspect of the Wikipedia strategy since it fosters a global participa-
tion, egalitarianism, in the production of knowledge. This way, it is easier
to engage consumers to become producers when they are involved in the
consumption of knowledge.
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– Governance – Even though the governance is very loose and any person can
contribute to Wikipedia, a certain organisational structure exists. This struc-
ture follows the principles of meritocracy where the most relevant positions
are assigned in recognition for contributions to Wikipedia. Once in place this
organisation is responsible for defining Wikipedia rules and to decide accord-
ingly. Additionally, there are sub-organisations, groups, which specialise in
a particular area of knowledge and coordinate their contributions.

– Platform – The Wikimedia platform features are essential to the success
of Wikipedia. It provides seamless reading, writing and editing features to
foster contributions. It also traces all changes, preserving the individual con-
tributions and facilitating reverting to previous versions. Finally, it con-
tains several functionalities for community support. These functionalities
are based on social software features, like comments, discussions listing and
rating. Overall, these functionalities foster the existence of several commu-
nities where discussions about the specific knowledge areas as well as about
the Wikipedia management take place.

An aspect that becomes evident when applying the SECI model to Wikipedia,
Figure 4, is that Wikipedia’s goal is to gather knowledge instead of creating
it. However, Wikipedia’s community follows a set of rules and templates that
emerge from practice. Therefore, knowledge is created about how to capture and
foster the gathering of information and how information is structured inside the
wiki.
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Fig. 4. The SECI Model Applied to Wikipedia

Figure 4 places the reading, writing, editing, and organising of knowledge in
the internalisation phase because when users consume and produce information
they are doing it according to the Wikipedia templates and are certainly fol-
lowing Wikipedia rules. The creation of new tacit knowledge occurs inside the
community and is strongly supported by software for communities and social
networking. This software is rich in the so-called social software features. These
features support discussion and debate about all emerging situations, concrete
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cases, where the application of Wikipedia templates and rules is not straightfor-
ward and raise doubts and disagreement among the community members. These
situations trigger for the emergence of new rules and classifications and, conse-
quently, production of knowledge. Afterwards, during externalisation phase, the
results of discussion are applied to the concrete cases and the combination phase
occurs when the concrete cases exceptions are generalised into new global rules
and/or categories and/or templates.

4 Processpedia

In this section we propose a new approach for BPM called Processpedia. We
do so by proposing a new knowledge creation model for BPM which integrates
the SECI models for top-down BPM, Wikipedia and collaborative BPM tools.
Top-down BPM and bottom-up Wikipedia are not mutually exclusive paradigms,
but can be regarded as being complementary. Top-down BPM stresses the for-
malisation during the Combination phase and behavioural compliance at the
Internalisation phase, while Wikipedia stresses the creation and capture of tacit
knowledge at the Socialisation and Externalisation phases. On the other hand,
while both foster egalitarianism, BPM collaborative modelling tools and
Wikipedia implement different approaches on how abstractions are defined. BPM
collaborative tools focus on modelling by creating abstract models while in
Wikipedia abstract representations are created by generalising from the solutions
found for concrete exceptional cases. Moreover, Wikipedia fosters the capture of
knowledge while users are consuming information but BPM collaborative mod-
elling tools require end users to use an unfamiliar environment, a BPM modelling
tool, to make explicit their tacit knowledge.
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Fig. 5. A SECI Model for Processpedia

Figure 5 shows the Processpedia SECI model that integrates the SECI models
for top-down BPM, collaborative BMP and Wikipedia. The model incorporates
in the socialisation phase the Wikipedia computer-support of communities to
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foster collaboration and capture of tacit knowledge. Additionally, it also incor-
porates the Wikipedia bottom-up strategy, during the externalisation phase, to
capture tacit knowledge by making it explicit in the context of concrete cases.
Therefore, conversely to BPM collaborative tools, where externalisation occurs
by modelling using the high level abstract language, it permits the capture of
those business process instances which execution deviates from their specifica-
tion. The deviations represent concrete exceptional situations of business process
and social software features can be used to justify deviations’ rational and be-
come a source of informal knowledge for the combination phase. During the
combination phase, knowledge evolves based on the knowledge made explicit in
the externalisation phase. End users and business experts can evolve the informal
knowledge by reuse and synthesis, e.g. they create a folksonomy, while business
experts and process experts participate in the evolution of the business process
abstract models.

Contrary to Wikipedia, the model do not follow a pure egalitarian approach
since it aims to integrate the capture of tacit knowledge by end users and business
experts during externalisation phase with the formalisation of knowledge by
business and process experts during the combination phase. End users are not
empowered to create business process models but when performing their work
they can deviate the business process execution from the specification and add
a rational using social software features.

The following aspects characterise Processpedia both from the methodology
and platform perspectives:

– Egalitarianism - Processedia fosters the collaboration of the different stake-
holders in the execution and modelling of business processes but respecting
their level of knowledge and competences. It considers three kinds of stake-
holders’ roles: end-user, business expert and process expert. End users partic-
ipate in the actual business operation executing business activities. Business
experts have a complete vision of the business and can provide a rationale for
why and how the business processes operate. Process experts have the pro-
cess modelling expertise, master the workflow patterns, e.g. workflow data
patterns [Russell et al., 2005], and know how to define optimised business
process.

– Governance - Business experts’ contribution to business process definition
evolution is based on their knowledge of the organisational and functional
goals of business processes. Therefore they are responsible to ensure that
the final definition still accomplishes the organisational and functional goals.
Process experts are responsible for ensuring that business processes optimi-
sation goals are achieved according to the defined KPIs. Note that even
though each one to the stakeholders has his responsibilities they have to
collaborate to create a process definition that accomplishes all the different
goals.

– Model - Processpedia business process models are broad in the sense that
they consider both, the formal process specifications as well as their set
of concrete instances. Considering that a model should contain the explicit
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knowledge about a real entity, the set of process instances that deviated
from the business process specification are particularly relevant since they
contain information about the real entities that is not represented in the
specification. Furthermore, the model specification evolution is triggered by
the set of deviations considered worth being formally represented to become
the norm of the organisational functioning and which operation needs to be
optimised: from concrete knowledge to abstract knowledge.

– Platform - The Processpedia integrates modelling and execution of business
processes. Business process instances execute according the explicit knowl-
edge contained in the process specification. However, a Processpedia platform
should support the ad-hoc execution of business processes instances by end
users and business experts, allowing deviations from the process model spec-
ification to capture the tacit knowledge behind deviations. Thus, end users
can make explicit their tacit knowledge while performing their work, avoiding
a temporal gap between application of tacit knowledge and its representa-
tion, which is a reason for the model-reality divide problem: the interplay of
tacit and explicit knowledge.

– Social Software Features - The concrete knowledge captured by the deviation
can be enriched with informal information containing the rationale for the
deviation. Therefore, social software features should be used, for instance,
tagging can be used to give (informal) semantic meaning to deviations and
comments can be used to justify and contextualise the deviation. Moreover,
the informal semantics should be integrated with the formal semantics in
the sense that the type system should be part of the tag system.

5 Related Work

In this section we discuss related work and how it can contribute to the Process-
pedia platform and method. We detail, and suggest extensions, to some concrete
tools and techniques that may be integrated in an overall Processpedia approach.

Processpedia method is driven by the wiki design principles [Cunningham,
2006] which were successfully applied in the context of Wikipedia [Garud et al.,
2008]. Current approaches to BPM follow a top-down strategy and even the col-
laborative ”bottom-up” approaches like Blueprint [Lombardi, 2009] are
actually top-down: The end user participation in the modelling of business pro-
cesses using the experts language is actually a requirements gathering tech-
nique associated with a top-down approach. Several top-down BPM methods are
driven by measurement criteria [Kueng & Kawalek, 1997; Lapouchnian et al.,
2007; Chao et al., 2009]. The goal-based business process modelling approach
in Kueng & Kawalek [1997] uses non-functional goals to drive the top-down
decomposition of functional goals. The application of artefact-centric at IBM
Global Financing [Chao et al., 2009] also follows a top-down approach driven
by key performance indicators and the requirements engineering approach pre-
sented in Lapouchnian et al. [2007] uses soft goals to identify variation points
of the business process definition. None of these approaches considers a bottom-
up approach, neither they address how can social software features be used. An
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open research issue is how to effectively integrate a process expert top-down
perspective based on systemic qualities with end users bottom-up perspective
based on tacit knowledge.

In Processpedia business processes modelling and execution activities are inter-
twined and should be seamlessly supported by a common modelling and execu-
tion environment. In most existing approaches end users execution should always
follow the business process definition. These approaches confine end users to the
execution of a set of activities, according to a predefined sequence, avoiding the
capture of tacit knowledge. Some tools, as ADEPT2 [Dadam et al., 2007], al-
ready integrate execution and modelling of business processes by allowing end
users to deviate the execution of a particular business process instance from
its business process definition. However, end users deviate by defining a new
business process definition for the instance since the main emphasis of these ap-
proaches is to maintain consistency. Therefore, deviations have a global scope,
since the end users needs to understand the complete process, and they occur
at the process expert level of abstraction, since a new consistent business pro-
cess definition needs to be modelled. New business process languages need to
be defined to represent local organisational contexts, allow the encapsulation
of local deviations, allow definition-less or/and definition-incomplete instances,
and provide a consistency mapping between deviated instances and the former
business process definition. It seems to be promising to follow goal-based ap-
proaches. Indeed Kueng & Kawalek [1997] claims that a goal-based approach
is better suited to digest organisational changes. Additionally, these languages
should incorporate the informal and subjective knowledge provided by social
software features. In particular the emergent folksonomies should be integrated
with the business process type system to support a smooth evolution of business
processes. The current use of social software features associated with business
processes management is mainly as recommendations [Koschmider et al., 2009;
Sarini et al., 2009] and do not explore how informal and subjective knowledge
can be integrated with formal knowledge in a overall knowledge management
process for BPM.

Silva et al. [2010] presents a set of functionalities and qualities that charac-
terise an agile BPM approach. In this paper we provide a knowledge management
perspective that justifies the need for agile BPM approaches and, in addition,
integrates them in a hybrid, both top-down and bottom-up, BPM approach.

6 Conclusions

In this paper we propose a new approach to BPM, Processpedia, which integrates
bottom-up and top-down BPM in order to foster the collaboration of BPM
stakeholders while preserving their contextual perspective. Thus, Processpedia
is a hybrid method to business process design that integrates traditional top-
down approaches with a Wikipedia-like bottom-up approach. The SECI model
is used throughout this paper to show how Processpedia addresses the knowledge
gathering and dissemination process of BPM and to compare Processpedia with
other approaches.
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The design of Processpedia was driven by an analysis of the top-down BPM,
collaborative BPM tools, and wikipedia SECI models. The resulting SECI model
was used to characterise Processpedia using different perspectives: egalitarianism,
governance, model, platform, and social software features.

Processpedia overarches top-down and bottom-up design of business processes
by integrating several forms of knowledge: informal and formal, concrete and
abstract, and tacit and explicit. The use of social software features is central
for the integration. It is used to facilitate collaboration and emergence of tacit
knowledge, and provides intermediate semantics between deviated instances and
specifications. The knowledge captured using social software features constitute
informal and subjective meta-information of business process definitions and in-
stances. Then, process experts use this rich set of information to redefine business
processes.
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Preface 

The aim of this workshop was to further the discussion of the role of BPM for the 
sustainable development of organizations. Our intention was to provide thought leaders 
with a forum where they can contribute to defining and shaping this emergent, and 
arguably highly relevant, research domain. The workshop attracted 11 submissions of 
which 6 papers were selected for presentation after a highly competitive review 
process. Two out of the six papers tackle sustainability from a BPM perspective at a 
rather general level: Constantin Houy, Markus Reiter, Peter Fettke, and Peter Loos 
focus on the ecological dimension and discuss how BPM approaches can be leveraged 
to support sustainability and resource efficiency of IT supported business activities. 
Getachew Hailemariam and Jan vom Brocke conceptualize the sustainability of BPM 
initiatives per se, thus focusing on the economic dimension. The other four papers that 
were accepted pertain to sustainability measurement. Anne Cleven, Robert Winter, and 
Felix Wortmann propose an approach to process performance management with 
particular consideration of social, ecological, and economic dimensions. Nicole Zeise, 
Marco Link, and Erich Ortner also consider all three dimensions when they discuss 
how dynamic indicators can be used in order to control all levels of enterprise 
architectures. Jan Recker, Michael Rosemann, and Ehsan Roohi Gohar focus on the 
ecologic dimension and propose an approach to measure the carbon footprint caused 
during the execution of a business process. Finally, Wube Alemayehu and Jan vom 
Brocke discuss the role of ecological and social aspects in the performance 
measurement of an Ethiopian airline.  

The event was opened by Richard (Rick) Watson, who gave a keynote on the role 
of information systems in creating a sustainable society. Rick is the J. Rex Fuqua 
Distinguished Chair for Internet Strategy in the Terry College of Business at the 
University of Georgia. He has published nearly 150 journal articles, written books on 
electronic commerce and data management, and given invited presentations in more 
than 30 countries. His most recent research focuses on Energy Informatics and IS 
leadership. 

We are very grateful for the constructive and timely reviews of the members of our 
program committee. We are confident that program reviewers, presenters and 
attendees could benefit from the workshop. It will be truly fascinating to see how the 
field of BPM, and the information systems discipline in general, will be able to 
contribute to creating more sustainable organizations and a more sustainable society 
in the future. 

 
Vaduz, 
August 2010 

Jan vom Brocke 
Stefan Seidel 
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Sustainability Performance Measurement –  
The Case of Ethiopian Airlines 
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Abstract. This paper presents the findings of an investigation of sustainable 
performance measurement practices at Ethiopian Airlines. Evidence was 
gathered through structured interviews conducted with key informants of the 
airline and document reviews. Reports were assessed with respect to sustainable 
performance measurement system. The paper demonstrates that, despite the 
availability of economic performance indicators, there are no measurements 
concerning the social and environmental performance. However there is some 
operational practice related to social and environmental responsibility of the 
airline. The research contributes values to two areas: First, it shares some 
experience in measuring sustainable performance of the airline or their practical 
involvement in social and environmental responsibility. Second, it tries to help 
decision makers – based on the example of Ethiopian Airline –to better 
understand the level of maturity of their sustainable performance measurement 
and, thus, to improve decision making through a “sustainability lens”. 

1   Introduction 

Sustainability performance management is an emerging term which addresses the 
social, environmental and economic performance aspects of corporate management 
(Schaltegger & Wagner, 2006). Sustainability has been defined as economic 
development that meets today’s generation needs without compromising the 
opportunity and ability for future generations (Brundtland, 1985). According to the 
Dow Jones Sustainability Indexes “Corporate sustainability is a business approach 
that creates long-term shareholder value by embracing opportunities and managing 
risks deriving from economic, environmental and social developments.” 

The Introduction of the concept of sustainability into the business organizations’ 
thinking has implications for how it considers its strategy which, on the other hand, 
affects how it measures its performance.  

Contemporary organizations generally tend more to extend the basis of their 
performance measures: a short-term financial focus expanded by long-term (vom 
Brocke, Sonnenberg & Simons, 2009) social, environmental and economic impacts 
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and value adding (Hardjono & van Marrewijk, 2001). Businesses can gain a 
competitive advantage, increase their market share and boost shareholder value by 
adopting and implementing sustainable practices. This can be done by companies 
“adopting business strategies and activities that meet the needs of the enterprise and 
its stakeholders today, while protecting, sustaining and enhancing the human and 
natural resources that will be needed in the future” (IISD, 2003). 

Making sustainability a vital part of a company’s business strategy is important in 
order to reach into consistent levels of economic growth or economic sustainability 
for the organization (Bansal, 2002). But, this requires a drastic shift of the 
organizations’ performance measures to a economic, social and environmental bottom 
lines perspective (Elkington, 1998), and paying more and more attention to their 
values and responsibility (Enquist, Johnsson and Skålén, 2006). Sustainability also 
requires the transformation of mindset and commitment of the leadership and 
organizational performance to include key stakeholders (Laszlo, 2003; Waddock & 
Bodwell, 2007; Seidel, Recker, Pimmer and vom Brocke, 2010). 

One of the main challenges environmentally and socially responsible companies 
are facing is the management of sustainability performance that requires a sound 
management framework. This framework firstly links environmental and social 
management to the business and competitive strategy and management (Johnson 
2007; Schaltegger & Wagner, 2006; Epstein & Roy, 2003) and secondly translates 
sustainability strategy into coherent action and daily decision-making, and forces it 
into every level of the business’s organization. These challenges arise because 
implementing sustainability is fundamentally different than implementing other 
strategies in organizations. 

As challenging the management of sustainability is, as demanding is finding an 
appropriate measuring index. Despite its challenge, a lot of scholars try to identify 
different indexes to measure the performance. Epstein (2008) indicates how 
management can identify, manage and measure the drivers, to improve sustainability 
and the systems, and structures that can be created to enhance performance 
measurements. Well-designed sustainable performance measures (SPM) can help 
organizations to improve their sustainable performance each time and to achieve 
sustainable development. 

Research Rationale 
The aim of this research paper is, first, to explore different performance measures 
used by the Ethiopian Airlines to assure corporate sustainability. Second, to help 
decision makers to understand the level of maturity fo their sustainable performance 
measures – based on the example of Ethiopian Airlines. Finally, the aim is to discuss 
performance indicators that would make it possible to increase effectiveness of 
decision making through a sustainability lens.  

Research Motivation 
The airline industry has gone through plenty of turbulences over the last few years. 
Following a period of crisis caused by an economic slowdown in the United States 
and amplified by the attacks of 9/11, the SARS epidemic and the war in Iraq, air 
traffic began growing again in 2004. The economic recession, which started in 2008  
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in the US and spread into the rest of the world, as well as the fuel price hit in 2007 
and the swain flue (H1N1) epidemic, which started in 2009 in China, have serious 
impacts to the airline industry.  

However, the airline sector remains fragile and a jump in oil prices, new terrorist 
attacks or economic recession could set things back again (Montreal Economic 
Institute, 2006). Airlines are operating in an extremely dynamic, and often highly 
volatile, commercial environment. Both opportunities and risks are part of everyday 
business for the company. As with any company, Airlines have sustainability risks 
(social, environmental, operational, threat, strategic and financial) they have to deal 
with. Airline managers are responsible for the optimal decision-making about 
corporate sustainability risks in their daily business.  

Despite all these hassles, the past financial indicators of the Ethiopian Airlines 
have shown a better financial performance. It recorded positive results in many of its 
economic performance parameters during the fiscal year of 2007/08. According to the 
released financial reports, Ethiopian Airlines generated 9.2 billion Birr (978 million 
USD) in operating revenue during the budget year, a 34% increase over that of the 
previous year.  

For the reviewed period a net profit of 508 million Birr (54 million USD) was 
reached. During the same period, Ethiopian Airlines also transported 2.5 million 
passengers, an increase of 20% compared to the preceding year (Ethiopian airlines 
report, 2007/08). According to the US Air Transport Association (the airline industry 
trade association) the loss from 2001 through 2005 was about $35 billion. Such an 
economic performance by Ethiopian Airlines while a significant number of US 
airlines were making a loss during the past few years is a subject for research. The 
research motivation, therefore, is to disclose the secrets of success of the airline and to 
find whether the performance is sustainable. 

Organization of the Research 
The paper is organized into five main sections and begins with a theoretical 
framework that describes different theories and models. In section two the research 
method will be explained. Section three describes the case of Ethiopian Airlines and 
presents the findings of our research. These findings will be discussed in section four. 
The overall conclusion is given in the last section. 

2   Theoretical Framework 

The most straightforward and popular tool for sustainability performance evaluation 
is the use of performance indicators. In principle, indicators enable systematic 
performance evaluation and present information in a suitable form for decision-
making purposes. Pressure from stakeholders to publish sustainability performance 
information is often perceived as a main driver for sustainability performance 
evaluation in industrial enterprises. According to the stakeholder view of the firm 
(Cyert & March, 1963; Donaldson & Preston, 1995; Clarkson, 1995) a company can 
last over time if it is able to build and maintain sustainable and durable relationships 
with all members of its stakeholder network. Adopting this stakeholder view means 
rethinking nature and purposes of firms and the managerial tools, adopted by 
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companies themselves. In this relational view of the firm the success of managerial 
efforts cannot be measured according to a shareholder perspective, but only by 
adopting a more holistic and comprehensive stakeholder framework. Thus, the 
sustainability of a firm depends on the sustainability of its stakeholder relationships: a 
company relationship with shareholders, employees, clients, suppliers, public 
authorities, local communities, financial partners, civil society in general etc 
(Hailemariam & vom Brocke, 2010). 

However, modern enterprises use sustainability performance evaluation for both 
external and internal reasons, because the use of performance indicators can improve 
effectiveness of the enterprise management. Performance indicators can help to 
identify the opportunities for operation optimizations, to reveal the inefficiencies that 
could be removed by preventive measures and to improve internal and external 
communication. The new evaluation and reporting systems also help extending, 
integrating and improving the traditional financial/economic approaches to the 
corporate performance measurement, taking social and environmental requirements 
into account. However, these benefits will be achieved when performance indicators 
are properly selected (Perrini & Tencati, 2006). Several sustainable performance 
measurement frameworks or models are available, like the Sustainable Balanced 
Scorecard (SBSC), the Performance Prism, Triple Bottom Line (TBL), the Global 
Reporting Initiative (GRI) guide line, eco-efficiency assessment, ISO 14031, the Dow 
Jones Sustainability World Index (DJSI World) etc. They offer various approaches for 
measuring different aspects of business sustainable performance. 

Research Method 
The research uses a structured interview and a document review methodology to find 
the different sustainability performance measures used by Ethiopian Airlines. An 
interview was conducted with a key informant of the airline. Oral interview provides 
an interactive environment where issues can be clarified and good insights and 
follow-ups obtained. Relevant documents like annual reports and balanced scorecard 
were reviewed to find out how, the company measures performance. 

The Case of Ethiopian Airlines 
The Ethiopian Airlines was found on December 29, 1945 as Ethiopian Air Lines Inc. 
by Emperor Haile Selassie as a joint venture with American airline and TWA (Trans 
World Airlines). Initially, they purchased five US Government Surplus C-47 aircrafts 
(Selamta, the In-Flight Magazine of Ethiopian Airlines, 1996).  

The inaugural flight of the Ethiopian Airlines took off from the Addis Ababa Old 
Airport on Monday April 08, 1946 to Cairo with stopover at Asmara airport for 
refueling. In 1961, a new east-west service was started across Africa to Monrovia 
(Liberia) with stopover in Khartoum and Accra (Ghana). Since then EAL (Ethiopian 
Airlines) has continued its effort to approach more destinations in Africa with its 
motto “Bringing Africa Together” (Selamta, the In-Flight Magazine of Ethiopian 
Airlines, 2001).  

At present, the airline heads to 58 international destinations and 25 domestic 
stations. The international destinations are spread across 5 continents from which 37 
are in Africa, 6 in Europe, 14 in Middle East and Asia, and 1 in the USA. Currently 
there are 35 airplanes operated by the airline that include 10 Boeing 767-300,  
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8 Boeing 757-200, 2 Boeing 757-260 F, 2 Boeing 747F, 2 MD-11F, 5 Boeing 737-
700NG, 2 B737-800W, 2 Q400 and 5 Fokker 50 (Annual Report of 2007/08 of 
Ethiopian Airline, 2010). 

The different airline services are passenger transportation, cargo, maintenance, 
training, personnel secondment and catering services to other airlines. By using the 
flight simulator the airline trains customers from other airlines and hence generates 
revenue. The flight simulator is one of the few in Africa and is an invaluable tool in 
assisting with a high level of flight safety. Only from July 2007 to June 2008, there 
was an income of 122 million ETB (12.5 Million US dollars) by training customers. 
For the same period, the airline had income from third party work of a total of 143 
million ETB (14.7 million US dollars) from aircraft-, engine- and component 
maintenance as well as other technical handling for customers. It also provides 
management and technical assistance to other airlines on secondment basis by using 
trained and skilled manpower in different areas relative to the airline industry (Annual 
Report of 2007/08 of Ethiopian Airline, 2010).  

One of the main strengths of Ethiopian Airlines in this highly competitive 
industrial environment is its self-sufficiency in skilled manpower. All the necessary 
aviation manpower is trained through its aviation academy, which consists of 
different schools: pilot training school with B757/B767 and B737 NG simulator, 
aircraft technicians training school, cabin crew (service trainee) and marketing & 
sales as well as management and finance school. 

In order to determine key sustainable performance indicator (KSPI) used by the 
airline a structured interview was conducted with key personnel of the company. 
From the interview held with Ato Getachew Tesfa (Public Relation Officer), the 
review of the 2007/08 report and the balanced scorecard it was found out that the 
company uses economic performance reporting systems. However, from what  
the company is doing it seems that there is better awareness of the top management 
with regard to social and environmental responsibility of the airline. 

A.   Environmental Performance Indicator 

Although always important in the airline industry, the profile of environmental issues 
at Ethiopian Airlines is on its initial stage as there is no environmental policy and 
authorized body, except involvement in some environment protection activity. The 
activities the airline is involved in can be categorized into five issues:  

• Noise 
• Emissions and fuel efficiency 
• Waste, water and materials 
• Congestion 
• Fly Greener 

Noise has historically been considered the most significant environmental impact of 
aviation. Even though the airline does not take any measurement concerning sound 
effect to the environment, the airline starts to invest in modern aircrafts which leads to 
greatly reduced noise levels. The number of people living around Bole affected by the 
noise is estimated to drop. Nonetheless, noise remains a problem.  
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The airline has an engine test cell that is made up of sound proof wall in its 
maintenance workshop. The engine test cell can protect up to 100,000 lb thrust sound. 

Emissions 
The airline is buying new aircrafts like Boeing 787 Dream liner jets and Airbus A350 
XWB which are fuel efficient and reduce the total carbon emissions. 

Waste 
The airline has got a waste treatment plant in its maintenance premises to avoid and 
protect the environment from toxic chemicals. 

Congestion 
In environmental terms, congestion leads to the unnecessary consumption of 
resources, which results in the increase of emissions and waste contributing to local 
and global problems. Ethiopian Airlines uses different methods including avoiding 
various airports that have longer arrival holding delay. 

Fly Greener 
Ethiopian Airlines acknowledges the environmental impact created by the industry 
and deforestation. Hence, they launched a fly green program that enables the planting 
of 7.5 million seedlings of multipurpose and indigenous trees  

B.   Social Performance Indicator 

Although social responsibility is not given to the airline, consideration of social topics 
started with the establishment of the airline. Even though there is no social 
performance indicator in the annual report of the company, the airline is involved in 
various social responsibility activities. 

Sports and Social Gathering 
Ethiopian Airlines sponsors many sport events. One of them is the Ethiopian GREAT 
RUN – an annual sporting event with mass jubilation of global participation. The 
airline pays necessary fees to around 500 staff members to join the rally. At the end of 
the race Ethiopian Airlines awards premium class tickets for both women and men 
categories winners. While national teams of different sports are traveling to different 
countries the airline covers their transportation cost.  

The airline is also organized in different social events and sponsors different social 
gatherings by paying fees to hall or area and lunch. It provides free tickets for those 
who fly to beauty contest competition. 

Health and Medication 
Ethiopian Airlines actively participates in the life-saving activities by providing free 
transportation for patients seeking urgent medical care overseas, for example children 
with heart problems. 

Research and Education 
The Ethiopian Airlines sponsors many research seminars, educational symposium and 
art exhibitions. Free tickets will be given to students who received a scholarship. 
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Training and Development 
Ethiopian Airlines is committed to provide high-quality training to support the safe 
operation of the business, and specifically, the cultural and personal development of 
airline employees and the public in general. The training includes leadership 
development programs to various levels of management and recruitment of students 
from the general public to its aviation academy in order to enroll them into the 
different schools. With respect to its employees, the airline introduced comprehensive 
training programs to empower its employees and create core competencies based on a 
‘bottom–up’ approach. 

Charitable Donations 
The airline participates in different charitable activities. Some of the donations 
include money for the construction of hospitals for the children's heart fund of 
Ethiopia. 

C.   Economic Performance Indicator 

The Ethiopian Airlines uses intensive indicators to measure its economic 
performance. The indicators are classified into consolidated financial statements, 
operating statistic measures and safety measures. 

Consolidated Financial Statements 
The consolidated financial statements consist of total revenue, total expenditure, 
operating profit and net profit. 

Operating Statistic Measure 
The operating statistical measure includes performance indicators, fleet (no. of 
aircraft), production, traffic, employee and safety.  

The performance measurement indicator includes yield (Cents per RTK) that 
shows cents collected per revenue ton kilometers (RTK). Overall yield per RTK of 
2007/08 grew by 10.9% to 595.62 ET Cents from 537.31 ET cents of 2006/2007. Unit 
Cost (Cents per ATK) measure cents incurred for each available ton per kilometers 
(ATK). Unit cost per RTK raised by 8.3% to 579.59 ET Cents as compared to the 
preceding year which was 314.07 ET cents. The increase in overall yield is driven by 
the increase in passenger yield per revenue passenger kilometers. The breakeven load 
factor has increased by 6.4 pts due to the fact that the increase in yield is more than 
the increase in unit costs. 

The Fleet of the airline was enhanced by 6% from 33 in 2006/2007 to 35 in 
20007/2008. Destinations also increased by 6.12% from 49 in 2006/2007 to 52 in 
20007/2008. Overall capacity including available ton Kms (ATK) raised by 14% from 
2,079,917 in 2006/2007 to 2,375,639 in 20007/2008 while available seat kilometers 
(ASK) increased by 11% to 12,342,519 in 20007/2008. Aircraft departures were 
incremented by 6.54% from 37,544 in 2006/2007 to 40,002 in 20007/2008. Traffic 
measured in passengers carried increased by 19.54% to 2,504,646 and passenger seat 
kilometers grew by 19.86% to 8,681,920. Cargo tones 2007/08 were higher than the 
preceding year by 11% to 72,758. Employee indicator also tries to show the ratio 
analysis between performances of the airline against number of employee. 
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Safety Measures 
The airline meets every two years the safety requirements of the IATA operation 
safety audit. It also correlates with the safety requirements of civil aviation of 
different destination countries and the USA Federal Aviation Agency (FAA). The 
aviation academy has got license from Ethiopian Civil Aviation and FAA to operate. 
The pilot and the ground technicians renew their license accordingly. 

D.   Communication 

The airline communicates its economic performance measures by issuing annual 
reports to stack holders. However the report is not prepared based on the GRI or ISO 
14031 measurement report framework standards as it does not include environmental 
and social measures. 

3   Discussion 

Aviation is one of the world's fastest growing industries with demand doubling over 
the last seven to eight years and predicted to double again in the next ten to twelve 
years (International Air Transport Association, 2000). Unfortunately, as a sector with 
major infrastructure requirements and fundamentally reliant on fossil fuel, this growth 
has resulted in significant environmental impacts. Particular areas of concern include 
noise, gaseous emissions, water quality and waste.  

Some airlines started in the 1990’s to measure those environmental and social 
impacts For example, in 1990 only British Airways and Swissair had produced 
Corporate Environmental Reports (CERs), whereas by the mid-1990s seven airlines 
had produced environmental reports of some description. By mid-2001 this number 
had risen to 17 of which at least 10 companies have started with a continuous program 
of regular reporting (Dobbie & Hooper, 2000). 

Although Ethiopian Airlines has launched significant activities toward 
sustainability, we can observe that their performance measurement system primarily 
consists of economic measures. The airline performance report includes financial 
performance, safety record and statistical operations performances at their best level. 
However on-time performance which is one of the most important Key Performance 
Indicators (KPIs) is not included in the economic indicators of the report. The on-time 
performance stood the test of time for the airline industry. What is so special about 
this KPI is that it affects all perspectives of the Balanced Scorecard, having financial, 
customer satisfaction and learning consequences. Both British Airways (BA) and 
other airlines not only use this KPI, but also make the results public (British Airways, 
2000). Most explicitly BA addresses the introduction to the concept of sustainability 
in the “Social and environmental report 2000” which dedicates a separate section to 
social indicators of corporate performance. Other airlines are beginning to 
acknowledge the importance of the “triple bottom line” of environmental, social and 
economic returns in their report structures, including Air France, Cathay Pacific, 
Delta, KLM, Lufthansa and SAS; although the degree to which the issues are 
addressed systematically varies (Dobbie & Hooper, 2000). 
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Since the 21st century the application of generic guidelines for reporting 
environmental, social and economic performance within CERs (Corporate 
Performance Reports) is increasing for the sake of publishing standalone corporate 
environmental reports. For example, British Airways (BA) was a pilot company in the 
development of the GRI Sustainability Reporting Guidelines (GRI, 2000) and states 
that when they prepared their 2000 Report they adhered to these principles. KLM also 
indicates that they used GRI reporting principles to inform the production of their 
CER. 

Dobbie and Hooper (2001) considered to review the environmental performance 
indicators (EPIs) from the Corporate Performance Reports (CERs) produced by the 
airline sector. The review identified the operational areas into namely flight, cabin 
and ground operations. More than 120 EPIs were used by the airlines to record 
resource use and consequent waste streams. These EPIs included examples of the 
types of indicator categorized by the International Standards Organization in ISO 
14031 (ISO, 2000), namely: 

• Absolute indicators – data representing total quantities of resource use and 
waste emissions, e.g. fuel use expressed in tones. 

• Relative indicators – resource use/emission related to some measure of 
business service provision (also known as ratio indicators), e.g. liters of fuel 
per revenue tone kilometer. 

• Indexed indicators – link the data to a chosen standard or baseline, e.g. per 
cent change in carbon dioxide against performance in a base year. 

• Aggregated indicators – combine data of the same type from different 
sources, e.g. carbon dioxide emissions from all transport activities. 

• Weighted indicators – attempt to sum different output indicators through the 
use of conversion factors e.g. SAS’s use of a universal environmental impact 
index. 

In general the first step in sustainable performance measurement is the evidence of 
top management support for environmental improvement and more specifically the 
‘triple bottom line’ agenda. At Ethiopian Airlines it is found that the executives are 
committed to environmental and social responsibility. However, the airline hesitates 
to measure sustainability performance and to publish them. As a result the airline 
lacks to determine a standard performance indicator to measure the social and 
environmental performance of the company. It is recommendable that the airline is 
better off to use the GRI sustainable performance measuring and reporting framework 
in order to bring sustainable development in the airline.  

4   Conclusion 

This case study research paper tries to find the different sustainability performance 
measures which are being used by the Ethiopian Airlines. It employs interview and 
document review research method. Finally it is found that the airline measures and 
reports only economic performance. However the airline shows in its operation some 
concerns about social and environmental responsibility as a corporate citizen.  
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The contribution of this research to sustainable performance management is 
multilateral. First it shares some experiences of measuring sustainable performance of 
the airline or their practical involvement in social and environmental responsibility. 
Second, it tries to help the top management of the airline to understand the level of 
maturity of their sustainable performance measurement with respect to the rest of the 
airline or the industry. And finally it recommends acceptable performance indicators. 
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Abstract. Sustainable development, the sustainable organization and sustaina-
bility strategies are all terms that are being intensely discussed in the business 
community just now. Nonetheless, the concept of sustainability still remains 
vague. Especially its meaning and implications for the field of Business Process 
Management (BPM) are as of yet by and large unclear. In this paper we set out 
to advance the understanding of economic sustainability in the context of BPM. 
We argue that Process Performance Management (PPM) represents a basic ap-
proach for establishing and maintaining economic sustainability in BPM. Al-
though the economic dimension of sustainability is commonly believed to have 
the highest maturity an empirical investigation reveals that organizations are 
experiencing major difficulties with its implementation⎯in particular on a 
process level. Based on the findings, we propose a research agenda for future 
research efforts in this field. 

Keywords: Sustainability, Business Process Management, Performance Man-
agement, Research Agenda, Empirical Research. 

1   Introduction 

Many companies⎯in particular multinationals with a significant impact on both em-
ployment and the economy in general⎯periodically report their internal and external 
sustainability results in order to testify their sustainability performance [3, 24, 39]. 
This reporting habit is achieving growing approval and is adopted by an increasing 
number of organizations. It is, however, difficult to avoid the impression that a consi-
derable number of companies is only vaguely convinced about their main focus in 
sustainability concerns [3]. Even after a meanwhile well over 30-year discussion on 
the concept, the business community does not seem to have agreed upon reasonable 
and practical approaches for an efficient implementation of sustainability issues [21]. 
As a consequence companies feel left in suspense and are fishing in murky waters. 

Out of the different aspects of sustainability the economic or financial dimension,  
often termed the baseline of corporate sustainability [39], represents the most widely dis-
cussed. Aiming at sustainable profits, high productivity and organizational innovation⎯in 
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short⎯at remaining viable in the future, it just now takes on greater significance 
given the worldwide economic meltdown. Providing an organization with the metrics 
and measures to survive in a fiercely competitive environment has a long tradition in 
the field of corporate performance management [8, 28]. Various research efforts from 
practitioners and researchers alike find expression in a plethora of different approach-
es, the most famous being the Balanced Scorecard [17]. Only lately, however, have 
performance measurement and management aspects entered the field of BPM in order 
to foster corporate sustainability. It is thus not a surprise that a number of surveys and 
research articles report on severe difficulties companies experience with a successful 
implementation [26, 37]. Both, measurement and a continuous improvement of busi-
ness processes appear to be extremely challenging. In a 2009 international survey 
Wolf et al. revealed that only 29% of the companies polled have always or at least in 
the majority of cases defined performance measures in place for evaluating the suc-
cess of their major processes [40]. With 16% the share of organizations always or at 
least in the majority of cases using performance data to effectively manage their 
processes is even smaller [40]. 

We are now in a position to lay out the plan of the article: With this paper we aim 
at contributing to a better understanding of the concept of economic sustainability in 
the field of BPM. We argue that⎯although still young⎯the concept of PPM provides 
a valuable backbone for establishing and maintaining sustainable business processes. 
Based on an empirical study we investigate the maturity of PPM and identify current 
issues and major challenges. The findings of our study are then translated into a re-
search agenda for potential future efforts in the field.  

The remainder of this paper is structured as follows. In the subsequent section, we 
provide the conceptual background for our research by introducing the concepts of 
sustainability, BPM, and PPM. We then synthesize the three concepts and propose 
that PPM may serve as a fundamental approach for achieving sustainability in BPM 
(section 2). The following section covers the empirical study of PPM (section 3). 
Section 4 is then devoted to the development of a research agenda for the field of 
sustainable BPM. The paper concludes with a discussion of limitations and contribu-
tions of this research (section 5).  

2   Understanding Economic Sustainability in Business Process 
Management 

2.1   Sustainability – Definitional Issues and Scope 

The term sustainability gained a great popularity with the definition provided by the 
Brundtland report ‘Our Common Future’ in 1987. The report defines sustainable 
development as “development that meets the needs of the present without compromis-
ing the ability of future generations to meet their own needs” [7, p. 43]. Based on this 
definition the term triple bottom line was coined, which refers to the three fundamen-
tal pillars of corporate sustainability [29]:  
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─ the economic bottom line, 
─ the social bottom line, and  
─ the environmental bottom line. 

Sustainable organizations search for the “sweet spot” of sustainability, in which inju-
rious social and environmental impacts are minimized, while an adequate rate of re-
turn is preserved [23]. Establishing and maintaining this balance, however, represents 
a major challenge for organizations [11]. Fig. 1 provides an overview of the compo-
nents of and influences on corporate sustainability. 

 

Fig. 1. The Concept of Sustainability [based on 3, 11, 23] 

The sustainable development or macro-level of sustainability defines the context in 
which organizations follow the “process of creating, testing, and maintaining oppor-
tunity” [12, p. 390]. Uncontrollable factors like uncertainty, rapid changes in the sur-
roundings, and a high degree of complexity [11] affect an organizations ability to 
foster its adaptive capabilities and create opportunities just as much as other external 
influences like legal or societal requirements [3]. For successfully conceptualizing 
and realizing corporate sustainability it is thus crucial for a company to derive a “con-
sensus on what to sustain” [39, p. 100], analyze external and internal influences, and 
finally decide on which measures to take and for how long. For the economic perspec-
tive in particular, this means translating and making operational “the general concept 
of sustainability at the level of strategy formulation, process improvement and per-
formance measurement” [14, p. 28]. In the study we discuss later in this paper we 
investigate the challenges that arise from this claim for the business process context. 
In order to provide the required background the following section briefly outlines the 
concept of BPM and research thereof.  

2.2   Business Process Management 

Analyzing and improving organizational processes has been recognized as key to 
achieving organizational performance for a considerable time in the business commu-
nity [2, 22, 32]. BPM as a holistic management concept, however, is rather young and 
has only emerged around two decades ago. Following Hammer BPM has two “intel-
lectual antecedents” [10, p. 3], the quality management approach Six Sigma and the 
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revolutionary Business Process Reengineering (BPR). While BPR means radical 
change and is more of a one-time endeavor, BPM takes up the evolutionary character 
of Total Quality Management and is incremental and continuous in nature [13, 18].  

At this point the notion of a (business) process needs some clarification. Within the 
BPM community a process is commonly described as series of tasks that, executed 
under certain conditions in a defined temporal and spatial succession, leads  
to an aspired outcome [5, 35]. Processes are an organization’s strategic as-
sets⎯fundamentally so [31]. They directly contribute to corporate performance by 
driving operational performance and business process agility [13]. As a consequence, 
both researchers and practitioners have contributed a huge body of knowledge on how 
to collaboratively understand, define, model, execute, improve, innovate, and manage 
business processes and thereby enable an organization to meet its strategic objectives 
[22, 36]. Across the several approaches that have been developed up to now most 
agree in that BPM represents an iterative, phased set of activities, often called the 
BPM lifecycle. 

Over recent years, research in the field of BPM has addressed a broad variety of 
topics like process modeling grammars [25], process-aware information systems, 
creativity in business processes [30], aspects of strategic alignment as well as issues 
of people and culture [27]. Despite the high practitioner interest in BPM and its essen-
tial meaning for companies’ operational and organizational effectiveness, however, 
there is only little research on performance management aspects in the context of 
BPM up to now. As reported by a number of studies organizations are in need of a 
holistic concept for the continuous measurement and improvement of their business 
processes [20, 37, 40]. The next section briefly introduces the current state in PPM.  

2.3   Process Performance Management 

Very much like the earlier excitement about the BPM approach [31] the current hype 
around the management of business process performance is fuelled by an enormous 
practitioner interest. It is thus not a surprise that the most elaborate conceptions of the 
notion ‘PPM’ have so far been provided by practitioners. The Association of Business 
Process Management Professionals (ABPMP), one of the premier non-for-profit 
practitioner organizations in the field of BPM, defines the measurement of process 
performance as “the formal, planned monitoring of process execution and the tracing 
of results to determine the effectiveness and efficiency of the process” [1, p. 22]. The 
information gained in the measurement process is then “used to make decisions for 
improving or retiring existing processes and/or introducing new processes in order to 
meet the strategic objectives of the organization” [1, p. 22]. It becomes obvious from 
this definition that PPM consists of two major building blocks: The measurement and 
the improvement of business process performance. Concepts that have been identified 
as contributing to either of the two components include defining performance metrics, 
monitoring, controlling, and simulating processes, aligning process and enterprise 
performance, and a number of other concepts [19]. 

The subsequent section illuminates how PPM and sustainability are related, and in 
which way PPM may support in particular the economic perspective of sustainability. 
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2.4   On the Use of PPM for Sustainable BPM 

For sustainability holds true what is valid for any other business initiative: “If you 
can’t measure it, you can’t manage it” [23, p. 10]. Traditional performance manage-
ment approaches, however, tend to overemphasize the measurement of process out-
comes and focus primarily on financial metrics such as profitability, liquidity, and 
solvency ratios. The same applies for sustainability efforts: Pojasek states that it is 
still a very common belief among organizations that measuring sustainability results 
provides “a strong indication of […] sustainability performance” [24, p. 78]. In order 
to measure performance in an immediate and direct way, however, reflecting what, 
where, and how work is actually accomplished, measurement must not be limited to 
process results, but should also and in particular focus on the effectiveness, efficiency 
and quality of process execution itself.  

If we now recall a) the definition of corporate economic sustainability as the pur-
suit of remaining viable in the future and b) the common perception of business 
processes as the core asset for value creation it appears palpable to reach for PPM as a 
suitable means to leverage business processes for corporate sustainability. As has 
been pointed out earlier in this paper, however, companies are struggling with the 
implementation of effective PPM approaches. The subsequently described study aims 
at identifying major challenges in order to both achieve a deeper understanding of the 
problem situation and reveal opportunities for future research. 

3   Empirical Investigation 

3.1   Study Objectives and Data Collection 

The study was driven by the following research questions (RQ): 

RQ  1 What are the essential requirements for PPM? 
RQ  2 Are there groups of organizations that reside in similar stages of PPM ma-

turity and how are these stages characterized?  

In order to address these questions we designed a questionnaire-based survey. The 
questionnaire was distributed at a practitioner event on Business Intelligence (BI) and 
Business Analytics held in October 2009. The participants were specialists and  
executives working on both the IT and the business side, thus having the required 
knowledge and information to answer the questions without any difficulty [4]. The 
questionnaire was designed to assess the current state of PPM in the participating 
organizations. Respondents were asked to indicate the degree of realization for each 
item using a five-tiered Likert scale. The questionnaire was pretested, both on an 
individual item level in early phases and as a whole before finally being distributed [4].  

A total of 49 questionnaires were returned. If a data set was incomplete, i.e. if one 
or more than one of the 21 items was missing, the questionnaire was disregarded. On 
the basis of this criterion, 45 questionnaires were selected for further analysis. The 
interviewed organizations are primarily large and medium-sized companies from the  
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German-speaking countries. 60% have more than 1000 employees and another 22% 
have more than 100 employees. The sectors mainly represented were professional 
services (40%), banking, finance and insurance (29%), high tech (11%) manufactur-
ing and consumer goods (7%), media and telecommunication (5%), and others (8%). 

3.2   Data Analysis 

The data analysis starts with an exploratory factor analysis (EFA) which serves the 
purpose of developing a deeper understanding of the current problem situation. In 
general, EFA serves the identification of a number of important and mutually inde-
pendent factors from a multiplicity of contingent variables [6]. Subsequently, the 
question of whether there are common situations which feature the same characteris-
tics can be tackled using cluster analysis. A cluster analysis serves the purpose of 
partitioning a set of observations into subsets that are homogeneous within and hete-
rogeneous amongst them [16].  

The EFA was performed on a data set of 21 items. The measure of sampling ade-
quacy (MSA, “Kaiser-Meyer-Olkin criterion”) for the data set is 0.777. MSA 
represents an indicator for the extent to which the input variables belong together and  
provides information on whether a factor analysis can reasonably be performed or not. 
Kaiser and Rice appraise a value of 0.7 or more as “reasonable”, i.e. the data set is 
considered to be appropriate for applying EFA [16, 33]. Five factors that jointly ex-
plain about 75.6% of the total variance were extracted by means of principal compo-
nent analysis. Both the Kaiser criterion and the scree plot point to this solution. The 
resulting component matrix was rotated using the Varimax method with Kaiser nor-
malization in order to improve the interpretability of the items’ assignment to the 
factors [15]. The rotated component matrix is depicted in Table 1. 

Table 1. Factor Loadings 

 

In order to identify organizations with similar PPM maturity stages, cluster analy-
sis is used. The cluster analysis is based on factor scores being calculated using the  
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regression method [34]. The Ward fusion algorithm and the squared Euclidean dis-
tance are applied for clustering, as this combination finds very good partitions result-
ing in an appropriate number of clusters and similar number of observations in each 
cluster [9, 38]. On the basis of the dendrogram, i.e. the graphical representation of the 
fusion process and the cluster sizes the final number of clusters was defined [9]. Table 2 
contains the arithmetic means of the factor scores for each of the four clusters. 

Table 2. Arithmetic Means of Factors per Cluster 

 

3.3   Findings and Interpretation 

The results from the EFA allow the conclusion that essential factors for PPM imple-
mentations require both a well-established BPM culture and sufficient analytical ca-
pabilities for an appropriate performance measurement and improvement. 

The following table shows an interpretation of fundamental factors by means of 
five distinct constructs established by the factor analysis: 

Table 3. Factor Interpretation 

 

The cluster analysis yielded four discrete clusters that can be interpreted as follows: 
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Table 4. Cluster Interpretation 

 

4   Research Agenda 

Neither of the three fields that have been introduced and discussed in the course of 
this paper⎯BPM, sustainability, and PPM⎯is actually new and untouched or heavily 
under-researched. Nonetheless, especially the appropriate interplay of these concepts 
and an efficient implementation still appears highly challenging. Drawing from our 
knowledge of the fields and the findings from the study we propose the following 
research questions as intriguing for future research efforts and hope to encourage 
further researchers to investigate this area. 

RQ  1 How do successful organizations use the outcome of process performance 
measurement for improvement and change initiatives? 

RQ  2 How can the worth of disseminating the PPM approach from the core 
processes to all of an organization’s processes be assessed? 

RQ  3 How are PPM approaches aligned with other strategic performance man-
agement and sustainability initiatives? 

RQ  4 How does PPM influence the motivation of the workforce? 
RQ  5 How can social and ecological metrics be integrated into PPM? 

5   Conclusion 

Our paper was motivated by the pursuit to better understand the concept of sustaina-
bility in the context of BPM. It is our strong belief that PPM adds value to the field of 
BPM in that it aims at maintaining the worth of processes as an organization’s essen-
tial assets. We are convinced that this area contains highly interesting research oppor-
tunities for both information systems and organizational researchers some of which 
have been outlined herein. 
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Abstract. Modern Business Process Management (BPM) is a comprehensive 
approach for improving business performance by managing end-to-end business 
processes. It tends to embrace both, radical redesign and continual improvement 
of business processes. While a plethora of methods for BPM exist, single BPM 
initiatives still often struggle to prove successful in practice. Hence, with this 
study we set out to examine the concept of BPM success. We draw from a 
stakeholder theory and argue that BPM initiatives need to take the perspective 
of multiple stakeholders (e. g. managers, shareholders, employees) into account 
in order to prove successful. We evaluate our model within the case of a large 
scale BPM project in the Ethiopian public sector. Ethiopia is one of the 
countries that have recognized the need for change in the public sector and have 
tried to adopt BPM models as a viable radical change instrument. The 
implementation did show improvement, yet, it remains doubtful how far the 
initiative can be successfully evaluated. First we present results from applying 
our BPM sustainability framework and subsequently outline opportunities for 
future research. 

Keywords: BPM, BPR, CSRP, SDI, sustainability, stakeholder theory, public 
sector. 

1   Introduction 

Business Process Management (BPM) can be perceived as a comprehensive approach 
for improving business performance by managing end-to-end business processes. 
According to Hammer (2010) two former approaches can be identified: (a) statistical 
process control which leads to modern quality movement and (b) Business Process 
Reengineering (BPR) (Hammer, 1993). While the quality movement focuses on 
continuous improvement of process execution, business process reengineering 
particularly looks at performance improvement arising from radical changes of the 
structure of business processes (Hammer, 2010). Over the last decade, however, these 
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two approaches of process performance improvement have gradually merged, 
resulting in modern business process management – an integrated system for 
managing business performance by managing end-to-end business processes. 

BPM is a highly contested tool when it comes to the improvement of organizational 
performance (Buchanan & Huczynski, 2004). It is expected to cover a wide range of 
other performance improvement initiatives, including contemporary challenges such as 
globalization, compliance or continuity. However, BPM is a complex management 
practice that many organizations find difficult to implement and to progress to a higher 
stage of maturity (Rosemann & vom Brocke, 2010). A recent study among CIO’s 
conduced by Gartner (2009) confirmed the significance of BPM with identifying the 
top issue (for the fifth year in a row) as improving business processes. For BPM 
practitioners’, therefore, one concern is that the complexity of BPM may result in the 
inability of organizations to achieve the desired benefits. Hence, also Hammer (2010) 
stated that “despite its elegance and power, many organizations have experienced 
difficulties implementing processes and process management”. 

The situation outlined can particularly be observed in Ethiopia. It is one of the 
countries that have recognized the need for change in the public sector and tried to 
adopt BPR as a viable radical change instrument. Since the current Ethiopian People 
Democratic Revolutionary Front (EPDRF) government has seized power the public 
sector has been going through a series of reform processes (Mengesha & Common 
2007). According to Clapham (1995, as cited by Mengesha & Common, 2007) when 
the current (EPDRF) government has seized and consolidated power it acknowledged 
deep institutional constraints on basic functions such as policy making, service 
delivery and regulations.  

In recognition of these constraints, the government initiated in 1996 a 
comprehensive Civil Service Reform Program (CSRP), marking the second phase of 
the reform (Mengesha & Common 2007). Considering BPR as a key instrument in the 
CSRP package pilot process reengineering studies were conducted in selected 
government agencies. Starting from 2005 also prototype implementations have been 
realized. Successful results and positive changes have been reported from the 
implementation of BPR in government offices such as the Ministry of Trade and 
Industry or the Immigration and Consular Authority. Later likewise positive outcomes 
could be reported from a large scale implementation of BPR at the Ministry of Inland 
Revenue (Mengesha & Common, 2007; Walta, 2009). 

According to Walta (2009) public organizations are found to be at different stages 
regarding the initiation and implementation of BPR. Some institutions have already 
implemented BPR in its full scale, while others only have finalized studies yet and are 
heading towards the implementation. Others have finished a situational analysis (first 
level study) and are moving towards the next stages, while some are still starting with 
preliminary investigations. Virtually all organizations at federal and regional 
government level are trying these days to implement BPR. The interview held with 
the senior BPR expert from the Federal Ministry of Capacity Building on April 22, 
2010 revealed that all federal government institutions are required to complete their 
BPR implementation by August 2010 and are supposed to start the balanced score 
card implementation by September 2010. 
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During the implementation of BPR in Ethiopians public institutions various 
opinions and critiques had been observed (Clapham, 1995). According to a newsletter 
from Ethiopia-BPR (2009) BPR is resulting in massive layoffs among federal and 
regional institutions which are likely to result in a catastrophic crisis, especially in 
increasing unemployment rates and chronic inflation. Regardless of the reported 
positive effects as well as the downsides of BPR, the ongoing change initiatives can 
be considered as the first rigorous and systematic attempt to improve the performance 
of public institutions since their establishment 100 years ago. While some 
encouraging performance improvements of public organizations have been reported, 
many researchers are yet skeptical about the sustainability of these achieved positive 
changes (Chanie, 2001; Mengesha & Common, 2007). 

Hence, with our research we commence investigating the construct of 
“sustainability” in business process improvement projects. For this purpose, we draw 
from stakeholder theory (e. g. Rappaport, 1986) to develop a framework and then use 
the case of the Ethiopian public sector as a case study to evaluate our results. That 
being said, we need to consider potential differences of the meaning when referring to 
the terms BPR and BPM. Admittedly, we recognize the BPR initiative as a good 
example for our BPM-related study mainly for two reasons: (a) to follow the approach 
of Hammer that BPR is actually a part of BPM; and (b) since the Ethiopian 
government may have followed a different terminology they do not explicitly exclude 
measures of continuous process improvements from their initiatives. 

This study tries to address two essential questions: 

(1) How can sustainability of a BPM initiative be conceptualized in general? 
(2) How specific can the BPR initiative of the Ethiopian public sector be assessed 

according to this conceptualization? 

According to our research approach the remainder of this paper is structured as 
follows: First we analyze stakeholder-theory as the potential foundation for 
conceptualizing sustainability in BPM. Subsequently we present a BPM sustainability 
framework that puts emphasis on balancing the viewpoints of diverse stakeholders 
within a BPM initiative. On the basis of interview results, conducted with officials of 
the project, we then use our model to assess the sustainability of the BPR initiative in 
the Ethiopian public sector. Considering our research to be preliminary, we then 
outline future research following up on our findings. We conclude with a discussion 
and a short summary of our work. 

2   Theoretical Framework – A Stakeholder-Oriented View to 
Sustainability 

There are different approaches to the concept of sustainability (Watson, Boudreau and 
Chen, 2010; Seidel, Recker, Pimmer and vom Brocke, 2010). In this study, we 
develop an approach that is based on a stakeholder theory. Hence, we recognize a 
BPM initiative sustainable if it succeeds in obtaining long termed support of all 
involved stakeholders. This approach is informed by the concept of value-orientation  
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in information systems (vom Brocke, Sonnenberg & Simons, 2009) and business 
process management (vom Brocke, Recker & Mendling, 2010) and will be further 
elaborated in the following section: 

The concept of stakeholder-oriented thinking can be compared to the shareholder-
oriented thinking. Initially, value-based management only aimed at creating value for 
investors and shareholders of a firm (e.g. Rappaport, 1986). However, focusing only 
on shareholder interests disregards other stakeholders, who also have a vested interest 
in the wellbeing of an organization. Freeman (1984) argues that a sustainable increase 
of a firm’s value will not be possible unless the interests of all relevant (primary) 
stakeholders are addressed. This perception led to the development of more holistic, 
multi-dimensional performance measurement systems (cf. Gary, 2002, p. 4) such as 
the balanced score card proposed by Kaplan and Norton (1991). In particular, a 
holistic value-based management allows for value pluralism, what we perceive as 
vital for reaching sustainable performance improvements.  

Stakeholder thinking is based on the coalition theory of Cyert & March (1963). 
Cyert and March (1963) considered the firm as a coalition of individuals or groups of 
individuals such as management, employees, customers, owners and government. 
They all pursue individual goals but are at the same time willing to contribute to the 
firm as long as their contribution yields appropriate returns for each of them. Thereby 
each partner of the coalition is giving a certain contribution while expecting a certain 
benefit for acting as an incentive for the partner to engage in the coalition. A 
conceptual framework related to this theory is shown in fig. 1. 
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Fig. 1. Elements of a BPM sustainability framework 

The coalition theory also reflects on the preservation of the coalition. Two 
elements are thereby important: (a) the coalition can only survive given that all 
stakeholders pay in; and (b) stakeholders only continue with the coalition as long as 
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they expect the medium-term payback to be greater than their contribution. As a 
matter of fact, the management of companies needs to regard the intention of all 
stakeholders in order to sustain. Consequently, we conclude that for a process 
improvement initiative to be sustainable, the perspectives of all stakeholders need to 
be taken into account.  

When applying the BPM sustainability framework we have to consider the specific 
organizational context. Accordingly, the stakeholders and incentives displayed in  
fig. 1 may serve well as a starting point but need to be adapted according to specific 
context factors of a BPM initiative. Therefore, in order to make sure that a measure is 
sustainable, we can conclude to (a) identify all stakeholders affected by this measure 
and then (b) make sure each of them supports the initiative in a medium to long-term 
thinking. To demonstrate and evaluate this approach, we studied the case of the 
Ethiopian public sector according to our model. 

3   Applying the Framework – The Case of the Ethiopian Public 
Sector BPR-Initiative 

3.1   Adopting the Framework 

Using our model as a sensitizing device, an attempt has been made to collect 
preliminary primary and secondary data for further validation. First on April 22, 2010 
an interview was conducted with the civil service reform expert of the Ministry of 
Capacity Building, an organization in charge of leading the Business Process 
Reengineering process throughout Ethiopia. Second, relevant information has been 
extracted from the study conducted by Mengesha and Common (2007). Third, a 
reform status report produced by the Revenue and Custom Authority discussing BPR 
implementation, lessons learnt and the way forward, from February 2010 has been 
used as a good source of data. (Ethiopia 2010) As a result, a first version of a BPM 
sustainability framework for Ethiopia has been designed. The model is displayed in 
fig. 2. 
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Fig. 2. BPM sustainability framework for the BPR initiative in the Ethiopia public sector 
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The model has been used to further assess the potential sustainability of the BPR 
initiative in Ethiopia. That way two objectives could be followed, namely (a) 
evaluating our model and (b) learning about the specific situation in Ethiopia. In the 
following, we first briefly outline the BPR approach and then apply our model to 
assess potential sustainability. 

3.2   The BPR Approach in Ethiopia  

The information obtained through the interview and from the BPR implementation 
progress report showed that the BPR processes of all public institution in Ethiopia 
followed the steps suggested by Hammer and Champy (1993) and Davenport and 
Short (1990). Some institutions started the reform by first addressing macro issues. 
For instance the reform carried out at the Ministry of Industry and Trade and at 
Revenue and Custom Authority was kind of a policy reform. Before the BPR 
implementation, Revenue and Custom Authority used to be two autonomous 
organizations, performing duplicate tasks. Realizing the similarity of goals and 
purposes of these two agencies the decision was made to merge them. The move was 
legitimized by the House of Representatives in July 15, 2008 and enacted by 
proclamation no 587/2000. In agreement with the priority given by the government, 
the Revenue and Customs Authority is one of the 15 organizations selected as a 
candidate for process change. Following this decision, the reform was planned and 
moved forward with an initial situational analysis. The analysis report provided 
baseline information for the subsequent stages.  

Immediately after the situational analysis was finalized, orientation and training 
sessions have been conducted. Initial trainings were scheduled for employees working 
at various management levels. At a later date the employees of the lower level were 
trained and integrated. Subsequent needed based trainings were held for change 
management work teams. Moreover, experience sharing programs and visits were 
carried out extensively. This process appears to have prepared the environment for 
change. Figure 3 shows the Business Process Reengineering Model used by Revenue 
and Custom Authority. 

Virtually all public organizations have followed similar business process models. 
In addition to the core steps cited in figure 3, the following activities have been 
carried out as well: 

• Consideration of best practices of other institutions, 
• Development of process working manual, 
• Development of service delivery charts, 
• Development of work team charts, 
• Job and structure development and 
• Compensation and benefit schemes development. 

Currently, the Revenue and Custom Authority is heading towards introducing the 
Balanced Score Card (BSC) system. Apart from performance measurement, also an 
appropriate process infrastructure is known as a major enabler of process change (1). 
The report produced by Revenue and Custom Authority, which is mentioned as an 
exemplary institution in implementing change, revealed slow progress of installing 
proper information and communication technology (ICT) to augment and sustain the 
process change. 
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Fig. 3. Unified BPR implementation process in the public sector of Ethiopia 
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Against the background of this description, we now further analyze the expected 
sustainability of the Ethiopian approach on BPR. We refer to each identified 
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(a) Government 
The interview results revealed that BPR implementation is a decision on a high level, 
and is an initiative of the government. Starting from 1994 five civil service reform 
programs have been initiated including: expenditure management and control, human 
resource management, service delivery improvement, ethics and top management 
development programs. From the recited programs, service delivery improvement 
(SDI) was given a priority. At the initial stage of the SDI implementation Quick 
WINS (quick ways of implementing new systems) was used as a tool to offer a fast 
response to the improvement program. This initiative has brought some improvements 
to many institutions, however it was not substantial. The government believed that 
public sectors in countries like Ethiopia require radical change. Therefore, BPR was 
taken as a tool with the prime motive of making the breakthrough of changes in time, 
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quality, speed and cost. Economic sectors like Ministry of Agriculture, Ministry of 
Revenue and Ministry of Finance and Economic Development were major focus areas 
and these institutions took the initiative to implement BPR.  

The government decided that all of the 101 institutions should complete their BPR 
implementation by the end of 2002 Ethiopian Calendar (End of August 2010 G.C) 
and should start with the Balanced Score Card (BSC) by the year 2003 E.C 
(September 2010 G.C.). For monitoring and evaluation purposes the government 
entrusted the responsibility of overseeing the progress of BPR across the board to the 
Ministry of Capacity Building. Each government institution is supposed to start with 
the BSC after the assurance of the BPR implementation quality by the team. Since 
BPR has become the core agenda and directive of the government, leaders of public 
institutions are highly involved. It appears that the government does not tolerate any 
failure, therefore, all institutions are expected to implement BPR successfully. 

Once the BPR implementations are finalized across all public institutions, the 
government is planning to focus on: ensuring continuous improvement, implementing 
an integrated strategic planning, implementing measurement and compensation 
mechanism – BSC, complementing BPR with TQM and ISO and ensuring 
organizational transformation. 

Apparently BPR has a strong support and commitment of the current government. 
As long as the current government remains in power the business process reform 
program is expected to sustain. Ethiopia is a nation heading towards building a culture 
of democracy. There are some political parties competing for power. The election 
campaign held in May 2005 has shown that strong oppositional political parties are 
being created. In May 2010 the fourth national election will be held. Although it 
appears rather unlikely that one of the opposition parties win the election, the change 
process will certainly be discontinued if the current government is replaced. 

(b) Leadership 
As already stated, BPR is a top down initiative which requires high level involvement 
and top management commitment of public institutions. The survey conducted by 
Mengesha and Common (2007) revealed that the active involvement of managers at 
all level was one of the reasons for the successful initiation and implementation of 
BPR at the Ministry of Industry and Trade. All public institution leaders are 
considering BPR as their core activity. Still the personal commitment and convictions 
of the leaders across all levels is highly required. During the interviews held with 
experts of the Ministry of Capacity Building we learned that change in institutional 
leadership including promotion or transfer affects the change processes for various 
reasons. The experts added that due to change in leadership the reform achieved in 
some institution may be seen as falling behind. 

(c) Employees 
The study conducted by Mengesha and Common (2007) showed that at least at a 
micro-level the success of BPR implementation, reported by the Ministry of Industry 
and Trade, was partly driven by a desire for change of concerned stakeholders 
(management, clients, staff and political executives). Employees, one of the 
stakeholder categories, were convinced of and believed in the change and have 
actively been involved in the change process. The survey from Mengesha and 
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Common (2007) about MOTI (Ministry of Industry and Trade) revealed that about 
67% of employees responded that the implemented reform at their respective work 
place brought positive change into their duty. Moreover, the same study reported that 
employees could have improved further if the management had put in place 
appropriate benefits and incentive schemes. The reform carried out at the Revenue 
and Customs Authority has shown improvement regarding the motivation of 
employee by introducing appropriate compensation and benefit scheme in accordance 
with the performed process changes. A survey is required to see whether all public 
organization, capable of implementing process change, have made new compensation 
plans. 

Further study is required to determine employee’s behavioral readiness towards 
customer’s orientation, employees understanding of end to end process management 
and its goals, employee’s ability to work in teams, employees’ capacity to manage 
their task and cultural changes at the work place, needed to ensure the sustainability 
of process change. 

(d) Customers 
Service users’ reaction to change and their level of satisfaction and support is 
considered to be valuable for the sustainability of process change. Process users may 
be either internal or external. Periodic surveys’ and sound complaint gathering and 
handling techniques provide valid information regarding customer’s reaction. The 
study conducted at the Ministry of Trade and Industry revealed that 68% of customers 
who used services of the evaluated organization for more than one year have observed 
positive changes and improvements after the implementation of process change 
(Mengesha & Common, 2007). Moreover, the report written by the Revenue and 
Customs Authority showed similar result. 

(e) Society 
Community’s perception and good understanding of the intent of process change 
contributes to the sustainability of the process. Opinion surveys of the general public 
will provide indicators regarding the support of the community. Private and foreign 
mass media have been seen reporting the negative consequences of the business 
process reform. They try to present some evidence concerning the layoffs caused by 
the BPR initiative and underscore that the reform is politically motivated. Sound 
information dissemination mechanisms create a good public impression and 
eventually contribute to the sustainability of the process change. 

The preliminary information obtained regarding the involvement, concern and role 
of some of the key stakeholders show a mixed result. Rigors study is required to reach 
a valid conclusion. Apparently, the reform will either backslid or interrupted unless 
key stakeholders recognize and support it. 

3.4   Discussion of Results 

The sustainability framework aims at a better understanding of sustainability in BPM. In 
extension of other approaches (Seidel et al. 2010), we particularly tried to understand 
the concept of sustainability from a value perspective (vom Brocke, Sonnenberg & 
Simons, 2009) in this study. From a managerial view point, the framework helped to 
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derive first guidelines on how to support sustainability in BPM initiatives, namely by (a) 
identifying all stakeholders relevant, and then by (b) making sure to balance out the 
objectives of each of them in the BPM approach following a mid- to long-termed 
thinking. 

Hence, although research is still at an early stage, we can identify certain obstacles 
to sustainability in the Ethiopian approach. In particular, we were able to identify a 
comparably strong role of the government and leadership. While strong leadership 
support is known to be a major success factor, also the commitment of the employees 
and the appreciation of the environment are vital to achieve sustainable process 
improvements. Here, also the concept of trust may play an essential role for people to 
enduringly engage in improvements. Additionally, from our first results we identify 
the relation between command and incentives to be of interest for further 
investigations in order to sustainable involve employees.  

With our research, we have not looked into specific measures of change. For 
example, according to Hammer (2010) there are five critical enablers for a high-
performance process; without them, a process will be unable to operate on a sustained 
basis: Process design, Process metrics, Process performers, Process infrastructure and 
Process owner. These enablers are expected to be important for sustainable process 
performance. Other factors like determination, skills (needed to succeed) and 
leadership are also found to be important. Knowledgeable and passionate senior 
executive leadership, culture (sharing power) and governance expertise are labeled as 
organizational capabilities for process (Rosemann & de Bruin 2005). While these 
studies build the core of a BPM methodology, our work rather observed the objectives 
a BPM methodology should lead to. In particular, we argue that the measures 
undertaken for the sake of BPM should bear in mind to meet the perspectives of 
multiple stakeholders in order to lead to sustainable success. 

4   Conclusion and Future Research 

In this study we analyzed the concept of sustainability in BPM. We presented an 
approach based on coalition theory and defined BPM sustainability from a 
stakeholder-perspective. In order to support the assessment of the sustainability of a 
BPM initiative we developed a generic BPM sustainability framework to be adapted 
to specific organizational context factors. In order to evaluate the approach, we 
investigated a large scale BPR project in the public sector of Ethiopia against the 
background of our model. We were able to draw first conclusions but, indeed, have to 
consider our work to be preliminary research. 

In future studies, primary and secondary data will be used to continue this study. 
Secondary data will be extracted and used from the survey conducted by Mengesha 
and Common (2007). Interviews will be used to gather facts from key officials 
working at the Ministry of Capacity Building, the Federal Civil Service Agency and 
at the selected institutions for survey. Measures and questions to be used for the 
survey are derived from sources cited in this paper (Hammer, 2010) and (Donaldson, 
& Preston, 1995). The survey will be conducted on those organizations labeled as 
successful in implementing BPR, the Ministry of Trade and Industry, the Immigration 
and Consular Authority, the Ministry of Inland Revenue (Mengesha & Common, 
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2007; Walta, 2009). To deal with time and resource constraints from the three cited 
organizations the survey will focus only on the two, namely the Ministry of Trade and 
Industry and the Ministry of Inland Revenue. Moreover, officers at the Ministry of 
Capacity Building responsible to oversee the Business Process Reengineering process 
at a national level will be reached and interviewed. 

According to preliminary information obtained from the personnel office there are 
about 350 employees at the Ministry of Trade and Industry and about 600 employees 
at the Ministry of Inland Revenue and Custom. Considering the suggestion given by 
Gay (1981), 20% (190) of the subjects will be considered as a sample for the 
questionnaire survey. A pre-test of the survey instrument will be carried out prior to 
the actual study. Both quantitative and qualitative data analyses will be carried out 
and the results will be presented using tables and graphs. An SPSS package will be 
used for quantitative data analysis and the Miles and Huberman framework will be 
used for analyzing qualitative data. 

Considering the results and future research opportunities, we very much hope that 
our work may contribute to the future discussion on sustainability in BPM. We firmly 
believe that this is an important field of research which calls for fundamental 
investigation of various disciplines in order to overcome short-termed thinking and 
contribute to a rather balanced and long-termed thinking and management practice. 
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Abstract. The sustainability of organizations’ business activities is gaining 
increasing importance. Taking the debate on global warming seriously into 
account, organizations put more effort in improving their sustainability. One 
central aspect in the debate on global warming is the energy efficiency of 
information technology (IT) infrastructures. As the energy consumption based 
on IT has dramatically increased with the development of the Internet in recent 
years, IT is considered as a part of the problem. IT can however be part of the 
solution. In order to improve the efficiency and sustainability of information 
processing, the concept of Green IT offers a set of possible approaches. In our 
contribution we argue that applying approaches from the field of Business 
Process Management (BPM) can support Green IT initiatives and thus the 
sustainability and resource efficiency of IT-supported business activities in 
general. The application of BPM approaches in the Green IT context requires 
new methods and techniques which are named Green BPM in this paper. 
However, the discussion on sustainability through Green BPM is still in its 
early stages and only rudimentary techniques exist so far. Our contribution aims 
at illuminating and discussing opportunities and challenges of Green BPM 
based on conceptual considerations. 

Keywords: Business Process Management, BPM, Sustainability, Green BPM. 

1   Introduction 

The sustainability of business activities is an intensely discussed topic these days. 
Against the background of the debate on global warming, the matter gains increasing 
importance and the renewed interest in the environment drives organizations to put 
more effort into improving their resource efficiency as well as the sustainability of 
their business activities. As the topic is fervently discussed in many different parts of 
society and based on its significance for economy, it is also of high importance in the 
domain of politics. For instance, the 7th framework programme of the European 
Commission provides for a comprehensive funding for research projects concerning 
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sustainability of energy systems (“FP7-ENERGY”). Furthermore the German Federal 
Ministry of Education and Research (BMBF) has initiated a framework programme 
for sustainability-related research and development (“Forschung für nachhaltige 
Entwicklung”) with a funding of more than 2 Billion Euros (approx. 2.5 Billion US$) 
until the year 2015 (http://www.fona.de). 

One central topic in the sustainability debate is concerned with the energy 
efficiency of information technology infrastructures. In recent years based on the 
worldwide growth of the Internet, the use of computers and information technology in 
general as well as computer-related energy consumption has dramatically increased 
[1]. In 2005 the total server infrastructure of the U.S. including auxiliary facilities, 
such as cooling etc. required a power production of about 5,000 megawatts (MW). 
Worldwide infrastructure required about 14,000 MW resulting in electricity costs of 
7.2 Billion US$ per year [2]. Moreover these significant levels of electric power also 
result in increased consumption of fossil fuels as well as increased production of 
green house gases [3]. Based on the actual development a further increase of energy 
consumption can be expected [4]. 

Such development has evoked several different initiatives for the improvement of 
energy efficiency and sustainability in information processing. The so called field of 
Green IT or Green Computing is an actual trend towards designing, building and 
operating energy efficient computer systems and IT infrastructures based on sustain-
able organizational concepts in order to reduce costs as well as to reduce global 
climate change [3]. Green IT initiatives include investments for the reduction of 
power consumption, e.g. like server virtualization, organizational methods, like IT 
outsourcing, personnel training etc. but also the reduction of IT related waste. 

In the following we argue that in this context Business Process Management 
(BPM) can fundamentally support Green IT initiatives and thus improve the 
sustainability and resource efficiency of business activities in general. BPM has 
gained remarkable importance in recent years and is increasingly established in 
enterprises and administrations all over the world [5]. It provides adequate techniques 
for the design, execution, control as well as the analysis of business processes in order 
to improve the effectiveness and efficiency of value creation in organizations [6]. 

In order to support Green IT initiatives the techniques and tools of BPM have to be 
adapted to the requirements of Green IT. The resulting techniques and tools are 
summarized under the term “Green BPM”; however, the discussions on techniques 
for Green BPM are still in the early stages and so far only rudimentary approaches 
exist. Against this background our contribution aims at illuminating the potentials and 
challenges of Green BPM for the improvement of resource efficiency and the 
sustainability of business activities based on conceptual considerations. 

The article is structured as follows: In Section 2 the underlying concepts of Green 
BPM are introduced. Section 3 describes Green BPM as an approach based on the 
interplay of BPM and Green IT. Section 4 presents example potentials of Green BPM 
in two application scenarios from different organizational contexts. Section 5 then 
derives general potentials and challenges of Green BPM before Section 6 summarizes 
and concludes the paper. 
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2   Underlying Concepts and Terminology 

2.1   Business Process Management 

Business Process Management represents an approach which supports organizations 
in sustaining their competitive advantage [7]. It comprises methods, techniques and 
tools for the handling of business processes as a sequence of executions in a business 
context based on the purpose of creating goods and services [8]. BPM supports the 
management of business processes throughout their whole life cycle which comprises 
several phases. BPM aims at improving business processes in an evolutionary way 
based on a continuous transformation process [9]. After the development of a business 
process strategy, processes are modelled and implemented. Their execution provides 
the basis for the monitoring and controlling as well as further model improvement 
[10]. Figure 1 visualizes the BPM life cycle as a reference framework for the descrip-
tion of potentials and challenges of Green BPM. 

 

Fig. 1. BPM life cycle for continuous process improvement according to [10] 

2.2   Sustainability and Resource Efficiency 

Sustainability has become a buzzword which is far from clearly defined in literature 
[11]. On a general level the sustainability of an entity represents the entity’s 
persistence in time [12]. In a business context sustainability can be understood as an 
organization’s ability to realize profits, as well as sustaining the environment at the 
same time [13] in order to consider the needs of future generations [14]. The 
European Commission defines sustainable development as “progress that integrates 
immediate and longer-term objectives, local and global action, and regards social, 
economic and environmental issues as inseparable and interdependent components of 
human progress” [15]. In our contribution sustainability is understood according to 
this definition. A better sustainability can be supported by higher efficiency of 
resource consumption in business processes, e.g. a higher energy efficiency of IT 
infrastructures, a lower level of fuel consumption of a transport medium etc. 
Furthermore the sustainability of business activities can be improved by a reduction 
of waste materials and green house gases produced by a business activity. 
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3   Green BPM as the Interplay of Green IT and BPM 

Green IT initiatives focus on designing, building and operating resource efficient 
computer systems and IT infrastructures in order to improve the sustainability of 
information processing. BPM can contribute to Green IT initiatives by enabling and 
supporting sustainable and – derived from that – resource-efficient processes in the 
context of information processing and business processes in general. It provides 
adequate techniques for the design, execution, controlling as well as the analysis of 
processes for the coordination of Green IT initiatives. BPM can for example support 
the sustainability of IT service management, e.g. by simplifying service processes or 
by automating activities in order to improve resource efficiency; this can be supported 
by common techniques and tools of BPM. 

However, most BPM techniques and tools are designed in order to support 
efficiency of business processes focussing on costs and time. In contrast to that, the 
application of BPM in the Green IT context poses new requirements for BPM. In 
order to support the sustainability and resource efficiency of business processes by 
Green BPM, common methods and techniques have to be adapted and extended. This 
interplay of Green IT and BPM resulting in the concept of Green BPM is visualized in 
figure 2. 

 

Fig. 2. Green BPM as interplay of Green IT and Business Process Management 

The discussions on Green BPM techniques for modeling, implementing, executing 
and monitoring sustainable business processes are still in their early stages and so far 
only rudimentary approaches exist. In the scientific literature Ghose et al. [16] have 
developed an approach for modeling and controlling the carbon dioxide (CO2) 
emission in business processes in order to measure a carbon footprint of business 
activities based on business processes. However, our contribution prefers a wider 
understanding of Green BPM because business processes are not only producers of 
CO2 but also of waste materials and at the same time consumers of other, partly 
limited resources like water or fossil fuels. 

In Green BPM every business activity in a process model can be annotated with an 
adequate ratio representing the consumption of resources and the production of waste 
materials. By accumulating these values, the total consumption of needed resources or 
the total production of waste materials in a process can be measured and controlled. 
This method facilitates an optimized combination of activities in a process and the 
controlling of the ecological impact of its execution based on resource consumption 
and waste production. 
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4   Application Scenarios for Green BPM 

In order to delineate the opportunities of Green BPM for the improvement of process 
sustainability, two application scenarios are presented. The first scenario is concerned 
with the management of processes for providing typical IT services, e.g. such as 
storage, software applications etc. The second scenario broadens the perspective and 
focuses on business processes in general. 

4.1   Management of IT Service Processes 

IT services are produced mainly in data centers. Data centers can be regarded as the 
hot spots of IT-related energy consumption. In order to produce IT services like web 
hosting or SAP services in a professional way, the application of management 
practices and standards is obligatory. To some degree, IT Service Management 
(ITSM) standards refer to the principles of Business Process Management. Several 
steps and procedures applied in ITSM are based on defined process models. For 
instance, there exist distinct processes for the realization of the overall service 
strategy. Moreover ITSM standards include descriptions of the service offering 
portfolio, guidelines for the successful operation of services and the definition of 
service qualities, typically described as service level agreements which need to be 
monitored and reported. 

A common best practice supporting these services is the comprehensive IT 
infrastructure library (ITIL) framework, which is widely accepted and applied in 
professional IT services organizations. ITIL describes several standardized processes 
in the context of Service Delivery, e.g Service Level Management or Capacity 
Management, as well as processes for Service Support, Incident Management or 
Change Management. However, the ITIL framework has no special focus on the 
sustainability of ITSM processes. In this context Green BPM can provide an approach 
for closing this gap in the ITIL framework. 

Sustainable IT service management, as a use case of Green BPM, does not only 
consider adequate service delivery and quality of services; it furthermore focuses on 
the sustainability of service delivery as the new element. In this context new types of 
service quality can concentrate on energy efficiency (e.g. “service may not consume 
more than 10 kWh per 10.000 transactions”). Based on that, the incident management 
could be extended in a way, in which not only events are considered which are 
relevant for cost efficiency or availability, but also sustainability incidents, e.g. an 
exceeding of defined thresholds. If a data processing system consumes more  
energy than expected, an incident can be triggered, leading to an energy-aware 
reconfiguration. 

Another example can be taken from the context of capacity management which 
considers the planning of physical capacities necessary for service delivery. Based on 
sales forecasts (e.g. “100.000 online shop users next year”), the process of capacity 
management defines the required physical hardware, as well as the required space and 
energy-related facilities in the data center. Considering input from the business side, 
over-sizing IT infrastructure can be avoided and energy efficiency can be improved. 
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Besides that, the implementation quality of IT service management processes may 
have different levels depending on the company implementing them. In some cases, 
an individual company may have implemented ITSM processes in a very resource-
intensive way, using physical meetings with high travel efforts or printing all process-
relevant documents on paper. Although this is a general fault in process design, a 
careful examination of IT service process implementations with regard to such 
common mistakes should be considered. Thus the resource efficiency and sustain-
ability of ITSM processes can easily be improved resulting in quick financial returns. 

4.2   Management of Business Processes 

Not only can the sustainability of an ITSM process be improved by using appropriate 
ratios but also the sustainability of every business process in an organization. For 
every activity in a business process, relevant values concerning the consumption of 
resources or the production of waste materials can be considered. Figure 3 shows a 
typical sales process represented by an Event-driven Process Chain (EPC) [17]. In the 
process model different activities are annotated with exemplary values of resource 
consumption. The sustainability of this process can be optimized by planning and 
improving it in a way that these values are reduced. 

 

Fig. 3. Sales process annotated with relevant sustainability ratios 
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As is commonly known, IT infrastructure provides the basis for business 
operations. As already mentioned, the sustainability of internal ITSM processes can 
be supported by appropriate planning and forecast figures from the business context, 
e.g. especially in the context of capacity management. A similar effect can be 
expected when Green BPM is applied in order to improve the sustainability of 
business processes of an organization which is embedded in inter-organizational 
business processes, e.g. supply chain management scenarios. Applying Green BPM 
methods can also improve the sustainability of inter-organizational business 
processes. On the one hand an improvement of resource efficiency of global supply 
chain processes promises to have a positive ecological effect [18]. On the other hand 
the individual situation of every partner in the supply chain has to be considered and 
the coordination of the different individual interests of each partner in the supply 
chain appears to be problematic. 

Based on the BPM life cycle the cooperating business partners can appoint a 
corporate sustainable process strategy as a basis for their Green BPM initiative. This 
strategy should address sustainability topics like business ethics in general, supplier 
ethics and practices as well as the sourcing of energy, e.g. the commitment to use 
green electricity. If every partner in the supply chain is interested in improving the 
sustainability of the process, sustainability ratios can be appointed as target values 
which should be achieved by the execution of the whole process. Based on that, the 
business processes can be modeled using adequate ratios for the consumption of 
resources and the production of waste materials of each process step. The accu-
mulation of these values represents the total effects of a whole process. The partners 
could for instance stipulate that the execution of a certain transport process should not 
consume more than 1,000 liters of fuel in total. The modeled processes are then 
executed and controlled comparing the planned ratios with the actual values provided 
by an adequate monitoring system. In the improvement phase of the BPM life cycle 
the process models could then be enhanced considering the monitoring values. Thus 
the process sustainability can be optimized. 

Based on these considerations, Green BPM could contribute to a more sustainable 
supply chain management enhancing environmental performance by minimizing 
waste. Not only has this an effect on the corporate image, but it also improves the 
competitive advantages based on cost savings [19]. However, appropriate techniques, 
tools as well as organizational concepts are needed in order to coordinate Green BPM 
initiatives in an inter-organizational context. 

5   Potentials and Challenges of Green BPM 

The two application scenarios have presented a set of potentials and challenges of 
Green BPM for ITSM processes as well as for internal and inter-organizational 
business processes. These potentials are systematized according to the BPM life cycle 
in figure 4. 

Strategy development: In the phase of strategy development, a single organization or 
cooperating partners appoint a sustainable corporate business process strategy. The 
objectives which should be achieved can be documented in a corporate Sustainability 
Balanced Scorecard (SBSC) with different sustainability ratios [4]. 
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Definition and modeling: In the phase of business process modeling, process models 
are developed considering the actual production of waste materials and the consump-
tion of resources in order to create awareness for the problem. The individual sub-
processes of the participating departments can then be defined in a more sustainable 
and resource efficient way in order to meet the appointed ratios. 

Implementation: During the implementation phase the several sub-processes have to 
be adequately configured in order to achieve an improvement of the resource 
efficiency [16]. In the context of configuring the sub-processes the partners in 
cooperative scenarios should be supported by IT-based communication, e.g. Web 2.0 
applications, video conferencing etc. which is normally more efficient than travelling. 

Execution: A more ecologically aware execution of business processes can be facili-
tated by inter-organizational workflow management systems (WfMS) driving the 
defined sustainable processes. In this context electronic documents are often used in 
order to support the reduction of paper consumption. 

Monitoring and controlling: In this phase the actual ratios of the process execution 
are measured for controlling purposes and can then be compared to the appointed 
sustainability ratios. 

Optimization and improvement: Based on this comparison in the monitoring and 
controlling phase, weaker points and sustainability problems of process execution can 
be identified. Based on this, an improvement of the process models can be furthered. 

 

Fig. 4. Potentials of Green BPM 
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Nevertheless, there are also important challenges which have to be faced in order 
to tap the full potential of Green BPM. In the first place adequate and measurable 
sustainability ratios have to be identified and developed as these ratios provide the 
basis for process implementation, controlling and improvement. In some cases the 
actual consumption of resources can only be estimated and is not exactly measurable. 

Sustainability has become an important factor for many organizations. Nevertheless, 
cost efficiency usually is the more important factor. In many cases resource efficiency 
and an environmentally friendly economic activity go along with reduced costs, e.g. an 
optimized route for a travelling sales man. In other cases cost-conscious business 
activities on globalized markets accompany high ecological costs, e.g. in the case when 
simple goods are transported far away to different countries in order to save personnel 
costs for further processing. Moreover, sometimes business processes have to be 
executed within a certain time limit producing higher ecological costs. 

In such a scenario adequate Green BPM tools are needed to support an adaption of 
business process models for single process instances in order to facilitate a flexible 
BPM which can fit the needs of emerging situations. Under exceptional circumstances 
an optimization of time efficiency can be more important than resource efficiency in 
order to achieve a business goal [16]. Green BPM research has to examine whether 
existing tools can be adapted or new ones have to be developed. 

In addition, further experience with the application of sustainability ratios in Green 
BPM is needed. Based on this experience adequate green reference process models 
can be developed in order to document best practices for improving process sustain-
ability in different business domains. 

6   Conclusion and Outlook 

Green BPM is of relevance for both research and practice and offers significant 
opportunities for the improvement of enterprises’ sustainability. Our contribution illu-
minated and discussed the potentials and challenges of Green BPM focussing process-
oriented management of enterprise resources. At first the topic was motivated by the 
actual debate on global warming and the need for better sustainability of business 
activities. Then our understanding of Green BPM was explained and exemplified in 
two application scenarios. The potentials and challenges of Green BPM were then 
presented based on the BPM life cycle and followed by a short discussion. 

The presented considerations and the two application scenarios show that Green 
BPM can contribute to more sustainable business operations. Future research should 
develop concepts in the form of green reference process models or procedure models 
for the implementation of green processes as well as adequate techniques and tools for 
the realization of Green BPM potentials in inter-organizational scenarios. 
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Abstract. While many corporations and individuals realize that environmental 
sustainability is an urgent problem to address, the academic community has been 
slow to acknowledge the problem and take action. We contribute to the emerging 
academic discussion by proposing a new approach for engaging in the analysis 
of environmentally sustainable business processes. Specifically, we propose an 
approach for measuring the carbon dioxide emissions produced during the 
execution of a business process, and apply this approach in a real-life case of a 
Direct Invoicing process at a Corporate Services provider. We show how this 
information can be leveraged in the re-design of “green” business processes. 

Keywords: sustainability, process analysis, carbon footprint. 

1   Introduction 

The increasing awareness for the necessity of sustainability in living and working  
has put “green” or “sustainable” practices on the radar screen of organizations. 
Environmental constraints are increasingly imposed on organizations, and demand 
new levels of operational compliance. 

In this context, colloquial terms such as Green IT [1] have emerged to 
acknowledge information systems and the surrounding business processes as 
contributors to environmental problems as well as potential enablers of green, 
sustainable solutions. Yet, while organizations around the globe increasingly realize 
the demand and potential of the transformative power of information systems [2], to 
date, few examples of such approaches have been reported in studies. 

In this paper, we contribute to the emerging body of research on sustainability by 
discussing an analysis approach for measuring the carbon footprint of business 
processes. Our approach extends activity-based costing approaches [e.g., 3] towards 
the consideration of greenhouse gas emissions alongside the activities of a business 
processes. Thereby, it facilitates the consideration of environmental sustainability 
consideration in the improvement or re-design of business processes. 

Following this introduction, we review existing research on sustainability. Then, 
we briefly discuss existing approaches to measuring carbon footprints in 
organizations. Next, we suggest an approach for measuring the carbon footprints of 
business processes. We apply our approach to the case of a Direct Invoicing process 
at an Australian Corporate Services provider. We then conclude this paper with a 
review of contributions and implications. 



512 J. Recker, M. Rosemann, and E.R. Gohar 

2   Background 

With our research we seek to contribute to the development and improvement of 
sustainable business practices. Sustainability is “development that meets the needs of 
the present without compromising the ability of future generations to meet their own 
needs” [4]. Our interest specifically is on environmental aspects of sustainability. The 
most important environmental sustainability challenge is known as the problem of 
global warming, the increase in the average temperature of Earth's near-surface air 
and oceans. Global warming is primarily caused by greenhouse gas (GHG) emissions, 
in particular through Carbon Dioxide produced collaterally through human-triggered 
actions, such as business travels, paper production, manufacturing and others. We 
believe that these actions manifest especially in the execution of organizational 
business processes. 

Of course, we are not the first to examine environmental issues and organizational 
performance. Contributions on environmental quality, lean production, regulatory 
mechanisms, environmentally benevolent activities and sustainable initiatives have 
been made in operations research [5] or econometrics [6], to name just two. Yet, few 
contributions exist that examine the contribution of an organization’s business 
processes to environmental sustainability. 

We believe that Business Process Management can assist in the endeavor to extend 
our perspective on processes and the wider organizational performance. This is 
because Business Process Management tools and techniques assist organizations in 
their efforts to (re-) design the organizational processes in light of compliance 
regulations, operational agility, or other business imperatives such as time, quality or 
costs [7]. The dedication of BPM approaches to eliminate waste under the “paperless 
office” paradigm indicates its potential for making processes more environmentally 
sustainable. We believe that it is possible to extend and adopt Business Process 
Management tools such that they also allow organizations to manage and improve the 
organizational processes in light of environmental considerations. 

This work is an important move forward because, nowadays, global warming has 
raised attention about so-called eco-friendly business activities, defined as those 
processes that produce less carbon dioxide as a main cause of global warming. In this 
context, it is often referred to the carbon footprint of business processes as a measure 
for the carbon dioxide production alongside organizational operations such as paper-
intensive processes (e.g., a bank’s mortgage process), fuel consuming processes (e.g., 
business travels) or a process that produces waste materials and unnecessary power 
sources (e.g., defect processes, quality rectification processes). 

Carbon footprint is commonly understood as the amount of carbon dioxide (CO2) 
emitted through the combustion of fossil fuels during daily activities – in the case of a 
business organization, the amount of carbon dioxide emitted either directly or 
indirectly as a result of its everyday process operations. It is expressed as grams of 
CO2 equivalent per kilowatt hour of generation (gCO2eq/kWh), which accounts for 
the different global warming effects of other greenhouse gases. 

To facilitate the improvement of the carbon footprint of business processes, it is 
firstly required to facilitate the documentation and measurement of the carbon dioxide 
emissions alongside a business process. We discuss some relevant approaches in the 
following. 
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3   Carbon Footprint Calculation Approaches 

Carbon footprint measurement has become a topic of interest to many business 
organizations, and has led to the development of several measurement approaches to 
calculate the footprint of a business as an organizational entity (see, for instance, 
http://www.carbonfootprint.com/). 

Calculating the carbon footprint of an organization can be done via three 
approaches [8]: bottom-up, based on Process Analysis (PA) or top-down, based on an 
Environmental Input-Output (EIO) analysis, or through a combination of both. We 
briefly review the three approaches in the following. 

3.1   Process Analysis 

Process analysis (PA) is a bottom-up method, which has been developed to understand 
the environmental impacts of individual products over its lifecycle from cradle to 
grave [9]. In a process-based Life Cycle Assessment (LCA), one itemizes the inputs 
(materials and energy resources) and the outputs (emissions and wastes to the 
environment) for a given step in producing a product. 

The bottom-up nature of process-based LCA means that they suffer from a system 
boundary problem – typically, only on-site and first-order, sometimes second-order 
impacts are considered. If PA-LCA is used for deriving carbon footprint estimates, a 
strong emphasis therefore needs to be given to the identification of appropriate system 
boundaries, which minimize this truncation error. A PA-based LCA runs into further 
difficulties once carbon footprints for larger entities such as government, households 
or particular industrial sectors have to be established. Even though estimates can be 
derived by extrapolating information contained in life-cycle databases, results will get 
increasingly patchy as these procedures usually require the assumption that a subset 
of individual products are representative for a larger product grouping and the use of 
information from different databases, which are usually not consistent. 

3.2   Environmental Input-Output Analysis 

Environmental Input-Output (EIO) analysis [10] provides an alternative top-down 
approach suitable to carbon foot printing. Input-output tables are economic accounts 
providing a picture of all economic activities at the meso (sector) level. In 
combination with consistent environmental account data they can be used to establish 
carbon footprint estimates in a comprehensive and robust way taking into account all 
higher order impacts and setting the whole economic system as boundary. However, 
the suitability of environmental input-output analysis to assess micro systems such as 
products or processes is limited, as it assumes homogeneity of prices, outputs and 
their carbon emissions at the sector level. Although sectors can be disaggregated for 
further analysis, bringing it closer to a micro system, this possibility is limited, at least 
on a larger scale. A big advantage of input-output based approaches, however, is a 
much smaller requirement of time and manpower once the model is in place. 



514 J. Recker, M. Rosemann, and E.R. Gohar 

3.3   Hybrid-EIO-LCA 

The combination of the above methods in a hybrid approach [11] allows preserving 
the detail and accuracy of bottom-up approaches in lower order stages, while higher-
order requirements are covered by the input-output part of the model. Such a Hybrid-EIO-LCA method, embedding process systems inside input-output tables, is the current 
state-of-the art in ecological economic modeling [11]. Still, this approach is focused 
on understanding input-output relations on a broader institutional or economical level. 
We argue that an understanding of carbon emissions on a business process level 
would create further opportunities on a meso and micro level to make quick and 
effective adjustments to an organization with a direct impact on its environmental 
image. Our argument rests on a tight linkage between carbon emission measurement 
and the facilitation and implementation of principles associated with Business Process 
Management. 

4   Activity-Based Emission Analysis 

Through Business Process Management [12], an organization can create competent 
processes, which function cost efficiently, with greater precision, reduced errors, and 
improved flexibility. This is because by using Business Process Management, an 
organization can enhance its processes in each of the lifecycle stages planning, 
development and implementation of processes, by identifying errors, bottlenecks and, 
indeed, waste, before it affects other processes and overall revenue [13]. While 
typically, process management has focused on the documentation, analysis and 
improvement of performance objectives such as cost, time, quality or flexibility [7], 
we will in the following extend a typical process management tool, Activity-Based 
Costing [3], towards the inclusion of environmental measures in an approach we call 
Activity-based Emission (ABE) Analysis. 

4.1   Approach 

Activity-Based Costing (ABC) is a collection of financial and operational 
performance information dealing with significant activities of the business [3]. Key to 
this approach is the consideration of actual usage of equipment and resources (e.g. 
machinery, human resources) in the activities that constitute a business process. This 
approach takes a stance, therefore, on the operational level of a business process, 
which, through multi-level process architectures, thereby allowing for composition of 
the measures to a meso- or macro-organizational level. 

Based on ABC Analysis, we argue that Activity-Based Emission (ABE) Analysis 
can be conducted for a process to determine the emission of CO2 for each activity as 
well as the overall process. ABE allows the calculation of CO2 emission more 
accurate than LCA or EIO approaches by focusing on every step of a business 
process, by identifying the so-called emission drivers and by considering the impact 
of alternative resources that facilitate the process execution. In fact, by estimating and 
measuring the CO2 outturn of each activity, the CO2 emission of all services and 
products across all business processes of an organization can be calculated. In turn, 
ABE analysis can provide a more precise and specific insight into the actual 
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processes, activities and resources within, that directly contribution, positively or 
negatively, to the carbon emission of an organization. This is because ABE helps to 
distinguish operations and resources based on their CO2 emissions, and thus allows 
embedding an environmental view in the decision-making related to process  
(re-) design. 

Further benefits from an ABE approach include that it can also be used within 
other business analysis tools such as Pareto analyses, to further examine the relation 
between cost, time and emission of CO2 for a business. We foresee the combination 
of ABE with other analysis tools as a key step in defining organizational areas which 
require an improvement in light of sustainability considerations. 

4.2   Stage Model 

Similarly to a regular ABC analysis, an ABE can be conducted within five main steps: 

1. Identify the product or service to be considered. This step is typically supported 
through business or service modeling activities at a strategic level. 

2. Determine all the resources and processes that are required to create the 
product or deliver the service, and their respective CO2 emission. To that end, 
typically, semi-formal graphical models of the business process are considered as 
documentations of the tasks that have to be performed, the actors and other 
resources that are involved in the execution of these tasks, relevant data and 
sources (papers, forms, systems and technology) of the data, and the business rule 
logic that describes the logical and temporal order in which tasks are to be 
performed [14]. To measure the CO2 emissions, data will have to be collected, at 
least, about three important CO2 emission factors, consumed electricity, consumed 
paper, and consumed fuel. Arguably, there could be other emission factors that 
could also be taken into consideration. 

3. Determine the "emission drivers" for each resource. To that end, in late 1997, 
the World Resources Institute and the World Business Council, developed the 
Greenhouse Gas Protocol (GHG Protocol) for Sustainable Development 
(www.ghgprotocol.org). The GHG Protocol is providing series of accounting tools 
to understand measure and manage green house gas emissions. In this protocol, 
three scope levels are defined to define organizational boundaries to enable 
differentiating between GHG emitting activities that are owned by organizations, 
and those that are not. These scope boundaries categories owned emitting activities 
in to three different scopes which is distinguishes between direct and in direct 
GHG emitting activities: 

• Scope1: direct GHG emissions – emissions that occur from sources that are 
owned or controlled by the company. Examples include emissions from 
boilers, vehicles, electric generators and so forth. 

• Scope2: electricity indirect emissions – emissions that originate from 
consuming electricity, heat or steam purchased by the company. 

• Scope3: other indirect GHG emissions – emissions that are the results of the 
activities of the company but arise from sources not owned or controlled by 
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the company. These include emissions from product materials produced by 
suppliers (newsprint/paper, ink, etc.), contractor delivery vehicles, employee 
commuting to/from work and business air travel. 

4. Calculate CO2 emission for each activity by gathering Activity Data for each 
process and resource and define the emission factor for each Activity Data. 
The GHG Protocol enables the calculation of the CO2 emission for each defined 
source in step 3 through GHG Protocol calculation tools. Examples for the three 
selected emission drivers include the following: 

• Fuel (scope3): For calculating the CO2 emission of scope3 activities (e.g., 
business travel between two offices), the GHG protocol provides the formula: 
Distance travelled × emissions factor incorporating default fuel efficiency 
value = CO2 emission 

• Paper (scope3): For calculating the CO2 emission of scope3 activities (e.g., 
transporting paper forms between two offices), the GHG protocol provides the 
formula: Weight of paper × emissions factor for manufacture of paper = CO2 
equivalent emissions 

• Electricity (scope2): CO2 emission of purchased electricity can be calculated 
by using the GHG Protocol calculation tool for purchased electricity, which is 
based on the formula: KWh of electricity used by organization × emission 
factor = CO2 emissions 

5. Use the data to calculate the overall CO2 emission of the process. This is 
achieved by summing up all CO2 emissions across all activities and scope levels. 
This analysis will then enable a sixth step (out of scope for this paper) - the actual 
act of making eco-aware process re-design decisions, and selecting those process 
and resource variants that help to reduce the carbon footprint during run-time 
execution. 

5   A Case Study: The Direct Invoicing Process 

5.1   Case Description 

We applied our approach in a case study with Seamless Service Provision (SSP), an 
Australia-based organization that offers financial and human resource services to 
organizations in the private and public sector. One of these services is the payment of 
so-called direct invoices for its clients. A direct invoice is an invoice without a 
corresponding purchase order. 

SSP receives between 15,000-25,000 paper-based invoices per month. The 
invoices arrive in the incoming mail centre in the city centre (Office 1). Invoices are 
screened, entered into a system and then forwarded to Data Entry Officers at Office 2 
in the north of the city (10 km distance from Office 1). Incomplete or incompliant 
invoices (10% of all invoices) are sent back to the client via postal mail with the 
request to complete the invoice. 

The data entry officers Attach vendor master records to the invoices. The internal 
mail collects these forms and takes them to the master data entry department. The 
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master data entry department creates SAP master data (takes 1-5 days) and then the 
invoice is ready to be entered in the SAP system by Data Entry Officers. 

Validation Officers sort the invoices and print a 10-page report per 100 invoices 
(60 minutes for a batch of 100 invoices). Invoices are now ready for payment. The 
Payment Office runs a payment process every week. This is a highly automated 
process, at the end of which a report is generated. This report will be sent via mail to 
the individual clients to inform them about the successful payment of the invoice. 
Also, it will be sent to SSP’s Accounts Receivable Department at Office 3 located 
3km away from Office 2. This department generates monthly invoices for SSP’s 
clients. Third, the payment report will be sent to the Registry (same building). The 
employee in the Registry selects the paper-based invoices that have been paid and 
archives the invoices. Sometimes, vendors or clients have an issue with the payment 
and in these cases it is required to track down the original paper-based invoice 
together with all information on the invoice entry form. Such requests occur approx. 
5-10 times per month. 

5.2   ABE Analysis 

To calculate the carbon footprint of the direct invoicing process, we firstly created a 
process model of the process, modelled in BPMN [14]. The model details the process 
in terms of 43 individual activities, 10 involved departments within SSP, plus 
required data, paper, forms and other inputs to, and outputs from, the process. We 
omit the detailed BPMN model from this paper but note that we developed dedicated 
BPMN notation extensions to capture and illustrate the flow of CO2 along the 
processes. The model is available upon request. 

In a second step, we selected three CO2 emission drivers of the process, viz., fuel 
(for delivering invoices between different offices), paper (Invoice, Invoice entry 
form, etc.) and electricity (regular office use). We note that our approach can also be 
used for other emission drivers. In step three, we then identified the sources for each 
of these three emission drivers (again, other sources are imaginable): 

• Fuel: Depends on travelled distance to deliver the invoices between different 
offices. 

• Paper: Depends on number of invoices. 
• Electricity: Depends on the overall process cycle time. 

In step four, we then calculated the CO2 emissions alongside the process, the three 
identified resources, using the three scope levels of the GHG protocol 
(www.ghgprotocol.org). Due to space restrictions we cannot provide full details about 
the analysis and results (this information is available from the contact author upon 
request). Instead, we discuss some exemplary analyses in the following. 

For instance, to be able to calculate CO2 emission from purchased electricity, we 
firstly gathered data about office electricity consumptions per month (viz., office 1: 
5,000 kwh per month, office 2: 2,500 kwh per month, office 3: 10,000 kwh per 
month). We then used a calculation tool provided in the GHG protocol to estimate the 
total electricity consumption (see Table 1). Then, by dividing CO2 emission for each 
office in a relative fraction per seconds, the emission per seconds for each office can  
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be calculated (Office 1: 4,603,000kg / 748,800 second = 6.15 kg per second; Office 2: 
2,301,000kg / 748,800 second = 3.08 kg per second; Office 3: 9,205,000kg / 748,800 
second = 12.3 kg per second). 

Table 1. Calculation of SSP purchased electricity 

 

To calculate the paper consumption, we assumed that all the consumed papers in 
company are in same size and weight, and estimated the weight of each paper as  
0.03 kg. The emission factor for 1 kg of paper in the SSP company is 10 kg, therefore, 
each invoice or consumed sheet of paper in the Direct Invoicing process produces 300 
gram of CO2. 

Last, we used a calculation tool provided in the GHG protocol to estimate the fuel 
consumption for delivering invoices and paperwork between offices, assuming 
company-owned cars with one driver only (see Table 2). The GHG Protocol 
calculation tool for mobile combustion fuel consumption shows that for each 100 km 
travelling with a car 24 kg CO2 (0.024 kg per 1 km) are produced by SSP. 

Table 2. Calculation of SSP fuel consumption 

 

 

Based on these results, in a last step, we calculated the overall CO2 emission of the 
Direct Invoicing Process, as described in Table 3. As can be seen, the current paper-
based process, considering both direct and indirect emissions, produces over one 
billion kg of emissions due to its paper-intensive mode, which in turn presents a 
strong plea for the importance of the “paperless office” paradigm. 
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Table 3. ABE Analysis of SSP Direct Invoicing Process 

Process/process variants Description Number of 

process 

instances 

per month  

CO2 

emission 

per process 

instance 

(kg) 

CO2 

emission 

per month 

(kg) 

Complete invoices 95% of received 

invoices are complete. 

19,000 5233.81 99,442,390 

Incomplete invoices 5% of received 

invoices are 

incomplete. 

1,000 861.6 861,600 

Non-

compliant 

invoices 

(10% of 

received 

invoices 

are non-

compliant) 

clarified by 

experienced 

SSP staff 

50% of non-compliant 

invoices are clarified 

by experienced SSP 

staff. 

1,000 738 738,000 

completed by 

calling the 

customers 

25% of non-compliant 

invoices are completed 

by calling the 

customers. 

500 738 369,000 

sent back to the 

customers for 

completion 

25% of non-compliant 

invoices are sent back 

to the customers for 

completion. 

500 1,077.15 538,575 

Invoices for which vendors 

numbers are not in the SAP 

system 

5% of all invoices do 

not have a SAP vendor 

number. 

1,000 863.9 863,900 

Invoices with payment issues 

that are tracked down 

5-10 invoices require 

the track down of the 

invoice together with 

the invoice entry form. 

2 7,380 14,760 

Total emission per month(kg) 1,028,282,225  

6   Conclusion 

Our work denotes an important step forward towards the eco-friendly management of 
business processes. By being able to measure the environmental impact of a business 
process, analysts and managers are empowered to account for environmental 
information in their decisions to execute or change business processes. Our 
measurement approach works for as-is as well as for to-be scenarios and can therefore 
be used to make informed decisions about “green” processes and the improvement of 
the processes towards environmental as well as classical business objectives. 

Our research has some limitations. Notably, we reported on a first exploratory 
case, and more empirical study is required. We focused on selected emission drivers 
and emission sources and acknowledge that a different focus could yield different 
results. Last, we note that the office energy consumption calculation does not take 
into account the use of office space for multiple processes. Therefore, a split of 
energy consumption would deliver improved results. 

Our research as well as the related studies in this area [15] demand complementary 
future studies in a number of areas. For instance, we are working towards a process 
documentation notation that captures carbon footprint drivers, emissions and 
consequences. Similarly, our research calls for increased attention for approaches that 
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facilitate truly paperless processes, through appropriate digitized information and 
artifact flow alongside a process. Typical process improvement strategies (e.g., TRIZ, 
reference modeling, Six Sigma, to name just a few) should be reviewed, to investigate 
how these techniques allow for an inclusion of environmental data, and how potential 
goal-conflicts (e.g., costs versus environmental impact) can be resolved.  
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Abstract. Controlling of enterprises is an important step to realize dynamic re-
actions. Therefore adequate indicator-systems have to be established. Modeling 
of these indicator-systems in the sense of sustainability offers a basis to use the 
term “sustainability” not just as a marketing buzz-word. The specific indicator- 
or attribute-system should be implemented in a way which ensures the control 
of all levels of enterprise architectures. The goal of the paper is to show on the 
one hand a language based approach to develop indicator-systems as well as its 
possible effects to the modeled process-system on the other hand. 

Keywords: indicator, indicator-system, measurement, workflow management, 
dynamic enterprise, quantity aspect, modeling. 

1   Introduction 

This paper shows an approach to model and structure the top level of dynamic enter-
prise architectures, the Enterprise-Management-System characterized by an indicator 
or attributes system. Therefore we describe first our idea of a dynamic enterprise 
controlled by indicators (section 1.1 and 1.2). In section 2 we discuss the concepts 
“indicator” and “indicator-system” to reach clarification about intension and exten-
sion of these concepts. Thereby we want to establish a basis for developing a charac-
ter model of an enterprise-management-system which enables controlling of all levels 
of a dynamic enterprise. As far as this model should be based on indicators, indicators 
are the focus of our attention. Furthermore section 3 details intension and extension of 
indicators by discussing influences of indicator-systems to internal process systems. 
Section 4 summarizes the paper and gives an outlook to our further work. 

1.1   The Concept “Dynamic” 

From a system theoretical point of view enterprises or organizations are characterized 
as exceeding complex open systems, which are created artificially by human beings 
[1]. They consist of interconnected elements (humans, tangible means and technique 
which can be consolidated in subsystems). The relations between the elements (within 
the system itself or between the system and its environment) are energetic, material or 
informational [2]. Additionally, organizations are goal-directed, whereas these goals 
can be differentiated between operational and strategic goals [1]. To reach these 
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goals, individual systems, characterized by a functional and a process oriented point 
of view (which interact and are interdependent), have to be created. In relation to the 
interaction with the environment (consuming and exporting resources) organizations 
are open systems which act dynamic. 

In the context of this paper the concept “dynamic” is characterized as the force of 
self adaption to new requirements. For example, water which is influenced by the 
temperature of the environment: In case of falling temperatures the water changes its 
aggregate state from liquid to solid. This is possible because of the characteristics of 
the molecules and their compounds. The appending model would depend on the 
knowledge of the modeler. If a modeler would act on the assumption of constant envi-
ronmental conditions or the nescience of the temperature-dependence of water, he 
would model the system of water molecules and their compounds as a fixed system. 
However, if he would take changing environmental conditions and the knowledge of 
the temperature dependence of water into account, he could model two or maybe 
three aggregate states (aerially, liquid, solid). These simple examples show, that with 
regard to the modeling of dynamic systems it is important to know: the characteriza-
tion of the elements of the system, the characterization of the relations between the 
elements and the influencing variables of the environment. 

An example for dynamic reaction of companies is, if new innovative technologies 
or products which replace older ones are developed by one company of a special 
market. Other companies of this market have to change their technologies or their 
range of products too, to secure their further existence at this market. By this compa-
nies should early know the influences of markets and as a next step the characteriza-
tions of elements and relations of their own system to manage the adaption to new 
requirements quickly. 

1.2   Architecture of Dynamic Enterprises and Sustainability 

Due to the ubiquitous use of IT systems, computer-scientists are living in an era char-
acterized by holistic, sustainable and multidisciplinary ideals. “Holistic” contains the 
context of a system or its environment. “Multidisciplinarity” explores the elements 
connecting the different disciplines and their objects. The term “sustainability” in a 
broader sense refers to the protection of resources of our environment. Resources 
include any physical or intrinsic means (e.g. values, concepts, etc.) which are neces-
sary to preserve actual and prospective (meaning evolutionary) human health, peace 
and a moderate prosperity. 

The idea of sustainability has to be subdivided into further categories such as eco-
nomical sustainability (industry), social sustainability (individuals as well as commu-
nities) and ecological sustainability (nature and environment). In general the term 
“sustainability” is often used for marketing purposes. In our view the first step to 
become sustainable is establishing a broad goal and indicator basis within the archi-
tecture of organizations.  

Our idea of a dynamic enterprise is based on a four-level language based architec-
ture (shown in Figure 1), assuming a process centric enterprise organization including 
e.g. instruments, processes and environmental influences. 
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Database-Management-System (relational model)

Workflow-Management-System (event model)

Enterprise-Management-System (character model)

Servicebase-Management-System (object model)

 

Fig. 1. Four-level architecture of a “dynamic enterprise” 

The top level of this architecture, the enterprise organization level, consists of an 
indicator- or attribute-system to realize the regulation of the enterprise supported by a 
workflow-management-system (WfMS) on the second level.  

With regard to the WfMS, the enterprise-management-system should contain an 
aligned goal system, which enables the enterprise to initiate actions for goal attain-
ment. By designing a goal system in the subdivisions of sustainability (economical, 
ecological and social), enterprise value, not only periodical earnings, could be in-
creased with long term view. 

2   A Constructive Language Based Approach for Modeling 
Indicators and Indicator-Systems 

To develop indicator-systems for controlling of enterprises in a constructive way we 
act in two steps. In the first step we develop a conceptual language for indicators, 
enabling us to use them logically, circle free and explicitly. Therefore we have to 
establish clarity to the concept “indicator” as foundation to develop a conceptual 
language. In the second step, we develop a modeling language for the internal design 
of indicators and the dynamic combination of indicators to a system. As basis to clear 
the concept “indicator” we use the model of “object classification in constructive 
computer science” [3] and the “conceptual model for objects in constructive computer 
science” [4] shown by Figure 2 and Figure 3. 

Object/ Entity

Component

Carrier

Things
(Nouns)

Relation/ Connection
(and, or etc.)

Properties/ Character
(Adjectives & Adverbs)

Event/ Process
(Verbs)

: is_a

: part_of

Caption:

 

Fig. 2. Object classification in constructive computer science [3] 

The object classification of Figure 2 gives us the possibility to model indicators 
based on their object relation with regard to the properties of elements, processes, and 
relations they measure. Additionally the conceptual model (shown in Figure 3) sup-
ports the detailed modeling of any object classification.  
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Intension

Extension

Connection 
to other
concepts

Attributes 
of the
concept

Set of objects
contained by
the concept

Set of
descriptions of
the objects

external View internal View

Concept: x           {t, f}

t : true
f : false

x : value
function/ transformation

Caption:

 

Fig. 3. Conceptual model for objects in constructive computer science [4] 

The conceptual model offers the possibility to divide the concept “indicator” with 
regard to intension and extension. Intension is equivalent to “schema” and the exten-
sion to “instance”. In relation to the system of an enterprise as an object, the following 
chapters focus on the intentional - internal and external view of the concept “indica-
tor”. The extension of the concept indicator has to be determined by existing indica-
tors e.g. of a selected company. 

2.1   Intension of the Concepts “Indicator and Indicator-System” – Internal View 

Indicators represent information of measureable facts in a concentrated form. They 
can be divided according their calculation schema into absolute numbers, relative 
ratios or index ratios (cf. [5]). The calculations conform to defined formulas, which 
connect single values by mathematical operators.  

Relating to the object classification (cf. Figure 2) every indicator has a set of prop-
erties, such as a unit (defined or non-dimensional), a certain acquisition interval 
(monthly, weekly, daily etc.), a certain acquisition point of time (specific date, week-
day, last Friday a month etc.) and a data source (databases, etc.). All these properties 
are important with regard to extensions and to evaluate the quality of the measure-
ment. The modeling process has to ensure that the relevant data for calculation of 
indicator values is available. In case of calculation data is missed, the modeler has to 
establish further processes to gather relevant data. In addition indicators can be moni-
tored through means that facilitate comprehensiveness and analysis using, for exam-
ple, different types of diagrams, tables or graphs.  

By using indicators to support the regulation of systems, it becomes necessary to 
define actions for regulating processes (whereas these regulations are the external 
view of the intension). Therefore indicators have target values. They enable compa-
nies to identify gaps between goal achievement and reality as well as to initiate ac-
tions to reach the target value. In this way, indicators provide an information-base to 
support decision-making-processes to control entire systems. 

2.2   Intension of the Concepts “Indicator and Indicator-System” – External View 

Indicator-systems are used to measure, control and regulate company goals as well  
as process and the behavior elements (resources, employees, financial resources, 
products etc.). To control dynamic behavior of organizations they have to sum up all 
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relevant information about connections between elements and the system elements 
themselves in a quantitative and qualitative way. In the form of mathematical calcula-
tions, they support transparency, visualization and presentation of information about 
elements, connections, processes or markets. Additionally they show interactions 
between the elements of the system as an input-output relation enabling us to draw 
conclusions about the transformation processes of a system.  

Classifying the enterprise model in input, transformation and output and extending 
the model by supplier, customer, relevant markets and a specific process control unit 
(e.g. workflow-management-system) leads to a holistic enterprise view. Summarized 
our idea of an enterprise model is explained above in Figure 4. Additionally the figure 
shows several measuring points, which have either a direct process regard (as rela-
tions between the elements) or a direct element regard (inputs, resources, outputs). 
Indicators of different measuring points can be influenced directly by the company 
(indicators of the supply chain) or are non-influence able (indicators of the markets).  
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Fig. 4. Measuring points in an organizational system 

Indicators which couldn`t be influenced by the company (e.g. development of a 
market) can be used to estimate the influences and disturbance variables and ulti-
mately, to define goals or target values. Indicators which can be influenced directly by 
actions of an enterprise (e.g. supplier evaluation and customer satisfaction), measure 
the behavior and characterization of: resources (e.g. employees, tangible means, tech-
nologies or financial resources), supply chain partners (suppliers and customers) and 
processes. By that they can be used to control processes in time or to control proc-
esses by past review. To act sustainable all these indicators have to be considered with 
regard to the interaction of economic, social and ecological performance at all meas-
urement points. Figure 5 gives some examples for influence able and non-influence 
able indicators in the sense of sustainability. 
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Non-influence able indicators Influence able Indicators  
Market of competitors Society and Environment Processes 

E
co

-
no

m
ic

al
 competitors’ prices and 

performance 
development of market of 
employment and education 
(e.g. courses of study or train-
ing facilities) 

supplier evaluation and 
customer satisfaction, 

E
co

lo
gi

-
ca

l 

Innovations - new 
patents for innovative 
ecological production 
processes or products 

environmental compatibility of 
the products (e.g. lifecycle and 
lifetime of the products, costs 
of waste disposal) 

pollution (e.g. CO2 emis-
sion, hazardous waste) 

Su
st

ai
na

bi
lit

y 

So
ci

al
 

development of com-
petitors e.g. with regard 
to organization struc-
ture, regions, fair trade 

development of social and 
environmental structures e.g. 
age distribution, social situa-
tion, landscape of the region, 
quality of recreation areas 

social manners within the 
company or management 
style 

Fig. 5. Examples for indicators in the sense of sustainability 

These example are showing, that there do exist a lot of possible indicators. An or-
ganization has to choose indicators which correlate with their strategy and measure 
their goals. If goals and indicators are developed in the three perspectives of sustain-
ability, a holistic indicator system would be constructed. 

Indicators of different measuring-points interact with each other. This interaction 
implies that indicators can show possible causes or effects of development of other 
indicators. Interactions could be identified by empirical cause and effect chains (e.g. 
by the balanced scorecard) or by mathematical formulas (e.g. by the ROI model).  

According to cause and effect chains common economic literature separates indica-
tors into key performance indicators and key result indicators [6]. They are also called 
outcome measures and measures which drive future performance [7]. The focus of 
both concepts is the same: Measuring results and facts which lead to these results. In 
terms of system theory this classification is realized by the concepts of feed-forward 
loops and feedback loops [8] which are useful to explain forms of control. To enable 
dynamic reactions, both forms of indicators and forms of control are important. Re-
sult–indicators to help to learn about past performance (feedback loops) and perform-
ance-indicators are useful to feed-forward loops. Referring to our language approach, 
performance indicators as far as result indicators belong to the properties of indicators 
in the external view (also the differentiation of financial and non financial measures, 
subjective and objective measures, etc.). 

3   Indicator-Effects to the Internal Process System 

As a functional control unit for process execution within a "dynamic enterprise", a 
WfMS is assumed in our approach (level two in Figure 1). The control behavior is based 
on process descriptions with specific requirements concerning form and content  
(cf. [9]). Their models act as input parameter for the WfMS. These “model artifacts” are 
called operative description elements in the present analysis of the aspect-oriented mod-
eling approach (cf. [10],[11]), since they are directly related to the extensional execu-
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tion. As introduced in [12] and in [11], a dispositive level of description was identified 
in addition to the modeling of operative aspects. Elements which are modeled within the 
dispositive aspects, affect the operative modeling artifacts. The influence on the real 
execution will therefore take place only indirectly. Before possible impacts of indicators 
in the current approach will be discussed in detail, especially, concerning the quantita-
tive aspect, the various aspects of Figure 6 will be mentioned briefly. 
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Fig. 6. Aspect-oriented modeling approach on two layers [11] 

Operative Aspects: 
The functions aspect describes and structures the required process steps (activities) and 
the involved conditions (rules) within an overall process (cf. [10]). In the controlling 
aspect causal and temporal dependencies between elements of the functions aspect - 
mainly the control flows - are defined (cf. [10]). Data and data flows needed in the 
process are described in the information aspect (cf. [13]). Within the organizational 
aspect the affected organizational structure and roles together with their allocation to 
the functional aspect are specified. The work equipment aspect describes available 
non-human resources and working appliances (IT-services, etc.) which are relevant in 
the connection to the current process model (allocation to the function aspect). 

Dispositive Aspects: 
The norms aspect records the necessary internal and external rules, regulations and 
policies for the present process. Within the quality aspect, the factors of influence 
with regard to required standards of qualities are specified. The collaboration aspect 
describes and defines the various points of collaboration and their actors. The error 
processing aspect complements the operational aspects with every new, on schema 
level, handled error (cf. [14]). The quantity aspect unites all quantifiable parameters 
and indicators with an impact on aspects of the operative level. 

3.1   The Quantity Aspect as Element Representing the Influence of Processes 
through Indicators 

The quantity aspect combines all quantitative values, which have an influence on the 
design of the operative aspects. This includes fixed variables (e.g. price information), 
measurable quantities (e.g. hours of operation) or calculable quantities (e.g. average 
processing time of an activity in a given period with regard to historical data). Just the 
latter category is understood by the term “indicator”. 
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According to the model of indicators (see section 2), indicator instances (exten-
sions) are the basis for changes of the general system. These influences are dividable 
into intensional and extensional effects concerning the operative aspect level. 

Intensional effect 
Based on the analysis of indicator extensions and their resulting impact on the opera-
tive layer, the superior management level (see Figure 1) can –in the case of an inten-
sional effect- initiate a re-run of the life cycle (cf. Figure 7) with adjustments in the 
design phase. An example could be the identification and elimination of bottlenecks 
by changing the control flow (controlling aspect) or changes in allocation of resources 
(organizational or work equipment aspect). So this is a kind of schema modification, 
which explains the evolutionary nature of this aspect. These adjustments normally 
happen in context of a manual process and fall into the category of non-functional 
controlling of business (level 1 in Figure 1) by indicators. Depending on the indicator 
extension and process objectives appropriate actions may be carried out, as already 
explained.  

Within the next instantiation of the current process, the modified scheme in the 
preparation and execution phase is used. 

Extensional effect 
This area refers to an impact which appears within a process instance (extension). It is 
therefore a functional control of the process instance which depends among others on 
indicator extensions. If, for example, the branching of the control flow (gateway) is 
modeled depending on a certain indicator, the process execution of the corresponding 
extension is influenced. This effect concerns only the execution phase of the life cycle 
model (see Figure 7). 

3.2   Use and Utilization of Indicators in Various Stages of the Life Cycle Model 

The life-cycle model [11] provides a good basis for a temporal classification of 
phases. As shown in Figure 7 the analysis, design, preparation, execution and moni-
toring phases are distinguished. Due to the main topic of modeling, the focus in this 
paper is located at the phases design (schema creation and evolution) and preparation. 
The preparation phase is often implied. In Figure 7 it is made explicit within two 
phases in the process lifecycle. During build-time, decisions as "make or buy" are 
already taken into account and enter the model schema. Also the non-specific equip-
ment or role assignments at schema level can be counted into the preparation phase 
(cf. [15]). Within the run time stage of the preparation phase, the allocations on 
schema level must be made concrete on the instance level. For example, the modeled 
role "clerk", is concreted by "Mrs. Gordon". All necessary resources and appliances 
are allocated and provided concretely and prepared to run. These specific allocations 
should also conform to the model artifacts of the dispositive aspect layer. 

Based on this classification, in analogy to the effects mentioned ahead, two basic 
variants for the use of indicators can be distinguished. Indicators are either hard-wired 
parts of the process (anchored at design phase) according to the extensional effect or 
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Fig. 7. Process lifecycle with preparation phase [11] 

available as an equipment resource (as schematized and utilizable). In the last men-
tioned variant the indicators are not connected firmly with the process, they can be 
used if required (at preparation phase). 

4   Conclusion and Outlook 

The concept “indicator” was analyzed by the conceptual model for objects. As result 
the intension of indicators in an internal view is characterized for example by formu-
las, units, single values and time dependence. The external view is characterized by 
the relations to the elements of the enterprise-system (e.g. the influences to the entire 
workflow-management) and the relations between the indicators. The next step is to 
survey the extensions of indicators as proof of the results of the intension. After the 
complete clearing of the concept “indicator” we can develop a language (like predi-
cate logic) to describe the indicators and their relations. Whereas from a present-day 
perspective a constructive construction of indicators by concepts for things like [N ε 
P] (with: N as nominator (like Peter), ε as the term “is a” and P as a predicate (like 
customer or employee)) is not expedient. Why not? That would be explained by ana-
lyzing the extensions of indicators which have no proper names (like if the EBT is 
6.5% of sales at the 30.6.2010). Therefore it becomes necessary to use instead of 
predicate logic, the characterization theory and language, formal defined by Russell 
(1872 – 1970) [16]. This approach allows the explicit description of objects which do 
not have nominators.  

As considered in the paper, indicators have manifold relations to other indicators of 
different measuring points and mathematical relations to the single values. To model 
and to proof the cause and effect chains, these relations can be modeled in a specific 
language where VDC-L [17] offers an approach. The detailed utilization of this lan-
guage will be analyzed in following steps, whereby especially the empirical relations 
offer a broader field of research. Also the specific modeling methods for the men-
tioned dispositive aspects have to be specified in detail to connect the internal system, 
according to the approach (cf. [11]), with indicator-systems.  

There are approaches (e.g. [18]) to develop languages for the modeling of indica-
tors, even in the sense of sustainability (e.g. [19]). According to these and other publi-
cations in combination with our specific view on enterprises, we expect, by our  



530 N. Zeise, M. Link, and E. Ortner 

approach the ability to establish a holistic indicator based enterprise controlling which 
acts dynamic. With view to sustainability this indicator-system should allow open 
systems (e.g. enterprises) to react dynamic regarding a changing environment (facts 
measured by indicators) and to achieve potential goals in an efficient way (supported 
by the underlying infrastructure). 
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Summary. Due to the increasing adoption of business process man-
agement and the key role of process models, companies are setting up
and maintaining large process model repositories. Repositories contain-
ing hundreds or thousands of process models are not uncommon, whereas
only simplistic search functionality, such as text based search or folder
navigation, is provided, today.

On the other hand, advanced methods have recently been proposed
in the literature to ascertain the similarity of process models. However,
due to performance reasons, an exhaustive similarity search by pairwise
comparison is not feasible in large process model repositories.

This paper presents an indexing approach based on metric trees, a hier-
archical search structure that saves comparison operations during search
with nothing but a distance function at hand. A detailed investigation
of this approach is provided along with a quantitative evaluation thereof,
showing its suitability and scalability in large process model repositories.

1 Introduction

Nowadays, one can find large process model collections in almost every company,
since the value of business processes has been recognized and acknowledged as
an essential asset to drive an organization [26, 28]. Effective reuse, extraction
of knowledge, and generation of insights among these model collections require
capabilities to efficiently search and navigate within them.

Process models generally expose a high degree of heterogeneity [1] and thus,
exact-match searching is neither feasible nor meaningful. Instead, the concept of
similarity has been discovered to be a valuable means to compare and search pro-
cess models and many similarity measures have been proposed [1, 7, 14, 16, 17,
18, 24]. These include semantic approaches to identifying corresponding nodes,
structural, and behavioral aspects of process model similarity. Several of the au-
thors mention that their algorithms are in particular expensive with regards to
time complexity. Yan et al. [29] comprehensively studied process model reposi-
tories currently available for industry and academia. Their survey discloses that
efficient implementation of search for similar process models has been widely
neglected.

However, applications for fast and efficient similarity search in large pro-
cess model repositories are manifold, due to the increasing adoption of business

M. zur Muehlen and J. Su (Eds.): BPM 2010 Workshops, LNBIP 66, pp. 535–546, 2011.
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process modeling. Aligning large process model collections to changing market
opportunities can be achieved through continuous process model refactoring,
which, however, bears the risk of introducing inconsistencies [26]. Searching for
similar model artifacts yields the set of relevant models and provides a means to
track and propagate adoption of process models [23]. Efficient search in process
model repositories can also help to discover redundancies when models are added
to a collection [17], e.g., when process models of two organizations that engage
in a merger need to be consolidated. Furthermore, similarity search among pro-
cess models offers the chance to obtain reference models, or fragments thereof,
as means to semi-automatic modeling assistance [13], or to find normative pro-
cess models, which are most similar to process models that have been discovered
through process mining [1].

In this paper, we do not address optimization of the similarity algorithms’
efficiency, but rather try to reduce the number of comparisons required to find
models in a repository. We achieve this goal by indexing, i.e., building efficient
data structures to guide searching. Metric trees [20, 21] offer a means to increase
the efficiency of similarity search by a notion of distance, or dissimilarity. A
metric tree is an index that partitions the metric space, i.e., the collection of
process models. During search, certain partitions can be safely pruned under
some circumstances, reducing the number of comparison operations. We applied
similarity search in metric spaces to the field of business process management
to evaluate its usefulness and scalability to search within large process model
repositories.

The remainder of this work is structured as follows. In Section 2 we give an
overview of similarity search that puts metric trees into the context of similarity
search and discuss previous work on process model similarity. Subsequently, we
introduce our approach to build and search within an index of process models
with the help of the M-Tree [6] index structure and an implementation of the
graph edit distance for process models, in Section 3. Since we aim at reducing
the number of comparison operations when searching for similar process models,
in Section 4, we evaluate the implementation of our approach toward this aspect
with varying parameters. Finally, we conclude our work and give an outlook on
research directions and objectives that we will address in the future, in Section 5.

2 Preliminaries

This section discusses related work with regards to process model similarity
and similarity search, which lay the groundwork for our approach, described in
Section 3.

Similarity search has received increasing interest in a variety of domains, in-
cluding multimedia, computational biology, data mining, and pattern recogni-
tion, cf. [4, 31]. The idea behind is based on a definition of proximity that can
be defined by characteristic features extracted from the actual objects. In the
context of process models, such characteristic features can be structure, i.e., the
model graph, or behavior, derived by means of the state space [1, 27].
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2.1 Process Model Similarity

Many existing approaches to compare process models, such as various notions of
bisimulation [25], trace equivalence [11], and workflow inheritance [22], only tell
whether two process models are the same in a certain context, but not how sim-
ilar they are. More meaningful measures that quantify the similarity of process
models have been demanded and proposed [1, 7, 17, 24], since. The approaches,
which can be generally divided into behavioral and structural ones, ground on the
same concept: (1) Identify corresponding process model elements, e.g., activities,
gateways, control flow edges, and (2) compare the relations between them.

The behavior of a process is characterized by the set of possible execution
sequences of the process model elements. The behavioral similarity of two process
models addresses relationships regarding causality, concurrence, and exclusion
of corresponding elements [17, 27] and is indicated by a—usually weighted—
fraction of common behavior; whereas particular fragments of a process model
may be considered more relevant than others [1].

In structural approaches, the relation between process model elements essen-
tially refers to the graph structure of the process model, i.e., which nodes are
predecessors and successors of other nodes, connected through edges with each
other. Similarity is often based on the fraction of common structural components,
such as control flow arcs [1] or activity nodes [13]. Another approach to (dis-)
similarity is to calculate the cost of converting one process model into another
one with the graph edit distance [8, 14, 16, 18]. The graph edit distance is defined
by the least expensive sequence of operations to transform one graph into an-
other, where each operation type, including inserting, removing, and substituting
elements of the graph, has a cost-weight assigned [9].

Key to identifying corresponding process model elements is labeling. Although
correspondences can be found manually through reviews from process model
experts [8], researchers addressed this issue applying structural models, e.g., the
Levenshtein distance [15], and linguistic models, such as synonyms taken from
WordNet1, [13, 24].

2.2 Indexing in Metric Spaces

In exact-match search, objects of the result set are exact equals among a set
of structured data that can be ordered by simple means. In contrast, similarity
search does not assume an intrinsic ordering of objects: The result set comprises
objects, which are within certain proximity of the query object.

In coordinate spaces, objects are treated as vectors in a multidimensional
space by mapping each feature to a value of a particular dimension [12]. The
concept of vectors in a multidimensional space offers means to calculate distances
of two objects by computing the distance of the corresponding feature-vectors,
e.g., using the Minkowski distances [31]. Search structures for vector spaces, so-
called spatial access methods (SAM), effectively exploit the ordering of feature-
values of a dimension to find similar objects. The R-Tree [10] is a well known

1 cf. http://wordnet.princeton.edu/
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approach to search within coordinate spaces. However, the notion of distance in
a multidimensional space may be of little meaning, due to correlation of features,
so-called cross-talk [31], which does not map into vector based similarity.

Generally, one cannot assume feature vectors to be available in certain do-
mains. For example, a representation of graph structure or process behavior in
a coordinate space is not feasible or has only limited meaning, and therefore,
SAMs cannot be applied. A more general approach has been raised that ad-
dresses the similarity searching problem, called metric spaces [20, 21], of which
coordinate spaces are a special type. In metric spaces, nothing but the distance
of two objects can be computed. Yet, the abstract notion of distance offers the
opportunity to construct particular means to express proximity of objects, with
regards to the desired use case and accounting for cross-talk between the objects’
features. Informally, searching in a metric space means to obtain a ranked set
of objects that are in proximity to a query object, or whose feature values fall
within a given range from those of a query object.

There is a large body of research in similarity searching, cf. [4, 12, 31], and
many index structures for metric spaces, which will be referred to as metric
trees hereafter, have been proposed, including, but not limited to, the GNAT [3],
VP-Tree [5], and M-Tree [6]. The common goal of these approaches is to avoid
exhaustive examination of the search space and to reduce the number of compar-
isons required for query processing. This is because cost for query execution is
not only constrained by I/O-operations but is also CPU-bound, due to expensive
computation of the distance between two objects. This is achieved by preprocess-
ing the data, i.e., building an equivalence relation, so that at search time some
classes are discarded and the others are exhaustively searched [4]. The equiva-
lence relation in metric spaces is defined in terms of the distance between two
elements. Equivalence classes are generally built using reference objects, pivots,
that partition the search space, such that all objects within a certain distance
to a pivot are within its equivalence class. Recursive partitioning of a class leads
to a hierarchical structure of equivalence classes: the index tree. Some indexing
approaches use only one pivot per node in the index tree, e.g., the VP-Tree [5],
and partition the space by means of spheres of different radii centered at the
pivot [30]. Other indexing approaches take two or more pivots into account, i.e.,
objects are partitioned among several pivots based on their distance to them
and fair distribution between them [3, 6].

3 Efficient Search with Metric Trees

This section elucidates how a metric tree can reduce the number of comparison
operations to obtain a set of process models similar to a given query q. Search
in metric spaces can be coarsely classified into range searches, i.e., given a query
model q, find all models that fall within a certain distance range r(q), and into
nearest neighbor searches, i.e., find the k models with least distance to q, or a
combination of both. Nearest neighbor queries are quite similar to range queries,
in that the range iteratively decreases while k candidates are being collected
until no models more similar to q can be found.
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Metric trees partition metric spaces by means of relative distances between
objects instead of their absolute position in a vector space. The only requirement
of such indexing is that the notion of distance is a metric [31].

Definition 1 (Distance Metric). A metric space is a pair S = (D, d) where
D is the domain of objects and d : D × D → R is a metric, i.e., a distance
function with the following properties:
– symmetry: ∀oi, oj ∈ D : d(oi, oj) = d(oj , oi)
– nonnegativity: ∀oi, oj ∈ D, oi �= oj : d(oi, oj) > 0

∧
∀oi ∈ D : d(oi, oi) = 0

– triangle inequality: ∀oi, oj , ok ∈ D : d(oi, ok) ≤ d(oi, oj) + d(oj , ok)

3.1 A Sample Similarity Measure for Process Models

The concept of metric trees is agnostic of the actual distance notion as long as it
is a metric. Most of the similarity notions mentioned earlier satisfy the first two
requirements, i.e., symmetry and nonnegativity, while the triangle inequality is
the essential property that allows search to prune subtrees in metric trees. To
calculate the dissimilarity of process models, we exemplarily chose the graph edit
distance, which satisfies the triangle inequality. Since we apply the graph edit
distance to process models, they will be introduced first.

Definition 2 (Process Model). Let L be a set of labels and T a set of node
types. A process model P is a connected graph (N, E, λ, τ) where
– N is a finite set of nodes,
– E ⊆ N × N is a set of edges,
– τ : N → T assigns a type to each node, and
– λ : N → L assigns a label to each node

Definition 3 (Graph Edit Distance). A process model P1 =(N1, E1, λ, τ) can
be transformed into another process model P2 = (N2, E2, λ, τ) through a finite se-
quence O = σ1, σ2, ..., σn of edit operations σi, such that P2 =σn(...(σ2(σ1(P1)))...).

Let M : N∗
1 → N∗

2 ; N∗
1 ⊆ N1, N

∗
2 ⊆ N2 be a bijective mapping that indicates

that some nodes in P1 have corresponding nodes in P2, i.e., ∀n∈N∗
1
M(n) ∈ N∗

2 ,
which are substitutable. Edges established by two succeeding nodes in P1, i.e.,
E1 � e = (ni, nj) can be substituted, iff the corresponding nodes induced by the
mapping M are connected by an edge E2 � e′ = (M(ni), M(nj)) in P2.

To quantify the dissimilarity of P1 and P2 specific costs are assigned to the
edit operations: w : σi → R. The edit operations and their specific costs2 w are
classified as follows:
– σin inserts a node to N1 that has a counterpart in N2; w(σin) = 1
– σrn removes a node from N1 that has no counterpart in N2; w(σrn) = 1
– σie inserts an edge to E1 that has a counterpart in E2; w(σie) = 1
– σre removes an edge from E1 that has no counterpart in E2; w(σre) = 1

2 We used the given costs for our evaluation, cf. Section 4. These can be varied to
shift the similarity notion, but costs for insert/remove must be equal to preserve the
symmetry property of the metric.
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– σsn substitutes a node n ∈ N1 with its counterpart M(n) ∈ N2 induced by
the mapping M; w(σsn) = 2 · ldn(λ(n), λ(M(n)))

To calculate the cost of substituted nodes we apply the Levenshtein distance
[15] ld of their labels s1 = λ(n), s2 = λ(M(n)) normalized by the longer label,
i.e., ldn(s1, s2) = ld(s1,s2)

max(|s1|,|s2|) , ldn(⊥, ⊥) = 0
– σse substitutes an edge e ∈ E1 with its counterpart e′ ∈ E2 induced by the

mapping M, as explained above; w(σse) = 0
The Graph Edit Distance is denoted by the least cost of n possible sequences of
edit operations O1, ..., On that transform P1 into P2:

ged(P1, P2) = min

({ ∑
σi∈Ol

w(σi); l = 1...n

})

We adapted the greedy algorithm proposed by Dijkman et al. [8] to find a map-
ping M and to calculate the graph edit distance iteratively. The Levenshtein dis-
tance [15] is used to obtain a set of candidate pairs of process model nodes for
the mapping. In our implementation for Event-driven Process Chains (EPC), cf.
Section 4, the algorithm further only considers pairs of nodes of the same type
τ ∈ T .

In contrast to other applications that use the graph edit distance, e.g., ob-
taining a ranked set of similar models in a repository, we do not normalize the
graph edit distance by the size of either process model, because, in order to find
models similar to a given query, we are interested in the number of operations
to transform the query into a model from the repository.

(a) p (b) o1

(c) q (d) o2

Fig. 1. Sample Petri Net Process Models

To illustrate our approach we use the four process models of Figure 1. For sim-
plicity purposes, these models have been labeled with single characters, resulting
in a normalized Levenshtein distance of their labels of either 0 (for equal labels)
or 1. Given, for example, models p and o2 from Figure 1, the difference between
both models is the path containing transition y that is a concurrent path in p
while being a conflict path in o2. The least-cost sequence of edit operations to
transform p to o2 consists of removing both places before and after y in p and con-
nected edges, and reconnecting y with the places connected to a and b as well as b
and c, respectively. Remaining places and transitions (a, b, and c) as well as the
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according edges can be substituted at zero cost, which results in a graph edit dis-
tance ged(p, o2) = 8. Likewise, the graph edit distance of p and o1 is 18.

In the next section, we explain how this distance metric is used to build and
search efficiently within a process model repository. We will refer to the generic
metric d when explaining the concepts of the index; for concrete examples we
employ the graph edit distance ged as a representative metric.

3.2 Metric Trees for Process Model Repositories

From the many alternative approaches on metric trees, cf. [4, 12, 31], we chose
the M-Tree [6], which, in contrast to other approaches, has been designed to
combine a balanced and dynamic index. The latter means that the index does
not need to be rebuilt after adding process models to the repository, which is
certainly a desirable feature in large, actively used process model repositories.

Nodes of an M-Tree comprise a set of pivots, of which each points to a
subtree—a node on the next lower level. This is illustrated in Figure 2: The
pivot p in the root node nroot references leaf node n3, which contains three piv-
ots, o0, o1, o2, of which each references a process model. In M-Trees, all indexed
objects are referenced in leaf nodes, and feature values of pivots are chosen from
the set of indexed objects, rather than being constructed artificially. Thus, the
feature value of an object may be referenced several times, once in a leaf node,
and in one or more nonleaf nodes. This is why, in Figure 2, p and o0 have the
same feature value, i.e., ged(o0, p) = 0.

Fig. 2. Example Metric Tree including Process Models of Figure 1. Pivots store
their radius and their distance to parent pivot, i.e., r(p) = 18, since ged(p, o0) = 0,
ged(p, o1) = 18, and ged(p, o2) = 8.

The subtree rooted in pivot p is called a covering tree, denoted T (p), and each
child element o ∈ T (p) stores its distance d(p, o) to the pivot, unless o is a pivot
in the root node nroot. Each pivot maintains its covering radius r(p), such that,
∀o ∈ T (p) : d(p, o) ≤ r(p), cf. Figure 3(a).

Building Metric Trees. These values, i.e., r(p) and d(o, p), o ∈ T (p), are
calculated in a bottom up approach when a new process model, or feature value



542 M. Kunze and M. Weske

thereof, on is added to the index, which renders the M-Tree both balanced and
dynamic. First, on is treated like a query to identify the most similar leaf node
to add the object to and thus, moves down the tree. Each time on passes a
pivot vertically, this pivot’s covering radius r(p) will be updated by the distance
d(p, on) if it exceeds r(p). This strategy keeps the covering radii of pivots compact.
Finally, a new pivot o′n—the feature value of on along with its distance to its
parent pivot—will be added to a leaf node. If adding pivot o′n to a node T (p′)
exceeds the maximum size of this node, it will be split. New pivots p′1, p′2 will
be chosen from T (p′) and its pivots pi ∈ T (p′) will be distributed among two
newly created nodes T (p′1), T (p′2). The new pivots p′1, p

′
2 will be added to the

parent node of T (p′), whereas the old pivot p′ will be removed from it. This
procedure may require splitting the parent node, if it grows too large, and so
on, which may move up to the root node of the tree recursively. Since pivots
are distributed evenly among nodes in case of a split, the tree remains balanced,
which equalizes search costs.

Search for Similar Process Models and Pruning of Subtrees. Search
in metric spaces takes a query process model q and a query radius r(q), which
describes the acceptable distance of a matched process model compared with
q. The triangle inequality of the metric d is the particular property that makes
similarity searching in metric spaces efficient. It allows pruning subtrees of the
metric tree without calculating the distance between q and the pivots of these
subtrees. Search starts in the root node, and for each pivot p ∈ nroot the dis-
tance d(p, q) is calculated. If the covering radius of a pivot and the query radius
intersect, i.e., d(p, q) ≤ r(p) + r(q), there may exist referenced models in T (p) or
in its subtrees that satisfy q with regards to r(q), depicted in Figure 3(b). Let
r(q) = 6 and take the example metric tree from above, then ged(p, q) = 7 and
r(p) + r(q) = 18 + 6 = 24. This requires comparing each pivot in T (p) with q.

If the distance was greater than the sum of both covering radii, i.e., d(p, q) >
r(p) + r(q) then T (p) could not contain any objects that are close enough to q
due to the triangle inequality, illustrated in Figure 3(c). Thus, T (p) could be
safely pruned from the search.

(a) (b) (c)

Fig. 3. Space partition with a single pivot (a). Include covering tree T (p) in further
(exhaustive) search, if radii r(p) and r(q) intersect (b). Exclude T (p) from search if it
is too distant from q (c).
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Since the covering radius of p and its distance to all objects o ∈ T (p), where
T (p) is a leaf node, are a priori known, it is also possible to prune them without
calculating d(o, q). Recall, if d(o, q) > r(q) + r(o) then o can be safely excluded
from the search. Since o references only one object, its covering radius is 0 and
can therefore be ignored. From the triangle inequality it follows that d(o, q) ≥
|d(o, p) − d(p, q)| and thus, if |d(o, p) − d(p, q)| > r(q) then o can be pruned.
Given from the examples above, ged(o1, p) = 18, ged(p, q) = 7, r(q) = 6, and
thus ged(o1, q) ≥ 11 > 6, it can be concluded that o1 is too far away from p with
regards to r(q) and can be dismissed from the search result without calculating
ged(o1, q). Searching with q and r(q) = 6 among given models would only return
o2, since its distance ged(o2, q) = 3 is within the acceptable range of the query
r(q). The distance ged(o0, q) = 7 had already been calculated while visiting pivot
p. This particular setting from the examples is depicted in Figure 3(b).

N.B.: Given the distance notion complies with the definition of a metric, cf.
Definition 1, pruning subtrees and objects during search does not influence the
quality of the result, i.e., provides the same results as exhaustive search.

4 Evaluation

We evaluated the approach described in the previous section with regards to
its scalability to process model repositories and present the results within the
following paragraphs. As metric trees’ efficiency relies on the effective pruning
of partitions of the search space, and thus reducing the number of comparison
operations, we chose this measure for our evaluation.

To test our approach of indexing business process models using the M-Tree as
index structure and the graph edit distance as (dis-) similarity metric, we took
the SAP reference model, a set of approximately 600 EPC process models. These
models consist of 21 nodes in average, with up to 130 nodes per model. Less than
8 percent of the models comprise 50 or more nodes. Figure 4(a) illustrates the
distribution of graph edit distances among the pairs within our dataset. We
chose models from the indexed dataset as queries and calculated the average
number of comparison operations to find the 10 most similar process models for
the given query, i.e., performed a 10-nearest-neighbor search. The baseline for
our comparison is sequential search (SEQ), i.e., exhaustive, pair-wise comparison
of the query with each stored model.

In a first phase, we compared different methods to choose a pivot when split-
ting a node, cf. Section 3.2, namely the RANDOM method that randomly chooses
two pivots from all available ones, and the MAX DIST method that chooses pivots
with maximal distance to partition the space most effectively [6]. Figure 4(b)
shows that RANDOM already saves about 42% of comparison operations compared
to SEQ. While MAX DIST requires more comparison operations to build the index,
that is, for finding the most distant pivots, it provides further search improve-
ments over RANDOM, saving up to 85,8% of comparison operations compared to
SEQ. Increasing the sample size improves this ratio and indicates that search
within the index has logarithmic costs for comparison operations. Due to the
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Fig. 4. Distribution of graph edit distance among samples (a). Scalability by method
to choose pivot (b) and maximum node size (c).

search algorithm, pruning of subtrees is based on the chosen pivots, and thus
search performance varies, observable by the fluctuation of the curves, and can
only be measured empirically.

In a second evaluation phase, we compared the impact of different maximum
node sizes, using MAX DIST. As Figure 4(c) indicates, this has no significant
influence on the efficiency of searching at large dataset sizes if the node size is
small. However, large node sizes perform less efficiently, indicated by the dashed
curve, representing a node size of 50 pivots. This suggests that moderate node
sizes, e.g., 10 pivots per node, are most suitable and scalable.

5 Conclusion and Future Work

Searching in process model repositories needs to be both, meaningful and effi-
cient, to be useful under practical conditions. Much effort has been spent inves-
tigating meaningful similarity notions to compare process models considering
process behavior and graph structures. However, they lack efficiency in terms
of computation time and resources, mainly due to the nature of process models,
which, in consequence, requires a detailed comparison to identify corresponding
elements within process models and map their semantics. Thus, costs with re-
gards to the number of comparison operations need to be minimized to make
search more efficient.

In this paper, we applied an approach known from the database community
to business process model repositories, namely metric trees. This index struc-
ture leverages nothing but the distance between characteristic feature values of
objects to partition the search space and saves comparison operations by safely
excluding partitions from exhaustive search. We used the graph edit distance for
business process models as distance metric and a greedy algorithm to identify
corresponding process model elements. The scalability of this approach has been
proved in experiments that show significant savings of comparison operations,
using the SAP reference model.

This paper focuses primarily on the suitability and scalability of the metric
tree approach to process model repositories, thus using the rather simple graph
edit distance as a metric. However, the approach is not limited to process model
similarity, such as the graph edit distance. Any method that can be applied to
compare a given query model with a model from the repository is applicable if it
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yields a metric, cf. Definition 1. Other aspects of process model search, cf. Sec-
tion 2.1, shall be examined in future work, as well as extending this approach to
more expressive queries, e.g., BPMN-Q [2]. Using more abstract process model
definitions, as, e.g., proposed by La Rosa et al. [19], would make the index ap-
plicable to heterogeneous process model repositories regarding different process
modeling languages.
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8. Dijkman, R.M., Dumas, M., Garćıa-Bañuelos, L.: Graph matching algorithms for
business process model similarity search. In: Dayal, U., Eder, J., Koehler, J., Reijers,
H.A. (eds.) BPM 2009. LNCS, vol. 5701, pp. 48–63. Springer, Heidelberg (2009)

9. Gao, X., Xiao, B., Tao, D., Li, X.: A Survey of Graph Edit Distance. Pattern
Analysis & Applications 13(1), 113–129 (2010)

10. Guttman, A.: R-trees: a dynamic index structure for spatial searching. SIGMOD
Rec. 14(2), 47–57 (1984)

11. Hidders, J., Dumas, M., van der Aalst, W.M.P., ter Hofstede, A.H.M., Verelst,
J.: When are two workflows the same? In: CATS 2005: Proceedings of the 2005
Australasian Symposium on Theory of Computing, pp. 3–11. Australian Computer
Society, Inc., Darlinghurst (2005)

12. Hjaltason, G.R., Samet, H.: Index-driven similarity search in metric spaces (survey
article). ACM Trans. Database Syst. 28(4), 517–580 (2003)
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Abstract. Due to changing market conditions and resulting flexibil-
ity requirements, the reference-conform implementation of processes in
companies increasingly gains importance. The internal assessment of the
realisation of reference processes (process conformance) is a resource-
intensive task in terms of time and cost. The paper at hand presents a
process model analysis method to address this issue using a combined
structural and semantic comparison and analysis approach. The method
provides decision support for process analysts concerning the adjustment
of processes to reference processes in IT Governance contexts.

Keywords: static process analysis, structural process analysis, semantic
process matching. Paper category: Research in progress.

1 Introduction

In Business Process Management, reference models provide predefined solutions
to a specific class of problems, e.g., the acceleration of business process imple-
mentation, or the harmonisation of internal processes. Process reference models,
in particular, describe domain specific processes and generally provide an estab-
lished and solid foundation for the analysis and improvement of internal pro-
cesses. By describing dynamic aspects of an enterprise, e.g., activity sequences,
organisational activities required to satisfy customer needs, control flow between
activities, particular dependency constraints, etc., they help decreasing risk and
provide beneficial clues for detection and improvement of weaknesses. [1][2]

IT Governance defines guidelines and reference processes in order to standard-
ise processes in a company and IT departments, aiming at assuring conformance
and simplification of control. Reference models in the field of IT Governance
(also called best practice frameworks) are voluminous and have a large applica-
tion scope (cp. [3], [4]). They consist of recommended general procedures, roles,
responsibilities, and guidelines, combined with explicit process reference models
[5]. Established frameworks, such as the IT Infrastructure Library (ITIL)[6],
specify best practices as process or workflow models. As governance targets
management processes rather than operative processes, processes and activi-
ties defined by IT Governance frameworks generally reside on a relatively high
abstraction level.
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Once introduced in companies, the adherence to reference models is dimin-
ished over time, e.g., by undocumented changes such as merging with new pro-
cesses or process fragments, or natural human workflow evolution. In these cases,
differences must be identified in retrospect, which mostly is a costly and time
consuming procedure.

Reference models for governance purposes rather are to-do- or check-lists than
control flow-oriented models and can be considered abstract models [4][3][6].
Comparing abstract processes is different: it is important to investigate whether
(activity similarity), and in what order (activity permutation) composite, general
activities are performed rather than in what exact way, e.g., the behaviour. When
assessing processes with respect to such abstract process models, it is important
for the process engineer to find general correspondences between process model
parts. Even if possible, precise matchings are mostly not mandatory. Atomic
activities as well as process behaviour are not of central importance in governance
reference models – correspondence determination between process models and
structure analysis become more important in this respect.

Commonly, process comparisons are performed by considering adequate no-
tions of equivalence, e.g., bisimulation, trace or similar equivalences based on
string-based, structural, and behavioural similarity metrics (cp. [7], [8]). For
large models, those computations quickly become very complex. In particu-
lar, behavioural comparison approaches anticipate the comparability of process
models, i.e., the existence of exact pairwise candidate assignments. Existing
approaches for reference process analyses are often limited by the high com-
putational complexity of the graph matching problem. Performing process com-
parison and analysis of process models deployed for governance purposes, i.e., the
control and steering of IT systems, raises additional challenges that we address
within this paper.

The paper at hand presents an analysis technique for process models identi-
fying related activity groups in terms of structure and content (related cluster
pairs). A related cluster pair, intuitively, consists of two groups of activities hav-
ing one correspondent in the other process model, respectively. Generally, clus-
ters abstract from the behaviour of the comprised activities (in terms of activity
permutation and gateway conditions).

Using this technique, we are able to provide similarity values not only for en-
tire processes, but also cluster level similarities. Additionally, by merging clus-
ters, the technique allows the indication of the position of supplementary or
missing activities (location of differences) and the indication of activity order
differences (permutation). The currently realised approach computes similari-
ties between activities of event-driven process chains (EPC) models (events and
functions).

The remainder of this paper is structured as follows. In section 2, we introduce
fundamental concepts used, in section 3 we explain the analysis approach in
detail. After a comparison with related work in section 4, section 5 concludes
the paper.
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2 Basics

In this section, we introduce basic concepts and definitions such as event-driven
process chains, similarity measures, and SESE regions.

2.1 Event-Driven Process Chains

Event-driven process chains (EPC) are a method for the modelling of business
processes, introduced within the scope of the Architecture of Integrated Infor-
mation Systems (ARIS) [9]. The method of EPCs is widespread and its concepts
can be easily transferred to other modeling approaches. An basic EPC can be
defined as follows:

Definition 1 (Event-driven process chain). An event-driven process chain
represents a directed, connected graph G = (V,E). The set of vertices V consists
of three disjoint sets of functions F , events E, and connectors C. The vertices
are connected by arcs representing the control flow. Functions and events appear
in an alternating sequence.

Let I(v) and O(v) be the set of incoming and outgoing arcs for a given node
v ∈ V , respectively. Then, ∃eS ∈ E with |I(eS)| = 0 and |O(eS)| = 1 denoted as
start event eS and ∃eE ∈ E with |I(eE)| = 1 and |O(eE)| = 0 denoted as end
event eE. ∀f ∈ F and e ∈ E\ {eS , eE}: |I(f)| = |I(e)| = |O(f)| = |O(e)| = 1.

A connector c ∈ C of type t ∈ {AND, OR, XOR} represents a logical connec-
tion between functions and events. ∀cS ∈ C with |I(cS)| = 1 and |O(cS)| ≥ 1, cS

is denoted as split connector and ∀cJ ∈ C with |I(cJ )| ≥ 1 and |O(cJ )| = 1, cJ

is denoted as join connector. If one or more functions directly follow an event,
the respective connector in between must be an AND connector. Finally, each
f ∈ F and each e ∈ E is assigned a label.

2.2 Similarity Measures

In order to determine similar function or event pairs, we apply two generally
different similarity metrics: string-based and semantic similarity measures. Gen-
erally, three major classes of string-based metrics can be distinguished: edit-
distance-based, token-based, and hybrid metrics [10]. Edit-distance-based metrics
determine the minimal cost in terms of edit operations to transform a string S
into a string T where edit operations are insertions, deletions, and substitutions
of characters. Token-based metrics compare multi-word strings on token (i.e.,
word) level (instead of character level) and hybrid metrics combine character-
and token-based methods. As representatives of token-based and hybrid met-
rics, the Jaccard (simjac) and the Monge Elkan metric (simmoe), respectively,
are defined as follows for the token sets A and B [10][11]:

simjac(A, B) =
|A ∩ B|
|A ∪ B| ; simmoe(A, B) =

1
|A|

|A|∑
i=1

|B|
max
j=1

sim(Ai, Bj)

The Monge Elkan metric maximises the similarity between the tokens of set A
and all tokens of set B. The overall similarity equals the mean average of these
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maximum scores. As a semantic similarity metric distributional similarity is
considered in our approach, allowing for the fact that different process designers
may use different terms for the same activity. Two kinds of distributional simi-
larity can be distinguished: first order and second order similarity. The former
refers to words occurring in the same context, while the latter concerns words
which occur in similar contexts. The corpus is tokenised and stopwords (frequent
function words) are eliminated. The metric applies a context window size of ±3
words. Moving the window over the corpus results in a set of dependency triples
for a given word. A dependency triple is of the form (w, r, w′), where w represents
the given word whose context is examined, w′ is a word occurring in the context
of w, and r refers to the relationship between w and w′ (e.g., the relative position
of w′ with respect to w). To obtain the distributional first order similarity of two
given words w1 and w2, a comparison of their dependency triples is performed
using the following information theoretic measure suggested by Lin [12]:

simLin =

∑
(r,w′)(w1, ∗r, ∗w′) + (w2, ∗r, ∗w′)∑
(r,w′)(w1, ∗, ∗) +

∑
(r,w′)(w2, ∗, ∗)

The measure is based on the assumption that the similarity between two words
can be expressed as the amount of information contained within the dependency
triples which are common to both words, divided by the amount of information
contained in all the dependency triples of w1 and w2 that match the pattern
(w1, ∗, ∗) and (w2, ∗, ∗), where ∗ is a wildcard for r and w′, respectively.

2.3 SESE Regions

A Single-Entry Single-Exit (SESE) region, intuitively, represents an area within
a graph that has a distinct entry edge and a distinct exit edge [13]. Inside nodes
can only be reached from those outside by passing the entry edge and nodes
outside can only be reached from inside by passing the exit edge.

Definition 2 (Canonical SESE Region). For a given edge e, a canonical
SESE region R (if it exists) is the smallest SESE region of which e is either
the entry or the exit edge. Canonical SESE regions are either node disjoint or
nested. [13]

This definition emphasises that each edge e of a graph G does not necessarily
have to be part of an enclosing edge pair of a SESE region. This is especially the
case, if e resides inside a canonical region. Furthermore, canonical SESE regions
represent a unique and node disjunctive decomposition of a graph-based process
model. Additionally, SESE regions meet the condition of transitivity [13]. Given
two SESE regions S1 = (a, b) and S2 = (b, c), their union also represents a SESE
region S3: (a, b) ∪ (b, c) = (a, c) = S3.

3 Related Cluster Analysis

The analysis technique presented in the following consists of two steps: corre-
spondences and cluster determination, and conditioned cluster merging. Due to



Process Model Analysis Using Related Cluster Pairs 551

Determine
level of 

significance

Event
occured

Warning Informational

Determine 
appropriate 
response

Log event

Close
Event

handling

XOR

XOR

Assess 
relevance

Event
happened

Informative Alert

Record event
Identify
reaction

Event
closure

Filter
event

XOR

Event is 
insignificant

Event is 
significant

V

V

Related cluster,
different in structure

Unassigned cluster

Related cluster,
similar in structure

Cluster 3 Cluster 3

Cluster 8

Cluster 8

Cluster 2

Cluster 2

Cluster 1

Cluster 1

Fig. 1. Simplified Example from ITIL [6]

space limitations, we show a simplified example from ITIL [6] in Figure 1. The
EPC model to the right shows a simplified excerpt from the reference process
“Event Management Process” defined in the “Service Operation” book of ITIL.
An event, in this context, “can be defined as any detectable or discernible oc-
curence that has significance for the management of the IT Infrastructure or the
delivery of IT services” [6]. The left model shows a simplified potential realisation
of this process in an IT department.

3.1 Correspondences and Cluster Determination

Correspondences of process nodes, i.e., functions or events, are identified using
a combined string-based and semantic similarity measure. For the nodes ki of
model 1 and mj of model 2, the node similarity simnode is computed as follows:

simnode(ki, mj) = w1 · simfos(ki, mj)+w2 · simmoe(ki, mj)+w3 · simjac(ki, mj)

We compute a similarity value per node pair, that consists of the weighted com-
bination of two string-based metrics (simmoe and simjac) and a semantic first
order similarity measure (simfos, cf. Section 2.2). The weight for the syntactical
metric part is 25% (w2 = w3 = 0.125), while we weight the semantic part with
75% (w1). In the result shown in Figure 1, we see that, e.g., “filter event” and
“log event” have not been assigned to each other, although they have a high
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syntactic similarity value (0.50). As well, “determine level of significance” and
“assess relevance” have correctly been matched, although only 2 out of 6 words
are synonyms. The utilised semantic metric identifies word similarities based
on a Wikipedia corpus exceeding synonym relationship. The result is a list of
relevant correspondences per node. For the exclusive identification of 1 : 1 - re-
lationships, we solve the resulting assignment problem with one of the standard
procedures [14][15].

In a further step, clusters and related cluster pairs are determined. A cluster
C is defined as C = (F, E), by the sets of functions F and events E it comprises.
Intuitively, it is a SESE region with additional characteristics.

Definition 3 (Related Cluster Pair). A related cluster pair is defined as a
six-tuple (CA, CB , MF , ME , simR, t) where CA = (FA, EA) and CB = (FB , EB)
are clusters with function sets FA and FB, and event sets EA and EB.

MF : FA → FB and ME : EA → EB are isomorphisms such that ∀f ∈
FA : simR(f, MF (f)) ≥ t and ∀e ∈ EA : simR(e, ME(e)) ≥ t where simR is a
symmetric similarity function and t ∈ R with 0 ≤ t ≤ 1 is a threshold.

Note, that the set of vertices V of clusters in this case only refers to functions
and events. Gateways as well as the ordering of activities are (explicitly) not
considered here.

Each related node pair turns into a smallest possible related cluster pair
(e.g., cluster 1). All unassigned nodes form unassigned clusters (e.g., node “filter
event”, cp. Fig. 1). For all nodes of the left model, corresponding nodes have been
assigned. In the right model, for the nodes “filter event”, “event is significant”
and “event is insignificant” no correspondences were found.

3.2 Conditioned Cluster Merging

In the second step, adjacent clusters are merged in both models simultaneously
– related cluster pairs as well as unassigned clusters. While the latter are just
merged per model, the merging of the first ones is model-spanning and adheres
to conditions. The first condition is to demand from an adjacent node B of node
A in model 1, that its corresponding node B’ in model 2 is adjacent to A’, which
is the correspondent to A. The second condition is, that the resulting node group
must in turn be a cluster. This way, we aggregate sets of nodes to form larger
related clusters.

This bottom up-process first merges nested SESE regions to form related clus-
ters and then merges sequences of clusters, and is interrupted by stop conditions
such as adjacent unassigned nodes. This way, the process models are transformed
into sequences of largest possible related clusters.

During this computation, cluster types are determined and assigned to the
related cluster pairs. In particular, we distinguish BasicSEQ (sequence), XOR-SJ,
OR-SJ, AND-SJ (split-join, respectively), and ITER (loops). In Figure 1, the re-
lated cluster pair cluster 8 has the type SEQ, the inner cluster to the left is an
XOR-SJ, while on the right, an OR-SJ has been identified.
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We determine further cluster characteristics: PERM designates differences in
node sequence in the cluster pair, CHILDSTRUCTDIFF and PARENTSTRUCTDIFF
mark structural differences of related clusters referring to the resulting parent
cluster or the child clusters, NONBASIC tags a related cluster pair that contains
more complex than the above simple cluster types. In the example, characteris-
tics of cluster 8 are CHILDSTRUCDIFF and BasicSEQ.

Related clusters are marked according to whether they are internally similar
in structure or not (cluster similarity level). Generally, we distinguish two differ-
ent cluster similarity levels: content-related cluster pairs contain corresponding
elements with differing structure, while structure-related cluster pairs consist of
clusters that are similar concerning their elements in terms of structure and con-
tent. In the example, the activities were aggregated to form the shown clusters,
however, as outlined, the cluster types cluster 8 refers to are not similar. Those
cluster pairs are marked as “content-related”, and not “structure-related”. In
these cases, the final decision on whether the modeled activities actually mean
the same must be left to human experts. Alternatively, formal behaviour inves-
tigations can be performed on clusters in order to identify further differences, or
to compute change operations to map them.

The related cluster pair similarity refers to the similarity of two related clus-
ters and represents the mean average of the similarity value of the node pairs
contained in the respective clusters.

3.3 Discussion

Our approach identifies largest-possible related clusters and computes cluster
types, structural internal cluster characteristics, as well as similarity levels
(content-related vs. structure-related). Based on these pieces of information, a de-
tailed report on the similarity of process models can be automatically generated,
which are used for governance purposes, e.g., supporting process conformance
checks. Generally, in our approach, we are able to consider two process models
(parts) as similar, even if other similarity notions do not indicate a sufficient rela-
tion. Concerning process part similarity and process model similarity, the notion
of related cluster pair similarity is different from existing similarity notions.

The computational complexity of solving the assignment problem is O(n3)
[14]. This determines the complexity of the approach presented. The actual cal-
culation of the correspondences matrix is cheaper: O(nm), considering events
and functions as input parameter of the first (n) and the second model (m).

In our approach, we combine label and semantic similarity. We weight the
latter with 75% with respect to different labels actually describing the same ac-
tivity. For semantic similarity we use a Wikipedia corpus-based approach. This
way, we can identify word relations that exceed synonym-centred investigation.
We are able to find, e.g., the mapping of the word pair “hotel” and “accomoda-
tion”, not representing a synonym relationship.

So far, related work does not address the large-scope investigation of sim-
ilar process regions. This approach represents an inexact investigation, mark-
ing regions similar, even if they differ in structure (e.g., gateways, conditions).



554 M. Niemann et al.

However, this allows for a fast, yet effective investigation of large and complex
processes, as it is often needed in application areas in IT Governance. Based
on this analysis, detailed reports on process conformance can be computed, and
change operations can be formulated, if required. Considering state-of-the-art
governance reference processes as counterparts, detailed reports gain special im-
portance, referring to expert conformance check reports.

4 Related Work

In this section, we discuss related work from the field of process analysis, com-
parable to the IT Governance context of the work at hand (cf. Tab. 1).

Andrews et al. present both a technique and prototype tool for visual graph
comparison, which analyses similarities of given graphs and suggests a merged
graph [16]. The resulting graph can be manually edited by the process engineer
(e.g., replacing labels, changing node positions). The approach assumes the ex-
ternal provision of node similarities. Clearly, the emphasis lies on graphical graph
layouting and presentation to the process engineer for final visual assessment.

Dijkman presents a technique to identify the differences between EPC process
models. Besides the type of a difference, also the exact position of the differences
can be determined [17]. For this, the difference typology presented in [18] is for-
malised. For the actual computation, the author makes use of formal semantics.
Since the approach has exponential complexity, it requires repeated scoping of
the process models. The approach processes EPCs with a small number of start
events.

A further approach by Dijkman et al. [8] proposes the application of graph
matching algorithms to the problem of ranking business process models in a
given repository with respect to their similarity to a given process model. The
four heuristics presented are based on the graph-edit-distance algorithm, which is
NP-complete. To determine the similarity of the graph nodes, the node labels and
their types are compared using string-edit-distance measures. The approach does
not consider semantic similarity and does not indicate to the process engineer,
where similarities and differences are located within the process models. In [19],
the authors present several general basic approaches for process comparison,
partly used in their later contributions.

Küster et al. introduce an approach for comparing different versions of one
process model in the absence of a change log [20]. For the determination of differ-
ences, the authors make use of externally provided node correspondances, and
SESE fragments. Differences and derived change operations are then grouped
by associating them to the affected SESE fragments. Based on this, a hierar-
chical change log is composed, exploiting the nesting relationship of the SESE
fragments and their associated change operations. The change log can be used
to resolve all or parts of the differences and to obtain a consolidated model. In
general, this approach primarily considers different versions of the same process
and does not account for models designed by different parties. Explicitly, a node
correspondences matrix is required. Application across tool boundaries, i.e., an
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Table 1. Overview of related work

Publication D C M V SB IS ES BS SR SG MR

Andrews et al. [16] × – × × – – – – – – ×
Dijkman [17][18] × – – – – – – – – × ×
Dijkman et al. [8] × – – – × × – – – × –
Küster et al. [20] × × × × × – – – × – ×
Melnik et al. [21] – – – – × – – – – – –
Ehrig et al. [22][23] – – – – × × × – – – –
Dijkman et al. [19] × – – – × × – × – × –
Li et al. [24][25] × × – × – – – × – – ×
This approach × – – × × × – – × – –

Abbrev. Meaning Abbrev. Meaning
SB string-based similarity (labels)

D differences determination IS implicit semantics (for label match.)
C change suggestions ES explicit semantics (for label match.)
V visualization SR structural similarity (SESE regions)
M (semi-) autom. merging SG structural similarity (Graph-Edit Distance)
MR manual assignment required BS behavioural similarity

application area other than version comparison is not intended. In contrast, the
approach at hand explicitly targets the analysis of general governance processes,
modelled by different parties using different tools. It focuses on the identification
of process regions of conformance and non-conformance, as well as on decision
support for those regions where process conformance is initially unclear. In a
governance context, the computation of change operations is not useful in ev-
ery case – process conformance might be given, although the structure or the
ordering of some activities might not be similar, respectively.

The graph matching algorithm presented by Melnik et al. in [21] performs
a mapping between the corresponding nodes of two given graphs and can be
applied to different scenarios with diverse data structures (e.g., matching of
two data schemas in data warehousing applications). As pre-processing step,
the two data structures to be compared are converted into directed labelled
graphs. A similarity matrix constitutes the input for the next step, the so-called
similarity flooding. This step represents an iterative fixpoint computation to
determine the set of similar nodes. It is based on the assumption, that if two
nodes are similar, their adjacent nodes are more likely to be similar, and thus,
their similarity increases. For the determination of node similarities a simple
string-based comparison is used. The computation results in a mapping between
corresponding nodes. No differences are considered.

Ehrig et al. introduce a (semi-)automatic approach for the detection of simi-
lar process elements in business process models based on semantic information
using ontologies [22]. To automatically compute similarities, the authors make
use of a description of Petri net elements based on OWL-DL, the Pr/T net on-
tology, introduced in [23]. For their comparison, the authors apply text-based,
implicit and explicit semantic similarity measures resulting in a combined sim-
ilarity measure between concept instances. The similarity values of the concept
instances are aggregated to an overall similarity of the two process models. Node
similarities and process differences are not indicated.
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Li et al. [24] develop an approach (“mining process variants”) for identifica-
tion of a generic process reference model for a given set of variants for integration
into Process-Aware Information Systems (PAIS). They identify activities to be
clustered as blocks based on an aggregated order matrix. The algorithm has a
complexity of O(n3) and is validated using simulation on 7000 process models
[25]. Referring to the blocks, they investigate the behaviour (ordering) of activi-
ties. As an activity assignment matrix is required as input, the central intention
is different from the approach at hand.

5 Conclusion

In this paper, we presented an analysis technique for process models, computing
similarities between activities as well as identifying related activity groups in
terms of structure and content (related clusters pairs). A related cluster consists
of a group of activities, all having one correspondent in the other process model,
respectively. Generally, clusters abstract from the behaviour of the comprised
activities. Using this technique, we are able to provide similarity values not only
for entire processes, but also cluster level similarities. Additionally, by merg-
ing clusters, the technique determines the position of supplementary or missing
activities (location of differences) and indicates activity order differences. Dur-
ing the computation, we identify largest-possible related clusters and compute
cluster types, structural characteristics, such as identification of alternating se-
quences and complex cluster types, as well as cluster similarity levels (content-
related vs. structure-related). Based on these information, detailed reports on
the similarity of process models are generated. These are useful for governance
purposes, e.g., supporting process conformance checks. The approach supports
automated investigation of process models concerning the conformance to gov-
ernance reference models.

The overall goal is to provide decision support for process owners on how to
adjust processes in order to map reference processes in the fastest and cheapest
possible way. The approach processes EPC models modeled by different parties
using different tools (using the same data format) in O(n3) time. We realised
our approach as a proof-of-concept prototype (ProMatch.KOM [26]). We are
currently performing evaluations using 50 EPC models from the reference model
“Handels-H“ [27], currently showing 85% average accuracy and an F1-Measure
of 92%. ProMatch.KOM has been implemented as plug-in for the process mining
framework ProM1.

As part of future work, we currently develop an IT Governance ontology
for process annotation. This way, a more precise description and matching of
processes and activities is possible, improving analysis quality. Further, we will
address the analysis of complex EPCs by defining and computing a third level
of cluster similarity, the “partly related cluster pair”. Clusters of this type com-
bine nodes having correspondences with a minority of unassigned ones. In order

1 http://prom.win.tue.nl/tools/prom/
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to make our approach comparable in terms of evaluation results, we will also
perform process model search on established test data sets.

Disclaimer

The project was funded by means of the German Federal Ministry of Economy
and Technology under the promotional reference 01MQ07012. The authors take
the responsibility for the contents.

This work is supported in part by the E-Finance Lab e.V., Frankfurt am Main,
Germany (http://www.efinancelab.com).
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Abstract. Large organizations often run hundreds or even thousands of
business processes. Managing such large collections of business processes
is a challenging task. Intelligent software can assist in that task by pro-
viding common repository functions such as storage, search and version
management. They can also provide advanced functions that are specific
for managing collections of process models, such as managing the consis-
tency of public and private processes and extracting knowledge from ex-
isting processes to better design new processes. This paper, by analyzing
existing business process model repositories, proposes a framework for
repositories that assist in managing large collections of business process
models. The framework consists of a management model and a reference
architecture. The management model lists the functionality that can be
provided by business process model repositories. The reference architec-
ture presents the components that provide this functionality and their
interconnections. The framework provides a reference model for analysis
and extension of existing repositories and design of new repositories.

1 Introduction

As it becomes more common for organizations to describe their operations in
terms of business processes, collections of business process models grow to con-
tain hundreds or even thousands of business process models. For example, the
SAP reference model contains over 600 business process models [15] and a col-
lection of business process models for Dutch local government contains a similar
number of business process models [7]. Managing such complex process land-
scapes is a difficult task. Typical issues arise, e.g., being able to find a particular
process in a collection, managing different versions of processes and maintaining
consistency when multiple people are editing the same process at the same time.
In addition to that, the availability of a large collection of processes opens up
new possibilities, e.g., extracting knowledge about the operations of the organi-
zation from the collection or re-using (best-practice) process fragments from the
collection to design new processes.

As a consequence, software tools have been developed to help perform such
tasks. These tools have been built as extensions of general database and repos-
itory systems. However, they have been specialized for storing business process
models by using conceptual models, for example database schemas, that are pro-
cess specific and by defining process specific interfaces. The interface could, for
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example, take the form of a Web service interface or an API that has operations
like ‘addProcess’ and ‘searchTask’ and by which process models can be imported
or exported in process specific interchange formats like EPML or PNML [13].
We refer to such repositories as BP Model Repositories, which we define as
repositories that are structured according to a process-specific conceptual model
and/or that have a process-specific interface. In addition to exploiting the func-
tionality that is commonly provided by repository and database management
systems [4,14], BP Model Repositories provide functionality that is specific for
repositories that contain business process models. Examples of process-specific
functionality include: functionality to assist with lifecycle management of busi-
ness processes, functionality to help maintain consistency between the private
view on business processes (which is the view that organizations have internally
on their business processes) and the public view on business processes (which
is the view on those parts of business processes that companies want to make
visible publicly), and functionality to assist with configuration management of
business processes as they are composed of (certain versions of) sub-processes
and tasks.

To provide an overview of the functionality that should be provided by BP
Model Repositories, this paper analyzes and extends existing related works and
provides a framework for BP Model Repositories. The contribution of this paper
is as follows: it presents a framework for BP Model repositories, which consists
of a management model and a reference architecture. The management model
lists the functionality that can be provided by BP Model Repositories, while
distinguishing between functionality that is provided by general repositories and
database management systems [4,14] and functionality that is specific for repos-
itories that contain business process models. The reference architecture presents
the components that provide this functionality and their interconnections. The
framework serves as a guide for the development of BP Model Repositories.

The remainder of the paper is organized as follows. Section 2 introduces exist-
ing BP Model Repositories. Section 3 presents the general BP Model Repository
management model, which lists the functionality that can be provided by BP
Model Repositories. Section 4 presents a reference architecture for BP Model
Repositories. Section 5 concludes the paper.

2 An Overview of Existing BP Model Repositories

This section provides a brief overview of existing BP Model Repositories. Com-
parisons of existing BP Model Repositories based on the framework are given
in our internal report [19]. There are two basic approaches to built BP Model
Repositories, i.e., knowledge-based and service-based.

Knowledge-based BP Model Repositories are repositories storing knowledge
related to processes. The knowledge can be from different perspectives, e.g.,
reference models, resources, ontologies, and execution traces. The MIT process
handbook [12] and the process reuse architecture [8] take reference models as
knowledge, which provide text-based descriptions for processes of different areas.
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To manage business processes throughout their lifecycle, the repository for inte-
grated process management (IPM) [5] stores different types of knowledge, e.g.,
resources and business rules. The semantic business process repository [11] con-
siders ontologies as its knowledge and the ontologies include sBPMN, sEPC and
sBPEL. The process variant repository (PVR) [10] provides a mechanism to
monitor the executions of processes, and stores the execution traces as knowl-
edge to improve processes.

Service-based BP Model Repositories are repositories storing processes that
are defined in the context of services. The two main advantages of service-based
BP Model Repositories are distribution and collaboration. For example, OSIRIS
(Open Service Infrastructure for Reliable and Integrated process Support) [16],
combining the ideas of web services and hyperdatabases, to support peer-to-peer
process execution by invoking services from distributed repositories. The BPMN
repository architecture [17] provides a virtual service platform, which makes it
easy to support collaborative scenarios between different organizations.

BP Model Repositories can be both knowledge-based and service-based at
the same time. For example, Both the BPEL repository [18] and BP-Mon [3]
store process models based on the web services technology; the BPEL repository
stores associated metadata as knowledge, while BP-Mon stores execution traces
as knowledge.

3 BP Model Repository Management Model

Although, by definition, BP Model Repositories have in common that they have a
process-specific conceptual model or interface, they vary with respect to the form
of that structure or interaction facility. Also, BP Model Repositories vary with
respect to the functions that they provide. This section defines the possible forms
of a BP Model Repository structure or interaction facility and the functions that
a BP Model Repository can provide.

We consider a BP Model Repository as a specialized repository. According
to Bernstein and Dayal [4], a repository is “a shared database of information
about engineered artifacts produced or used by an enterprise”. Consequently,
it should provide common database management services for data model cre-
ation and adaption, data retrieval, enabling data views, integrity management,
access management and state management. It should also provide services that
are specific for managing objects as opposed to data in general: object check-
out/checkin, version management, configuration management, notification man-
agement, context management and workflow management. The functionality for
general repositories, as it is summarized by Bernstein and Dayal [4] and by
Sagawa [14], can be specialized and extended to develop repositories that are
specific for storing and managing business process models. We developed such
an extension by taking the work of Bernstein and Dayal [4] and Sagawa [14] as
a starting point and specializing and extending it, based on functionality that
can be observed in existing BP Model Repositories, as described in Section 2.
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The resulting BP Model Repository management model is shown in table 1.
It consists of three parts: the process data model, the process function model
and the process management model.

3.1 Process Data Model

The process data model prescribes what kinds of business process models and
related data can be stored in the BP Model Repository. It consists of the meta-
model, the storage model and the index model.

The meta-model prescribes what information can be and must be stored in the
BP Model Repository by defining the concepts that are used in the repository
and the relations between those concepts. Each BP Model Repository potentially
supports a large number of concepts. We classify those concepts by identifying
the process aspects and the process types that are supported by a BP Model
Repository. We distinguish the following process aspects.

– The activity aspect (A) contains concepts to describe the activities that are
performed in the context of a process, e.g., [12].

– The control-flow aspect (CF) contains concepts to describe the control-flow
relations between activities, e.g., [3,5].

– The data aspect (D) contains concepts to describe the information that is
used and changed during the execution of a process, e.g., [3,5].

– The resource aspect (R) contains concepts to describe physical resources that
are required to execute (activities in) a process, including human resources,
e.g., [3,5].

– The authorization aspect (Au) contains concepts to describe who is autho-
rized to perform which part of a process, e.g., [3,5].

– The organization aspect (O) contains concepts to describe the organizational
structure, as it consists of people and organizational units, related to a col-
lection of processes, e.g., [3,5].

– The strategic goals aspect (G) contains concepts to describe the hierarchy of
strategic goals and to describe the relations of those goals to the processes
that are meant to achieve them, e.g., [8].

– The monitoring aspect (M) contains concepts to define how the performance
of a process should be monitored, e.g., [3,5].

– The management control (MC) aspect contains concepts to define the man-
agement controls that are implemented by (parts of) processes, e.g., [17].

We distinguish the following process types.

– A company specific process (C) is a process that is designed by a specific
company to describe its own operations, e.g., [3,5].

– A reference process (Re) is an abstract and standard process that can be
reused and adapted to develop company specific processes. If a reference
process contains pre-defined configuration options, it is also called a config-
urable reference process, e.g., [12,8].

– A process pattern (P) is a partial process that describes a best practice
summarized from former experience, e.g., [8].
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– A process instance (I), or case, is an execution of a process for a customer,
e.g., [3,10].

– Historical information (H) consists of logs that contain information about
executions of the process instances, e.g., [3,10].

Table 1. BP Model Repository Management Model

Process data model Process meta model Process aspect
Process type
Process notation

Process storage model External process data model
Internal process data model
Process related data model

Process index model Process classifications
Other process indices

Process function model Storage functions Create
Delete
Update
Import
Export

Retrieval functions Navigate
Search
Query

Integration functions [Depend on external tools]

Process management model Process-specific management Version management
Configuration management
Lifecycle management
Process view management

General repository management Access management
Integrity management
Transaction management
Checkin/out management
Dispatch management
Notification management
Context management

The meta-model also prescribes how information that is stored in a BP Model
Repository is presented to the end-user, by associating a notation with its con-
cepts. For example, a BP Model Repository can store the information for ac-
tivities and control-flow relations between those activities, but that information
can be presented to the user in (structured) natural language, in a standardized
graphical notation like EPC or BPMN, or in a proprietary graphical notation.
It is also common for a BP Model Repository not to prescribe a notation, but
focus solely on defining its conceptual model and/or interchange format, e.g.,
the MIT process handbook [12].



564 Z. Yan and P. Grefen

The storage model prescribes how the original information about the process
must be technically provided to the BP Model Repository (external data model)
and how it must be internally stored by the BP Model Repository (internal
data model). The external and the internal model can be the same, for example
each process can be stored as an XML file that is also used to exchange the
process between the BP Model Repository and related tools, or they can differ,
for example processes can be exchanged using XML but stored in a relational
database. Other than that process related data, which is data that is used by,
but not part of, the processes can be stored in the repository. Process related
data includes: descriptors of web services that are used by the processes and
ontologies that are used to relate terms from different processes. For example,
the IBM BPEL repository [18] also stores WSDL web-service descriptors.

The index model prescribes the indices that are kept for process models, to
allow both the user and the repository manager itself to quickly browse or search
the collection of processes. An index that is commonly used is a classification of
process models in terms of the business functions for which they are available.
For example, we can classify processes into processes for: sales, procurement, pro-
duction, finance and support. Subsequently, we can distinguish different classes
of procurement processes, like procurement of product related materials and
procurement of non-product related materials, etceteras.

3.2 Process Function Model

A BP Model Repository should support a series of basic functions to effectively
manipulate the processes that it stores. We identify storage functions, retrieval
functions and integration functions.

The storage functions are the functions to create, update and delete processes
or parts of processes, by creating, updating or deleting instances of the concepts
that are defined in the process meta model. In addition to that functions exist to
import complete processes into the repository, using the interchange format from
the external data model, and to export complete processes from the repository
using that interchange format.

The retrieval functions can be used to obtain the required process according to
some criteria. There are three methods for retrieving processes: navigate, query
and search. Navigation is the method of manually scanning processes in a list, or
by using a classification or some other index. Search provides the function to get
processes that match criteria that are given as keywords. Query provides more
advanced functions to specify search criteria using a query language, such as
IPM-PQL [5] or BPMN-Q [2]. Queries and query languages can have a focus on
one or more process aspects or process types. Awad distinguishes the following
foci for process query languages [2]; languages that focus on retrieving (elements
of) processes (company specific or reference), languages that focus on retrieving
(elements of) process instances and languages that focus on retrieving (elements
of) process execution history.

The integration functions can be used to integrate a process repository with
external tools. Integration varies, depending on the types of tools a repository
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integrates. In the BP Model Repositories that we have studied, we have observed
integrations with the following types of tools.

– Process modeling tools, which can be used to visually create, retrieve, update
and delete processes, e.g., OSIRIS [16] provides them.

– Report generators, which can be used to generate reports about (monitoring
information of) processes and their properties, e.g., BP-Mon [3] and PVR [10]
provides them.

– Process analysis tools, which can be used to analyze correctness, selected
properties or performance of processes, e.g., IPM [5] provides them.

– Workflow engines, which can be used to execute business processes by per-
forming activities, or notifying human resources that activities must be per-
formed, according to the order specified by the control-flow relations. When
executing a business process a process instance is created and monitoring
information is generated, e.g., BP-Mon [3] and PVR [10] provide them.

– Process administration and monitoring tools, which can be use to manage
or monitor the (executions of) processes, e.g., BP-Mon [3] provides them.

– Collaboration tools, which can be used to establish business collaborations
based on processes in the repository, e.g., the BPMN repository architec-
ture [17] provides them.

Within the set of BP Model Repositories that we studied, there was no strict
separation with respect to what is considered internal functionality of the repos-
itory and what is considered external functionality that can be integrated with
the repository. For example, query tools have been proposed as external tools [2],
but at the same time tools for establishing collaborations between organizations,
based on their processes, have been proposed as internal parts of the reposi-
tory [17]. We made the separation between internal and external functionality
above, based on what we most frequently observed in the analyzed BP Model
Repositories.

3.3 Process Management Model

Advanced management functions can be subdivided into functions that are pro-
vided by general repositories and functions that are provided only by BP Model
Repositories.

The process specific management functions are: version management, config-
uration management, lifecycle management and view management. Although
version management, configuration management and view management are also
general repository functions (or even general database functions in the case of
view management), these functions have been specialized to meet process spe-
cific requirements [1,5,6,9,20]. The version management function enables multi-
ple versions of the same process or activity to be maintained. The configuration
management function makes it possible to maintain the relation between (a
version of) a process and the (versions of) subprocesses and activities that it
consists of. Although version and configuration management are also general
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repository functions, specialized functionality is added to support requirements
in the context of BP Model Repositories. For example, when a process is being
executed and a new version of that process or a part of that process is created, a
decision must be made as to whether the new version will be put into effect for
process instances that are already running or not and, if so, for which process
instances. The lifecycle management function maintains the stage in its lifecycle
that a process is currently in. For example, a process can be under design,
validation and current. Depending on the stage that it is, some operations can
be performed on it and others cannot. For example, a new version cannot be
created of a version that is under design, nor can a process that is still under
validation be executed. The view management function makes it possible to
create multiple views on a process. Although view management is a general
database function, specialized functionality is added to support requirements in
the context of BP Model Repositories. For example, it is common to keep a
private view on a process, which represents the process as it is performed inside
an organization. At the same time a public view (also called service) can be
provided of what the behavior of the process to the outside world will be like,
therewith preserving company secrets of how services are internally implemented
and not bothering clients with details that do not concern them. To support the
generation of the public view from the private view and to keep the two views
consistent, BP Model Repository specific functionality is needed.

The general repository management functions are: access management, integrity
management, transaction management, checkin/out management, dispatch man-
agement, notification management and context management. The access man-
agement function ensures that people only have access to the objects in the
repository that they are authorized to view. The integrity management function
ensures that the repository cannot get into an inconsistent state. Transaction
management ensures that multiple operations on a repository can be performed
in a transactional manner (i.e.: either all at once or not at all). Checkin/out
management allows a user to check-out objects from the repository, therewith
locking them so others cannot change them, make the desired changes and then
check them in again by releasing the lock. Optionally, multiple people can be
allowed to check-out an object at the same time, in which case check-in manage-
ment should ensure that changes that are made to the same object by multiple
people are properly merged. Dispatch management makes it possible to asso-
ciate a work-order with an object, such that it is forwarded to people in the
order specified in the work-order along with notes about what these people have
to do with the object. (This is usually called ‘workflow management’ in repos-
itories. We call it dispatch management to avoid the confusion with workflow
tools that execute the processes in a BP Model Repository.) Notification man-
agement enables notifications to be generated in case an object in the repository
is changed. The context management function allows collections of repository
objects, called ‘contexts’, (also called ‘projects’ or ‘workspaces’) to be created
and manipulated. Contexts can be stored persistently.
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4 BP Model Repository Reference Architecture

This section presents a reference architecture for BP Model Repositories. The
reference architecture is obtained by analyzing the architectures of existing BP
Model Repositories, as described in Section 2, and by integrating the analysis
results into a cohesive architecture. Figure 1 shows the reference architecture.
It has five layers: the presentation layer, the process repository management
layer, the repository management layer, the database management layer and the
storage layer.

The presentation layer provides GUIs for users to interact with a BP Model
Repository, so the users can easily interact with the functions provided by the
repository. Not all concrete BP Model Repositories have a presentation layer.

The process repository management layer provides repository functions that
are specific for BP Model Repositories. The functions are described in detail
in the previous section. Although general database management systems and
repositories implement general functions, such as querying and checkin/checkout,
most BP Model Repositories choose to implement these functions themselves,
because this allows them to at least provide a facade that applies the functions
specifically to processes instead of general repository objects or database tables.
The functions may, or may not, use general functionality provided by a gen-
eral database management system or repository to implement the BP Model
Repository-specific functions.

The repository and database management layers provide the functions that
are generally provided by repository and database management systems, re-
spectively. Most BP Model Repositories that we studied do not distinguish the
repository management layer from the layer with process specific functionality.
Instead, they will have a single layer that contains all management functional-
ity. We introduce the distinction between the layers here, to clearly show that
there is an architectural choice between implementing these layers in the pro-
cess repository or obtaining them from general purpose repositories or database
management systems.

The storage layer stores the process models, the related data and indices or
classifications to enable fast querying, searching and navigation of the BP Model
Repository. Process models can be stored both in an internal format, for example
as rows in database tables, and in their original external format. In that case
the internal format is used for fast and unified processing of process models in
spite of their external format and the external format is used to maintain the
relation with the original models. In most cases the storage layer is implemented
by a general database management system. Relational (e.g., [12,8,3,5]), object-
oriented (e.g., [17,18]) and XML databases (e.g., [8,3,5,17,18]) have all been
observed in the concrete BP Model Repositories that were studied. Alternative
implementations that have been observed are implementations using general
repositories, of which one using a distributed repository, and an implementation
in which the data is stored as files in a filesystem.

Well-defined interfaces should exist between the different layers. In most
BP Model Repositories well-defined interfaces exist between the presentation
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Fig. 1. The BP Model Repository Reference Architecture

layer and the process repository management layer and between the reposi-
tory management layer and the database management layer. The technology
that is used to implement the interfaces varies. The process repository interface
can be implemented using a programming language API, but also using remote
method invocation or even using web-services. The DBMS interface can be im-
plemented using a (standard) API, but we have also observed concrete BP Model
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Repositories that added an additional layer that abstracts from the storage tech-
nology that was used, to allow different storage technology to be used without
having to implement the repository functions.

In addition to the interfaces between the layers, interfaces can exist between
the BP Model Repository and external tools. The presence and implementation
of these interfaces varies largely. However they are all defined either to interact
with the presentation layer, with the process repository management layer or
with both. Interaction with the presentation layer enables the BP Model Repos-
itory to open a tool from the GUI of the BP Model Repository. Interaction with
the process repository management layer enables an external tool to directly
invoke the functions that are provided by the BP Model Repository.

5 Conclusion

This paper defines a Business Process Model Repository (BP Model Reposi-
tory) as a repository that is structured according to a process-specific conceptual
model and/or has a process-specific interface. It presents a framework for BP
Model Repositories, which consists of a list of functions that such repositories can
provide and a reference architecture that is an abstraction of the architectures
that they observe.

By observing existing BP Model Repositories, we conclude that complete
repositories, as described in the framework, are not yet available. Therefore, the
framework is a basis of future works. We will try to implement a complete BP
Model Repository in the future.
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Introduction 

On September 13th, 2010, the 1st International Workshop on Cross Enterprise 
Collaboration, People and Work (SG-PAW) was held as part of the 8th International 
Conference on Business Process Management (BPM 10) in Hoboken, New Jersey, 
USA. The workshop focused on the problem of enabling an enterprise to leverage 
internal and external global services and combine them in new ways that optimize its 
end-to-end operations. The goal was to combine academics and practitioners to 
identify together core issues, research challenges, learn from successful attempts or 
approaches, and propose new formalisms, models, architectures, frameworks, 
methodologies, or approaches. 

A keynote presentation by Professor Schahram Dustdar from the Technical 
University of Vienna was followed by four paper presentations. This workshop ended 
in a collaborative discussion that included the organizers and participants; its output is 
presented in the workshop Manifesto below. 

Keynote Presentation 

ON DYNAMIC TEAM COMPOSITION AND CROWDSOURCING 
NOVEL ALGORITHMS AND APPROACHES 

     
Schahram Dustdar, Technical University of Vienna 

 
Abstract. The transformation of how people collaborate and interact on the Web has 
been poorly leveraged in existing service-oriented architectures (SOA). The paradigm 
of SOA and Web services is based on loose coupling and dynamic discovery of 
services. The user should be able to define interaction interfaces (services) following 
the same principles to avoid the need for parallel systems of software services and 
Human-Provided Services (HPS). The benefit of this approach is a seamless service-
oriented infrastructure of human- and software services. In this talk I will focus on the 
research challenges in this new field and present some of our current developments. 
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Workshop Manifesto 

The following list summarizes the key findings and recommendations made by this 
group. 

Findings 

1. Process. There is a fundamental tension between routine and free-form that 
stems from the desire for standardization, consistency and repeatability vs. 
the need to continuously evolve and adapt. Standardized processes can be 
executed routinely, yield predictable results, and lend themselves well to 
machine-automation. Examples of routine processes include using an ATM 
to withdraw money from a bank, or requesting a loan from a financial 
institution. But when unpredictable things happen there can be a need for 
almost free-form agility to respond and adapt. This need to quickly modify 
how things are done occurs frequently in large projects, such as collaborative 
development of an airplane or a complex software system. Currently, 
adaptation is handled primarily through human creativity, expertise, and 
ability to improvise; the failure rate of such projects is very high. There is a 
need for a framework that would support both routine and free-form; not 
only during the process-design, but especially during execution. The need for 
process flexibility during runtime also blurs the current separation between 
the activities of designing a process and performing a task, as both activities 
become an integral part of doing work. 

 
2. People. The need for people as a requirement to ensure effective execution 

of enterprise processes is not sufficiently understood. Current process 
definitions address people by specifying roles that are required to execute a 
task. This approach considers people merely as resources that could, in 
theory, be replaced by automation. However, some types of processes must 
rely on people to execute effectively. Humans may be required for a variety 
of reasons, for example: the complexity of the domain; the need to drive 
recovery when unexpected things happen; to resolve issues at runtime; or to 
negotiate and coordinate work across enterprise boundaries. Most BPM 
frameworks do not address these different roles of people; nor do they 
adequately support teamwork around tasks or the creation and execution of 
dynamic service plans. There is no model of the “human system” that 
identifies the different types of actors, teams, or organizations, and that can 
be used to bring this together with current BPM practices.  

3. Globalization. Globalization creates an ever-growing abundance of 
resources, innovation, and specialization. In order for business to harness 
those potential benefits, they require flexible frameworks into which they can 
“plug-and-play” relevant entities such as partners, suppliers, service 
providers, or resources.   
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4. Models. There is a need for capability-oriented models and languages that can 
address both the routine and the free-form in a uniform way. Beyond providing 
a well defined starting point for enterprise-work, they will also provide a 
formalism that enables ongoing evolution and adaptation in response to new 
needs or unpredictable events; and do so in a way that can be supported by 
machines.  Such models will have to address many elements of the problems, 
including business, process, data, IT, people, resources, and organization. 
Current disciplines tend to focus on a limited subset of these aspects; the 
challenge is to bring them together. Business Process Management (BPM), for 
example, does not adequately support teamwork around tasks or the creation 
and execution of dynamic service plans. Enterprise Architecture (EA) models 
use a layered approach to bridge between the business and IT that does not 
adequately consider the role of people, process, or organization. Computer 
Supported Collaborative Work (CSCW) focuses on people, awareness, and 
distributed collaboration to enable cooperative work; but does not adequately 
connect this with process, data, or organization. Services Oriented Computing 
(SOC) tends to focus on composable bite-size processes that can be executed 
by machines, but does not provide the flexibility required to scale and support 
complex cross-organizational work.  BPEL4People and similar standards do 
not address the full scope of cross-enterprise work or the complex needs of 
humans in their various roles. 

Recommended Research Areas 

1. Exploring the new capabilities enabled by human flexibility, creativity, and 
communication patterns and integrating them systematically into BPM, 
SOA/SOC, EA, and CSCW. 

2. A framework that allows us to understand the trade-offs between automated 
vs. free form approaches, what should be done by machine and what by 
human, where flexibility and creativity is required vs. where not, and how to 
set up or re-engineer an enterprise with these tradeoffs in mind. 

3. A model or theory of non-functional characteristics of people work, such as 
trust, reputation, or quality. What they are and how to measure them. This 
will be analogous to non-functional characteristics of SOA services or 
hardware components. 

4. How to ease the understandability, use, and communication of knowledge-rich 
processes, operations and services. This relates not only to pre-designed 
processes but also to dynamically create and/or customized business processes, 
and should enable non-IT people take advantage of free-form processes. 

5. Model of people, teams, and organizations. This will identify the different 
type of roles people play in cross organizational work. It will also focus on 
issues specific to people, such as incentives, accountability, authority, trust, 
collaboration, productivity, or quality of output.  
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6. Relationship between process design and execution, especially when 
ongoing adaptation and transformation is required. 

7. Models, methods, formalisms, and languages that focus on the role people play 
in the control and coordination of cross enterprise collaboration in different 
domains. 

8. Dynamic flow engines that can support such models and provide the flexibility 
required for runtime adaptation and evolution. 

9. Adaptation, versioning and evolution of process, work, collaborating 
organizations and collaboration patterns. 

10. Extending SOA formalisms and constructs to facilitate the definition, dispatch, 
and orchestration of work as services that can be carried out by and for 
organizations. 

11. Context, data, and knowledge management as required for managing and 
coordinating work across organizations and their interrelationship with the 
domain data, tools, and processes. 

12. IT, middleware, systems, tools, and framework that support cross enterprise 
collaboration, and their relationship with current enterprise or domain specific 
tools and IT. 

13. Utilization of crowd sourcing and social computing paradigms for the 
coordination and/or execution of work and business processes that span across 
organizational boundaries. 
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Summary. Many of today’s development and manufacturing projects
are so complex that they cannot be conducted only by one company
anymore. Such collaborations are mostly modeled and executed using
business processes. Business processes are increasingly controlled auto-
matically by IT-systems, but they still consist of many tasks that have
to be performed by people. Collaborations using business process are
are widely discussed in the context of choreographies and subprocesses.
However, collaborations on human task level are discussed much less.
The goal of this work is to lay a foundation of a cross-organizational fed-
erated task management infrastructure, which supports collaborations
on task level.

1 Introduction

Many of today’s development and manufacturing projects are so complex that
they cannot be conducted only by one company anymore. For instance when
modern high speed trains are developed several companies are involved which
form a virtual enterprise during the development project. The coordination of
these projects is usually supported by business processes that are modeled in
state of the art workflow languages like BPEL [1]. These processes run either
distributed at the participating enterprises, i.e. the fragments of the process
model are deployed across the infrastructures of the enterprises [2, 3]. However,
it is even more likely that each enterprise runs its own private process and only
the parts of the process are exposed that have to communicate with the processes
of the participating enterprises via a predefined communication model based on
WS-Coordination [4].

Especially in the area of cross-enterprise prototype development many tasks
have to be performed manually. For this reason the integration of people on task
level from multiple enterprises is of great importance. For instance to find an
ideal fit between a vehicle concept and its components the employees of the car
manufacturer and the suppliers have to collaborate closely [5].

The importance of human tasks is for instance accommodated by the
WS-HumanTask specification [6] (WS-HT) which provides the foundation for
our work. The specification addresses issues like the assignment of people to
tasks, task manipulation (e.g. to control the lifecycle of a task) and the coor-
dination between task and task parent which denotes the initiator of the task
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(e.g. a process or a human being). Also some software products exist that con-
form at least partly to the WS-HumanTask specification (in the community this
software is referred as “Human Task Manager” or abbreviated HTM). For in-
stance the WebSphere Process Server [7] contains a Human Task Manager. We
also provide our own open source implementation of a Human Task Manager
named Project Bangkok 1.

In collaboration scenarios where multiple enterprises are involved the task
management becomes more sophisticated. If for instance multiple Human Task
Managers are involved (e.g. one per company) they have to be coordinated. In
this paper we focus on task-based collaboration, i.e. we do not discuss cross-
enterprise collaboration from a process perspective. In this work we present the
following key contributions: (i) In Section 3 we discuss different task-based cross-
collaboration scenarios and identify issues that emerge in these scenarios. (ii) In
Section 4 we propose a runtime architecture for the execution of collaboration
tasks and the concept of a federated task.

We conclude this paper with a brief discussion about how the proposed archi-
tecture solves the scenarios presented in Section 3. Moreover, an overview of the
related work is given in Section 5.

2 Running Example

In our running example a train manufacturer named “FastRail” wants to develop
a new high speed train. FastRail has outsourced the development of wheels to
a company called “TrackSystem” that has a strong expertise in this area. As
FastRail has very special requirements concerning of the design of the wheels
the two enterprises have to collaborate very closely, i.e. they form a virtual
enterprise during the development process. In the planing phase, i.e. before the
actual development starts, the management of both companies agrees on the
different tasks that have to be performed. Some tasks are performed together
by FastRail and TrackSystem employees at the FastRail site. This includes for
instance the planing of the wheel design which has to be performed jointly in
order to tailor the wheels to the technical requirements of the train. The creation
of the wheel prototypes on the other hand is triggered by FastRail but completely
done on the TrackSystem site, i.e. FastRail delegates this task to TrackSystem.

3 Task-Driven Collaborations

In this Section we discuss the different task management aspects and challenges
of task-driven cross-enterprise collaboration scenarios. Thereby we not only focus
on single tasks but also on composite tasks (cf. [6]) because they provide a good
means to structure work. In contrast to single tasks, which can be regarded as
atomic unit of work, a composite task consists of several (usually semantically
related) units of work - that are called subtasks. Each subtask can be assigned to

1 http://code.google.com/p/projectbangkok
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another employee. However, it is also possible that one employee performs more
than one subtask of a composite task. In our discussion we act on the assumption
that each enterprise hosts its own HTM. The challenges described here partly
base on the task collaboration requirements that were described in [8].

As indicated before, this Section only describes issues of task-based cross-
enterprise collaboration scenarios. In Section 4 extensions of the WS-HT speci-
fication are proposed to accommodate these issues.

We have to provide a clear definition of task-driven collaborations before we
can start to describe the challenges that are related to them. This definition along
with definitions of the terms parent organization and participating organization
lays the foundation for the following discussion.

Definition 1 (Task-driven Collaboration). A task-driven collaboration de-
scribes a collaborative execution of a (human) task of a certain process in whose
execution at least two organizations are involved. Besides responsibilities (com-
petences/roles) a task-driven collaboration defines temporal, spatial, and gran-
ularity (structural) aspects which are execution relevant. The collaboration is
transparent to the process and completely handled on task level.

Definition 2 (Parent Organization). A parent organization represents the
organization which initially creates a collaborative task and, furthermore, may
participate in the execution of the task.

Definition 3 (Participating Organization). A participating organization rep-
resents an organization participating in the execution of a collaborative task.

3.1 Place of Performance

In virtual enterprises it is very likely that certain tasks can (or must) only be per-
formed at a dedicated location. These place of performance restrictions might be
caused for instance by legal requirements or through the availability of resources
at a certain location. If FastTrain wants to perform the task Test Train Prototype
but only TrackSystem owns a test track FastTrain employees have to perform
the testing on the TrackSystem site. The challenge for the involved HTMs is to
ensure that the locally restricted tasks can only be started by persons that reside
at locations the task is restricted to. The HTM can determine the location of a
user by using techniques like GPS or network triangulation (TODO reference?).
However, there are further issues that have to be addressed by an HTM when
the task performance location matters. For instance how does a HTM has to
react when the task performer leaves the location where the task execution is
restricted to while she is still performing the task? Is the task processing only
suspended until the performer returns to the location or is the processing of the
task completely stopped?

3.2 Temporal Dependencies

As mentioned before temporal aspects must also be reflected in task-driven col-
laborations. These aspects mainly encompass temporal dependencies between
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two or more tasks that have to be performed in the participating enterprises. A
temporal dependency could for instance define that two tasks have to be executed
in sequence or simultaneously. Simultaneous executions can become important
if people have to collaborate in groups, i.e. they have to work on certain tasks at
the same time to achieve a business goal. In our example scenario TrackSystem
can for instance not start with the development of a wheel prototype until it has
received the technical parameters of the train from FastRail.

Here we distinguish between single and composite tasks that can be either
Temporal Independent or Temporal Dependent. A temporal independent task
has obviously no temporal relation to other tasks. Consequently, it can be exe-
cuted no matter which other tasks are currently running or were already executed
in the past.

A temporal dependent task on the other hand has a temporal relation to one
or more tasks. The task Develop Wheel Prototype in the example provided above
can not be executed by TrackSystem until the task Define Technical Parameters
was completed by FastTrain.

Also between subtasks of the same composite task temporal dependencies can
exist. The task Test Train Prototype could consists among others of the subtasks
Drive Train and Monitor Train. As the train has to be monitored during the
test drive a temporal relation between the two subtasks has to be imposed to
ensure that both subtasks are executed simultaneously.

If cross-enterprise processes are deployed in a virtual enterprise, temporal
dependencies can be reflected by the control flow. However, if the involved enter-
prises do not use cross-enterprise processes or if no processes were defined for a
given business scenario the modeling temporal dependencies between tasks can
become an issue.

Even though WS-HT provides temporal parameters (e.g. StartBy or Com-
pleteBy that define start and completion deadlines for tasks) temporal depen-
dencies between tasks can not be modeled explicitly. Between subtasks WS-HT
supports temporal dependencies to some extent. It can be defined that subtasks
have to be performed sequentially and that subtasks are assigned simultaneously
to certain persons. However, it can be only defined that people are assigned to
tasks simultaneously but this does not ensure that they really execute the sub-
tasks at the same time.

3.3 Staff Assignment

To assign people to tasks staff assignments have to be performed. WS-HT sug-
gests three ways to assign people to tasks - statically, by using expressions or
by querying organizational directories (briefly org. directories). When static as-
signments are used the user identifier of the employees that can execute the
task are already defined when the task definition 2 is designed. This approach
is very inflexible because organizational structures change often. This can for
instance lead to the problem that a task is assigned to an employee that is on

2 The task definition is a template or a model where the tasks are created from.
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leave or that is not working for the company anymore. A more flexible approach
to assign people to tasks is using expressions that extract the user identifiers
from the input data of a task. However, this approach has the disadvantage that
user identifiers have to be stored somewhere in in the payload of the input mes-
sage. The most flexible approach is to evaluate parameterized staff assignments
against org. directories at creation time of the task. Thereby a staff assignment
returns only a particular subset of people from the org. directory that meet cer-
tain conditions to perform a task. An informal example for a staff assignment
is “Assign all employees to the task Drive Train that are member of the group
engine drivers”. It was mentioned before that these staff assignments are param-
eterized. The staff assignment parameters can be utilized to refine the result set
(e.g. specifying that only engine drivers with more than 10 years experience are
allowed to drive the train). We only discuss the last staff assignment approach
here. Firstly because it is the most flexible approach for assigning people to tasks
and secondly it is more sophisticated since several org. directories are involved
in a virtual enterprise. We have identified three types of staff assignments in the
context of enterprise cross-collaboration scenarios: user level, organization level
and mixed staff assignments.

User level staff assignments indicate that only employees that are available in
the internal org. directory of the task parent enterprise are assigned to a task.
Note, that this can be also employees of the participating enterprises when they
were added to the task parent org. directory before. In the context of single tasks
this means that the staff assignment that is attached to this task is only evaluated
against the internal org. directory. For composite tasks the staff assignment for
each subtask is evaluated against the internal org. directory.

Organization level staff assignments on the other hand are evaluated against
the org. directory of the partner enterprise. This is especially relevant for delega-
tion scenarios where the task parent enterprise delegates work to the participat-
ing enterprise. The manufacturing of new wheels would for instance be delegated
from FastTrain to TrackSystem employees. However, this is not trivial because
the user data that are hosted in organizational directories of an enterprise are
very sensitive. That is the reason why it is very likely that an enterprise will
not provide access to its org. directory to other enterprises. As stated above, in
Section 4 an approach is proposed that describes how this issue can be resolved
or at least relaxed.

When composite tasks are instantiated also mixed staff assignments can be
performed. A mixed staff assignment consists of staff assignments that are at-
tached to the subtasks where one subset the staff assignments is evaluated against
the internal org. directory and another subset is evaluated against the external
org. directory of the participating enterprise.

4 Realization Proposal

In section 3 we introduced the concept of task-driven collaborations. Based on
this we introduce in this section the concept of a task federation which enables
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the execution of task-driven collaborations. The concept encompasses an architec-
ture, a modeling concept, the concept of a participant tasks, and a coordination
protocol for coordinating human tasks.

4.1 Architecture

In the following section the architecture of our task management federation is
presented. Indeed existing WfMS (e.g [9, 7]) have integrated task management
functionality, but w.r.t. to our requirements they are insufficient; e.g. none of
these systems support the federation of tasks across multiple participants. Also
existing standards (e.g. BPEL and BPMN) focus on partner-integration based
on sub-processes or choreographies (cf. [10,3,1,11]). WS-HT provides a notation
for human tasks, a behavioral description, an architecture, an interfaces for in-
teracting with human tasks. Aspects of partner-integration are neglected, too.
However, our work is based on WS-HT, as it provides the best foundation as it
is designed to be extensible (cf. [6]).

Compared to traditional workflow technology WS-HT removes the tight-
coupling between processes and tasks. Human tasks can be instantiated stan-
dalone in a service-oriented manner by any application. For this purpose WS-HT
introduces a standalone component called task processor for managing human
tasks. This feature is an important prerequisite for our work, as we can build a
dedicated task management infrastructure.

Centralized
HTM

Org.
Directory

FastRail TrackSystems

(a) Centralized Architecture

HTMHTM

Org.
Directory

Org.
Directory

FastRail TrackSystems

(b) Federated Architecture

Fig. 1. Architecture Variants

The architecture presented in Figure 1a represents basically the architecture
proposed by WS-HT. At the center of this architecture the human task man-
ager (HTM) is located. The HTM corresponds with the task processor proposed
by WS-HT. The organization directory stores the organizational structure of an
organization and can be used for evaluating staff queries. To allow task-driven
collaboration using this architecture, all tasks involving persons employed at dif-
ferent applications must be created within a central HTM. This implies that the
HTM must have access to the organizational structure of all involved organiza-
tions, i.e. the organizational structure must be stored in a (logically) centralized
organization directory. A major drawback of this architecture is that organi-
zations have expose task definitions as well as task runtime data as well as
organizational data.
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Alternatively, each organization can provide its own task management infras-
tructure (cf. Figure 1b). Compared to the architecture presented previously in
this case the organization don’t need to expose data, which is irrelevant for col-
laborations with partners. As WS-HT allows no federation of tasks across several
HTMs, people which are involved in tasks created by different organizations must
connect to different task managers. As a result the complete list of tasks a person
has to perform is only available at the person’s client. A second drawback of this
architecture is, that an organization participating in a task on organization level
has to expose parts of its organizational structure to the organization creating
the task (parent organization), even if the participating organization can decide
autonomously which person should perform the task. As the task instance is
located only at the parents task manager, the assignment must be done within
the parent’s task manager. This solution might be reasonable for a set of scenar-
ios, but in scenarios requiring that the real performer of a task is hidden to the
parent organization this solution is unusable.

HTMHTM
Human Task Federation
Coordination Protocol

Org.
Directory

Org.
Directory

Task Federation

FastRail TrackSystems

Fig. 2. Optimized Federated Architecture

The drawbacks of the federated architecture presented in Figure 1b can be
solved by federating the tasks across the HTMs of the involved organizations (cf.
Figure 2). All tasks involving people from other organization than the parent
organization, which has created the task, are federated to the HTMs of the
corresponding organizations. As a result, a person has only to access the HTM
of the organization to which he belongs, even if he is working locally at the
parent organization. This architecture supports participation at organization
level as well as participation on user level. In case of a user level participation
the affected persons of the participating organizations must be known in the
parent’s org. directory.

4.2 Modeling

As mentioned earlier cooperation contracts build the foundation of task-driven
collaborations. Based on the collaboration contract the task definitions of the
collaboration tasks can be modeled. In the global task definition the involved
organizations agree on the parts of the task definition, which must be globally
equal. For example FastRail and TrackSystems agree on the schema of the input
data, etc.
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Each partner refines the task definition later on by modifying the parts of
the task definition, which don’t need to be globally equal. For example Fas-
tRail adds the people assignment. TrackSystems also adds a people assignment,
as TrackSystems participates on organization level at the task and can assign
people autonomously. If TrackSystems would participate on user level in the col-
laboration, no staff assignment would be modeled by TrackSystems. In this case
the staff assignment is done at FastRail.

After completion of the modeling the task definitions are deployed to the
HTMs. In case of a user level participation the involved persons of the participant
must be added to the parents organization directory. In case of an organization
level participation a reference to the participating organization must be added
to the parent’s organization directory. For example a reference to the HTM of
TrackSystems must be added to the HTM of FastRail.

4.3 Task Federation

To allow the federation of tasks across multiple participants requires several
adaptations in the task handling compared to traditional WFMS and the task
handling described by WS-HT. These systems normally generate a workitem for
each user returned by the staff query. Facilities provided by the runtime allow
people to organize workitems into worklists. People then use the workitems to
control the life-cycle of the task. However, the assumption here is that each
person is directly connected to the HTM executing the task.

Our HTM decides whether a task must be federated or not based on the re-
sult of the staff assignment. To determine whether a task should be federated
to a partner or not, we use the normal staff assignment process in combination
with a resource virtualization: each partner, which should participate at organi-
zation level is registered as virtual resource in the organizational directory. If a
organization participates on user level, the persons suitable for performing the
task must be added to the task parent’s organization directory. Unlike existing
WfMS we don’t create a workitem for each person or organization returned by
the staff query (cf. [12]). We introduce an abstraction level called participant for
grouping the returned persons or organizations (cf. Figure 3). Therefore, we also
extend the staff query mechanism to return not only a list of resources but also
the organization a person belongs to. Basically, we distinguish between three
types of participants (cf. Figure 3):

– Local Participant: The local participant groups all persons returned by the
staff query belonging to the organization owning the task.

– User Level Participant: A user level participant groups all persons of one
single organization participating in the execution of a task.

– Organization Level Participant: A organization level participant is created
for an organization participating in a task on organization level. This means
that the organization specifies and executes the staff query on its own. There-
fore, an organization level participant is not associated with any persons (cf.
Figure 3).
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Fig. 3. Federation of Tasks

After executing the staff query and creating the participants, the task is feder-
ated by the HTM. We call the task instance initiating the federation the parent
task. Task instances participating in a federation are called participant tasks.
E.g. in Figure 3 three participants have been created at the task parent. A local
participant, a user level participant for the persons of Org 2 and a organization
level participant for Org 3. The task is transferred to a partner using a push
mechanism. The HTM executing the parent task creates task instances at the
HTM of each participant. In case of a user level participant the selected persons
are transfered to the HTM of the participant. This situation is showed in Fig-
ure 3. Frank and Sebastian belonging to Org 2 are selected by the staff query
of the parent task and transfered to the HTM of Org 2 at the creation of the
participant task. In case of a organization level participant a participant task is
created at the participant’s HTM but no persons are transferred. The partici-
pant’s HTM executes the staff query modeled during the refinement phase. For
example Org 3 modeled that Task A should be performed by a consultant, if
federated from Org 1. Now the instance of the federated task is activated, i.e.
all participant task instances and the parent task instance are transitioned into
the Ready state (cf. [6]), so people can perform the task. After activating of the
participant task instances, the participants are able to read and write task data
of the parent task. However, as potentially many participants are involved, the
life-cycle commands must be coordinated across all participants. For example, if
Hanna claims the task at Org 3, Org 1 and Org 2 must be informed that the
task is already claimed.

Note that composite tasks can also be executed using our architecture. In this
case for each user participating at the collaboration a subtask instance can be
created (cf. [6]), which can be federated, if necessary.
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(1) createTask

Parent Participant

(2) registration

(3) registrationResponse

(5) claim

(4) readInputData

Task Task(6) claimed

(8) complete

(9) completed

(7) setOutputData

Fig. 4. Example of Federated Task Coordination Protocol

4.4 Task Federation Coordination Protocol

The following section describes the behavior of the parent task instance and
the participating task instances w.r.t. to the exchanged protocol messages. The
goal of the coordination is that the group of coordinated task instances behave
roughly like a single logical task instance, which is called federation task. After
the task is transferred to the partner organization, instances of the same task
exist in every involved HTM. If one partner organization is involved, there are
two instances and for every further partner the number of instances increases.
Thus the HTMs must exchange coordination messages in order to synchronize
the task state. Thereby, the HTM of the task owner acts as coordinator. If a task
is claimed at one HTM, the task has to be locked at all other HTMs, in order
to avoid redundant work. Furthermore, if a process terminates a task, the task
must be terminated at each involved HTMs. To address the issue of coordinating
the life-cycle of the participating task instances, we introduce a coordination
protocol, namely Task Federation Coordination Protocol. The protocol defines
the exchange of task life-cycle commands between the task parent and the task
participants. The protocol is based on the life-cycle of a human task defined in [6].
The basic principle of the protocol is: a participant requests a state transition by
invoking a life-cycle command. Then the coordinator located at the task parent
confirms the state transition to the requester and informs all participants about
the state change of the task.

Figure 4 shows an example for such an coordination. At some point in time
the HTM of the task parent creates task instances at the HTMs participants
resulting from the evaluation of the staff query (step (1) in Figure 4). Then the
HTMs of the participant tasks register their tasks for coordination at the task
parent (step (2) in Figure 4). The coordinator of the task parent confirms the reg-
istration by sending a registration response to the participant (step (3) in Figure
4). From that point on a coordination channel is established between the task
parent and a task participant to exchange life-commands. Thus, people assigned
to the task at the task participant can e.g. claim or complete the task (steps (5, 6)
or steps (8, 9) in Figure 4). A participant can request the completion of a task by
sending a completion message to the coordinator. The coordinator confirms the
completion by sending a completed message to all participants. Upon receipt of
the completed message the participants must transition their local task instance
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into the completed state. If the requested state transition cannot be executed
the coordinator sends a invalid state message to the requesting participant.

5 Related Work

The Workflow Management Coalition proposes a reference architecture for Work-
flow Management Systems [13]. It allows to connect WfMS from different vendors
by standardized interfaces. In contrast to our architecture, the WfMC promotes
a monolithic architecture for WfMS. [14] proposes a distributed workflow system
for the Internet. By using a generic workflow framework based on well-defined in-
terfaces, components can be distributed cross-boundaries. For assigning tasks to
an actor, a component based on the worklist interface can be built that is similar
to our HTM. However, resource virtualization is not supported and most of the
functional requirements (e.g. delegation, substitution) are not mentioned. [12]
presents an algorithm for federating workitems to a remote workflow system.
However, resource virtualization is not supported. In [8] requirements and an
architecture for cross-enterprise task management are presented, which also re-
quires the federation of tasks.

Furthermore, there is related work addressing the topic staff assignment. As
we do not focus on staff assignment, this complements our work. Russel et al. [15]
describe various patterns, how staff can be assigned to a task w.r.t. the task’s
life-cycle. However, collaborations aspects are not picked up.

6 Conclusion and Future Work

In this paper we identified scenarios and issues that can emerge in the area of
cross-enterprise task-collaborations. We also proposed a WS-HumanTask based
federated architecture to enable the execution of this cross-enterprise task-
collaborations.

The architectural approach solves the problem of location dependency, i.e. no
matter in which enterprise an employee is currently working she always has ac-
cess to all tasks that were assigned to her. However, we do not consider location
dependency in the sense that tasks can only be executed at a predefined location
(e.g. due to the availability of resources at a certain location). The architecture
solves also the issue described in 3.3 that employees from the participating enter-
prise have be assigned to a task that was created at the task parent enterprise.
Because of the distribution of tasks across several HTMs, we introduced a coor-
dination protocol to build a logical federated task, which behaves roughly like a
task that is executed in a centralized manner.

As already indicated in section 3.2 WS-HumanTask also covers temporal de-
pendencies. However, it does not solves issues like parallel task execution, i.e. it
can not be ensured that two or more tasks are performed simultaneously. We
will also address this issue in future work.

Another aspect that has to be discussed in future work are dynamic collabora-
tions. In these collaborations participating enterprises are not determined before
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a collaboration starts but automatically during the runtime of a collaboration
(similiar to automatic service discovery). In this case the parent enterprise might
not know the participating enterprises beforehand, thus trust plays an important
role.
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Abstract. The pressure to increase organizational transparency, the rise of proper
IT support for regulative activities and the increasing cost of regulation are a few
notable drivers that stress the significance of cross-enterprise regulation. Com-
pliance to regulations fuels the added-value that business processes represent and
prevents judiciary pursuits. Norm enforcement mechanisms are used to determine
whether organizations have complied with the regulations or norms, which can
be divided into mechanisms that are oriented towards direct control and mech-
anisms that are oriented towards self regulation. When designing a system to
support agents in norm fulfillment and enforcement, the relation between norm
enforcement mechanisms and the abstract values that are behind them should be
explicitly incorporated in the development of the system. In this paper, a first
step in the development of such a value-sensitive system is taken by formaliz-
ing the values of direct control and self regulation. The paper also outlines the
following steps that are necessary to complete the development of the proposed
value-sensitive system process towards a full system implementation.

Keywords: Agent systems, Cross-enterprise regulation, Norms, Self regulation,
Value Sensitive Design.

1 Introduction

Over the past several years, the business community has devoted considerable atten-
tion to corporate responsibility, in order to address significant social and environmental
questions with value for business and society. Organizational activities are expected to
be transparent to governments, investors, and other stakeholders. Organizations are in-
creasingly aware that not only their business processes must be efficient, they are also
subject to regulations. Failure to comply to regulations diminishes the added-value that
business processes represent for the organization, e.g. through non-optimal alignment
with (i) quality standards, (ii) business partner service agreements or (iii) non-identified
security flaws [1]. Non-compliance to regulations can also be the cause of judiciary pur-
suits as many financial scandals in recent years demonstrate. Examples of these are the
cases of Enron, WorldCom, Roche, Siemens, and Volkswagen. Enterprises, governmen-
tal institutions, and the public in general benefit from well-defined and well-enforced
laws and legal guidelines, in order to protect companies and their stakeholders from
manipulations of financial reporting data. Traditionally, control and enforcement were
government tasks, however, the advent of sound IT support and the increasing cost and

M. zur Muehlen and J. Su (Eds.): BPM 2010 Workshops, LNBIP 66, pp. 591–602, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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complexity of regulatory activities are leading towards collaborative regulatory pro-
cesses between enterprises and governments.

In this paper, we present a model to design cross-enterprise regulation as a collabo-
rative process that takes into account the basic values behind the different stakeholders.
Specifically, we take a Value Sensitive Design (VSD) perspective that allows to formal-
ize and operationalize abstract values and norms.

The paper is organized as follows. In the next section, we provide some background
on normative systems. The notion of Value Sensitive Design is described in section 3.
Section 4 provides a formalization of values based on predicate logic and section 5
shows how formal values can be implemented in operational systems. Finally, in sec-
tion 6 we present our conclusions and directions for future work.

2 Normative Systems

Globalization, specialization, and innovation are changing many aspects of how busi-
nesses operate. The nature of interaction between regulating institutions or governments
and the actors or companies being regulated is changing from monolithic control by
governments to distributed environments where companies are free to regulate their af-
fairs within boundaries set by governing instances. A special case in which centralized
models of operation is increasingly hard to sustain is that of regulation or norm enforce-
ment. Regulation of organizational processes is based on the norms that organizations
have to comply with [2]. A norm can be defined as standard behavior that is acceptable
for the regulating institutions, indicating desirable behaviors that should be carried out
as well as undesirable behaviors that should be avoided [3].

Norm enforcement mechanisms are used to determine if organizations have complied
to the norms that they should satisfy [4]. If norms are to be enforced, then the institu-
tion should specify and handle sanctions for every possible violation of the norms. This
means that enforcement mechanisms often require the introduction of special ‘regula-
tor actors’ that actively monitor the behavior of the other agents [4]. Such agents are
assigned to monitor the behavior of organizations and sanction them in case of norm
violations. Implementing self-regulation as a control mechanism thus results in a redis-
tribution or delegation of control tasks among the actors.

Which enforcement mechanisms are effective and how sanctions are likely to be
followed is directly related to the values of an organization. Moral values are the stan-
dards of good and evil that guide an individual’s behavior and choices [5]. Individuals,
groups, and societies develop own value systems used for the purpose of ethical in-
tegrity. The value notion and the two mentioned different types of norm enforcement
mechanisms can be combined to design a value-sensitive system that supports agents in
norm fulfillment and norm enforcement.

3 Value Sensitive Design

Value Sensitive Design (VSD) is a methodological design approach that aims at mak-
ing moral values part of technological design, research, and development [6]. Values are
typically high-level abstract concepts that are difficult to incorporate in software design.
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In order to design systems that are able to deal with moral values, norms must be oper-
ationalized while maintaining traceability of its originating values. The VSD process,
which is depicted in figure 1, traces the influence of values in the design and engineering
of systems. The values of direct control and self regulation values are in fact the result

Abstract Values

Formal values

Interpretation

Concretization

Implementation

Natural language

Formal declarative
(e.g. predicate logic & set theory)

Formal procedural
(e.g. UML activity diagram)

Operational / contextualized
(e.g. Java)

Running system

Concrete values

Operational values

System

Compilation

Fig. 1. Value-sensitive system development process, based on [7]

of applying the value interpretation phase of a Value-sensitive System Development
(VSD) process [6,7]. In this paper, we argue that this change calls for architectures that
satisfy the following principles: (1) coordination policies need to be described at a high
level of abstraction; (2) the enforcement needs to be negotiated between governments
and enterprises; (3) coordination policies need to be formulated explicitly rather than
being implicit in the interactions; and (4) it should be possible to deploy and enforce a
policy incrementally.

In particular, value descriptions do not provide enough formality to be usable at the
system specification level. Therefore, the first step in VSD is to provide a formal repre-
sentation of values, that ‘translates’ a natural language description into formal values in
a formal language, as further elaborated in section 4. The translation to formal values
will provide the basis for the remainder of the VSD process, eventually leading to a
system that supports agents in direct control and self regulative contexts. This is shown
in section 4. However, the relation between abstracts values and formal norms is more
complex than mere formal interpretation. Institutions provide structured interpretations
of the concepts in which norms are stated. In particular, institutions do not only consist
of norms, but also describe the ontology of the to-be-regulated domain. For instance,
whether something within a given institution counts as personal data and should be
treated as such depends on how that institution interprets the term ‘personal data’ [8].

Steps towards the completion of the remaining phases of the VSD process, namely
the design and engineering of a system to support agents, are outlined in section 5. As
is shown in figure 1, the formal values can be further concretized by translating them
in a formal procedural language. For example, the Unified Modeling Language (UML)
includes an activity diagramming technique [9] that can be used to concretize formal



594 S. Overbeek, V. Dignum, and Y.-H. Tan

values. More specifically, a UML activity diagram is used in section 5.1 to describe
the operational step-by-step workflows of the direct control and self regulation mech-
anisms. The final step of the VSD process consists of translating the concrete values
to operational values by implementing the concrete values by means of a programming
language.

4 Formalization of Values

An increasingly important value in organizations is that of ethical and transparent busi-
ness practices. The development of codes and standards for ethical and transparent busi-
ness practices can help limit corruption, ensure fair and open competition, and encour-
age a better business environment. All these practices are essential to economic growth
and improved standards of living. For the last decade, organizations have been faced
with an increase in regulation changes demanding transparency in an organization’s
books and its operational management. Examples of such changes are: the Sarbanes-
Oxley (SOx) Act1 intended for American organizations quoted on the stock exchange,
the Dutch counterpart ‘Tabaksblat’2, the Basel II Accords3 for banks, and the ‘Markets
in Financial Instruments Directive’ (MiFID)4 for the European stock exchange.

A formalism for values must be able to describe and reason about social structures
and interactions, facilitating analysis and verification through logical reasoning. More-
over, in open systems where agents are assumed to be autonomous and rational, agents
can, involuntarily or by deliberate choice, violate social norms and regulations and
therefore one must be able to deal with and reason about such violations. Much ex-
isting work on business rules concentrates on the development of standards for con-
tracts. However, many such standards mostly provide a purely syntactic formalization
of contracts. In multi-agent systems, norms have been identified as crucial tools to for-
mally express the expected behaviour of agents in open environments. Current norm
formalisms focus on the declarative nature of norms but, in order to be implemented,
norms should be translated into operational representations.

In normative systems, interactions between actors are regulated by normative tem-
plates that describe desired behavior in terms of deontic concepts (obligations, prohibi-
tions and permissions), deadlines, violations and sanctions [10]. Deontic logic provides
mechanisms to reason about violability of norms, that is, about how to proceed when
norms are violated. In previous work [11,12], we have focused on the formal definition
of norms by means of some variations of deontic logic that include conditional and tem-
poral aspects, and we provided formal semantics and verification mechanisms. In this
section, we provide a set-theoretic overview of normative systems in which norms are
seen as elements of sets representing a state of affairs.

1 See e.g. http://en.wikipedia.org/wiki/Sarbanes-Oxley_Act
2 See e.g. http://www.commissiecorporategovernance.nl/
Information in English

3 See e.g. http://www.bis.org/publ/bcbsca.htm
4 See e.g. http://en.wikipedia.org/wiki/Markets in Financial
Instruments Directive
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4.1 Set-Theoretic Representation of Values

In the case of enterprise regulation, we assume a set of agents denoted as AS , a set roles
denoted as RO and a set of tasks T . Specifically, the set contains the roles of actor and
regulator:

RO = {actor, regulator} (1)

The predicate rea(a, r), where a ∈ AS and r ∈ RO defines role enacting agents. The
set of all agents enacting a certain role is defined as a subset of AS:

ASr = {a ∈ AS|rea(a, r)} (2)

As an illustration, consider a tax officer denoted as a to be an agent that can play the two
mentioned roles. Suppose that a tax officer working at the national Tax Administration
inspects the completed tax returns for a citizen. In such a situation, the tax officer en-
acts the role of regulator, that is rea(a, regulator), because he checks whether the tax
returns are excluded from any tax violations. In a different evaluative situation, for ex-
ample a job performance evaluation, the manager of the tax officer may inspect whether
the officer is functioning properly. In that case, the tax officer enacts the role of actor
who is being regulated, that is rea(a, actor).

The set of tasks being fulfilled at a given moment by an agent a is defined as TIa ⊆
T . The fulfillment relation between agent and task is then defined as:

fulfill(a, t) iff t ∈ TIa (3)

Task fulfillment can be illustrated by the tax officer who inspects the tax returns. In this
case, the inspection of the tax returns is a task instance that is fulfilled by the tax officer.
Such a task instance can then be classified as a task of the type ‘tax return inspection’
for example.

The set of norms is denoted as NS . A regulator agent uses a norm framework
NF to regulate an actor agent. Formally, a norm framework NFx is a subset of norms
NFx ⊆ NS enforced by a regulator x. Similarly, we define the set of norms applicable
to a task NT t as a subset of norms NT t ⊆ NS applicable to a task t ∈ T .

enforce(x, n) iff n ∈ NFx and rea(x,regulator) (4)

apply(n, t) iff n ∈ NT t and t ∈ T (5)

For a specific agent x, given TIx (the set of tasks of x) and NT t (the set of norms
applicable to a task, we can define the containment set NCx of the norms applicable to
the agent as a subset of norms NCx ⊆ NS applicable to an actor x.

contain(x, n) iff n ∈ NT t and t ∈ TIx and rea(x,actor) (6)

Being autonomous, an actor can decide whether to comply or not with the norms in its
containment set NCx. We define the compliance set NHx ⊆ NCx as the set of norms
the actor is complying to, such that:

comply(x, n) iff n ∈ NHx (7)
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An actor agent can violate, consciously or unconsciously, norms in its containment set
by pursuing an illegal goal or by performing an illegitimate action, i.e. when an actor
agent doesn’t comply to the containment set. A violation is then defined as:

violation(x, t, n) iff fulfill(x, t) ∧ apply(n, t) ∧ ¬comply(x, n) (8)

4.2 Applying Formal Values

In this section, we demonstrate the formalization of the value ethical and transparent
business practice as an example of the application of the formalism proposed above.

The norm enforcement mechanisms of direct control and self regulation have been
elaborated in natural language in [4], which is used to interpret the abstract values. In
direct control the regulator directly controls the tasks that are fulfilled by actors in an
organization. In the model of self regulation, actors control their own behavior. A self-
regulating actor is sanctioned if a regulator determines that an actor fails to comply to
the norm framework, despite its self-regulative activities. The formal values are then
based on these interpretations. Given the formalization of values above, we can now
formally distinguish these two models of regulation.

In direct control, it is assumed that there is a separation of concerns between actor
and regulator, that is

rea(x,actor) ∧ rea(y,regulator) → x �= y (9)

In self regulation, the separation of roles is not assumed and an actor will try to prevent
sanctions itself. Regulative activities that are performed by regulator agents are special
kind of tasks. It is assumed that a regulator agent uses the norm framework to derive a
set of norms tailored to an actor’s specific situation. For example, if a tax officer detects
that a tax return doesn’t comply with one or more norms the officer can sanction the
responsible agent by imposing a fine. An example of a norm that must be fulfilled when
completing a tax return is the norm ‘provide an overview of all collected earnings’. The
actor agent will risk a fine if this norm is not complied with and if the tax officer detects
the failure to comply with this norm. Formally, control is defined as:

control(x, y, t, n) iff enforce(y, n) ∧ fulfill(x, t) ∧ apply(n, t) (10)

This means that when actor x fulfills task t to which norm n is applicable, the activity
of x is controlled by the regulator agent y that enforces norm n. Finally, a sanction s is
a special type of norm, to which an actor has to comply in case of a violation:

sanction(x, y, s) iff control(x, y, t, n) ∧ violation(x, t, n) (11)

Figure 2 shows the set-theoretic representation of these predicates. Note that the dark-
grey shaded area indicates the violation set of x, whereas the black area indicates the
violations which are effectively controlled by y and over which sanctions will be ap-
plied. The tax return example can be used to further explain the difference between
direct control and self regulation. Assume that a tax officer x regulates a citizen y by
inspecting a citizen’s completed tax form and that no flaws are detected. This means
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Fig. 2. Enforcement, containment, compliance, and violation

that the norms n that are contained in some norm framework equate to the norms that
actor y complies with during the fulfillment of a task i in which a citizen y completes
a tax form. One or more sanctions S are issued by the tax officer in case the norms
n that are contained in some norm framework don’t equate to the norms that actor y
should’ve complied with. A sanction can be a fine or the reclaim of unlawfully obtained
tax money. In the formal model of direct control, a regulating agent directly controls
the actions of an actor agent. In the formal model of self regulation, which is discussed
next, the actor agent regulates itself.

5 From Formal Values to a Running System

The formal values that have been introduced are expressive enough to enable a discus-
sion with stakeholders of a value-sensitive system that has to be developed, but do not
provide enough information on how to build a system that complies with those val-
ues. Concrete value descriptions, which are the result of further concretizing the formal
value descriptions, specify the behavior of the system, define constraints, and indicate
how to react in case of unwanted behavior. As discussed in previous sections, regula-
tory systems must consider both the perspective of the regulating institutions as that of
the actors. That is, in order to implement norms it is not enough to include a model-
checking module by, e.g., implementing a theorem prover that, using the norms seman-
tics, checks whether a given interaction protocol complies with the norms. This means
that implementation of norms must consider (a) how the agents behavior is affected by
norms, and (b) how the institution should ensure the compliance with norms [8].

In the latter case, developing concrete value descriptions corresponds to general anal-
ysis and design steps in system development. Examples of system design artifacts re-
flecting concrete values are Unified Modeling Language (UML) diagrams such as an
activity diagram, a sequence diagram, and a collaboration diagram. Other examples in-
clude a Business Process Modeling Notation (BPMN) model, a Petri net, and a Data
Flow Diagram (DFD). In the former case, it is necessary to provide means to analyse
the impact of norms in the agents reasoning cycle. As part of the outline of the remain-
ing development phases of a value-sensitive system, the formal values of direct control
and self regulation are concretized by designing two activity diagrams.
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RegulatorActor

Generate norm frameworkInterpret norm framework

Fulfill task Control task

Determine sanctions

[!comply(x,n)] 

Interpret sanctions

Handle sanctions

[contain(x,n) = comply(x,n)] 

[fulfill(x,t) = emptyset] 

[fulfill(x,t) != emptyset] 
[fulfill(x,t) != emptyset] 

[fulfill(x,t) = emptyset] 

Fig. 3. Activity diagram reflecting the concrete value of direct control

5.1 Concrete Values

The formal value of direct control expressed by means of the equations in section 4.2
can be concretized as a UML activity diagram shown in figure 3. Activity diagrams can
be divided into object swimlanes that determine which object is responsible for which
activity [9]. The direct control activity diagram shows the swimlanes for an actor and a
regulator. Arrows indicate transitions coming out of each activity, connecting it to the
next activity. A transition may branch into two or more mutually exclusive transitions.
Guard expressions shown inside brackets label the transitions coming out of a branch.
A branch appears in the diagram as a hollow diamond. The activities that are performed
after the ‘control task’ activity which is carried out by a regulator are dependent of the
outcome of an actor’s norm fulfillment performance. Sanctions will follow in case the
regulator finds out that an actor doesn’t comply to one or more norms. After dealing
with those sanctions, an actor can finish working if there are no tasks left or he can
continue with another task. A regulator can finish controlling if an actor has ceased
working or he can continue to control if an actor is going to fulfill remaining tasks.

The formal value of self regulation expressed by means of the equations in section 4.2
can be concretized as a UML activity diagram shown in figure 4. When comparing
both activity diagrams it is clear that the ‘control actor’ activity is not a regulator’s
responsibility in the case of self regulation. The only two activities that are left for a
regulator are the tailoring of a norm framework to an actor and the issuing of sanctions
when norms aren’t fulfilled. Figure 1 shows that the final step of the VSD process
consists of the implementation of concrete values to get operational values. Operational
values are the codification of functions in a system level language that contributes to
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Fig. 4. Activity diagram reflecting the concrete value of self regulation

the value implementation. It would go beyond the scope of this paper to completely
operationalize the concrete values, but the ‘interpret norm framework’ activity of the
actor is further operationalized in the next section to outline the value-sensitive system.

5.2 Operational Values

The activity ‘interpret norm framework’ can be found in both activity diagrams and is
performed by an actor. An attribute-value pair is a fundamental data representation, in
which all or part of the data model may be expressed as a collection of tuples <attribute,
value>, see e.g. [13]. Table 1 shows four example attribute-value pairs that are part of
the tax return example. These pairs are included in the ‘normframework.txt’ text file

Table 1. Example attribute-value pairs and parsed output

Norm type Norm instance

Venture capital The maximum amount for deductible venture capital < e46.984
Income The tax free income is e20.661
Deduction Senior deduction is granted if age > 64 and collective income < e34.282
Deduction Bonus for work continuation is granted if birthdate < 1948 or if work income > e8.859
... ...

that is parsed to generate norms that apply for citizens who complete tax forms. In
other words, the text file represents a norm framework that is tailored to citizens who
complete tax forms. Table 1 shows norms of a certain type (the attributes) with their
corresponding instances (the values of the attributes). The norm types that are shown are
related to venture capital, income, and deduction and should be taken into account when
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completing tax returns. Specific instances of these types are shown in the right column
of the table. Once the norm framework is parsed, it can be interpreted by an actor to
understand which norms have to be complied when fulfilling tasks. Subsequently, the
next activity shown in the activity diagrams can be performed. Finally, an overview
of the current static structure of the value-sensitive system to support agents in norm
fulfillment and enforcement is provided.

5.3 Static Structure Diagram

Figure 5 shows a UML class diagram that shows all classes and their relationships of
the outlined value-sensitive system to map out the system’s structure. The equations

Fig. 5. Class diagram reflecting the static structure of the system

that have been introduced in section 4 and the activities as part of the activity diagrams
have been used to design the class diagram. The sets that are part of the formal values
are the classes in the class diagram. The relationships between the classes can be iden-
tified by studying the equations that constitute the formal values and the activities in the
activity diagrams. The composition relationship between the norm framework class and
the norm class shows that every norm framework is composed of at least one or more
norms. Furthermore, three generalization relationships are shown. Two of the general-
ization relationships show that the actor class and the regulator class are subtypes of
the abstract role class. The role class is abstract to indicate that the class itself can’t be
instantiated, but its child classes ‘actor’ and ‘regulator’ can be instantiated instead. The
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third generalization relationship shows that the abstract task type class is a supertype
of the task instance class. The generalization shows that a task instance is of a certain
type, e.g. all task instances that are related to tax return inspections can be classified as
tasks of the type ‘tax return inspection’. The task type class is abstract, because agents
fulfill a task instance instead of a type. The class diagram provides a leg up to future
research in which attributes and operations can be added to the classes. Furthermore,
this exercise will then pave the road for a full system implementation.

6 Conclusions and Future Research

The results of the presented research provide the basis for a value-sensitive system to
support actor agents in norm fulfillment and regulating agents in norm enforcement.
This foundation has been laid by applying a value-sensitive system development pro-
cess and by incorporating the principles of the norm enforcement mechanisms of direct
control and self regulation in the system design. By following this specific system devel-
opment process, the value that is created for the agents that apply the norm enforcement
mechanisms of direct control and self regulation is explicitly incorporated in the devel-
opment of the system. The process consists of three phases: value interpretation, value
concretization, and implementation of the values into the development of the system. The
interpretation phase has been fully described by means of formalisms that express the
values of direct control and self regulation in an exact and precise manner. The remain-
ing phases have been outlined by providing two UML activity diagrams that describe
the workflows of the direct control and self regulation mechanisms and by implement-
ing one of system classes. Finally, the static structure of the current system design has
been mapped out in a UML class diagram. Our current work, as described in this paper,
is geared towards the specification of regulatory collaboration. However, the approach
taken is generic enough to be applied to other types of cross-enterprise collaboration.
The current formalization of norms is based on predicate logic. In order to provide a
richer semantics to this formal model, we are working on a deontic logic representation.

Moreover, we are extending this research towards the realization of a full system
implementation by fulfilling the VSD process. In concrete, this means that the outline
that has been provided of the concretization and implementation phases needs to be
completed. Finally, case studies and experiments can be conducted to evaluate and test
the system in operation and to evaluate and test its supportive possibilities for agents.
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Abstract. Software testing claims a big amount of software develop-
ment costs as a rule. Particularly, manually operated software tests are
on the critical path during realising a software product since the execu-
tion of these tests is very time-consuming. Furthermore, it is cumbersome
for domain experts to participate in the development process since they
have a low level of software engineering knowledge. However, their par-
ticipation is important and a crucial factor to success since they have
the domain expertise.

In this paper we propose an approach that enables domain experts to
generate test cases alongside business processes. Our contribution tar-
gets a holistic approach that supports the modelling of the graphical
user interface (GUI) for web-based information systems, the generation
of test cases from modelled business processes, the automated execution
of the generated test cases, and the reporting of test results, which in-
cludes a backtracking of the results to the respective elements within the
workflows of the business process.

1 Introduction

Software testing claims a big amount of software development costs as a rule.
Depending on the defined quality requirements the software test claims between
40% or 60% of the whole development costs. Manually operated software tests
are a straight approach as they do not need to be exhaustively engineered in
terms of preparation of test scripts prior to testing. They can be conducted in-
tuitively and yield instant results. Yet, manually operated software tests are on
the critical path during the realisation of a software product since their execution
is very time-consuming. In particular in the context of a highly iterative devel-
opment process, regression testing causes a huge dissemination effect. Hence, the
automation of software tests provides a big potential for optimisation. Contrary
to low-level module tests high-level system tests are difficult to automate since
they provide an abstract view onto the system and therefore hide important
details.
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Besides the general problems of the software test, it is cumbersome for domain
experts to participate in the development process since they have a low level of
software engineering knowledge. However, their participation is a crucial factor to
success since they have the domain expertise and the most authoritative idea of
the software system under development. The domain experts are the stakeholders
of the software system. Hence, the software specification is defined on the basis
of their requirements and the intended purpose. To decide whether a system
behaves as specified and expected meaningful test cases have to be designed.
The most suitable solution would be to have the domain experts to develop
these test cases, which often leads to dissatisfactory results due to the lack of
software engineering knowledge. Requiring the software engineers to design the
test cases often leads to improper test cases due to the low level of domain
expertise.

In this paper we propose an automatable approach that enables domain ex-
perts to participate in the software development process by generating test cases
alongside business processes. We spotlight business processes since the main in-
terest of domain experts is the support of the business processes by software. In
the context of software development, the modelled business process is a commu-
nication medium between domain experts and software engineers. Our approach
involves the use of a structured procedure for the test case generation as well
as the test execution, and therefore simplified regression testing, the ability to
measure the test coverage and a strong focus on automation. The increased level
of automation aims at reduced testing costs, increased the test adequacy and
is the key factor to integrate the domain expert into the software development
process since typical tasks that require software engineering knowledge are per-
formed by a tool. In the context of a highly iterative development process that
involves frequent software revisions, manually operated software tests are inade-
quate since their time-consuming execution opposes the nature of quick iteration
steps. Hence, the quality of the software revision cannot be tested thoroughly.
Our contribution targets a holistic approach that supports the modelling of the
graphical user interface (GUI) for web-based information systems, the generation
of test cases from business processes, the automated execution of the generated
test cases, and the reporting of test results, which includes a backtracking of
the reported issues to their origin within the workflows of the business process.
The modelling of the GUI for the web-based information system is based on a
ruler-based layout and generation method that enables the declarative descrip-
tion of the GUI, which enables the integration with the business process model.
The test case generation method is based on several model transformations that
derive test cases from modelled business processes. The execution of the gener-
ated test cases and the evaluation of the results is based on a capture/replay
test framework. The integration of these techniques results in a completely in-
tegrated approach that provides domain experts with a tool-supported method
for deriving automatic executable test cases from rather abstract models.

The proposed approach is currently work in progress within the scope of a
research project called “ProBaTe-Web” which aims at providing a tool supported
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test automation approach for web-based information systems. The project in-
tends to provide domain experts with a tool that enables them to design a GUI,
adjust GUI models and business process models, generate test cases, execute
the generated test cases and report the test results. The project’s contribution
is partitioned into three parts: the design of GUIs for web information systems
and the alignment of the GUI models with the business process, the test case
generation, and the test case execution.

2 Related Work

In recent years a lot of research focusing on the testing of web applications has
been conducted. To put the present paper into context, a selection of related
work is discussed in this section.

In [1] Reza et al. study model-based testing techniques for web applications
using state charts. Their work is focused on testing the front-end functionality
of web applications by verifying that links, forms and images conform to the
specification documents in terms of functionality and appearance. An algorithm
is introduced that models a web site as state chart using its HTML code. The
state chart is then used for further analysis by inspecting states and transitions.
Once a complete state chart has been generated, the web application is tested
by visiting the individual nodes of the state chart. Errors can be found if the
underlying state machine does not reach the desired state after a given set of
transitions. Detection of errors within the HTML code allows the indirect de-
tection of errors in the web application. In contrast to our work, the proposed
algorithm does not work on design documents but derives a model of the web
application based on the HTML output created by a web server. Thus, a web
site tested using this method may seem to contain no errors while still being
non-compliant to specification. Furthermore, the proposed approach primarily
targets to test the correctness of links, forms and images, while our approach
aims to test the correct implementation of the business process.

Raffelt et al. [2] propose an technique for web application testing where no
design time model is available. Their method is a black-box approach based on
gathering information about the system under test by means of capture/replay
and automata learning techniques for on the fly generation of models conforming
to the web application under test. Their tool Webtest is designed to test web
applications that implement services using (X)HTML and client side scripts.
Webtest enables the dynamic recording and execution of web applications and
can be employed for automatic and efficient regression testing by implementing
a set of typical actions that can be executed on a web site such as providing
input or calling a hypertext link. The recording of test cases can be done either
in modelling mode or in harvesting mode. In modelling mode, the test engineer
manually selects and configures actions from a web application and appends
them to an executable graph forming the test case. In harvesting mode the test
engineer freely browses the web application under test using a special browser
while actions are captured. Both modes yield a test script that can be executed
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within a test execution environment providing extensive reporting functionality.
The obtained test script serves as input alphabet for a learning algorithm that is
used for further automatic exploration of a web site and executing test cases. This
approach uses basic automation techniques, but still requires extensive manual
interaction. Opposed to our approach it does not use design-time models but
relies on a model derived from an existing application.

Ricca et al. [3] propose a semi-automatic testing technique that exploits a
generated model of the system under test. The contribution of the paper is the
definition of an UML-based analysis model and the proposition of several verifi-
cation and analysis techniques exploiting this model. Furthermore, the approach
is supported by two tools ReWeb and TestWeb and supports both static analysis
and dynamic validation. Static analysis checks for faults like dead links or un-
reachable pages. The dynamic validation employs a white-box testing technique
that requests certain pages from the web server and stores the resulting page.
The white-box method enables the application of different coverage criteria like
page testing and hyperlink testing among others to select a test suite. The test
case generation employs algebraic path expression based on the work of Beizer
[4]. Although this approach provides basic automation of the extraction of the
UML model and test case generation there are many issues that have to be
done manually. For instance, the test data has to be entered manually for each
generated test case, the extracted analysis model has to be refined manually by
entering variables and defining conditions for edges, and the test result has to
be determined manually by evaluating the resulting web page. Our approach
provides a higher level of automation as the test case generation and execution
is completely automated.

Andrews et al. [5] contribute an approach for testing web applications by
modelling them with Finite State Machines (FSMs). The generation of tests is
based on FSMs that are hierarchically modelled. The authors argue that the
employment of constraints to reduce the set of inputs handles the problem of
state explosion, which is inherent to FSMs. Furthermore, the authors employ a
hybrid approach that separates the choice of input parameters and the genera-
tion of test sequences to cope with the state explosion problem. Their approach
is able to test three aspects: single functions on a web page, navigation between
pages, and state-dependent behaviour. Although the authors propose a research
prototype implementation that generates WinRunner scripts, which is a cap-
ture/replay test tool, the exact level of automation is not revealed. In addition
to that, our approach does not only provide a consistently automated method
but also a modelling language that is, contrary to FSMs, well suited to be used
by domain experts.

3 Approach

The testing of web applications is a time consuming and cumbersome, yet in-
evitable task. Its versatile and efficient automation requires a structured proce-
dure for the generation of test cases as well as efficient means of test execution.



Business Process-Based Testing of Web Applications 607

The technology of web applications has advanced significantly from static HTML
to highly dynamic web content, that not only is created dynamically by the back-
end upon user interaction, but is also represented in a dynamic fashion (e.g. by
AJAX technology). These aspects pose increasing challenges to test automa-
tion for web applications. Furthermore, there is currently less or no support for
domain experts to test if the system behaves as expected.

In this paper an approach to automatically generate and execute test cases for
web applications is proposed. The primary objective of our method is to enable
the domain expert to plan and execute test cases without software engineering
knowledge. We further aim at reducing testing costs and increasing test adequacy
at the same time. Our current research is conducted within the scope of a research
project called “ProBaTe-Web” (an acronym for Process Based Testing of Web
Applications). The project aims at providing tool supported test automation for
web-based information systems. The contribution of the research project mainly
consists of automatically generating test cases from design time system models
and the automatic execution of the test cases. The test case generation process is
based on the method proposed by Heinecke et al. in [6] while the execution of test
cases is based on the capture/replay tool web2test [7,8] by itCampus Software-
und Systemhaus GmbH (a Software AG Company). In the test case generation
process high-level system test cases are created from modelled business processes.
The generated test cases serve as input to the framework for automatic test case
execution. To generate executable test cases from the business process model, a
number of model transformations is required to adapt the initial model to the
requirements of the next process step.

3.1 Graphical User Interface Modelling

As web applications become more complex, the creation of the user interface
(UI) becomes a labour-intensive task as the dialog flow needs to be aligned with
the business process. Especially the maintenance of the UI as the web application
is adapted to new or changed business processes or in the context of a software
revision is time-consuming and error prone.

In [9,10,11] Book et al. propose a method to declaratively model the UI of
a web application. As the complexity of data intensive business processes is
typically reflected in user interfaces, the structure of both the business process
and the user interface are usually closely aligned. Using their ruler-based ap-
proach the UI is designed with a graphical tool using predefined elements such
as textfields, labels and buttons which are aligned on a flexible grid with a
close focus on the business process workflow. If the application is adapted to
new requirements, it can easily be extended by adding new user interface ele-
ments bound to newly introduced variables representing business data. While
preserving the original data records a new version of the web application can be
generated and deployed on a web server.

We use this web UI modelling method as it enables not only an easy way to
design and generate a graphical user interface for web-based information systems
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but also a declarative model of the GUI, which is one of the cornerstones to
enable our automatic test case generation and execution approach based on
business processes.

3.2 Test Case Generation

We assume the business processes to be modelled in a suitable modelling language
like Event-Driven Process Chains (EPC), Business Process Modelling Notation
(BPMN), or UML Activity Diagrams (ACD). Our current research prototype
implementation handles UML Activity Diagrams only. The test case generation
from UML Activity Diagrams is accomplished using our method from [6] which
consist of a number of model transformations. Each transformation removes in-
formation from the model which is considered irrelevant.

Borrow  Medium Borrow  Mediumactivity [  ]

Inform Customer 
Medium is Ready to 

Pick-Up

Medium

Medium

Search Medium 
: Search Medium

Medium

Check out 
Medium

Medium

Medium

Order Medium 
via Interlending 

: Interlibrary 
Lending

Medium

Medium

Reserve 
Medium 

Medium

Medium

«comment»
<<role>> Library Staff

«comment»
<<role>> Customer

«comment»
<<role>> Customer

 [not borrow ed and present]

 [interlending]

 [borrow ed]

 [abort]

Fig. 1. UML ACD representing the process of borrowing an item from a library

To explain the test case generation process, a library system is introduced as
example business process. Figure 1 shows an UML ACD representing the busi-
ness process of borrowing a medium from a library. It has two user roles associ-
ated with five actions, two of which are composite actions depicted in separate
figures. Actions that are associated with a particular user role (e.g. “Customer”)
are executed by according actors. Our approach respects the role model of the
business process and maps it to the test cases. The mapping of the role model
is important as it puts every action of the generated test cases in the fitting
context of execution. Our approach [6] differentiates between actions that are
executed by a user (like “Enter Search Phrase” from activity “Search Medium”)
and actions that are executed by the system (like “Show Error Message” from
activity “Search Medium”). Actions performed by the system without involving
the user are filtered during the model transformation.

In a first step the input model is transformed into an Interaction Flow Dia-
gram (IFD) using model transformation. The IFD model consists of a reduced
set of elements that are used to outline the business process workflow (for a
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Fig. 2. UML ACD representing the
process of searching a medium in a
library
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Fig. 3. UML ACD representing the
process of borrowing an item via in-
terlending from a library

detailed description of the Interaction Flow Diagram see [6]). The result of the
transformation applied to the example introduced in figure 1 is shown in fig-
ure 4. The IFD represents the same workflow of the business process as the
ACD in figure 1 with all actions executed automatically by the system omitted.
The actions “Enter Search Phrase” (C1), “Enter Captcha” (C2), “Select a Result
and Show Details” (M1), “Select Interlending” (M2) and “Check out Medium”
(M5) have been integrated with the user role “Customer” and the corresponding
input/output objects in IFD syntax.

C1 C2

M1

M2

M3

M4 M5

D1

D2

Fig. 4. IFD representing the process of borrowing an item from a library

The second step is to transform the IFD into an Interaction Flow Graph (IFG).
The content of the IFG depends on the applied coverage criterion. The IFG is
a directed acyclic graph. As cycles in the workflow yield the risk of creating a
state explosion problem, the transformation algorithm ensures that each cycle
is traversed only once. The obtained IFG shown in figure 5 represents the base
for test case selection according to criteria defined by the test engineer.
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Fig. 5. IFG representing all paths through the process of borrowing an item from a
library

In the last step the IFG is compiled into a set of test cases that can either
be represented in a human-readable fashion for direct use by a test engineer or
domain expert or to be used as input for automated testing using a test script
execution engine as proposed in this paper.

3.3 Compiling the Test Suite

The test suite represents the set of test cases that are selected to be executed and
evaluated. Simple models, which comprise only a few nodes with some alternate
paths, already provide a multitude of execution possibilities. Especially, if they
contain nested loops. A test case generation algorithm that derives test cases
from complex business processes typically results in a huge set of test cases.
Even if executed automatically, the execution of each test case consumes time.
Since time is a critical resource within the development process, the size of the
test suite has to be limited without a significant reduction of the test adequacy,
which is challenging. To compile the test suite and limit the set of test cases to
be executed we employ several test coverage criteria:

All Paths Coverage / Transition Coverage Requires to cover all possible execu-
tion paths of the IFD. That implies that each possibility to execute a work-
flow from start to end point is mapped to the IFG. The all paths coverage
criterion is analogue to the transition coverage criterion,

State Coverage Requires that each state of a data object that is involved in a
workflow is reached. This implies that each node that alters the state of a
data object is visited and mapped into the IFG.

Decision Coverage Requires to generate as much test cases as needed so that
each decision is evaluated to true in one test case and false in another test
case.

Condition Coverage Requires that each boolean sub-expression of a decision
evaluates to both true and false. If there is at least one condition that com-
prises several sub-conditions, this coverage criterion generates more test cases
than decision coverage. Otherwise both coverage criteria are congruent.
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Generally, test data needs to be supplied for the automated test execution. In
case that there already is a test database, possibly derived from a live system,
that complies to the data model of the system under test, it is used by the test
framework to supply data to the test case execution. If there is no initial test
database available, the generated data model is used to automatically generate
valid test data into the test database. The process of automated test data genera-
tion is quite challenging as the test data needs to meet a number of requirements
such as correctness of data types, correctness of value range and finally it needs to
be meaningful and close to reality in the context of the domain. The generation
of test data is a quite complex area of research and is beyond the scope of this
paper. However, once the test data has been generated it is supplied to the test
environment in the same way as data from an existing test database.

To integrate the test data with the test cases, eventually forming the test suite,
three problems have to be solved: first, data objects that are part of the nodes
within the IFG have to be linked to a corresponding data record. Second, since
the data objects within the IFG take several states, the data records must be
provided with the state information. Third, the data records need to be mapped
to the input elements of the web page. The links between data objects of the
IFD and their respective data records are established via the data model that
defines the persistence of each data object. The data records are tagged with
the state information as depicted in Table 1. The mapping of data records to
their corresponding input elements of the web page is accomplished via the data
model that preserves the unique identifier of each input element of the web page.

Table 1. Simple Test Data Record Example

State SearchPhraseStr Captcha

created Gustav Mahler
valid Gustav Mahler n34fh7
invalid Gustav Mahler h56d

Table 1 shows a example of a test data record. This data record is used in our
example by the nodes “C1” and “C2” (cf. IFD and IFG). The IFG depicted in Fig.
5 shows that there are six test scenarios for the workflow of borrowing a medium
from a library. Each test scenario starts either with the sequence (C1, C2, M1, . . . )
or (C1, C2, C1, C2, M1, . . . ), depending on the first decision node depicted in Fig.
4. The decision either requires the return to the interaction step that requires to
the enter the search phrase in case of a invalid captcha / search phrase combi-
nation, or leads to the next node. Hence, our test database must reflect this by
providing both a valid and an invalid combination of search phrase and captcha.

3.4 Test Case Execution

The test case execution framework is based on the capture/replay testing tool
web2test that has been designed with special attention to the testing of web
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applications at a functional level. In order to state input data to the application
or interact with UI widgets, the tool identifies the component within the website
and feeds the input data (or events) into the component. To identify compo-
nents, the generation tool stores information about a component for look-up in
the web sites DOM tree. We chose web2test as foundation for our test execution
framework because it features a flexible design, an XML-based test script lan-
guage and modularised test cases. The tool already provides the technical basis
to trigger actions, check the availability of elements within the web site, and a
sophisticated flow control.

The input to the test execution framework are the generated test cases and
the test database. Prior to test case execution the test cases are transformed
into web2test’s XML-based test script format. Since our test case generation
respects the sequence of workflows within the business process, the generated
test cases are ordered compliant to the IFG model. The test cases are executed
sequentially. One test case is based on all previous test cases as they set up
the preconditions. If a test case fails, subsequent test case cannot pass. If a
subsequent test case does not fail, it can be regarded as an indicator for an
errorneous software implementation. Hence the test case execution is continued
through the complete test script despite failing test cases.

Using the example depicted in 4 the first action of the test execution frame-
work is to access the web page that implements the search for a medium to bor-
row. The next step is the execution of the node that requires to enter a search
phrase. The test case contains the information to create a “SearchPhrase” data
object that has to be in state “created” and enter the string to the correspond-
ing input field. The data object is described by the data model that preserves
the link to the test database that contains the corresponding test data record.
The test execution framework utilises the link to the test database to retrieve
the data record and provides the corresponding input element with this data.
The identification of the input element within the web page is accomplished via
the data model that preserves the identification characteristics of that element.
Once all data is supplied, the web page is submitted.

At each step in the execution process that is not a control flow the results
are recorded immediately for evaluation after the testing process is done. This is
motivated by the fact that the evaluation is time-consuming and web applications
may define a short timeout period. The evaluation computes the test verdict.
Therefore, we employ the well-established test verdicts: “pass”, “fail”, which are
the possible results of each test case execution. The verdict “warning” is issued
when a component could not be found with the web site.

4 Discussion

With the variety of web browsers for each operating system, testing web ap-
plications is difficult as the application may behave different when executed
on different systems. Different versions of browsers impose a major challenge on
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automated testing, as they may behave different. Hence, an automated test en-
vironment needs to be provided with different versions of each browser running
on different systems. Capture/replay testing methods are currently regarded
state of the art when testing GUIs. This test method is based on recording
test scripts by capturing a user’s workflow through the application. As of to-
days web applications using HTML/AJAX technologies providing dynamic UI
layout, capture/replay testing tools have proven to be inconvenient. Also, a soft-
ware revision which affects the GUI of the system under test (SUT) requires
a new capturing of the interaction flow. Our approach derives this information
from the GUI model and the business process model. Since it features consistent
automation, the adaption changes must only be applied to the model. Thus, our
approach yields a significant time advantage compared to traditional GUI-based
testing methods. In addition, it goes far beyond GUI testing as it verifies the
support of the business process by the SUT.

In this paper we proposed an approach to business process based testing of web
applications on a high level of abstraction by utilising the web application’s UI
which is designed declaratively by using a graphical modelling tool. Subsequently,
the application is generated using the declarative UI description ready for deploy
to a web server. Using our method from [6], test cases are derived for testing
the web application implementing the business process. This method derives test
cases automatically from business processes using a selected coverage criterion
and uses a test execution engine to run the test cases. The method enables the
creation and execution of the test cases by domain experts and therefore a better
integration into the software engineering process.

The main contribution of this work is an approach with a strong focus on
automation that is capable to derive executable test cases from business pro-
cesses models. This tool supported approach moves the test case creation from a
technical to a functional level of business processes and thus enables the domain
expert to participate in the test case development significantly. The proposed
approach reflects the status quo of our research project “ProBaTe-Web”. The
project and therefore the approach is still work in progress. An number of issues
have been identified as fields for further investigation in our future research.

Currently, our research prototype is only capable to apply the all-paths cov-
erage criterion. The integration of other coverage criteria is a topic for further
research. Here, especially boundary-value tests are considered important in which
critical values (e.g. supplying input values exactly at or very close to threshold
values) for input fields are tested. Another important prospect for future work
is the automatic generation of test data to be supplied to the testing process.
Due to legal restrictions the use of live data from a business system might be
prohibited. Here the manual creation of a small dataset and its automated trans-
formation to a large set of test data is an option. Furthermore, the use of invalid
data might be required as some paths can only be covered when invalid input
is supplied. Hence, the creation of invalid test data is required to ensure a full
path coverage when executing test cases.
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Abstract. Service Engineering has appeared as a paradigm where busi-
nesses can easily collaborate and take advantage of services provided
by other organizations or third-party entities for efficient delivery of
software-solutions. Although the open-ended landscape of service engi-
neering provides high degrees of flexibility, it also leads to extreme diver-
sity in terms of service development environments, service configuration
mechanisms, etc. The number of service variants that arise from such di-
versity can increase tremendously and potentially can be unbounded. In
this paper, we highlight the challenges arising from unbounded variabil-
ity and present a vision of how it may be tamed without compromising
the flexibility afforded by the open-ended nature of service engineering.

Keywords: Unbounded Variability, Service Engineering, Software Prod-
uct Lines.

1 Introduction

We are at the cusp of a paradigm shift in the way enterprises perform their
businesses. Businesses are moving from rigid silo-ed application development
approaches to more flexible business-focused solutions. Collaboration is vital
as these organizations continuously strive for shorter time to market and try to
lower their costs. Service Engineering has appeared as a paradigm where software
functionalities can be provisioned and flexibly composed to implement business
processes [1]. The open-ended paradigm provided by the notion of a services
ecosystem enables organizations to take advantage of services provided by other
organizations or third-party entities for efficient delivery of software-solutions.
Although this open-endedness provides a wide range of flexibility, challenges
such as extreme diversity in service development environments (i.e. target de-
vice, operating systems, etc.), service variations (in terms of configuration and
infrastructure) and stringent non-functional requirements can all hamper the de-
velopment and deployment of software services. Managing these high divergences
is a core issue especially in this large open landscape.
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This heterogeneity leads to the need to support service variations that are
multi-faceted and may occur in different layers of the services stack i.e. busi-
ness process, service, component and operational layers. Cross-organizational
collaboration provides a further dimension of diversity and, hence, complexity
in this context, leading to service providers having to support variations that are
potentially unbounded in number. We define unbounded variability as follows:
“Unbounded variability within a service is the potentially limitless number of
variations or alternatives in its realization and use.” Naturally, not all services
are faced with unbounded variability, however if cross-organizational collabora-
tions become sufficiently complex then the number of potential variations of a
service needed can become infinitely large.

In this paper, we highlight the problem of unbounded variability arising from
both management of services within a single organization and across organiza-
tional boundaries. Section 2 highlights these problems. Section 3 provides in-
sights into a taxonomy of service variability we are developing to analyze the
complexity arising from unbounded variability in a service ecosystem. Finally,
Section 4 outlines our future vision.

2 Complexity Arising from Unbounded Variability

Service-orientation offers an open-ended development model that builds on com-
posability, reuse and integration. Fig. 1 illustrates a typical example of the ser-
vice solution stack adopted by enterprise organizations. At the top level, business
processes define the orchestration and choreography of services exposed in the
service layer. The service layer consists of all the services, which includes atomic
services and composite services that are aligned with specific business function-
alities. The component layer, includes software components and an operational
layer that includes packaged application assets and data models. Each layer con-
tributes to the implementation for realization of a service. The variabilities in
the service ecosystem arise in two dimensions:
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Fig. 1. Variabilities that occur (a) within an enterprise organization providing services
(b) when enterprises collaborate
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Variations within an enterprise (or service provider): Considering the
variations in the business process layer as an example (cf. Fig. 1(a)), enterprise
solution providers usually cater for certain business scenarios for different or-
ganizations. Variations in these business scenarios arise due to diverse business
processes and practices among these organizations. For instance, an enterprise
organization provides an order-to-cash application, which essentially includes ac-
tivities such as ordering, invoicing, delivery and payment. However, variations
would occur when these business processes are implemented in organizations
that are fundamentally different. For example, an order-to-cash process for a
warehouse supplying chemicals (BP1) is different from the one implemented in a
machinery industry (BP2). While the machinery industry buys discrete materials
(e.g. lights, batteries) from suppliers, chemical industry uses materials (e.g. wa-
ter, oxygen) that are delivered and processed in amounts measured in units like
kilograms or liters. Besides the fact that calculations done in the business appli-
cation must be executed in different units, the software components supporting
the whole process must deal with the different handling of these materials. For
this reason, simple variations of the order-to-cash process are not possible. In-
stead, they need to be extended or redeveloped and replaced. These kinds of
variations can occur within different layers of the solution stack as illustrated in
Fig. 1(a).

Variations among enterprises: A range of variations can exist among orga-
nizations. For example, different organizations often use different service stan-
dards (e.g. service level agreements, quality attributes, etc.), service composition
technologies (e.g. BPEL, WSCI), development platforms and data models (e.g.
J2EE Platform, OSGi, ORACLE), communication protocols (e.g. SOAP, HTTP
GET), middleware platforms and policy frameworks. There are also varying lev-
els of service paradigm maturity across these organizations i.e. from full service
paradigm deployment to non-service-oriented systems as well as hybrid systems
that incorporate service and non-service elements. These various dimensions of
variability are non-orthogonal and interact in a complex way across organiza-
tions. Referring to Fig. 1(b), when enterprises A and B collaborate, variabilities
between them are essentially multiplied i.e. variability within enterprises A and
B in addition to compounded variability of both organizations. The complexity
is magnified when there are more organizations and if they have overlapping
functionalities, as the number of service variants can potentially increase expo-
nentially. Additionally, this situation is further amplified by the fact that the
collaborating organizations demand effective integration between the different
layers, which in turn, requires better integration of these variations across layers
or the kinds of devices within a layer.

Given the number of variations in these two dimensions, the variability in a
service ecosystem can potentially be unbounded and therefore, leads to arising
complexity.
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3 Managing Unbounded Variability

The potentially unbounded variability in the service landscape needs to be tamed
and controlled without compromising its flexibility. This is essential as it would
enable systematic reuse of services, control service evolution and provide a sys-
tematic means to deal with the dynamicity of service engineering. A service
variability taxonomy that covers the different dimensions (as in Section 2) will
serve as a guideline which will aid enterprises to have a clear understanding of
the variabilities that may potentially occur. Fig. 2 illustrates some parts of the
taxonomy that we are currently constructing. The taxonomy is according to the
service engineering analysis and design process in [1] . It starts at an abstract
level (i.e. analysis and design), but it is refined within each category. For ease
of discussion, we focus only on the business process and workflow parts of the
taxonomy. These levels are further refined in our detailed taxonomy.

Service-Oriented
Analysis and

Design

Analysis Design

Business Process
Definitions

Work-Flow
Definitions

Service
Definition

Fig. 2. Snippet of the service taxonomy

The taxonomy can offer a means to analyze variability in a services context
and offer a steppingstone towards taming the potential unbounded nature of
these variations. Consider an example of a solution provider who delivers Pro-
duction Control and Monitoring services for chemical and machinery industries.
Although, Production Control and Monitoring is catered for these industries, it
requires non-trivial variation of software services underpinning such processes.
For instance, an interruption of the production process in the machinery indus-
try (e.g. automotive industries), although not being desirable, is manageable (i.e.
the production process simply stops in such a case). However, this is often not
possible for a chemical plant. Running out of appropriate supplies for production
may lead to serious damages in the production facilities. Consequently, enter-
prise services for process control need to be capable of handling waiting lines in
the latter case, while such mechanisms are simply not needed in the former.

Here the fundamental variation arises in the business processes and workflows
(i.e. in terms of workflow input, tasks, turn-around time, legal requirements etc.)
for handling these situations. Variations may also occur at the service level (i.e.
during design) in terms of service definitions e.g. exposed interfaces, integration
with legacy applications, etc. The complexity is further increased by operational
level variabilities where these industries may require that the applications be
developed in different platforms. All the pertinent variabilities presented here
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are covered by our detailed taxonomy, which in turn eases the mapping between
requirements and variabilities. Enterprises will have a solid infrastructure i.e.
knowledge on the types of variations and where they can potentially occur,
that can be utilized in the management of these variabilities. Additionally, the
taxonomy would facilitate enterprises in identification of the set of services that
can be used in multiple contexts and help us understand and future-proof the
complex nature of the service ecosystem.

4 Vision

We envision Service Product Lines as a means to address the range of technical
and business needs of enterprise organizations concerning two key challenges
of managing variabilities in services, and service variation across organizational
boundaries. Software product line engineering techniques (SPLE) [2] have been
shown to be highly effective in managing large sets of variants in conventional
software products and rapidly responding to market needs. SPLE techniques
enable the systematic identification, representation and composition of variations
that occur within software products across a product family. However, the tools
and techniques are designed for a bounded set of variabilities in a specific product
domain [2,3] and not for the open-ended development model advocated by service
engineering. While there are potential to adapt some SPLE techniques to service
engineering [4], a number of fundamental research questions must be answered:

– Can SPLE techniques be evolved and expanded to support the potential
emergence of unbounded variability in a services context?

– How will the fundamental concepts of domain analysis and application en-
gineering from SPLE change when mapped onto the open-ended nature of
services?

– Given the dynamic nature of services and service compositions, how runtime
variability can be anticipated early on and managed in a service engineering
setting?
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Abstract. A big number of concepts have been developed in the past to address 
the traceability of business data throughout business processes. Business 
process monitoring and controlling, business activity monitoring, provenance 
analysis, etc., describe techniques how to capture event-driven data in business 
processes. Nevertheless, current workflow systems only achieve a technical 
integration with some applications and services in the enterprise context, but 
not all of them. Moreover, a common semantic concept in terms of a context 
model is crucial to assess event-driven changes in a model-specific manner. The 
presented work develops an extensible semantic context model for business 
process management and proposes an architecture for integrating event-driven 
changes from various data sources and augmenting these events, in order to 
derive appropriate courses of action. 

Keywords: traceability, business process management, cross-application. 

1   Introduction 

Nowadays business environment is dynamic and ever-changing. Trends such as 
globalization, mergers and acquisition, outsourcing, industry collaborations and 
cooperation all foster a paradigm shift away from a view on IT architectures that is 
focused on a single enterprise towards service-oriented architectures.  

For traditional scenarios of business process management, a number of solutions 
have been developed to monitor data in business processes and to control the system 
by administrating these data. Although service-oriented architectures are capable of 
integrating with various external services and applications in a simple manner (e.g. 
via web services),   common concepts for tracing and managing such data artifacts 
across enterprise borders and applications are missing. Traditionally, only structured 
business processes are considered by workflow engines. Whenever semi-structured or 
ad-hoc processes are concerned, it is hard to trace the data within the workflow 
engine. Approaches that address this problem, such as BPEL4People [1] are already 
integrated with many BPM suites. Nevertheless, many proprietary applications, such 
as personal information management systems, groupware, etc., offer no or only 
limited support for tracing data in processes, that are handled by such systems. 
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In order to leverage insights gained from traceability, changes should be assessed 
according to their impact on business processes and related data. Not only business 
processes themselves, but also associated resources, organizational units, data, etc., 
can be affected by such changes. According to that, any change on workflow artifacts 
such as activities, but also changes on organizational units (e.g. staff decisions) or 
resources (e.g. machine upgrades) should be traced. This enables real-time analysis of 
the impact of such changes. In order to achieve that, a context model for BPM is 
needed, that is capable of describing these relationships. 

This paper will propose a new architecture for integrating BPM solutions with 
external applications and services and will provide a first draft of a semantic context 
model for BPM that takes into account organizational, data and resource aspects. 
Furthermore, we present preliminary results from current research, that demonstrate, 
how external applications can be integrated with workflow engines, and how events 
can be evaluated using the previously defined semantic context model. The paper 
concludes with a summary and an outlook on future research in this area. 

2   Related Work 

In current research one can find many works which are located in the field of 
traceability of processes. The ambiguous field is prevalently coined in many terms. 
The concept of business process intelligence has been accomplished in latest research 
work. It is defined as execution, and tracking of business processes, which is realized 
by business process management systems (BPMS)[3].  

Modern BPM approaches can be seen as an extension to classical workflow 
management systems (WFM) [2] where WFMs are rather used to track the usage of 
process instances and their logged audit trail [4], BPI tries to find correlations in many 
process instances and automatically predict business metrics. Process and data mining 
are common techniques to discover such relationships.  

A problem which arises is that the source of the data, strictly speaking, the data 
representation of the processes and instances just contains the information defined by 
process and workflow managers. Several papers show that  in practical use cases 
processes are defined in a non-formalized way. They are neither explicitly defined by 
an manager nor by the user himself. Thus, attempts to formalize such processes often 
fail, as they do not fully consider process variations and process complexity. 
Therefore, semi-structured and ad-hoc process definitions offer a larger degree of 
freedom for such use cases [5]. As model-based approaches have less information for 
these process types, a context-aware architecture has to be developed that takes into 
account the business process and its context. 

The term of data provenance appears in several research work as an approach to 
analyse where and when data are used and produced throughout a business process. 
Then the data which is already defined in the workflow system but in the end is not 
used through unforseen events which are not covered by any platform. Artifacts as an 
product of a users work  in an ad-hoc process have to be considered. They can be 
created through usual determined workflows but also during not well defined steps in 
the process. A general context model which includes all possible artifacts in an 
business environment has to be exploited [6].  
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Semantic models enable the tracking of data related to a process through the fact 
that an activity can have several relationships. This can be used to infer in the model 
even artifacts which are only slightly affected by process change events. To find 
possible changes in inferred artifacts information entered by the user has to be 
considered to find possible sources of changes.  

The semantic event-driven process chain [7] extends the classical event-driven 
process chain (EPC) [8] by semantic relations. This enables an cross-process based 
view on business scenarios. The SUPER IP Project [9] formalised the semantic EPC 
in the WSML (Web Service Modeling Language) format and introduced a more 
sophisticated definition of artifacts. As the classic EPC, it features not only process 
flow related elements, but also exposes the interrelations with other artifacts, such as 
organizational units, resources, documents, IT systems, etc. 

There exist platforms,which try to track each step made by the user . This includes 
that every application (personal information management systems, browsers, data 
repositiories, enterprise resource planning systems, etc.) is monitored by the platform. 
In the approach from Plale, B. et. al [10] service wrappers are utilized to keep track of 
each used application. The wrapper catches events and extracts the information by the 
user and forwards the found context information to a workflow system which has to 
decide if the data is relevant to a process executed by the user.  

As the following table indicates, none of these approaches allows for an integrated 
management of the processes, a full traceability of all process-related artifacts and a 
consideration of impact analysis and event-driven, context aware recommendations: 

Table 1. Comparison of related approaches 

System 
Trace 
 Information 

BPM WFM BPI Data 
Provenance 

sEPC / 
SUPER IP 

Process Data • •   • 
Workflow 
Management 

• •    

Cross-Process 
View 

  • • • 

Related Artifacts   •  • 
De-centralised 
Information 
Gathering 

   •  

Context-Aware 
Recommendation 

  •   

Impact Analysis   •  • 

3   Towards a Semantic Context Model for BPM 

Leveraging semantic modeling languages to represent business processes has been a 
topic of research for years. A common problem in semantic research is that there 
exists a large number of different ontologies. With the hereby described approach we 
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do not want to introduce another taxonomy but try to build a wrapper ontology where 
other ones could be easily attached. As an initial point we will use the semantic event-
driven process chain, and extend it with workflow elements from the SUPER IP 
project and describe how process relevant data from several sources could be detected 
and exploited. 
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Fig. 1. The semantic EPC-based context model for an order process 

The model represents EPCs on the instance layer. Furthermore, EPCs and 
associated functions can be connected to other business processes and workflow 
elements on instance and class layer. This enables a linked view on all related 
processes and artifacts. In the case of an incoming event the interlinked artifacts could 
be easily found through reasoning in the context model. To get more conceptual 
information the model should be extended by other business relevant ontologies. 

E.g., rejections have to be re-formulated, as the old versions caused several law 
suits against the company. The semantic context model can be used to determine the 
affected processes (e.g. the above shown order process). Thus, all processes can be 
determined and employees can be proactively informed to use the new templates for 
the rejection letters. Another example could be organization units that are attached to 
certain functions. If the person that is a process owner has changed, the impact of that 
change can be automatically evaluated in real-time, when statistics are collected 
according to the semantic context model. 
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Fig. 2. Example for interlinking the semantic context model with BMO 

We can easily attach existing ontologies by using the pre-defined hierarchical 
relations from the Web Ontology Language (OWL)[11] to specify subclass relations 
to our existing top-level ontology. In this example we attach the Open Source 
Business Management Ontology (BMO) [12] by declaring that Document is a  
sub class element of Information Resource.  Another possibility is to define  
new properties like the similarTo relation which describes the relation between 
similar classes. In this example we connect Organization from the top-level 
ontology to organization from the BMO. A new Document instance can have a 
DocumentPublicationStatus Information. Later while trying to trace back 
information to that specific instance the relation documentStatus is automatically 
considered. Rule patterns can be automatically applied to that property or any other 
defined property from different ontologies. Rules like “Show related artifacts with a 
distance of one” would show a status artifact, if defined. 

Adding several ontologies also helps the user to add information to business 
artifacts. While the user is creating a new artifact, the system could recommend 
related artifacts such as DocumentPublicationStatus or DocumentAuthor from the 
ontology to gain more information about the artifact context.   
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4   Architecture Proposal for Cross-Application Traceability in BPM 

As stated before, enterprise IT landscapes have a vast number of applications and data 
sources that need to be integrated. Especially well-structured processes are well-
supported by contemporary BPM suites. However, although approaches for human-
centric workflows exist [1], they do not provide means to semantically link data 
semantically that are mapped between IT systems. 

The following figure shows a sketch of an architecture proposal, that incorporates 
the semantic context model as designed in the previous section, and associates it with 
different applications in the enterprise’s IT landscape. 

 

Fig. 3. Architecture proposal for traceability in business processes 

Basically, any kind of transaction is being forwarded to the event layer in the 
backend, which has access to the semantic context model. For that purpose, events 
can be either thrown from the backend (workflow engine) and applications or other 
interactions in the frontend. Each of the frontend interactions is wrapped by a client 
application that forwards this event information to the backend. 

The backend provides the client application with necessary information about 
extraction mechanisms and monitoring rules for the respective application or 
filesystem. The client application itself or respective application plug-ins for certain 
applications monitor the changes on artifacts in a business process and forward the 
information to the event layer. A specific context API defines which information can 
be submitted about an occurring artifact change. This information includes: 
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− Change ID: The unique ID of the given change action 
− Artifact ID: The ID of the artifact, that is being changed1 
− Artifact type ID: The ID of the artifact type, that is being changed2 
− Artifact revision: The current revision of the artifact after the change 
− Origin: The application / user that is triggering the given change 
− Modification date: Timestamp, that indicates the time of change 

The backend interprets these event information in the context reasoning layer, 
facilitating the information of the semantic context model. Relations of the observed 
artifact are analyzed to find related information through the properties connecting 
them. Defined rules trigger new events, which could lead to notification of users, 
start/stop processes in the workflow engine or deploy new process derived from the 
new circumstance to the workflow engine. All following changes caused by the event 
or related artifacts, are saved in a database and can therefore be traced back to their 
initial version. This also enables tracebility in the model layer, as classes and 
properties are artifacts as well. The information, which changes happened at a certain 
point of time can be displayed. Moreover, it can be shown, which artifact has been 
involved in the change including its version at the time of change.  Changes might be 
conflicting or need approval, moreover dependencies can be discovered, in order to 
determine subsequent changes or other actions (e.g. if a payment process changes). 
Depending on the discovered implications, several types of content can be sent to the 
frontend. Additional information to help users advance with this process step can be 
presented, such as information about automatically propagated changes (e.g. that have 
been executed within the workflow engine) or possible, uncertain pending changes 
that need user approval (i.e. such cases that cannot be determined on a model level). 
[13] gives a more thorough explanation, what kind of assistance can be provided by 
the semantic context model infrastructure. 

Backend applications such as enterprise resource planning systems, document 
management systems, etc., can either be orchestrated by means of the workflow 
engine (for structured processes) or by respective client applications in the frontend 
(for semi-structured and ad-hoc processes) as described above. In this aspect, the 
presented approach differs from wrapper and plugin approaches, as it does not only 
encapsulate functionalities of underlying systems, but also enables context-driven 
propagation of work-relevant events. By that means, the traceability features also 
deliver some kind of decision support by providing the application user with 
information, that are not transparent from a single application’s perspective. E.g., if an 
event occurs, that demands human intervention; this step is recognized in the semantic 
context layer. Then the context layer identifies the respective user, and forwards the 
relevant information to his email application. 

As the approach covers a single backend application and several client applications, 
it supports a distributed environment in a single organization. In general, the approach 
can be applied to collaborative scenarios for several organizations. In that case, either a 
common semantic context model should exist, or ontology matching mechanisms [14] 

                                                           
1  Please note, that an artifact can also be an artifact type. E.g. a change in a specific order 

process could occur, or even a change to the process model itself. 
2  This parameter is optional and only needed, when the type of an artifact changes. 
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can be used to determine incoming, semantically annotated events and identify their 
representations in the organization’s own semantic context model. 

5   Conclusion and Outlook 

This paper has presented an approach for a semantic context model of BPM, that is 
extensible and that can be reasoned throughout runtime. Moreover, an architecture 
draft has been developed, that allows traceability support for both structured and 
semi-structured business processes. The semantic context model is following a multi-
dimensional approach for describing business processes and their context using event-
driven process chains. Although ad-hoc processes do not expose a modeled structure 
for the process flow itself, they include model relationships for work artifacts, such as 
documents, data, events, etc. that are linked to a specific ad-hoc process. By that 
means, the traceability approach shown in this paper even goes beyond pure process 
flow related issues and can also take into account structural dependencies in the data 
models or resource models. 

For future work, the limitations of EPCs such as error handling, concurrency, etc. 
should be considered to refine the existing design for the context model. Moreover, 
mechanisms should be developed, that enable the (semi-)automatic creation of a 
semantic context model from legacy data sources and applications. Although the 
concepts have been prototypically been implemented, they need to be evaluated and 
validated in real-life business scenarios. 

Overall, model-based traceability for all artifacts in the semantic context of 
business processes can enable better transparency for data in business processes 
across applications, help to identify helpful, related materials in real-time and can 
determine the impacts of changes when they occur. 
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Abstract. This paper argues that an explicit account of rationale is essential for 
the effective management and evolution of semi-structured processes. Our 
approach is based on a view of semi-structured process models as unfinished 
products whose design is implicitly completed through their execution by 
process model users. The resulting refinements and modifications of the process 
models are instances of user-driven design innovation. Our framework shows 
how rationale can explain a user’s individual execution decisions, as a basis for 
process modelers to improve the original process specifications. We propose 
and illustrate the ontological foundations of a modeling approach. 

Keywords: Semi-structured processes; rationale; function-behavior-structure. 

1   Introduction 

In semi-structured processes, not all process information is fixed or known at design 
time [1]. Traditional approaches to business process management (BPM) are poorly 
suited for this class of processes, because of their underlying assumption that all tasks, 
roles and artifacts in a process are fixed and well defined prior to execution. Their 
applicability is often restricted to specifying high-level process models, and supplying 
organizational and IT infrastructures that allow for fast response to changing process 
environments. The expertise required for “filling in the blanks” and adapting the 
process to the situation at hand resides in the human users of the process models. 
Explicitly capturing the assumptions that underpin the users’ execution choices may 
be a basis for a more effective management of these processes. 

This paper explores this issue by adopting a design stance. An inherent characteristic 
of designing is that it generates the structure of “things” based on knowledge about their 
usefulness and applicability in specific environments. Representations of this 
knowledge as goals and assumptions that explain individual design decisions are 
referred to as design rationale [2]. Rationale may relate to any kind of design, including 
the design of process models and process executions. For example, the rationale 
associated with the decision to use a standard spreadsheet application for data analysis 
may include the goals of transparency and reproducibility (because, unlike traditional, 
non-programmable calculators, spreadsheets enforce the capture of all mathematical 
operations), and cost considerations (as standard applications are usually cheaper to 
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acquire than most specialized applications). This paper presents the role of rationale in 
managing semi-structured processes and proposes the ontological foundations of a 
modeling approach. 

2   Process Model Use as Process Design 

Semi-structured processes can be viewed as unfinished products, whose design is 
implicitly completed by their users as they execute them. There are a number of 
examples in other domains where the use of designed objects includes design 
activities. For example, mass-customized products defer some design or configuration 
decisions to their users [3]. Most physical materials are designed for being used in the 
design of other objects. For example, certain fibers may be used in the design of 
certain textiles, which in turn may be used in the design of certain pieces of clothing, 
and so on [4]. The same applies to virtual materials such as software libraries, which 
are designed so that programmers can use them for their own software designs. In 
case of open-source software, the intended use includes activities of re-designing the 
software itself. Software is particularly well suited for being used for re-designing, as 
modifications are generally less costly than for physical objects [5]. 

Many processes in the domains of business and science can be seen as virtual 
objects, similar to software. Models of these processes are used for designing actions 
resulting in a “real” (or executed) process. This idea follows Simon’s [6] broad claim 
that “everyone designs who devises a course of action aimed at changing existing 
situations into preferred ones”. When the course of actions (i.e., the executed process) 
is represented through a process model (e.g., using process mining), that model may 
or may not be consistent with the original process model. In case of the latter, one 
may interpret the model of the executed process as a re-designed process. 

The extent to which a process model constrains the (design) actions of its users 
varies with the level of detail provided by the process model and with the 
enforcement mechanisms prevailing in the social or organizational context. Models of 
semi-structured processes are intended to allow a certain amount of “design freedom” 
[7] through their coarse-grained description of process elements and the expectation 
that some ad-hoc refinements and changes will be tolerated. Recent work on 
modeling goals and context of processes and process fragments [8, 9, 10] can be used 
to enhance user guidance and compliance by constraining possible design actions. 

Providing process model users with constraints and then monitoring the resulting 
process execution can be used for achieving sufficiently controlled process flexibility. 
On the other hand, this approach cannot support reasoning about the relative benefits 
and drawbacks of alternative process structures beyond the pre-specified goals and 
constraints. This is because the user is viewed as a “black box”, and the rationale for 
the user’s decisions must be inferred from the executed process due to the lack of 
explicit representation of that rationale. As a result, this approach may be suitable for 
controlling compliance but is not appropriate for swiftly improving process structures 
in response to problems, opportunities, or new knowledge gained from previous 
process executions. There is a need for continuous interaction between designers and 
users of semi-structured process models that includes their rationale. 
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3   Rationale of User-Driven Process Innovation 

Using semi-structured process models can be viewed as an instance of user-driven 
innovation. An existing framework of design innovation [11] includes this notion by 
explicitly representing bi-directional interactions between producers (i.e., designers) 
and adopters (i.e., users) of designed objects. Figure 1 shows a specialization of this 
framework for semi-structured processes as the objects of design innovation. 
Producers and adopters can interact directly, and indirectly via a use environment that 
includes modeled and executed processes. Processes are assumed to comprise any 
combination of control-flow, data-flow and organizational aspects [12, 1]. 

 

Fig. 1. Producers and adopters of process models, and their interactions 

Producers specify process models, provide process constraints, and monitor the 
execution of the resulting processes. Adopters interpret the specified process models, 
realize (i.e., execute) them, and provide process rationale to producers. Both 
producers and adopters interact based on their individual expertise and strategies that 
change over time as they learn from their interactions. This, in turn, affects the kinds 
of information represented in the process models, the constraints and the rationale. 

Rationale provides a basis for analyzing an adopter’s assumptions and reasoning 
that can explain any refinements or changes of the original process model. It 
addresses an important aspect of provenance that is often neglected in the process 
domain, viz. the “why” of particular execution choices [13]. The insights gained from 
rationale can be used in two ways. First, producers can identify misinterpretations and 
eliminate them through clarified or more complete models of the process structure 
and constraints. Second, producers can recognize potential process improvements or 
pitfalls, and respond to them by changing the original process models and constraints. 

If BPM tools are to be made more effective for semi-structured processes, they 
should support the capture and exchange of rationale between adopters and producers. 

4   Modeling Rationale 

The function-behavior-structure (FBS) ontology [14, 15] represents design objects 
irrespectively of the particular domain of designing. 
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Function (F) is defined as an object’s teleology (“what the object is for”). It is the 
usefulness ascribed to the object. Typical functions of processes include process goals 
(e.g., “to generate purchase orders”) and quality goals (e.g., “efficiency”). 

Behavior (B) is defined as the attributes that can be derived from the object’s 
structure and its interactions with the environment. Behavior provides measurable 
criteria for evaluating and selecting different structures based on their applicability in 
different contexts. Process behaviors often relate to accuracy, speed and cost. 

Structure (S) is defined as an object’s components and their relationships. The 
structure of processes comprises their interconnected inputs, transformations 
(including resources and sub-processes) and outputs. 

The FBS ontology supports all the interactions shown in Figure 1. The notion of 
structure captures the various elements of modeled and executed processes (e.g., tasks, 
resources and data), and the notions of function and behavior capture the producer’s 
constraints as well as the adopter’s rationale for decisions on structure [2, 16]. Such a 
uniform representation of all interactions makes explicit the relationships between the 
modeled and the executed process structure, and between the producer’s constraints 
and the adopter’s rationale. Adopters can use these relationships to choose those  
parts of their rationale that are of most interest to a producer. With respect to a given 
set of constraints, rationale can represent (1) subsumptions (i.e., same or similar 
behavior values), (2) improvements (i.e., significantly “better” behavior values), or (3) 
expansions (i.e., additional classes of behavior or function). Those parts of a rationale 
that are subsumptions of (i.e., that are subsumed by) constraints are usually of little 
value, unless suspected misinterpretations need to be addressed. Improvements and 
expansions, however, are most relevant and should be made available to producers  
so that they can adapt their specifications for more effective or efficient process 
executions in the future. 

Typical examples of semi-structured processes are software development models, 
as they can be pre-defined only on a high level. Figure 2 shows the structure of such a 
process, specified by a producer in BPMN. Constraints are included via an annotation 
that specifies overall functions and behaviors required of the process. 

 

Fig. 2. A process model with annotated constraints, specified by a producer 
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Figure 3 shows a model of an executed process structure and the rationale 
associated (via annotations) with those process parts that the adopter has modified. 
The rationale includes a significant behavior improvement (“total time” from 10 days 
to 7 days), achieved by tightly coupling the generate-and-test activities rather than 
executing them in sequence. The executed process also introduces a “firefighting” 
activity (“Deploy Additional Developers”) that aims to prevent development delays. It 
expands the original constraints by introducing a new behavior (“on-schedule rate”) 
and a new function (“reliability”). 

 

Fig. 3. A model of an executed process with annotated rationale, described by an adopter 

The producer is now in a position to analyze the reasoning that led to the adopter’s 
process changes, and to consider whether to modify the original process specifications 
either to formally integrate these changes or to prevent them from being introduced by 
future process executions. In both cases, the producer’s decision can take account of 
assumptions of usefulness and applicability, both of which are included in the 
adopter’s rationale. 

5   Conclusion 

Semi-structured processes differ from fully-structured ones in that they tolerate and 
encourage flexible execution decisions that may refine or deviate from the specified 
process model. This relaxes the burden of having to specify a detailed and complete 
process structure. However, it also creates a stronger need for explicitly representing 
process function and behavior to more effectively manage process execution. These 
notions capture the usefulness and applicability of different process structures. They 
can be used for specifying constraints with which the executed process needs to 
comply. Their use as rationale allows associating individual execution decisions with 
underlying assumptions. The uniform ontological representation of both constraints 
and rationale allows directly relating different assumptions about the process. This is 
essential for adapting interactions between producers and adopters, and thus for 
evolving the process structure according to changes in the environment. 
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The nature of our approach is conceptual. While we have illustrated it using BPMN 
models with annotations that are structured according to the FBS ontology, we do not 
intend to limit its use to any specific notation. Its “adoption” in practice will require 
well-defined annotation schemas and domain vocabulary to unambiguously represent, 
capture and exchange rationale between process stakeholders. Methods need to be 
developed for eliciting the rationale that is most relevant and appropriate in specific 
contexts (e.g., considering privacy concerns), and for automated analysis and 
comparison of rationale and constraints. 
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Abstract. The goal of our work is to examine the utility of predic-
tive analytics for case-oriented semi-structured business processes. As a
first step towards this goal, this paper describes an approach to lever-
age case history to predict outcomes at decision points in case-oriented
semi-structured processes, and examine how the contents of documents
at these decision points influence their outcomes. We apply an ant-colony
optimization (ACO) based algorithm to create a probabilistic activity
graph from traces, and use it to identify key decision points in a given pro-
cess. For each activity node that represents a decision point in the mined
probabilistic graph, the likelihood of different outcomes from the node
can be correlated with the contents of documents accessed by the activity
node. This is achieved by using a standard decision tree learning algo-
rithm. We validate our approach on correlated case instance traces gener-
ated by a simulator that we constructed to implement non-deterministic
executions of an automobile insurance claims scenario. In practice we
find that our approach can lead to useful predictions at different stages
of execution in a semi-structured case oriented process.

Keywords: Semi-structured business processes, case-oriented, decision
tree, Ant Colony Optimization, predictions.

1 Introduction

Semi-structured processes are emerging at a rapid pace in industries such as
government, insurance, banking and healthcare. These business or scientific pro-
cesses depart from the traditional kind of structured and sequential predefined
processes. Their lifecycle is not fully driven by a formal process model. While
an informal description of the process may be available in the form of a pro-
cess graph, flow chart or an abstract state diagram, the execution of a semi-
structured process is not completely controlled by a central entity (such as a
workflow engine). Case oriented processes are an example of semi-structured
business processes. Newly emerging markets as well as increased access to elec-
tronic case files have helped to drive market interest in commercially available
content management solutions to manage case oriented processes [14,17].

Traditional business process management system (BPMS) products do not
support case handling well and lack the requisite capabilities to coordinate this
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more complex use case [6]. Business process management systems typically in-
clude restrictions such as rigid control flow and context tunneling. Context tun-
neling refers to the phenomena in workflow management systems where only
data needed to execute a particular activity is visible to respective actors but
not other workflow data. These restrictions allow BPMS to make processes trans-
parent and reproducible and provide the means for intricate mining of activities
and process related information. Case handling systems aim for greater flexibil-
ity by avoiding such restrictions. Usually case handling systems present all data
about a case at any time to a user who has relevant access privileges to that
data. Furthermore, case management workflows are non-deterministic, meaning
that they have one or more points where different continuations are possible.
They are driven more by human decision making and content status than by
other factors.

Given the document-driven nature of case executions, it would be particu-
larly useful to provide business users with some insight into how the contents of
the documents (E.g. case files containing customer order details) they currently
have access to in a case management system affect the outcome (E.g. future
activities) of the activity they are currently involved in. This paper describes
an algorithm to make predictions to case workers and managers of case-oriented
semi-structured processes. We leverage case history to understand the likeli-
hood of different outcomes at specific points in a cases execution, and how the
contents of documents influence the decisions made at these points. The empha-
sis of our work is on applying probabilistic and learning techniques to develop
an algorithm for conducting analytics on case history data. This has given us
some preliminary understanding of the utility of this approach. We assume that
a provenance-based system [8] collects case history from diverse sources and
provides us with integrated, correlated traces where each trace represents the
end-to-end execution of a single case including contents of documents accessed
or modified or written by each activity in the trace. Our work includes the fol-
lowing main contributions:

1. ACO-based probabilistic graph. Since the lifecycle of semi-structured
processes is not fully driven by a formal process model, we mine a probabilis-
tic graph from case execution data rather than settling on mining a formal
process model. By applying Ant-colony optimization (ACO) techniques we
construct a probabilistic graph from traces that represent correlated case
history data. In Section 3 we describe the details of how we construct this
graph and its advantages and limitations.

2. Document content and activity correlation for prediction. By ap-
plying a decision tree learning algorithm we can compute the correlation
between the content of documents accessed by an activity and the execution
of one of its subsequent (or downstream) activities in a semi-structured case
oriented process, and use this to predict the outcome of an activity instance
based on the contents of the documents it has access to. In Section 4 we
describe the details of this algorithm. We use the probabilistic graph gener-
ated in step 1 to automatically determine the decision points (i.e. activities
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where decisions are made) in a case management scenario, and use the de-
cision tree algorithm described in step 2 to learn the circumstances under
which document contents accessed by a particular decision point would lead
to different outcomes. We validate our approach on correlated case instance
traces generated by a simulator (Section 5) that we constructed to imple-
ment non-deterministic executions of an automobile insurance claims sce-
nario. The scenario is derived from typical insurance industry practices [13].
In section 6 we discuss how the application of our proposed algorithms on
automobile insurance case traces generated by the simulator can lead to
meaningful predictions for a business user.

2 Related Work

Although formal business process modeling and mining are heavily researched ar-
eas [2], the analysis of semi-structured business processes, particularly case man-
agement, has received limited attention thus far. Van der Aalst et al. propose
case handling as a new paradigm for supporting flexible, knowledge-intensive
semi-structured business processes [3]. Using a case perspective they also ex-
amine the application of process mining for an industrial application, namely
invoices sent by subcontractors for the Dutch national public works depart-
ment [1]. Most relevant to our work is how they examined possible correlations
between the practical processing of a case and properties directly linked to a
case. They specifically tried to answer the question of whether there is a re-
lationship between the time that an invoice is being paid, and the amount of
money involved in the invoice. Using the SPSS Answer Tree tool (that conducts
classification of large amounts of data) they found that multiple executions of
specific activities contributed to the late processing of invoices. Our work is dis-
tinct from this work because we attempt to automate the task of determining the
decision points in a semi-structured process, and we focus on a general approach
to determine the impact of document contents on the outcomes of an activity
rather than answering specific predetermined questions. There has been exten-
sive research activity on using machine learning techniques for process mining.
Herbst presents a machine learning approach for sequential workflow induction
and concurrent workflows [11,12]. Cook and Wolf use the concept of Markov
models to find the most probable event sequence productions, and algorithmi-
cally convert these probabilities into states and state transitions [7]. Nakatumba
et al. explore the impact of workload on service times using historic data and
regression analysis [16]. Serebrenik et al. use logs to derive information about
ongoing processes such as statistical models expressing (pairwise) correlations
between services (or activities) [21]. Silva et al. describe a learning algorithm
to learn an acyclic workflow model from execution logs [20]. Beginning from a
process model, Rozinat et al. explore how data attributes influence the choices
made in a process based on past process executions [19]. They explore in detail
many of the broadly scoped ideas presented by Grigori et al. [10] who develop
a set of process analysis tools for managing process execution quality. While



Predictive Analytics for Semi-structured Case Oriented Business Processes 643

we use the same decision tree learning algorithm in our work as Rozinat et al.,
there are some important differences between our contributions. While Rozinat
et al. assume that a process model is available, we focus on a probabilistic graph
mined from case execution trace data and use it to determine which decision
points to explore for the purposes of learning a decision tree. Rozinat et al.
focus on how to effectively achieve decision point analysis in the presence of du-
plicate and invisible activities in the process model whereas this is not the focus
of our paper. Furthermore, in case oriented semi-structured process scenarios,
conducting decision tree analysis on a mined process model may not be opti-
mal if case executions are non-deterministic and data-driven, and consequently
highly disparate. In such situations no single process model may correctly cap-
ture the behavior of the semi-structured process, and it may be inefficient to
keep re-computing a process model to correctly represent the mined data. Fi-
nally, the goal of our work is to automatically conduct decision tree analysis in
order to provide predictive recommendations to a business user that are easy
to understand. Eventually we would like to feed the predictions generated by
our algorithm to case workers and managers in a manner similar to the way in
which the self-adjusting recommender system created by Dorn et al. [9] provides
context sensitive process recommendations. As a consequence our experimental
analysis is targeted towards this goal, and we deliberately choose an industry
derived scenario to validate our work. On the other hand Rozinat et al. allow the
user to orchestrate the decision tree analysis by hand selecting decision points,
making the assumption that the user has sufficient technical knowledge to ac-
complish this.

3 Probabilistic Graph Obtained by Application of Ant
Colony Optimization Algorithm on Trace Data

ACO-based algorithms have been applied to stochastic time varying problems
such as routing in telecommunications networks [5] and distributed operator
placement for stream processing systems [15]. These algorithms are well known
for their dynamic, incremental and adaptive qualities. Since case executions are
not usually driven by a formal process model, and are non-deterministic, driven
by humans, and document contents, we choose to apply ACO to obtain a prob-
abilistic graph that can provide decision points rather than continually mining
a formal process model from case oriented process data in order to achieve the
same goal. By periodically decaying probabilities, ACO ensures that transitions
that did not execute recently in the case scenario have a lower probability in the
mined probabilistic graph. Furthermore ACO updates an existing probabilistic
model, whereas process mining algorithms do not have a way to dynamically
and automatically update an existing process model. Some recent process min-
ing algorithms require explicit change logs [4] to compute changes to a process
model.

We can model each process definition using a directed graph, G(V, E), in which
the nodes, V , of the graph are activities in a semi-structured case oriented process
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and edges, E, indicate control flow dependencies between activities. Each vertex
in the graph has a set of neighbors, N(V ). Vertex v maintains a transition vector
that maps each neighbor vertex k into a probability φk

v of choosing neighbor k
as the next hop to visit from v. Since these are probabilities,

∑
k∈N(v) φk

v = 1.
φv represents the transition vector at vertex v, which contains the transition
probabilities from v to all of v’s neighbors in N(v). We use pheromone update
rules from Ant Colony Optimization [5,16] to update the transition vector prob-
abilities. Each time an edge ev,k is detected in a process trace file, we update
φk

v which represents the probability of arriving at k as the next hop from vertex
v. The transition vector at vertex v is updated by incrementing the probability
associated with neighbor node k, and decreasing (by normalization) the proba-
bilities φs

v associated with other neighbor nodes s, such that s �= k. The update
procedure modifies the probabilities of the various paths using a reinforcement
signal r, where r ∈ [0, 1] . The transition vector value at time t is increased by
the reinforcement value at time t + 1 as follows:

Φk
v(t + 1) = Φk

v(t) + r.(1 − Φk
v(t)) (1)

Thus the probability is increased by a value proportional to the reinforcement
received, and to the previous value of the node probability. Given the same
reinforcement, small probability values are increased proportionally more than
big probability values. The probability φq

v is decayed for all neighbor nodes
where q ∈ N(v), and q �= v. The decay function helps to eliminate edges (and
consequently nodes) in G that cease to be present in the process execution traces
and are thus indicative of changes in the process model. These |N(v)| − 1 nodes
receive a negative reinforcement by normalization. Normalization is necessary to
ensure that the sum of probabilities for a given pheromone vector is 1.

Φq
v(t + 1) = Φq

v(t).(1 − r), q �= k . (2)

While a probabilistic graph representation of the underlying process is useful
for our purposes, it also has some limitations. Firstly we find that a proba-
bilistic graph may generate a case execution sequence that is not reflected in
any of the traces parsed to generate the graph. Secondly a probabilistic graph
does not retain information about parallelism detected in execution traces. Any
probabilistic graph mined from process data assumes that all points where con-
trol flow splits in the data are exclusive ORs, because constructing that kind of
graph does not retain information about parallelism. (Modeling only exclusive
OR type decisions in our auto insurance scenario suffices for the purpose of this
paper since the goal of this paper is to explore the circumstances under which
control flow is guided by document contents.) We intend to develop heuristics
to address these limitations in future work.

4 Learning Decision Trees for Choices Obtained by ACO

A decision point corresponds to a place in an execution sequence where the
process splits into alternative branches. Having automatically identified decision
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points through ACO, we want to investigate how document contents impact this
decision and whether this can help to predict different types of outcomes in the
case. The idea is to convert every decision point into a classification problem.
As training examples we can use the case instances in the log. The attributes to
be analyzed are case attributes contained in the log such as numerical values in
documents accessible at an activity (E.g. car value, damage estimate). A training
example for a decision point, d, contains data from n traces, where n in our case is
on the order of thousands of traces. For each trace, a training example for decision
point d contains the attribute values available at the decision point, as well as
the outcome of the decision point. For further details on formulating a decision
tree problem from process execution history we refer the reader to [18,19,22].

5 Implementation

In order to investigate our proposed algorithm we have designed an automo-
bile insurance claims scenario and implemented it in a simulator. Our scenario
is in accordance with typical insurance industry practices [13]. The scenario
has been simplified for the sake of achieving clarity in our experiments and re-
sults. This scenario factors the process into actions taken by a customer-service
representative (CSR), a claim-handler (CH), an adjustor (ADJ), an automobile-
repair shop (ARS), and the police department (PD). The roles of the CSR and
PD are restricted to a single action each. Fig. 1 shows a Visio diagram of the
auto-insurance claims scenario that we implemented. Notice that the diagram
presented is not a process model but rather something similar to what case
workers may sketch as their conception of how cases may be handled by their
organization. Since we are targeting semi-structured case oriented processes, we
deliberately did not begin with a formal process model.

In order to simulate a realistic semi-structured case oriented process, we in-
troduced the following stochastic variations in the simulator:

1. Document content driven decision making. Alternate paths, such as
“Repair the car” or not, are taken depending on the values of one or more
document contents, such as the “car value,” “damage estimate amount,”
“age of car,” etc.

2. Human decision making. Actors in the simulator have properties modeled
as probabilities, such as the Claim Handlers probability of overestimating the
car value.

3. Invalid deviations. Activity outcomes may deviate from expected behav-
ior. For instance the notify state activity is typically executed when the dollar
amount in the payment document is greater than a threshold (in accordance
with typical state laws). However, due to deviations that we introduce in the
simulator, the state may sometimes not be notified, even when the payment
document dollar amount exceeds the threshold.

The automobile insurance claims scenario is modeled as a semi-structured case
oriented process and implemented in Java. At each step of the scenario, XML
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Fig. 1. Automobile insurance claims scenario (Visio diagram)

strings are output, so that at the completion of each end-to-end case instance, a
complete valid XML document is produced. These XML documents are parsed
and analyzed by our analytics tool that implements our ACO-based algorithm.
The simulator is written in Eclipse as an RCP application, and provides a com-
plete small development environment in which one can configure and run sim-
ulations of the automobile insurance scenario and view individual traces. We
examine the “completed” status logged by activities in a trace to determine their
control flow dependency. We can generate 2000 simulator traces in a few seconds.
We implemented the ACO algorithm in Java and used a constant reinforcement
parameter in all experiments. The time complexity to build a probabilistic graph
using ACO is O(ma2), where m is the number of traces, and a is the number
of activities. In practice it typically takes 6.56 seconds to read and parse 2000
traces on an IBM T60 machine with 2 GB RAM, and processor T2600 @ 2.16
GHz, and it takes typically 0.53 seconds to build a probabilistic model using
ACO from these traces where a < 20. We use the implementation of the de-
cision tree algorithm J48 provided by the Weka software library [22] which is
an implementation of the C4.5 decision tree learning algorithm [18]. The time
complexity of the C4.5 learning algorithm is O(mn2), where m is the number
of traces, and n is the number of attributes in the documents in each trace. In
our experiments, the number of attributes is typically small (n < 10), and m is
roughly 2000. In practice the learning time is quite small (< 2 seconds).
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Fig. 2 shows the result of applying ACO on 2000 traces of the simulator for
one of many sets of parameter-values we used. We conducted an experiment in
which we compared the results of applying ACO to three sets of 2000 traces
where each set involves the simulator being configured with different settings.
We found that the three resulting ACO graphs had very different sets of mined
activities, and while the sets overlapped they were not identical. This validates
our intention of making the simulator model a non-deterministic case oriented
process. It should be noted that the probabilistic graph in Fig. 2 includes paths
not reachable in the flow of the process in Fig. 1, and in general is not guaranteed
to exclude all unreachable paths. This is a limitation of our current work, and
due to space limitations we defer a detailed discussion to future work.

Fig. 2. A probabilistic graph of the automobile insurance claims scenario

6 Results

The goal of our experimental analysis is to evaluate the effectiveness of learning
decision trees for a decision point provided by the probabilistic graph. In par-
ticular we examine the effectiveness of the decision tree in predicting different
outcomes based on document contents.

Predicting immediate one hop outcomes. The ACO-based probabilistic
graph in Fig. 2 indicates that the case has three main decision points. We ex-
amined the carShouldBeTotaled decision point because it has three immediate
potential outcomes. In particular we examined how we could use the document
contents accessed by carShouldBeTotaled to predict under what circumstances
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(i.e. document content values) a case leads to sendRepairRequest and under what
circumstances (i.e. document content values) a case leads to approveAdditional-
Repairs. In order to formulate the decision problem we examine the values of the
document content variables (six attributes in this scenario) that are accessible to
carShouldBeTotaled. Fig. 3 shows the decision tree (obtained with 80% predic-
tion accuracy) learned by the C4.5 algorithm for predicting sendRepairRequest
where we restricted the parameter minNumObj of the Weka library to 100. min-
NumObj refers to the minimum number of traces classified by a given leaf node
of the decision tree. A large value of minNumObj corresponds to the aggregation
of more cases per leaf node, and thus a simpler decision tree. The actual cal-
culation in the simulator code for sendRepairRequest is “if the total estimated
damage is less than the current computed value of the car, go to sendRepair-
Request.” However, since (A) the current computed value of the car depends on
the make/model (and varies a great deal in a way that would look random) and
also on the age of the car (in a way that would work well with a classifier sys-
tem), and (B) the total-estimated-damage increases with the damage-area-size,
it makes sense that the decision tree depends on CarInfo.getAge() and the Po-
liceAccidentReport.getDamageAreaSize(). We found the decision tree learned for
predicting approveAdditionalRepairs based on the document contents accessed
at carShouldBeTotaled to be similarly meaningful. We did not find it necessary
to compute a decision tree for sendPayment from carShouldBeTotaled because
the probabilistic graph indicates that sendPayment always executes after ap-
proveAdditionalRepairs and because we have already learned the decision trees
from carShouldBeTotaled for all other immediate outcomes.

Fig. 3. A binary decision tree learned to predict whether sendRepairRequest would
execute given the document contents accessible at carShouldBeTotaled

Predicting intermediate outcomes. A case worker may find it extremely
useful to know whether a case will eventually lead to sendRepairRequest at the
point where he or she is still retrieving the accident report at retrieveAcciden-
tReport. In order to answer this question we attempted to learn a decision tree
for predicting whether sendRepairRequest would execute based on the document
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contents accessed at retrieveAccidentReport. The corresponding decision tree has
an 80% accuracy and is displayed in Fig. 4. This result is somewhat surprising
(and promising) because the tree and prediction accuracy indicates that we could
make a meaningful prediction about the likelihood of a repair request being sent
at the point where a case has reached the retrieveAccidentReport stage in its ex-
ecution, even though all the data necessary to make the decision about whether
the repair request should be sent is not known at the stage of retrieveAcciden-
tReport. In particular, the variable, CarInfo.getValue() which plays a role in
the decision for sendRepairRequest is not initialized at retrieveAccidentReport.
Given these results, the system could make a recommendation to a case worker
to begin gathering documents to send the repair request if the current document
contents meet the decision trees prediction of sendRepairRequest. It is important
to note that 80% accuracy is applicable to the specific test runs that we ran. For
80% of the test runs, our prediction is correct. Further detailed experimentation
is required to determine whether this is applicable beyond these test runs.

Fig. 4. A binary decision tree learned to predict whether sendRepairRequest would
execute given the document contents accessible at retrieveAccidentReport

Predicting final outcomes. It may be valuable to predict the final outcome
of a case when a case worker is involved in an activity somewhere in the middle
of the cases execution. In order to explore this question we first introduced a
second final outcome in the simulator called sendFraudAlert that executes after
handleRepairRequestResponse and indicates that the auto shop detected that a
false repair claim was sent, and cancels any work on the case. Using the simulator
we obtain a decision tree for predicting whether sendFraudAlert would execute
based on the document contents accessed at carShouldBeTotaled. Fig. 5 shows
the corresponding decision tree which predicts this situation with 96% accuracy.
This could be extremely useful for a case worker because he or she could cancel
the case or send the case to an auditor rather than having to process a fraudulent
case unnecessarily. Our system could make such a recommendation to the case
worker by evaluating the document contents against the decision tree.

Recall that increasing the value of the Weka library parameter, minNumObj
leads to a simpler decision tree. On average we found that over all of our ex-
periments, when we adjusted the value of minNumObj to 100 from its default
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Fig. 5. A binary decision tree learned to predict whether sendFraudAlert would execute
given the document contents accessible at carShouldBeTotaled

value of 2, the prediction accuracy of Wekas C4.5 algorithm decreased by at
most 2%. We also find that we need traces in the order of thousands to achieve
an acceptable level of prediction accuracy.

7 Conclusion and Future Work

In this paper we demonstrated the utility of leveraging case history to predict
outcomes at decision points in case-oriented semi-structured processes, and how
the contents of documents influence the outcomes of the decisions. Experimen-
tal results on an automobile insurance industry claims scenario indicate that
our approach can be useful for predicting (1) outcomes that immediately follow
a given decision point, (2)final outcomes, and (3) intermediate outcomes that
occur between immediate and final outcomes. Furthermore our experiments in-
dicate that our approach can be useful for predicting outcomes of decisions in
situations where not all the data values necessary to make a decision are avail-
able. Finally, our approach also demonstrates a way to identify decision points in
a semi-structured process using a probabilistic graph without necessarily mining
a process model to represent the process. In future work we would like to further
develop our algorithm towards making consumable recommendations for case
workers and managers as part of a self-adjusting recommender system. We also
intend to improve the accuracy of our probabilistic graph algorithm in terms of
its ability to represent mined trace data of a case oriented semi-structured pro-
cesses, and develop heuristics to allow the probabilistic graph to show parallel
flows in cases where parallelism is detected.
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Abstract. The success of today’s business operations depends largely on the 
ability to react to changing factors of influence. With the increasing distribution 
and heterogeneity of enterprise applications, the challenge is to gain and sustain 
oversight and to manage the different aspects of business operations system-
atically. Many disciplines and best practices have been established: On the 
infrastructure level, Service oriented architectures provide a common base to 
compose distributed applications. On the operational level, business process 
management provides high level visibility of end-to-end transactions. On the 
information level, master data management aggregates and consolidates data 
throughout the organization. There is, however, an aspect that is becoming 
more and more relevant but still lacks a proper discipline: Regulatory compli-
ance of business operations. The pressure to prove compliance with legal  
obligations and industry wide requirements has risen tremendously in recent 
years – and in light of the ongoing economic crises it is likely to rise further. To 
address this gap, this paper presents a systematic development method to 
define, deploy and monitor business controls across a distributed enterprise 
application. First, we establish a repository of obligations that keeps track of the 
dependencies between processes, data, applications, and regulations. Second, 
we define and deploy operational controls as a set of services to gather, classify 
and correlate information. Finally, we provide end-to-end visibility of the 
business transactions for monitoring and reporting. 

Keywords: Regulatory compliance, CMS, Continuous assurance, Provenance. 

1   Introduction 

The way companies organize and conduct their business operations is influenced by 
many factors, for instance by the desire to maximize profits. Also among those factors 
is the obvious requirement to act in strict conformance with relevant laws and regula-
tions – called regulatory compliance. While the pressure on enforcing regulatory 
compliance has risen tremendously in recent years – mainly because of large scale 
corporate scandals and the near collapse of the entire financial system – achieving 
regulatory compliance is a complex challenge. One reason is the growing diversity of 
regulations on a variety of levels – state, federal, and international – which may 
overlap each other. Secondly, regulations typically cut across the process and organ-
izational structure. On the other hand, failure to comply with those regulations may 
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result in severe fines and penalties, and might ruin the company’s reputation. Hence, 
there is a need to address regulatory compliance in a systematic and transparent 
manner. This paper presents a first approach to establish an engineering discipline for 
regulatory compliance. 

1.1   Compliance of SOA Applications 

To achieve regulatory compliance it is necessary to break down the abstract and high-
level obligations of the relevant laws and regulations into specific requirements for 
the company’s line-of-business processes. For each process, this happens typically in 
two steps: First, situations are identified that hold potential risks of violation, e.g. a 
particular behavioral pattern. Second, appropriate controls are established, e.g. the 
thorough investigation and if necessary reporting of the situation. Obviously, this 
requires transparency and oversight of the end-to-end business operations. While full-
fledged business process management might provide a practical starting point, most 
business operations are not thoroughly implemented by formal process models. In 
reality, business applications mostly consist of distributed, heterogeneous systems and 
services and a combination of structured and unstructured processes and data. In such 
a scenario, it is difficult to follow the methodology described above, because the data 
to detect and investigate situations is not homogeneously accessible. We have seen in 
customer engagements that a large percentage of audit failures were caused by 
missing, inaccessible or uncorrelated data. Hence, the goal of our research is to 
support the management of compliance regulations, control points and auditable 
evidence especially in the case of semi-structured, SOA based enterprise applications. 

1.2   Business Control Management 

With ever changing legal obligations, ensuring regulatory compliance is not a one-off 
activity. Instead companies need to keep track of relevant regulations and adapt the 
depending controls constantly. They have to provide evidence of compliant behavior 
at audit time and it is incumbent upon them to improve compliance rates continuously 
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by investigating the root cause of detected violations. In many cases, companies even 
have to document their processes of putting effective controls into place. To meet 
these requirements, we propose Business Control Management – as a new systematic 
development method in four phases as shown in Figure 1 – that is based on content 
management and business provenance [1], and that provides a build-time as well as 
runtime environment for compliance solutions. Here a short overview: 

Phase 1 – Define Business: Legal obligations will often affect multiple line-of-
business processes. Additionally, processes might have multiple implementations in 
different business units and geographies. The goal of the first phase is to list the 
relevant obligations, the affected processes and the involved systems and to describe 
the dependencies between those artifacts. Based on content management, a repository 
of obligations is established that holds various kinds of documents describing the 
artifacts together within an interlinked structure to enable browsing, dependency 
analysis and change management. 
Phase 2 – Model Controls: Having established the high-level relation between 
obligations and processes, the goal of the second phase is to define control points 
within each affected process to monitor and assure compliance, respectively. A control 
point model consists of two parts. The descriptive part explains in English the potential 
compliance risk and resulting objective of the control point. Additionally, it lists the 
ownership and responsibilities of the control. The second, operational part models the 
testing of the control point. It therefore lists the controlled artifacts (evidence) and the 
required compliance condition. While many approaches on governance, risk and 
compliance apply a similar structure to model control points, our approach goes 
beyond the description alone. Based on the system context of a control point as 
provided in phase 1, we provide a systematic, top-down approach to transform the 
high-level compliance condition into operational rules on the level of observable 
system events and enable the capability of continuous compliance monitoring. 
Phase 3 – Monitor Operations: The control point model is the central artifact of our 
proposed business control management approach. It connects the high-level obli-
gations with the system-level observable behavior. To do so, it uses concepts (these 
are akin to data types) that have certain properties and hold references to other 
concepts. Low-level concepts (e.g. an email) are gathered from the runtime 
environment (e.g. adapter to Domino server). High-level concepts (e.g. an approval) 
are derived from low-level concepts by our rule engine (e.g. email sent by certain 
person with particular subject). Our prototype infrastructure comes with a set of 
runtime adaptors while the rules for aggregation are derived automatically from the 
control point model. 
Phase 4 – Report Compliance: Once adaptors and rules are deployed, the compliance 
runtime gathers and correlates information. The information is stored in two different 
places. Relevant business data like documents, emails, etc. are stored in the evidence 
repository to be available for audit and root cause analysis. Meta-data providing an 
index structure for the evidence, documenting the lineage of compliance findings, and 
enabling the end-to-end visibility of business transactions are stored in the provenance 
store [1]. The provenance store provides a powerful API to query and navigate the 
individual instance data, to aggregate and forward compliance data to standard 
reporting portals, and to raise alerts or escalate processes in certain situations, 
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respectively. The provenance store is the essential middleware infrastructure for our 
proposed compliance solutions. With it’s capability to address and retrieve evidence 
from different sources it is not necessary to add a separate evidence repository to the IT 
infrastructure if the company already uses content management to maintain audit 
relevant information. 

While the development process of compliance solutions is broken into four major 
phases, it does not have to follow a linear order. Instead many feedback loops exist 
between the phases to allow rapid prototyping as well as quality and change 
management. After a review of related research areas, the remainder of the paper is 
organized according to the development method and will explain each phase in 
greater detail applied to a customer inspired scenario.  

1.3   Related Research 

Regulatory compliance, especially with respect to financial reporting, has been 
targeted by many different frameworks and software solutions. The most widely used 
framework is COSO ERM [2]. Business control management adapts this framework 
by mapping the components of risk management into four phases of the development 
cycle similar to the approach taken in [3]. Most software products on the market 
address the information and communication element of the COSO framework, but 
rely on manual implementation of control activities and monitoring requirements. For 
instance, IBM’s Workplace for Business Controls and Microsoft’s Solution 
Accelerator for Sarbanes-Oxley provide central content repositories with controlled 
access to company financial data. But process owners within the company must 
manually verify whether each control has been implemented and has been effective. 
Our goal is to adopt the best practices within a system that enables transparent 
development of automated controls for continuous compliance monitoring. 

There are two major topics in scientific literature dealing with regulatory 
compliance: Formal representations of regulations, e.g. with logic (e.g. [4], [5], [7]) 
and integration of compliance requirements into the business process management (e.g. 
[5], [6], [8]). Both areas often overlap since either the formal representation is used to 
drive the business process modeling process (compliance by design) or the process 
model is analyzed with respect to the regulations (compliance verification). While our 
work has been greatly inspired by the structured approach presented in [4], we do not 
assume full-fledged business process management. Our focus lies on compliance 
management for applications that are heterogeneous, distributed and difficult to change 
or replace. In this scenario, the models and formalization have to bridge the gap 
between high-level requirements and observable system level operations (cf. [9]). Thus 
we used a lightweight, UML like type system to characterize the significant artifacts 
and PROLOG like rules to define correlations and compliance constraints which can 
be evaluated using the provenance store rule engine [1]. 

2   Define Business 

The presented approach and infrastructure has been successfully applied to different 
compliance projects. To illustrate the phases of business control management, we use 
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a customer inspired scenario from the pharmaceutical domain. While the chosen 
scenario hides confidential information from our real engagement, it combines typical 
components and recurring challenges from our real engagements. 

2.1   Register Obligation 

Companies that distribute controlled substances have to comply with federal regula-
tions on monitoring the order fulfillment process to identify and further investigate 
suspicious orders of unusual size, frequency or order pattern (Title 21 CFR 
1301.74(b)). The goal is to detect, investigate and prevent the diversion of controlled 
substances while ensuring an adequate and uninterrupted supply for legitimate 
purposes. 

As often, the legal regulation describes the compliance goal on a high level of 
abstraction. It is the task of the company’s Chief Compliance Officers (CCO) to 
determine the direct implications to the company’s operations: 

 Compare all orders with customer classification, profile and history 
 Investigate all unusual orders thoroughly and document findings 
 Block all dubious orders and report to authorities 

In addition, it is required, as often, to provide evidence for the company’s actions to 
put effective controls into place. Using a linked repository of obligations, it is not 
only easier to formulate the relations between the external requirement and the CCO’s 
directives, it also fulfills the additional transparency requirement. 

2.2   Define High-Level Process 

In our scenario there hasn’t been a suitable order monitoring process in place. Thus it 
is part of the business control management to define the process up to a level of preci-
sion that allows the definition of control points. This does not require a BPM system.  
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The process might as well be described in an MS Office document or Visio diagram. 
Also as mentioned before, our BCM approach is not strictly linear. If in later stages 
adjustments or refinements to the process description are required, the link between 
the registered artifacts allows an easy identification and modification of the process 
document. Figure 2 shows the high-level order monitoring process. 

Each incoming order (1) is broken down into classes of controlled substances (2) 
and individually compared to the customer’s profile and previous ordering pattern 
(3a). If flagged as unusual order (3b), a thorough investigation of the order follows 
that might include a correspondence with the customer (4a) to inquire the reason for 
higher demand of a specific substance and/or a background check by the local 
customer representative (4b). The investigation itself has to be recorded (5a) and 
might yield to an update of the customer profile (5b). Depending on the investigation 
results, the order will be finally released (6a) or blocked and reported (6b) to the 
authorities.  

2.3   Define System Mapping 

While the high level order monitoring process looks straightforward, its 
implementation is far more complex due to the underlying IT architecture: There are 
different order channels and systems for different product and customer groups. Thus 
there is no central database containing all orders and profiles for one customer and the 
order monitoring service has to be hooked into each of the different silos. Additionally, 
the communication between customer, investigator and customer representative is 
email based and manually triggered. To gather the case information and control 
evidence end-to-end, the actual IT infrastructure has to be taken into account. The first 
BCM phase lays the foundation for that by enabling the definition of relations between 
systems or services on the one hand and process or tasks on the other hand. These 
relations are stored in the repository besides the actual artifacts and provide a rich 
context for the succeeding control point definition. Depending on the level of 
formalization, the endpoints of a relation might be defined precisely using the object 
IDs (server endpoint URL or BPM process task ID) or more fuzzy characterizations 
(name of a task mentioned in PDF document describing the process). The extensible 
data model of the repository of obligation therefore accommodates a wide spectrum of 
data precision and is able to utilize the available information to provide a transparent 
view on the dependencies from compliance goals down to system level. 

3   Model Controls 

As mentioned before, a compliance obligation might affect multiple line-of-business 
processes. Conversely, each such process might be affected by multiple compliance 
obligations. Given one process and one obligation, the process owner identifies 
potential compliance risks in cooperation with the compliance officer and establishes 
control points to detect and/or prevent compliance violations. Typically, a control 
point is attached to an activity within the process by adding requirements to the con-
trolled action, for example maintaining certain documentation. At execution time, 
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each instance of the controlled activity is supposed to fulfill the additional require-
ment and provide evidence, for example the maintained documentation. The control 
point can be tested by investigating the evidence. This is done mostly for a few 
sampled instances at a later time (i.e. auditing). Our proposed BCM approach allows 
additionally the control point testing for each instance shortly after the execution (i.e. 
continuous monitoring) as shown in Figure 3. 
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Fig. 3. System Engineering and Control Engineering 

The selection of process and obligation as defined in phase one provides the con-
text for the control point model. Thus it is possible to reuse already defined vocabu-
lary and concepts, and to link back to higher lever artifacts. Taking into account the 
information on systems and services, the control point description is systematically 
transformed into the provenance model – a set of operational rules that gather and 
correlate evidence based on observable concepts. Thus at the runtime level, evidence 
for each control point instance is available for near-real-time testing or batch auditing. 
With the generic provenance infrastructure in place the crucial task is to map the 
control point description into the provenance model. 

3.1   Control Point Description 

The control point description itself is stored as a document within the repository of 
obligations. Besides information on author and ownership, version and activation 
status, each control point description contains an English description of the control 
objective. Here are a few examples: 

 KCR 1: Each unusual order has to be flagged and forwarded to investigation 
 KCR 2: For each flagged order there has to be an investigation report 
 KCR 3: Each release of an unusual order requires supporting evidence 
 KCR 4: Each update of customer profile requires supporting evidence  
 KCR 5: Each dubious order has to be blocked and reported to the authorities 
 KCO 1: Each order has to be released in 24 h or the customer has to be notified 
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As established best practice the control point description contains tags in addition to 
the objective that allow a grouping with respect to severity, test strategy, and impact 
on the process. Our control point data model supports an extensible set of tags 
including the class: key control of reporting (KCR) or operations (KCO); the type: 
preventive or detective; and the execution mode: manual or automatic. KCR 1 for 
example is executed automatically and descriptive while KCR 5 is manual but pre-
ventive. The set of tags and the control point objective are the basis on which to de-
fine the precise compliance condition and test procedure using the provenance model. 

3.2   Provenance Model Definition 

The provenance model formalizes the artifacts of the control point description as well 
as the visible artifacts at system level in a simple, hierarchical, and extensible model. 
It is used to derive the runtime configuration that gathers and correlates provenance 
data. Basically the provenance model consists of concepts, properties, references and 
definitions. Figure 4 shows the provenance model for control point KCR 3. 

Concept: A concept represents a set of semantic objects like instances of control 
points at the business level or database records on the system level. Similar to a data 
type, a concept has properties and references to other concepts including inheritance. 

Property: A property is a name value pair whereby the value can be of simple or 
structured type. A concept might define default and fixed values for its properties.  

Reference: A reference is a named link to another concept. References are the core 
correlation mechanism for building end-to-end visibility of business operations.  

Definition: The evidence repository is an instantiation of the provenance model 
(PM), i.e. each meta-data artifact is an instance of a PM concept and each correlation 
between meta-data artifacts is an instance of a PM reference. A definition describes 
how to create an instance of a concept, how to establish a reference between 
instances, or how to set the value of a property. To do so, a definition either builds on 
observable system events or on other concepts, properties, and references.  

With the provenance model at hand, it is now possible to map the control point 
objective into operational rules. Following a top down approach, the control point  
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becomes a concept as well as the artifacts mentioned in the objective. Then, 
references between the concepts are established to enable the definition of the control 
point status. Since most likely the now present concepts are not directly observable, 
they need to be defined hierarchically using other concepts and references. Figure 4 
illustrates this process for control point KCR 3. 

We start modeling by adding a concept for the control point KCP 3 itself, along 
with a property called status. As mentioned in the control point objective, KCP 3 
requires a relation between a released order and its supporting evidence. To express 
this fact we add references to the unusual order and to supporting evidence (solid 
lines). Then, we go on defining the properties for the new concepts according to the 
correlation requirements and with regard to the underlying data structure. To put the 
provenance model into operation we finally have to provide definitions (dashed lines) 
for all concepts, properties and references. This goes as follows: (1) The instances of 
released orders are defined by the order system adaptor selecting those records which 
are flagged and released. (2) An instance of KCP 3 together with the reference is 
created for each released order. (3) Instances of investigation documents are created 
by the email crawler which uses text analytics to extract the properties. (4) The 
properties of each pair of created instances of order and document are compared, and 
if they match a reference is established between those instances. (5) The KCP 3 
reference to the supporting evidence is defined as transitive reference via the order 
instance. (6) Using the established references, the value of the KCP 3’s status 
property is updated. 

4   Monitor Operations 

With the definition of a control point model or provenance model, respectively, the 
foundation for continuous compliance monitoring of business operations has be laid. 
We are proposing a runtime environment that consists of flexible SOA components 
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which are configured automatically to gather, correlate, and visualize compliance 
information using the provenance model. Figure 5 shows the architecture framework. 

4.1   Recording Layer 

The task of the recording layer is to fill the evidence repository by gathering relevant 
system information as the business operations unfold. To achieve this goal, three steps 
have to be taken: First, access to the system data has to be established. Second, the 
relevant system data has to be selected. Finally, the system data has to be transformed 
and stored.  

Access System Data: We have developed a set of adaptors to widely used appli-
cations which can be deployed close to the applications due to the service oriented 
architecture of our compliance runtime. Modern enterprise applications like business 
process runtimes typically emit easy accessible monitoring events. Our prototypical 
runtime includes a default listener to IBM’s Common Base Event (CBE) 
specification. To access unstructured data like emails and file systems, we are 
building on top of crawler systems like IBM’s content collector. To support legacy 
systems which do not provide an easy real-time access, we added the capability to 
inject log data in batch mode using preferably XSL transformations. If none of the 
options above is feasible, the chosen architecture enables the simple development of a 
custom adaptor. 
Filtering data: Having accessed runtime data from the application, it is now the 
challenge to select the relevant information. As mentioned before, each concept in the 
provenance model has to have at least one definition based on other concepts or on 
observable information at system level. It is easy to run a dependency analysis to find 
all definitions that refer to a particular application, and to use the attached concept as 
filter specification. For example in the case of KCP 3 (Figure 4), only orders with the 
conditions flagged = true and released = true will be selected. 
Transforming data: As the provenance model uses concepts and references to 
provide an abstract and company-wide unified way to represent business transactions, 
it is often necessary to transform the incoming data. Ideally, this transformation is 
specified as part of the concept definition and pushed down to the recording layer. 
The control point modeling environment therefore allows to import schemata of 
observable information or to synthesize schemata out of sample data. Thus it is 
possible to have source (schema) and target (concept) side by side to define the 
transformation graphically. We are currently working on polishing this capability in 
the presentation layer. 

4.2   Integration Layer 

In essence, business control management is about management of data: Model level 
data on obligations, processes, controls and their dependencies on the one hand and 
instance level data on business operations and compliance tests on the other hand. In 
both sets of data we find strongly correlated meta-data records that typically point to a 
real-world artifact like a document or a person. That’s why the provenance store has 
proven to be a fitting container to maintain relationships between both sets of data. 
Basically, the provenance store holds directed graphs: Each node represents the  
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meta-data of one artifact. Being an extensible XML data type, each node can hold as 
much information as needed. Each edge represents a relation or reference between 
two artifacts. Besides holding model and instance level information in separated but 
connected domains (cf. Figure 5: Obligations and Evidence), the provenance store 
provides a powerful rule engine as well as interfaces to retrieve the content or run 
external analytics. 
Rule Engine: The recording layer fills the evidence repository with isolated meta-
data records representing observable system level data. To correlate those records and 
thus to build business cases and higher level information, provenance rules are 
executed. A provenance rules is triggered by the arrival of new records, might depend 
on the existence of other records, is guarded by a conditions based on the properties 
of the new and required records, and can create, update and connect records. While 
they operate on the evidence repository, the definitions for provenance rules are 
derived automatically from the control point definition. Referring to the example of 
Figure 4, one rule is triggered by the arrival of a new investigation document, and if a 
released order exists with matching properties, a reference (i.e. edge) between the 
order and the document is established.  
Content Service: The provenance store only holds the correlated meta-data. The 
actual content of the real-world artifacts is stored externally in a content management 
system (CMS) because of multiple reasons. On the one hand, CMS provide the 
capability of storing all kinds of content safely, including aspects like versioning, 
accessibility and retention policies. On the other hand, many companies have already 
systems in place to store the relevant business artifacts. Thus it makes sense to 
externalize the content and access it through the content service.  
Analytics Service: The rule engine operates on the meta-data records and supports a 
rich set of expressions and functions for comparing and manipulating the properties. 
In some cases, however, classifications could only be achieved and correlations only 
be established be analyzing the content thoroughly. To do so it is possible to register 
analytics services that will be called by special rules. An analytics service will be 
provided visibility to the meta-data as well as the context and is expected to return 
information to be used within the action part of the calling rule. In the example 
scenario we have used an unstructured information analytics pipeline based on the 
UIMA [11] architecture successfully to extract the order and customer ID from the 
crawled emails (cf. Figure 4). 

4.3   Presentation Layer 

The presentation layer enables the browsing, discovery, and visualization of the 
repository of obligations as well as the evidence repository. Additionally, it provides 
the development environment for business control management. Besides the 
connection to commercial reporting and portal systems (e.g. IBM Cognos Now! 
Monitor), our prototypical implementation provides a web based front-end which can 
be adjusted to the needs of different user groups. 

The Chief Compliance Officer’s focuses on the obligations, line-of-business 
processes, and organizational structure. Thus he uses the interface to browse the 
repository of obligations, to manipulate the content and relations of the respective 
documents as well as to investigate the dependencies between those artifacts. Due to 
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our integrated approach he will also be able to inspect the deployment process of 
business controls and to view the aggregated compliance status for entire obligations, 
business units or line-of-business processes. 

The Process Owner is responsible for establishing and maintaining control points. 
Thus primary focus lies on creating / editing the control point description. The ability 
to browse higher level documents and process to system mappings supports his tasks 
significantly. To investigate the effectiveness of control points, the process owner 
uses the aggregated compliance dashboard. Additionally, he has also access to 
individual instances the evidence repository and can investigate the root cause of 
occurred violations as well as suspicious behavioral patterns. 

The IT Architect takes over from the process owner to define the operational 
provenance model for each control point description. Basically, his task is bridge the 
gap between business level concepts and observable system level data. Hence he 
requires a modeling environment that lets him import or synthesize schemata from the 
affected systems as input, and which allows simulate the rule execution on sample 
data to test the control point model and to document the testing. Because this is a 
crucial part of business control management, our current research efforts focus on the 
functional extension of the existing prototype. 

The Auditor primary consumes data. He uses an interface that has been configured 
automatically by the provenance model to navigate the evidence, to sample control 
points, and to investigate the end-to-end business operations. Additionally, he has the 
ability to annotate data with his findings and to inspect the business control 
development process.  

5   Report Compliance 

The final phase in our business control management approach is the compliance 
reporting. The provenance store query layer builds the foundation for reporting, 
regardless whether aggregated compliance data is visualized in a dashboard or 
individual control point reports are generate. As shown in figure 6, the provenance 
store holds persisted system events that have been correlated to form higher level 
concepts and that are liked to the original content if needed via the content service. 

Persist relevant
system events

Build correlated
index structure

Aggregate high-
level information

System Level Events

Evidence Content Store Provenance Data Store

 

Fig. 6. Data for Auditing and Reporting 
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5.1   Query Layer 

The task of the query layer is to provide a method by which compliance applications 
can interrogate the provenance store about existing linkages, recover evidence relating 
to a particular control violation from the evidence store and finally gain access to 
actual content repositories where relevant artifacts are stored. 

The query layer, as in the case of the recording layer, provides a web service-based 
API for this purpose. Queries are similar in expressive power to SQL queries, but 
have a few crucial differences as far as syntax and semantics are concerned. The 
queries into the provenance store essentially describe a template for a pattern in the 
provenance graph, i.e. they describe nodes and relations between nodes, with 
constraints on the characteristics of the nodes and relationships. They are thus closely 
tied to the provenance data model and idea of concepts linked via references. For 
example, to query KCP 3 control instances that where found defective, the 
compliance application would issue a query looking for concepts of type KCP 3, 
where the status was false. To then look up the evidence for a particular case, the 
application would issue a query to look for concepts of type Order Document and 
Email connected to that particular control point instance in the graph via references. 
The provenance graph also transparently uses the Content Service described earlier to 
provide access to the actual artifacts when requested.  

5.2   Compliance Dashboard 

The provenance store, which keeps track of the compliance status of the control 
points in near real time, reports this status to a compliance dashboard. This dashboard 
is one of many possible compliance applications, but is the most useful one, since it is 
a useful tool to provide the requisite oversight that is currently lacking in many LOB 
processes. From the compliance status, through the linkages maintained in the 
provenance store, it is possible to navigate to the evidence that backs up the reported 
status, and go from the evidence repository to the actual data repositories themselves. 
This dashboard provides different views for different user roles: a process-oriented 
view for process owners, a summary view for compliance officers etc. Since people 
involved in the processes are also linked within the provenance graph, it is possible  
to navigate in a resource-centric manner as well, enabling, for example, auditors to 
investigate actions of a particular employee as relates to the process. Going back to 
our earlier example, it would be possible through the provenance store to establish 
that a particular customer is repeatedly involved in suspicious order activity. Besides 
allowing for the discovery of this pattern, the provenance provides the evidence to 
detect the build a legal case against the customer if necessary. 

We have also adapted process mining algorithms to execute on provenance traces 
as opposed to business process traces. The resulting mined process is a useful way to 
provide process owners with a view into the actual statistical process executed, as 
opposed to the one that is modeled. Large deviations from normal patterns can also be 
detected and highlighted for investigation. Other applications, such as leveraging the 
control information stored in the provenance store for mining in a business 
intelligence tool are also possible. 
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6   Summary and Outlook 

The Business Control Management approach outlined in this paper is the outcome of 
an obvious need for enterprises which have complex line of business processes 
subject to regulatory control, as well as the experience of the authors’ actual client 
engagements. Building on an established but simplistic notion of business controls 
that exist today, we have described a methodology to extend this definition so that we 
can reach into the underlying process implementations and IT systems to enable 
continuous compliance monitoring. A cornerstone of our solution is the use of a 
provenance store. This is employed to link static artifacts (such as obligations and 
process descriptions) and dynamic artifacts (such as data produced during the 
execution of the process), as well as to use rules and other analytics to surface higher-
level concepts from low-level system events, on the basis of which controls can be 
defined and tested. We have successfully used the described methodology and system 
internally within IBM and are in the process of doing so with other customers. 

There are a number of research challenges that will need further investigation as 
we continue this effort: The first concerns scalability. We described in section 4.2 that 
the provenance store maintains only correlated metadata, and uses a Content Service 
to link to an external repository where the actual artifacts reside. Even given this 
separation, scalability issues may arise when dealing with processes that run 
extremely frequently and produce large amounts of data. We have not encountered 
such problems so far since most of the processes we have tackled have at least a few 
manual procedures and are thus more tractable, but this is certainly a concern. The 
manner in which provenance data is added by the recording layer, the representation 
of that data and query mechanism have all been designed to deal with scalability, but 
we lack sufficient real-world tests of the limits.  

The second challenge concerns how we deal with imperfect data. Correlation of 
data to a particular instance or with other data may certainly be imperfect, especially 
when dealing with unstructured data sources. Currently we design and test analytical 
components that classify and correlate such unstructured data well, but we do not 
have any mechanisms in place to deal with conflicting information or uncertain 
conclusions about compliance status.  

Thirdly, our solution provides security at various layers: the recording layer 
accesses required data and stores only relevant information in a particular provenance 
store. Rules execute within a controlled environment within the provenance system. 
Applications such as compliance dashboards use their own security mechanisms to 
restrict user access to the dashboard; furthermore access to the evidence repository by 
the dashboard can also be restricted. However our security is based on a simple role-
based access control mechanism. Given the sensitive nature of the information 
accessible, we would need to provide not only more fine grained security but also 
strong privacy guarantees. Some of these are mandated by regulations. We fall short 
of addressing them at this point but plan to do so in the future.  

Finally, we aim to have a system useable by compliance officers and process 
owners, as well as one where SOA IT architects can map control point concepts to IT 
artifacts produced by applications. The need for user-friendly tools is always 
important, but magnified for Business Control Management since the user community 
is so diverse. In the process of developing our solution, we have used a combination 
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of off-the-shelf components like dashboards along with custom development 
environments to describe and map controls. We are currently working with user 
groups to determine our future efforts in this direction. 
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Abstract. Manufacturing enterprises strive for improvements in their monitoring 
and control of enterprise processes (i.e., business and manufacturing processes) 
with intention to sustain competitive advantages, and achieve higher degree of 
flexibility and adaptability of enterprise processes. Hence in the current 
contribution, a framework based on event driven architecture is elaborated which 
can be employed to realize enterprise integration, and enhance online monitoring 
and control of enterprise processes. A process model is been presented that 
assists the introduction, configuration and implementation of the envisaged 
framework. The framework is composed of following components: data 
collection engine, data aggregation engine, process database, complex event 
processing engine, and process visualization clients. Finally, the framework has 
been validated in an industrial scenario. 

Keywords: event-driven architecture, enterprise integration, online monitoring 
and control, complex event processing. 

1   Introduction 

In recent years, the pressure on enterprise to manufacture products with high quality 
reduced lead times and low cost has been intensified. Also, an enterprise’s 
environment has become complex, volatile and mainly driven by uncertainties.  
Hence, aforementioned challenges are further compounded with events occurring 
during execution of enterprise processes (i.e., business and manufacturing processes) 
like cancellation of an order, resource breakdown, and non-adherence to part 
specifications. As a consequence, online monitoring and control of enterprise processes 
has gained significant attention [1]. Online (re)actions to events of an enterprise are 
essential to remain competitive, and enhance flexibility and adaptability of enterprise 
processes [2]. 

The vertical integration of business and manufacturing processes located at different 
enterprise levels can be seen as a prerequisite for establishment of online monitoring 
and control of enterprise processes [3] and the vision of a real-time enterprise (RTE) 
[4]. According to VDI 5600 standard [5], an enterprise can be classified into different 
manufacturing execution system (MES) levels as depicted in Fig. 1: (i) enterprise 
control level, (ii) manufacturing control level, and (iii) manufacturing level. 
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At enterprise control level, business processes are performed to achieve the 
enterprise’s long term strategies. Thus, business processes can be designed, 
configured, enacted, and analyzed applying four steps of a business process 
management (BPM) life cycle [6], [7]: (i) business process design, (ii) business 
process configuration, (iii) business process enactment, and (iv) business process 
diagnosis. Process-aware information systems (PAIS) like workflow management 
systems (WMS) are in charge to invoke business applications (e.g., ERP systems) and 
(web) services along the workflow execution (i.e., automation of a business process) 
to fulfill certain business strategic objectives [6], [7]. During business process 
execution, planned performance values (i.e., TO-BE values) are generated offline i.e., 
in month or weeks and these values are transactional [8]. 

 

Fig. 1. Enterprise levels as defined in MES (according to VDI 5600 [5]) 

Automation systems and operators are employed to accomplish the aforesaid 
enterprise’s strategic objectives at manufacturing level. Enormous amount of data 
(e.g., sensor data) is generated in seconds or even milliseconds by automation systems 
during execution of manufacturing processes. Also, operators provide necessary data 
related to automation systems after resource breakdown, order details during start of 
order execution, and so forth. Overall, these data (i.e., AS-IS values) indicate the 
actual performance of the manufacturing processes. 

Consequently, online monitoring and control of enterprise processes has to be 
based on a comprehensive view of an enterprise, which can be revealed by the actual 
situation at each of the enterprise levels (i.e., MES levels). Unfortunately, different 
characteristics of the previously elaborated enterprise levels result in a vertical 
integration gap [9]. Hence, attempts are being made to integrate enterprise levels 
based on ISO 15704 [10]. Several software vendors have developed MES solutions to 
bridge the gap between different enterprise levels (e.g., [9]). Nevertheless, major 
problems remain open with respect to the interfaces between the enterprise control 
level and manufacturing level [9], [11]. Today, enterprise integration (EI) is still an 
elusive goal and in most enterprises, it is not addressed or inadequately achieved [12]. 
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Besides the aforesaid challenges of EI, events are simultaneously triggered during 
execution of enterprise processes at different enterprise levels. These events denote 
insufficient resource capacity, and breakdown of resources, among others. In addition, 
events can be related (e.g., logical, temporal and causal), and hence, complex events 
can be created [13]. The information related to the events can be stored in process 
database for offline analysis. Unfortunately, these events are not considered for online 
monitoring and control of enterprise processes. Overall due to the lack of an integrated 
enterprise and unhandled events, online monitoring and control of enterprise processes 
is perceived as a complex task. 

In the current contribution, a framework based on an event-driven architecture 
(EDA) is envisaged to integrate aforementioned enterprise levels, and to enable the 
online monitoring and control of enterprise processes. This framework incorporates 
various industrial standards, employs publish-subscribe and request-reply 
mechanisms for integrating heterogeneous data, and capitalizes on an available state-
of-the-art complex event processing (CEP) engine for processing simple and complex 
events. The remainder of the contribution is organized as follows. Section 2 presents 
related work regarding EI, EDA and CEP. The envisaged framework is elaborated in 
Section 3. Validation of the framework is presented in Section 4 using an industrial 
case study. Finally, conclusions and future work are discussed in Section 5. 

2   Related Work 

EI comprises reference architectures and models, engineering methodologies, 
enterprise modeling languages, and tools [10]. Enterprise reference architecture 
provides different abstract views of an enterprise, specifies modeling approaches and 
defines life cycle phases of enterprise activities [14], [15]. Therefore, several 
enterprise reference architectures have been developed to close the vertical integration 
gap conceptually, and provide guidance for design and implementation of an 
integrated enterprise. However, they do not mention on how to realize the integration 
in terms of technologies. Numerous architectures have been reviewed from business 
[16], [17] and engineering perspective [18]. Apart from enterprise reference 
architectures, several software vendors have developed MES solutions to bridge the 
vertical integration gap between enterprise levels [19]. But also with MES, the 
exchange of data between enterprise levels is done manually or at most semi-
automatically due to inflexible and proprietary interfaces [9], [11]. 

An agent-based production monitoring and control (PMC) system named 
Provis.Agent has been presented [20]. This system is based on JADE framework [21] 
and integrates various IT-systems and automation systems. Data from manufacturing 
level can be visualized in visualization clients. Similarly, IT-framework for EI and 
control of manufacturing processes has been proposed [1]. This IT-framework 
capitalizes various protocols (e.g., Modbus, OPC) to integrate heterogeneous 
automation systems and business applications. Online control of manufacturing 
processes is performed using a rule-based system (RBS) that is employed on traceable 
objects [2]. Traceable objects are control-relevant entities of an enterprise process like 
orders, parts or resources. In addition, traceable objects comprise AS-IS and TO-BE 
values, and are instantiated simultaneously with a workflow instance conducted in a 
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WMS. On every change of traceable objects’ status, the RBS analyses these objects 
and dispatches control data to influence the manufacturing processes. 

In recent years, web service technology as a mean for implementing service-
oriented architectures (SOA) has become a de facto standard for enterprise application 
integration (EAI) [22]. Subsequently, web services have been used for horizontal 
integration of an enterprise [22]. (Web) Services can be loosely coupled and 
orchestrated to complex workflows using WMS. Also, an enterprise service bus 
(ESB) can be employed to realize an integrated enterprise based on an SOA [23]. IT-
architectures built on web service technology tend to be flexible and adaptable. Due 
to these benefits, European-funded projects SIRENA [24] and SOCRADES [25] aim 
to exploit aforementioned SOA paradigm to seamlessly integrate heterogeneous 
resources located at manufacturing level with business applications at enterprise 
control level. In this regard, a prototype for vertical integration of SOA-ready devices 
with SAP MII has been presented [26]. 

Apart from request-reply communication pattern of SOA, numerous events are 
raised during enterprise process execution and hence, necessitate the implementation 
of publish-subscribe mechanisms for online monitoring and control of enterprise 
processes. None of the aforementioned frameworks uses CEP for online monitoring 
and control of enterprise processes. Also, the usage of RBS like Drools Expert [27] 
implicates the lack of taking temporal and causal relations between events into 
account. In addition, it is remarkable that only a few WMS support the collection and 
interpretation of real-time data [6], [7]. Current BPM approaches to add dynamics and 
flexibility to enterprise processes still contain lack of transparency with respect to 
actual process execution on functional level [28]. Apart from the aforementioned 
SOA paradigm, an EDA is “an architectural style in which some of the components 
are event driven and communicate by means of events” [29]. However, EDA doesn’t 
make SOA obsolete as SOA and event processing are complementary concepts for 
achieving modularity, loose-coupling, and flexibility [30]. In addition, business 
activity monitoring (BAM) has been introduced as a concept to establish real-time 
access to key performance indicators (KPIs) for improving of business processes [31]. 

To overcome the aforementioned drawbacks, an open source framework for online 
monitoring and analysis of manufacturing processes has been presented [32]. This 
framework includes data delivery, data collection, and data analysis. Data delivery 
from different automation systems is achieved through a data bus called MTConnect. 
The acquired data is stored in databases using functionality of data collection. Data 
analysis can be done online utilizing RBS Drools Fusion [33] or EsperTech CEP 
engine [34]. In addition, offline data analysis is performed to calculate various 
(performance) metrics like KPIs. 

To deal with primitive and complex events for monitoring and control of 
manufacturing processes, unified event management architecture has been 
conceptualized [13]. This architecture is located at manufacturing control level and 
integrates real-time data from manufacturing level but does not consider transactional 
data from enterprise control level. Finally, architecture for an extensible event driven 
manufacturing system has been elaborated and built on an MES platform [35]. It 
realizes a tight integration between enterprise control level and manufacturing level, 
and utilizes a CEP engine to manage events triggered at manufacturing level. 
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3   Enterprise Integration, and Online Monitoring and Control of 
Enterprise Processes 

A framework based on EDA for realizing EI, and subsequently enhancing online 
monitoring and control of enterprise processes is been elaborated in following sub-
sections. A process model is been presented in Section 3.1 that assists the 
introduction, configuration and implementation of the envisaged framework. The 
presentation of the framework in Section 3.2 comprises the description of several 
components required for enabling EI, and enhancing online monitoring and control of 
enterprise processes: data collection engine, data aggregation engine, process 
database, complex event processing engine, and process visualization clients. 

3.1   Process Model towards Online Monitoring and Control of Enterprise 
Processes 

An overview of the process model towards the realization of online monitoring and 
control of enterprise processes has been depicted in Fig. 2, according to [36]. Prior to 
the implementation of the framework for EI, and online monitoring and control of 
enterprise processes, it is essential to analyze and (re-)design the processes as it is in 
the case of BPM life cycle [6], [7] (s. Step I in Fig. 2). An enterprise data model based 
on industrial standards like IEC 62264 [37] is in charge of relating AS-IS and TO-BE 
values from different enterprise levels (s. Step II in Fig. 2). Also, data flow diagrams 
(DFDs) can be created to reveal the interdependencies of automation systems and 
their events at various enterprise levels. 

 

Fig. 2. Process model towards the realization of EI, and online monitoring and control of 
enterprise processes (according to [36]) 

Knowledge for online control of enterprise processes is embedded in process data 
(e.g., pressure, temperature) generated before and during execution of these processes 
i.e., TO-BE and AS-IS values [36]. This process data is mapped onto the 
aforementioned enterprise data model and stored in a process database. Subsequently, 
offline knowledge discovery in databases (KDD) can be employed on data stored in 
the process database to externalize knowledge (s. Step III in Fig. 2). Applying 
repeated and time-consuming database queries executed on the integrated database 
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are not useful for online control of enterprise processes [38]. Instead, event streams 
created during process execution need to be analyzed and processed online using a 
CEP engine (s Step IV in Fig. 2). Here, the externalized knowledge can be codified as 
event processing statements, and used for analyzing event streams during online 
control of enterprise processes.  

The presented process model is a prerequisite for the implementation of the 
envisaged framework which will be elaborated in the subsequent subsection. The 
presentation of the framework puts emphasis on EI and CEP for online monitoring 
and control of enterprise processes. 

3.2   Framework Based on Event Driven Architecture for Online Monitoring and 
Control of Enterprise Processes 

An overview on the framework based on EDA for EI, and online monitoring and 
control of enterprise processes is depicted in Fig. 3. At the bottom, representations of 
enterprise process instances are shown (see Logical Process Layer in Fig. 3). At a 
certain time, different enterprise processes would have been instantiated to achieve 
enterprise’s strategic objectives set at enterprise control level. The instances of 
enterprise processes are composed of process steps which utilize automation systems 
and operators to fulfill assigned tasks (e.g., molding, melting material, pouring of 
molten material). If required, enterprise processes can be (re-)designed and 
configured using methods and techniques from BPM (s. Step I in Fig. 2). In addition, 
the enterprise processes can be coordinated by a WMS and linked with graphical user 
interfaces to incorporate human interactions. 

The framework comprises several components required for enabling EI, and 
enhancing online monitoring and control of enterprise processes: data collection 
engine, data aggregation engine, process database, complex event processing engine, 
and process visualization clients. The data collection engine has been designed to 
acquire data from different automation systems in real-time. As a consequence, it 
incorporates various protocols (e.g., Siemens S7) to communicate with heterogeneous 
automation systems. The acquired data (i.e., AS-IS values) is forwarded as event 
streams to a data aggregation engine using publish-subscribe mechanism. 

The data aggregation engine is in charge of relating AS-IS and TO-BE values from 
different enterprise levels. Besides processing AS-IS values, it encompasses interfaces 
to business applications (e.g., ERP system) located at enterprise control level to 
access TO-BE values. The interfaces to business applications can be implemented as a 
set of (wrapper) services which encapsulate certain business functionalities. The AS-
IS and TO-BE values are stored in a process database for genealogy and product 
tracking, and offline KDD process, among others. It is crucial that configuration of 
data aggregation engine and process database has to be done in accordance with the 
enterprise data model. Further, it has to respect the revealed interdependencies 
between automation systems (s. Step II in Fig. 2). 

Event streams composed of AS-IS and TO-BE values can be compared at 
manufacturing control level for online monitoring and control of enterprise processes. 
This can be achieved using CEP engine which constantly analyzes event streams, and 
subsequently dispatches control data to achieve the enterprise’s strategic objectives 
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concerning production, maintenance, quality and inventory [37]. CEP can be defined 
as “computing that performs operations on complex events, including reading, 
creating, transforming or abstracting them” [29], [39]. 

 

Fig. 3. Framework based on event-driven architecture for enterprise integration, and online 
monitoring and control of enterprise processes 

Events can be classified as simple or composite events based upon the level of 
abstraction. Usually, a simple event does not provide sufficient information for online 
monitoring and control of enterprise processes [13]. In contrary, a composite event 
with high abstraction can be described with an event pattern based on simple events. 
Further, higher abstraction events can be derived from composite events. In summary, 
a composite event can be defined as a “complex event that is created by combining 
base events using a specific set of event constructors such as disjunction, conjunction, 
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sequence, etc” [29]. Using publish-subscribe mechanism implemented in the data 
aggregation engine, events are forwarded immediately to the CEP engine after their 
occurrence for processing using event processing statements. 

Event processing statements expressed by an event processing language (EPL) are 
used within the CEP engine to analyze logical, temporal, or causal event patterns. 
These event processing statements define how the CEP engine reacts to the 
occurrence of a certain event pattern. Identified externalized knowledge as depicted in 
Step III in Fig. 2 can be modeled as event processing statements. An example of an 
EPL statement using logical and temporal event patterns is depicted in Fig. 4. There 
are two implementations on how the CEP engine controls the actual enterprise 
processes. First, the CEP engine uses interfaces and services provided by the data 
aggregation engine to automatically dispatch control commands to the automation 
systems. Second, before manipulating enterprise processes, CEP engine exposes 
envisaged decision as a suggestion via process visualization client to operators (e.g., 
worker, manager), who in turn accept or decline the proposition. Obviously, the latter 
is used in cases where operators should take liability. 

 

Fig. 4. Event pattern codified as an EPL statement in EsperTech CEP engine 

Process visualization clients are employed to visualize alarms derived by the CEP 
engine. In addition, the AS-IS and TO-BE values delivered by the data aggregation 
engine using publish-subscribe mechanism can be visualized online using visual 
elements like charts and gauges. Process visualization clients also provide interfaces 
to domain experts to configure the behavior of the CEP engine by defining and 
modifying EPL statements. Finally, historical data can be requested from the process 
database for genealogy and product tracking, among others. 

4   Industrial Case Study 

The envisaged framework based on EDA for enabling EI, and online monitoring and 
control of enterprise processes elaborated in Section 3 can be put into practice in 
different types of manufacturing, especially in batch manufacturing (e.g., casting 
processes) and discrete manufacturing (e.g., sheet metal forming processes). Here, an 
attempt is made to realize the framework for casting processes. The enterprise in 
consideration has special purpose machines with a high production rate (e.g., molding 
machine can produce approximately 250 molds per hour). To efficiently utilize capital 
intensive resources, online monitoring and control of enterprise processes is mandatory. 

The process model described in Section 3.1 assists in realizing online monitoring 
and control of enterprise processes. Therefore, enterprise processes have been 
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analyzed and modeled using ARIS (utilizing Event-driven Process Chains (EPCs) and 
Entity Relationship Models) [40]. IEC 62264-2 [37] and DIN 61512-2 [41] have been 
adapted to create an enterprise data model. In addition, DFDs are created to reveal 
interdependencies, and dynamic behavior between various automation and business 
systems.  

The envisaged framework has been implemented using MicrosoftTM Visual Studio 
IDE and .NET framework 3.5. Different screenshots of the implemented event driven 
software, stacked one over other, are displayed in Fig. 5. The data collection engine 
implements various standard and proprietary protocols, collects process data (i.e.,  
AS-IS values) from different sources (e.g., INAT OPC server [42], raw TCP sockets, 
flat files) and forwards these process data to the subscribed data aggregation engine. 
Therefore, the data collection engine provides a windows communication foundation 
(WCF) interface for subscribing to process data. At the data aggregation engine, 
delivered process data is managed in numerous ways. 

 

Fig. 5. Screenshots of the implemented event-driven software for enterprise integration, and 
online monitoring and control of enterprise processes 

First, the process data (i.e., event stream) is forwarded immediately to be processed 
in EsperTech CEP engine [34] for online control of enterprise processes, especially 
with the objective to enhance productivity and reduce wastage of raw material due to 
rejects (e.g., sand, molten material). For instance, an event can be defined for control 
of manufacturing required quantity of molds. An alarm can be raised if the quantity of 
accepted molds is less than the required quantity of molds, leading to an action not to 
start the execution of next scheduled order. The created alarm is displayed online in a 
process visualization client.  

Second, process data along with corresponding TO-BE values from an ERP system 
are mapped onto the enterprise data model and stored in an Oracle® 10g database for 
offline process analysis. The process visualization clients provide an interface to 
configure the CEP engine and supervise alarms. Also, a process visualization client 
provides interfaces to track parts, orders and resources using request-reply mechanism 
(i.e., accessing historical process data). Finally, process data is delivered to all 
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subscribed process visualization clients for online monitoring of enterprise processes 
and subscription to process data is provided through WCF interface. Delivered 
process data is displayed online by the process visualization client using different 
types of visual elements like charts and gauges. 

5   Conclusions and Future Work 

Today’s enterprise environment is complex, volatile and driven by uncertainties, 
forcing enterprises to become more flexible and adaptable. Consequently, enterprises 
endeavor to overcome the aforesaid challenges by enhancing the online monitoring 
and control of their enterprise processes. In the current contribution, a framework 
based on an EDA is presented to enhance online monitoring and control of enterprise 
processes. 

A process model has been described which assists in realizing online monitoring 
and control of enterprise processes. Before implementation, enterprise processes need 
to be analyzed and modeled and if necessary, the processes need to be (re-)designed. 
Various available standards (e.g., IEC 62264-2 [37]) should be considered to build 
enterprise data model which guides in mapping data from different enterprise levels. 
In addition, DFDs can be created to reveal interdependencies, and dynamic behavior 
between various automation and business systems. 

The objective of the envisaged framework is two-fold. First, integration of various 
enterprise levels which is a prerequisite for online monitoring and control of enterprise 
processes. Second, the establishment of online monitoring and control of enterprise 
processes based on the integrated enterprise. Different standard and proprietary 
protocols for acquiring process data from various automation systems, located at 
manufacturing level, have been implemented in a data collection engine. The acquired 
process data is delivered to a data aggregation engine at manufacturing control level. 
This engine preprocesses the process data and stores it along with business data from 
enterprise control level in a process database for offline KDD process, and product 
tracking and genealogy, among others. Simultaneously, process data (i.e., event 
streams) are made available to a CEP engine for online control of enterprise processes. 
Finally, process visualization clients subscribe to process data from data aggregation 
engine and visualize these values online employing visual elements like charts and 
gauges. Also, the process visualization clients provide access to historical process data 
for offline process analysis, and interfaces to configure the CEP engine. 

At the moment, the framework has been introduced in an enterprise for online 
monitoring and control of batch manufacturing (i.e., casting processes). Future 
implementation is planned for discrete manufacturing processes i.e., for an automotive 
sheet metal component supplier. 
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Abstract. New modeling approaches appeared in the last decade based
on the premise that process structures in data-intensive landscapes are
pushed by data-driven events. However, since emergent approaches as
artifact-centered, data-driven, product-based and document-based model-
ing cover reduced subsets of all data-related needs, they have a limited
practical impact [13]. This work structures the set of requirements to
model responsive data-intensive systems, studies the emergent object-
centered approaches to retrieve a set of principles and, finally, defines
a solution direction, centered in expressive object models and in model
transformations, for the support of the introduced principles.

Keywords: process modeling, data-intensive system, object-orientation.

Topics: Concepts: data- and event-driven BPM; Design-time CEP: mod-
eling notations and methods for event-driven BPM. LongPaper category.

1 Introduction

The increasingly uncertain, dynamic and data-intensive landscape where some
systems operate triggers challenges to process models evolution, either when pro-
cesses need to be modeled from scratch or, as this work focuses, to organically
adapt through local improvements. Since data-intensive systems highly depend
on their passive participants – system entities subjected to transformation – to
prescribe its elements, their evolution is pushed by changes at the data level.
Exemplifying, a health-care system that relies on the state and mediation of pa-
tients, exams, reports and historicals to deliver a diagnosis, evolves by changing
the way these passive participants are constrained through process models in
order to abstract and prescribe the new desired operation [29].

In traditional approaches, the modelind of processes is independent from the
system data, historically hidden behind applications [23], disabling synergies
between informational and functional views required for data-intensive scenarios.

Process models can create an environment for the evolution of data-intensive
systems if they foster: integration by prescribing the relationships among system
elements while bridging functional, informational, organizational, technological
and contextual views [33], and adaptability and agility by promoting flexible and
data-centered models with changes performed in a timely manner [19].
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Motivation. Barriers for the evolution of data-intensive process models are
pointed in [19][13] and their resolution is particularly important for scientific
workflow systems [1], manufacturing systems [22][18], government systems [7] or
insurance systems [31]. Common problems of traditional approaches include the
context-isolated enactment of activities causing data-access challenges and a loss
of the process global view, the absence of criteria for the activities granularity
and the rigidity required to specify networks of activities when loosely-coupled,
dynamic and data-based constraints foster models flexibility and expressivity.

Results from research [6][18] support the fact that a system modeling in-
tegrating the data and process perspectives reveals opportunities that disrupt
traditional modeling discipline. The natural outcome orientation of many ad-
ministrative and operational processes [32] turns the progress of single process
instances not directly dependent on the execution of activities but reactive on
data changes [13]. Contrasting to traditional approaches that force the system
modeling into monolithic processes, objects seem promising to model data-based
processes as they capture the system operation as a collection of intertwined
loosely-coupled life-cycles running at different speeds [29], coping with different
levels of granularity [13] and providing a natural basis to derive key performance
indicators [6], to become the ground of process users vocabulary [6], to define
access levels [9] and to model systems’ constraints in usable ways [15].

Since data-intensive processes rely on the premise that relations between the
passive participants’ components implicitly define sub-process dependencies [13],
new ways of dynamically support processes’ evolution can be exploited.

Contribution. This work proposes an analysis of the potentialities of emergent
object-centered approaches to develop a solution basis of an approach where
retrieved lessons coexist to foster the evolution of data-intensive systems.

Although research exist in the scope of process modeling centered on objects
[13] and on process evolution [24], since existing approaches were developed to
face small and specific sets of concerns [13], their practical applicability coverage
and impact is limited [13]. This seems unaccountable in the contemporary era
where, for instance, AI systems, several enterprises and many of their subsystems
are truly data-intensive systems. This observation fosters the need to re-look to
them from scratch in order to understand how potentialities can be combined.

This work systematizes the object-centered universe and it serves as a meta-
guider for principles integration on tacit and data-intensive process modeling.

Structure. This work is divided into four logical sections. First, Conceptual
Foundations, provides a structured context for the universe of discourse. Second,
Related Work, identifies a specific set of requirements based on the limitations of
traditional modeling approaches, and studies how emergent approaches answer
them. Third, Solution Basis, presents a set of principles that restrict the solution
space, derives an initial skeleton for their coexistence and presents some of the
taken concretion and implementation directions. Finally, Concluding Remarks,
presents the resultant theorems and lines of thought for future research.
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2 Conceptual Foundation

The Systemic Context. Inserted in the context of increasing data-intensive
landscapes, this work adopts the process perspective to introduce new postulates
on the modeling of system elements coordination that fosters evolution. Concepts
are introduced below to structure the object-centered modeling.

Def.1 A system is a tuple <R, C, E, G>, where R is the structure, set of
relationships among a composition of system elements C and external elements
E, that satisfies a purpose G grounded on exchanges with its environment [8].

The system composition, C, is a set of subsystems or, from an elementary
perspective, a set of participants P . Participants can either be passive (PP ⊂ P )
if subjected to transformation by a set of system actions, or active or agents
(PA ⊂ P ) if performing actions aimed at changing passive participants [5].

Def.2 System evolution is the process of increasing the system responsive-
ness to its environment by continually optimizing the efficiency to pursue its
purpose under changing conditions. It depends on its ability to behave as an
integrated, adaptable and agile system, to timely improve its structure (R→R′)
when internal, external or purposeful changes occur ({C, E, G}→{C, E, G}′).

Functional decomposition of a system defines hierarchies of abstractions needed
for the modeling of systems operation [33]. Activities, units of work, are its nodes.
In open (E �= ∅) and dynamic or multi-state systems, a system act or an event
(implying a system action) produces a change to the system state. System ac-
tivities coherently and consistently relate system acts.

Def.3 A system process, <A℘, P℘, G℘, R℘>, structures a set of system ac-
tivities (A℘ ⊆ A) performed in a constrained manner (R℘ ⊆ R) based on the
coordination of a set of system participants (P℘ ⊆ P ) to realize a set of sys-
tem goals (G℘ ⊆ G). A process model is a model for system processes, an
abstraction m(A℘, P℘, G℘, R℘), which describes and prescribes the operation of
an object system by its interacting systems based on its functional composition.

The Role of Data. Different data taxonomies for process modeling can be
found in [34][25]. Weske [33] depicts the role of data within processes according
to data visibility, interaction, transfer and support to routing logic. Aalst [30]
distinguishes two main types of data: case and non-case. Case data is the data
used by system applications to support activities. The non-case data can be
divided into support data, if it affects the process routing logic, and management
data, if it is produced by the process execution environment (e.g. audit trails).
Muehlen [34] does the same distinction under a different analysis.

In fact, this work simplifies this taxonomy into data generated and consumed
by processes [34]. The reason behind this simplification – the increasingly blurry
boundary between data exposed for process routing decisions and pure applica-
tion data – lead us, finally, to the notion of data-intensive system.

In data-intensive systems, the data consumed and generated by some of sys-
tem elements is related with the production of other system elements [34].

Def.4 A data-intensive system is a system with a structure R that relates
its elements C based on data mediation and transformation. Thus, its operation
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is constrained by the passive participants state and relations or, more broadly,
by the way the system productions to the environment realize the system goals.

For instance, automotive industrial systems rely on the entanglement of data
components, the passive participants, to deliver a physical production. Claim-
processing systems use claimer’s information, regulatory and financial reviews
and claim state to audit and deliver a decision.

Def.5 A process within a data-intensive landscape is referred asdata-intensive
process. Scientific research has been focusing on two main types of data-intensive
processes: i) processes driven by the state of passive participants [6][31] and ii)
collaborative and tacit processes that use passive participants as record objects
to capture the system operation [26].

Research on data-intensive vertents has been adopting different terms as doc-
uments, products and artifacts, here all generalized and captured as objects,
either simple or compound (encapsulating a set of related objects). Objects, ei-
ther representing logical or physical elements, can be seen as building blocks
that bridge the functional and informational perspectives [6].

Def.6 A system object represents any relevant state-based system element,
either a simple participant or a composition of system participants. Its state is
defined by the object content and it is modified during its life-cycle as the result
of an invocation of a set of activities that act upon its data-attributes.

Informational decomposition of a system defines hierarchies of object models.

ModelingOrientation. Process modeling approaches can be divided according
to their main focus of modeling: activity-flow, agent-coordination or data-needs
focus lead, respectively, to activity-centered, agent-centered or object-centered lan-
guages. For instance, agent-centered modeling is the natural choice for processes
with strict distribution of responsibilities owned by specialized agents, since ac-
tivities precedences are implicitly derived from agent-interaction constraints [17].
This work also distinguishes multi-paradigm approaches where process models
have not a clear orientation [5], and hybrid approaches where different approaches
co-exist exposing different views for different users.

Since objects are generically used to model simple and compound structures
of system participants, the dependencies among activities in object-centered ap-
proaches is derived from constraints on these participants state and relations.

Def.7-1 An object-centered process model is a process model that uses
the knowledge of the participants composition P℘ to derive the system structure
under modeling R℘. Modeling of participants must be expressive, so changes at
the system data models dynamically affect the system process models.

If we recover the system definition, we detect four main perspectives: func-
tional, informational, instrumental and contextual, or, respectively, the activity-
based, object-based, agent-based and goal-based views. All these models are
integrated by a process model, the governance model, that constrains their in-
teraction to capture and prescribe the operation of a target system.

Fig.1 and Fig.2 depict, respectively, an abstract data-intensive system and
the different system modeling views structure.
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Fig. 1. Abstract data-intensive system Fig. 2. Abstract process model

3 Related Work

In this section research problem is reduced to five requirements and emergent
approaches are evaluated according to their ability to answer them.

Research Problem. The pushing of passive participants to the processes back-
ground as a result of an historical hidden of data behind service and application
layers is explained in [33][34]. Seven reasons are pointed in [23]. Nevertheless, our
work aims to develop an environment for the integrated management of system
data and system activities since their independence in data-intensive landscapes
blocks benefits obtained from their coupled evolution.

IBM’s Global Financing case, a system specialized in financing assets is par-
tially depicted in Fig.3. The process modeling layer was based on a typical
activity-centered approach.

A synthesized description of the traditional approaches limitations in sup-
porting the evolution of data-intensive process models is presented in Table 1.

This study led this analysis to a point where the initial problem was break-
down into five pieces. Table 2 structures the five requirements triggered by the
limitations of traditional approaches when modeling data-intensive processes.

Fig. 3. Traditional Process Modeling Landscape
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Table 1. Problems of Traditional Modeling Approaches in Data-Intensive Landscapes

Area of
Concern Problems GF Challenges (Fig.3 upgrades)

Data
Access

Process data redundantly created with ap-
plication data poses consistency problems.
Isolated execution of activities cause a loss
of process contextual view. Data-access
needs to be explicitly specified for every
activity, leading to non-usable models.
There is no support for an integrated ac-
cess to old or non-related process data;

Reviews or contract negotiations become: af-
fected by the state of assets procurement (if
running in parallel) or other request’s re-
views, their progress depends on customer’s
past and similar requests’ information, and
their contextual data continues accessible
without the need to specify all attributes as
input parameters for each activity;

Data-state
Reaction

Activities have to be related in a net
of ordering dependencies, turning difficult
a spontaneously repetition of process in-
stances, their stoppage and caught up at
a later point in time and a dynamic reac-
tion on data conditions;

Contract negotiation becomes reactively
available on a condition satisfaction over re-
views’ data, independently from executing
reviews’ progress. Assets and reviews are dy-
namically instantiated based, respectively,
on request and customer’s data;

Data-based
Synchro.

Process instances (from the same or dif-
ferent process types) are executed in iso-
lation to each other, hampering the sup-
port for expressive communication pat-
terns among processes;

Decoupling of process segments in a modular
way (e.g. Reviews and Assets). Aggregation
of related segments: collective reviewal, col-
lective asset supplying and shipping;

Data-based
Granularity

Service layers turn impossible the defini-
tion of criteria for the processes granular-
ity since client application activities may
reside at different granular levels;

Activities for accessing and changing cus-
tomer or request attributes (e.g. customer
address) must be available, and their com-
position must follow concrete criteria;

Data
Modeling

Since data-centered and activity-centered
models are separated by an application
layer, modeling of data objects is roughly
done at the process modeling level.

A request becomes handled by multiple cus-
tomers (the process modeling environment
detects the change of an association multi-
plicity on an underlying data model).

Introductory remarks for the understanding of data-awareness requirements
can be found in [13][14][20]. Table 2 reviews and structures them under a tax-
onomy oriented to incremental steps for process models’ evolution.

Def.8 An object-centered system is, thus, a data-intensive system with
a structure R that satisfies the introduced requirements, i.e., a system where
its passive participants are visible to every system agent, dynamically affect ac-
tivities progress and composition, and are adequately accessed and expressively
captured at the process modeling level.

State-of-the-Art Analysis. Six mature object-centered approaches were eval-
uated according to their ability to answer to the introduced five requirements.
Their selection was based on the practical maturity, data-orientation and novelty
of aspects. Table 3 groups these approaches and clarifies their focus.

Results were collapsed in Table 4. We say that an approach answers a re-
quirement when satisfies almost of its clauses, partially answers a requirement
when satisfies at least one of its clauses, and not answers a requirement if does
not approach it. A brief analysis done in Table 5 supports the presented results.

Data-based multiple instantiation [12], batch-orientation [3], objects and ac-
tivities connection through procedural links [10], data-based clustering for ob-
jects definition [16] or the attachment of operational semantics within objects
[6] are some other interesting directions on this field of knowledge.

Discussion reveals that each approach answers in different ways to the intro-
duced requirements. Neither approach satisfies all of them, which may justify
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Table 2. Data-related Requirements for Object-centered Approaches

Data
Access

Process and application data must be coherently and consistently integrated, meaning
that system’s activity and data models must be bridged and evolve in a coupled way
according to a well-defined set of relations.
Process models must avoid data-context tunneling (causing the loss of a broader view
on the process) when executing isolated or groups of activities, and additionally must
expressively hold data-access contexts from single to multiple activities [31]. Data-
scope specification must additionally be usable, seizing benefits of using data models
expressivity (e.g. accessing compound or sets of data-objects).
Authorized users must access data at any time regardless of the process status [31][14];

Data-state
Reaction

Processes must dynamically react on data constraints, turning optional the definition
of precedence networks. Since activities are related to objects, they must adapt their
behavior (e.g. availability) based on objects’ state (horizontal dynamic granularity)
[13] and provide a natural method to deduce omission path localization, minimizing
sequentiality and, thus, fostering process flexibility;

Data-based
Coordina-
tion

Processes must use data models constructors to express advanced patterns of synchro-
nization, including: i) the aggregation of multiple related instances to reduce execution
effort (e.g. grouping related requests – vertical aggregation) [3], ii) the definition of
asynchronous points of coordination to minimize processes coupling (e.g. synchronize
the progress of a set of instances responsible for the assets procurement with their
related request) [13], and iii) the definition of expressive transition’s rule-sets;

Data-based
Granularity

Atomicity and composition of activities must be based on the underlying process data
[13] to, respectively, safeguard the availability of fine-grained activities and of a crite-
rion to infer compound processes using multiple levels of modeling abstractions;

Data
Modeling

There must be possible to model and adapt expressive data models at the process mod-
eling level [13]. Evolution of processes is, thus, fostered by the previous requirements,
which assure that execution constraints are dynamically derived from the dependencies
of object models in a usable manner, with this one, which enables modeling flexibility.

Table 3. Chosen Object-centered Approaches

Approach Process constraints driven from... Belief
Document-based
Modeling

[21][2] documents dependencies (either
internal and external)

documents shape and track all the op-
erations of data-intensive systems

Artifact-centric
Modeling

[11][4]
[6]

artifacts’ state and life-cycle syn-
chronization (restricting activity
models invocation)

artifacts’ information models and syn-
chronized states fosters data acess and
processes modularity

Product-based
Modeling

[22][32]
production components dependen-
cies and quality criteria affecting
activity ordering

models for the systems production con-
tain the needed information to affect
the process flow

Case Handling
[31][28]
[33]

data-objects labeled associations
and activities precedences

activities of data-intensive cases can be
captured and grouped as form-based
operations over simple data-objects

Data-driven
Coordination

[19][18] object models’ internal transitions
and relationship types

dependencies among passive compo-
nents completely prescribe and sup-
port evolution of complex processes

Proclets [27][29] interaction of loosely-coupled non-
data-container objects’ life-cycles

modeling centered on processes com-
munication, instead of ordering em-
phasis, fosters modeling expressivity

Table 4. Approaches Evaluation [subtitles: + answers; +/- partially answers; - not answers]

Approach Data
Access

Data-state
Reaction

Data-based
Synchronization

Data-based
Granularity

Data
Modeling

Document-based Modeling +/- + +/- – +/-
Artifact-centric Modeling – + +/- +/- +/-
Product-based Modeling – – – +/- +/-

Data-driven Coordination – – + +/- +/-
Case Handling + + – – +/-

Proclets – – + – –
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Table 5. Brief Review of the Emergent Approaches’ Relevant Aspects

Document-based
Modeling

It fosters simplicity by modeling constraints recurring to data-dependencies, guides
enactement, can support authorized data-access using knowledge-bases and can cap-
ture ad-hoc forms of collaboration. However, it limits data modeling to plain struc-
tures, it does not support advanced relations among documents, and instances are
defined statically;

Artifact-centric
Modeling

It is oriented to business needs and execution constraints are automatically driven
from artifacts modeling. However, activity data-access is limited to the related arti-
fact, life-cycles synchronization does still not support advanced patterns and, finally,
composition of artifacts is not possible;

Product-based
Modeling

It is good for process models that periodically require a clean-sheet, uses quality
attributes for dynamic path choice. However, data-access is restricted to operations’
input components, there must exist an explicit precedence network of operations,
and applicability relies on the ability to specify a produc using composition rela-
tionships and is limited to productions that can be assembled into a single product;

Data-driven
Coordination

It is indicated for large and numerous concurrently executing processes. It adds ad-
vanced communication patterns, as the definition of synchronization points among
instances (belonging to the same or different process types), based on objects re-
lationship types, and allows for complex structures specification that can guide
functional decomposition. However it disregards simplicity, data content (leading
to data-reaction and data-access problems) and atomicity of activities;

Case Handling

It is unique in providing a global view of the process to its users, data-access is
expressive and users can surpass the activities by accessing any data element for
which they have access levels. It allows for horizontal dynamic aggregation and, since
it is fully state-based, it is easy to conceptualize. However, processes hierarchies and
data object-oriented patterns for synchronization purposes are poorly exploited;

Proclets

It promotes a shift from control to communication emphasis, where processes inter-
act according to an agreed level of reliability, security, closure and formality. It sup-
ports multiple messages-exchange patterns and batch-oriented tasks, thus, enabling
vertical dynamic aggregation of proclets instances. Although proclets are decoupled
process fragments, each fragment can still be considered an activity-centered model,
thus, suffering from same data-access and data-state reaction limitations.

their limited real-case applications coverage and impact. However, lessons can
be used to retrieve principles to derive a more mature modeling approach.

4 Solution Basis

This section uses the understanding of how emergent approaches answer data
requirements to retrieve principles and to define a structure for their coexistence.

Event-orientation. A process is here captured as a set of state-based and
synchronized entities objects, activities, goals and time. Exemplifying, a tran-
sition between states of an entity A can trigger an event for another transition
occurrence in an entity B if B has some sort of dependency with A.

Two axioms must be introduced. First, process state is a function of time and
of its activity, object, and goal models. Second, synchronization among entities
is defined through event-driven state transitions recurring to rule-set models.

Object models and activity models in the modeling landscape of data-intensive
systems are integrated by a process model (the governance model) that estab-
lishes relationships and constrains their interaction through rule-set models.

Note that the notion of system applications that frequently intertwined data
and process models are in data-intensive landscapes pushed back and here seen
as work ow systems’ additions to implement non-trivial system rules.

Def.7-2 An object-centered process model, <OM, AM, GM, RM>, is a
model derived from a set state-based object or participant models OM , activity
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models AM and goal models GM . All of them synchronized through rule-set
models RM that constraint the availability to invoke activities based on restric-
tions or concessions specified for each governed model. Generically can be defined
as a pair <N, E>, where N = NOM ∪ NAM ∪ NGM ∪ NRM , and E ⊆ NxN .

Principles. The solution space constraints that support the satisfaction of the
introduced requirements are synthesized in Table 6. Note that since, execution
constraints for data-intensive processes mainly derive from objects’ state and
relations, object models adaptation becomes the great source to evolve processes.

Table 6. Principles for the FIVE Requirements

Data
Access

First, all system data is captured (by modeling either tacit or non-tacit applications
and using their trace to feed their objects), standardized (by using a widely-accepted
data modeling notation) and accessible (by not hiding data behind applications).
Second , activity models prescribe objects’ data access by specifying labeled associa-
tions, both imperative and declarative, at any granular level of activities and of objects.
Third, related running activities are presented using forms. Forms fields change dy-
namically since aggregated activity-related attributes can be alternately submitted and
may turn new attributes available (soundness criteria must answer form’s deadlocks).
Fourth, there is a default criteria for the automatic definition of the activities’ data
scope based on the object models. An activity has not only access to its related ob-
ject or attribute but may access related/internal/super objects and attributes if these
associations declare public visibility.
Fifth, authorization is separated from distribution using an object-based structure
to manage agents’ privilege access levels. Vertical (instance-based) and state-based
authorization also define access levels.

Data-state
Reaction

First, the object-centered models’ interplay assures that activities react on objects
state in a traceable manner. Even activity’s completion, failure or cancellation be-
haviour is, by omission (although editable), retrieved from related object specification.
Second , it is possible to specify dependencies of different types (e.g. start-to-start,
finish-to-start, start-to-finish, finish-to-finish) among data-attributes or any granular
level of objects, which generates expressive dependencies on the functional level and
fosters an usable parallelization of attributed-based activities and the ability of process
models to evolve through object models adaptation.

Data-based
Coord.

First, object state transitions may depend and affect other object instances’ markings.
Communication among objects, always mediated by a third object, is derived from
object models to process models and it enables the definition of asynchronous points
of synchronization between processes.
Second , the skeleton for the rule-set models is automatically generated on the basis of
their input and output states and of expressive constructors.
Third, rule-set models placed in objects’ state transitions can comprise advanced for-
mulas based on aggregation constructors, data-scope settings, time conditions and
executable code additions.

Data-based
Granularity

First, each compound activity is a composition of fine-grained activities and for each
data-field there is an activity that triggers system acts to access and modify its content.
Second , object model’s relations of encapsulation constitute a criterion to derive the
processes’ composition, enabling zoom operations through different operational levels
either by hiding internal life-cycles or by collapsing them into compound states.

Data
Modeling

Definition and continuously adaptation of data-intensive system is possible through
dynamical creation, edition and removal of objects at the process modeling level by
assuring that the derivation of processes from data-structures is performed on-the-fly.
Soundness is verified before each modeling change and a coherent migration of the
affected object-centered instances applied when changes are sound.

The process of modeling data-intensive processes. The modeling of the
target process models begins with the objects’ specification by enriching the
system data models with synchronized life-cycles and data dependencies. Rule-
set models are used to specify advanced behaviour. Activity models, partially
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derived from object models, contain editable functional aspects and data-scope.
Process models are dynamically derived from the previously defined models.

Object-centered modeling steps are synthesized by the following algorithm:

1. (Manual) Definition of a data model for the target system using UML;
2. (Automatic) Generation of the object models skeleton;
3. (Manual) Edition of object models to capture the system semantics;
4. (Automatic) Test of object models’ soundness. Generation of activity models;
5. (Manual) Definition of additional constraints for activity models;
6. (Automatic) Test of activity models’ soundness. Derivation of the
object-centered process models net. Generation of default rule-set models;
foreach true do

7. (Manual) Adaptation of one of the system object-centered models;
8. (Automatic) Test of models’ soundness. Change of the affected models;

end

Object-centered meta-models, language’s constructors, soundness criteria and
other relevant aspects will be presented in future publications.

Implementation Aspects. Algorithms were developed for the generation and
completion of object and activity models, and to derive simple and compound
process models. Object-centered models were formalized and their soundness cri-
teria defined. To assure the execution, advanced verification, instances migration
and interoperability of the target models, a mapping to YAWL was defined. As
the set of object-centered models can be considered a high-level domain-specific
language to lower-level constructs provided by YAWL, syntax specification and
model-to-model transformations were defined using ASF+SDF.

Contribution Reviewed. A recently enriched data-centric direction [20] sup-
ports most of these principles, although still neglects composition and advanced
synchronization patterns. [13] stream of research retrieves a relevant subset of the
introduced principles, although does not provide an approach for their support.

Object-centered investigation besides presenting a basis for all principles inte-
gration, is unique in presenting a direction for an approach that: i) fully derives
and adapts process models from enriched data models ([20] still requires the
manual definition of activities for the manipulation of system participants), ii)
defines advanced behavior based on formal rules, iii) uses objects data-visibility
to formulate new soundness criteria, and iv) exploits object-oriented inheritance
and encapsulation patterns for an expressive derivation of processes.

5 Conclusions

Activity-centered approaches are limited in modeling data-intensive processes.
Such limitations can be translated into a set of requirements that foster the
ability to process models evolve in data-intensive landscapes. Emergent object-
centered approaches do not successfully satisfy all requirements, which may be
correlated with their limited practical applicability and impact. Such approaches
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provide important principles to satisfy the introduced requirements. More ma-
ture object-centered models can benefit from their mutual support.

These principles are not mutually exclusive in an event-driven solution ba-
sis centered on expressive object models. The alignment between object and
activity models, although preserving the models independence, fosters an evo-
lution of process models centered on object models adaptation. Model-to-model
transformations were used to implement the target approach.

Possible lines of though for future research comprise the development of an
usable graphical layer on top of the textual models, the continuously systemati-
zation and enrichment of rule-set models expressivity, the conception of an hy-
brid approach for heterogeneous systems where object-centered modeling plays
its part, and the attachment of semantics to objects so their composition and
constraints can be dynamically derived to satisfy sets of system goals.

Future publications will work on the hypothesis that expressive, sound and
executable process models can be derived from object-centered models.
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Summary. Today, in the state of the art process engine solutions, pro-
cess models are executed by a central orchestrator (i.e. one per process).
There are however a lot of drawbacks in using a central coordinator,
including a single point of failure and performance degradation. Decen-
tralization algorithms that distribute the workload of the central orches-
trator exist, but they still suffer from a tight coupling and therefore
decreased scalability. In this paper, we aim to investigate the benefits of
using an event driven architecture to support the communication in a de-
centralized orchestration. This accomplishes space and time decoupling
of the process coordinators and hereby creates autonomous fine grained
self-serving process engines. Benefits include an increased scalability and
availability of the global process flow.

Keywords: Dynamic workflows, Orchestration, Decentralization.

1 Introduction

In the last couple of years, process modeling got a lot of attention from re-
searchers and practitioners. Especially with the arrival of service oriented com-
puting, process modeling became even more important. Starting from atomic
services, new aggregate services can be build by combining the atomic ser-
vices and describing an execution flow between the different entities. This way
composite services are created, which can again be used in other compositions.
When these compositions are described with a specific executable language (e.g.
BPEL4WS [1]), automated enactment using a process engine can be accom-
plished. The description of the process flow can be interpreted by a process
engine, which coordinates and triggers the described work.

In the current situation, the execution of one process or one composite service
is typically coordinated by one central entity (Fig. 1a, coordinator C0). This
central coordinator gets a request from a client and starts the execution of the
workflow described in the composite service (Fig. 1a, tasks T1, T2 and T3). The
coordinator chooses between paths in the workflow that need to be followed, does
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data manipulation and invokes the necessary (atomic or composite) services. The
central coordinator contains all the logic necessary to execute a complex service
or process. Note that the coordinator only routes work, it doesn’t perform any
actual work itself. The actual work is executed by the triggered services (Fig. 1a,
services S1, S2 and S3). This is called centralized orchestration [2].

Fig. 1. Centralized, Decentralized and Event-Based Orchestration

The use of a central coordinator per process struggles with a few problems
in today’s highly decentralized world, and contradicts some of the key aspects
of service oriented computing. The use of service oriented computing promises
loose coupling (separation of interface and functionality) [3], which increases dis-
tributable functionality and reusability [4]. Using a central execution engine or
coordinator for a composite service creates a bottleneck and single point of failure.
The services (work items) are distributed and decentralized, but the decision logic
and coordination is still located at one point. A central coordinator also decreases
scalability. For a simple change in the process flow, the entire process description
needs to be renewed. Another drawback of a central coordinator is the unneces-
sary network traffic and performance degradation it creates [5]. This problem of
centralized process coordination is also recognized by other researchers [6,7,8].

To overcome this bottleneck, solutions are given to decentralize the coordi-
nation work. For example, Nanda et al. [9] define an algorithm to transform a
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single BPEL process into multiple (smaller) processes using program dependency
graphs. This results in separated process engines, which remove the need for a
central coordinator and decentralizes the workflow logic (Fig. 1b, process engines
C1, C2 and C3). Advantages of this approach include a significant decrease in
network traffic, improved concurrency and availability [5]. This decentralization
of the workflow of one composite service is termed decentralized orches-

tration.
There are however still a few problems left unsolved in the afore mentioned

decentralized orchestration. The execution engines are still mutually tightly cou-
pled, which decreases scalability of the process flow. Each process engine has a
direct link to the other process engines that make up the entire composite service.
The start of one execution engine in the composite service relies on its invocation
by another execution engine. The engines by itself are not autonomous and have
to rely on decisions made by others as the logic of the next step in the process
is located with the caller, and not with the callee.

In this paper we propose the use of an event based architecture within the
decentralized orchestration of a composite service, which we’ll term decentral-

ized event-based orchestration (see Fig. 1c). This will create autonomous
process engines, capable of assessing their environment and deciding on their
own when to invoke their respective service(s) (which is a useful property in
process management [10]). An event based communication paradigm also cre-
ates a highly loose coupled infrastructure, which makes changes to the process
flow relatively easy (‘plug and play’ of process engines).

The use of an event-driven architecture (EDA) in combination with the ser-
vice oriented architecture is already thoroughly discussed in research and prac-
tice [11,12,13,14]. The difference with these proposals and our work, is the place
where the event based communication paradigm is used. In current literature
about SOA and EDA, event communication is used for the invocation of ser-
vices (work items) by the central coordinator (dashed, open arrowhead arrows
in Fig. 1). In our approach, we look at the use of an event based architecture
within the decentralized orchestration of one composite service. These are the
calls from coordinator to coordinator (full arrowhead arrows in Fig. 1). They
correspond with the control flow described in one workflow model (sequence,
choice, loop).

In the next section we clarify our viewpoint on orchestration and process
based composition, and give some definitions of terms used in this paper. In the
following two sections we answer the most viable questions for our research: why
do we need to decentralize the process flow execution (Sect. 3 and 4) and why
is an event based communication a feasible strategy to do so (Sect. 5). In the
remaining sections we describe how this can work in practice (Sect. 6) and set a
few key points for further research (Sect. 7).

2 Viewpoint

In order to explain the ideas in this paper, we give an overview of our viewpoint
on service oriented computing and its link to process composition.
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Our goal is to split up one process from one organization in order to distribute
the execution load of that process. We look at coordination from a one-process
point of view. This enables the abstraction of the interplay between different
processes from different entities (organizations, departments, customer-supplier,
...). We are only interested in the control flow (sequence, choice, loop) within
one process execution. We also assume that a global process view is at hand.
The process modelers have defined a process model that is to be deployed in the
company. Decentralization of the model takes place in the deployment stage.

A second viewpoint we take is a strict separation between coordination or pro-
cess logic and functionality. With coordination logic we mean the description of
the work that needs to be done. This description can be interpreted by a process
engine, which makes sure that all the work that is written down in the descrip-
tion is carried out. The process engine is thus a coordinator, it doesn’t perform
any work itself. The actual work is executed by services that are triggered by
the coordinator. These services contain the functionality or actual work packets
of the process description (see Fig. 2). Note that the service that is triggered
by the coordinator can be a composite service, which itself contains a process
description and thus is a coordinator. Because we look at the problem from a
one process point of view, calls to atomic or composite services are treated the
same way. They both belong to the functionality side and get triggered by the
coordinator. How the actual work is eventually handled isn’t of interest to
the coordinator of this one process (it just wants the work done). Like it is
said in the introduction, we look at the decentralization of the process logic (top
part of Fig. 2), not at the invocations of services or other process compositions
(bottom part of Fig. 2).

Fig. 2. Separation of the process logic and functionality

This separation of process logic and actual work packets creates a loose cou-
pling between the two. Because the logic on when something has to happen and
the work packet itself is separated, the work packets become highly reusable.
Other process flows can also trigger the same functions to create new composite
services (see Fig. 2, process engine Y). With the help of standard interfaces like
WSDL [15] and interaction protocols like SOAP [16], the services and the pro-
cess logic are not location bound. The services can position themselves anywhere
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in the IT infrastructure, the same goes for the process engine(s). This creates a
highly distributable process architecture. One thing that is still left as a single
monolithic entity is the process description. This paper further investigates the
possibilities to distribute this process logic.

2.1 Terminology

To exclude ambiguity, we define some terminology used in this paper.

Event architecture. An event architecture is an architecture that supports
the event communication paradigm by implementing a publish/subscribe
interaction scheme [17,18]. Events are instantaneous happenings. When an
event happens, a notification of its (past) occurrence is routed to interested
parties. This routing is done by an event service that also keeps track of
which entity is interested in which event and which entity is able to publish
which event.

Locus of Control. The locus of control is the place that holds the decision
logic of the next step in the process. In a centralized orchestration, there is
only one locus of control and it lies with the coordinator. The coordinator
knows what and when something has to happen. When decentralizing the
process logic, there isn’t a single locus of control, but multiple loci of control.
At anytime in the process flow the decision logic of the next step in the
process can be located at one of the distributed process engines. There can
be as much loci of control as there are process engines for a given process.

Orchestration. We adopt the interpretation of orchestration as described by
Barros et al. [2]. Orchestration is the execution of the internal actions of one
composite service. The execution engine reads and interprets the predefined
process flow and invokes the services that have to perform some kind of work.

3 Limitations of Centralized Orchestration

When using a centralized orchestration, two groups of limitations can be iden-
tified. First there are technical limitations, like a performance bottleneck and
unnecessary data traffic. Second, there could be managerial reasons to not use a
centralized orchestration. Technical limitations of a centralized process execution
are:

Single point of failure. If the central coordinator fails (either by hardware
or software), all process instances will fail. The services capable of perform-
ing the work items described in the process flow may still be available (they
are distributed), but because of the failure of the coordinator, these services
aren’t triggered, and therefore aren’t executed anymore (see Fig. 3a). Even
though there is a high decentralization and distribution of the services de-
scribed in the process flow, the availability of the entire composite service is
still dependent on one single entity: the central coordinator.

Unnecessary network traffic. All (data) traffic runs through the central
coordinator. For example, when data generated by one service is important
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for another service, this data will be routed through the central coordinator
(from the first service to the second service), even if this data is of no impor-
tance to the coordinator. This creates a lot of unnecessary network traffic
from and to the central coordinator (see Fig. 3b).

Performance bottleneck. Real life processes can build up in scale and com-
plexity and for one process description, multiple process instances can be cre-
ated (see Fig. 3c). In process intensive organizations, these process instances
can run up very quickly. When all the instances are coordinated at one point
in the IT infrastructure, performance throughput decreases significantly.

Fig. 3. Limitations of a centralized orchestration: Single point of failure, Unnecessary
network traffic and a Performance bottleneck

There are also managerial reasons for not having a central process coordinator.
These include security, privacy, visibility, etc. In extended enterprises it is viable
that no single organization has control over the entire process (enforced through
policies), or that no central entity is allowed to view the entire process, which
makes encapsulation necessary.

4 Decentralized Orchestration

The drawbacks of a centralized orchestration have already been recognized by
many researchers and practitioners [5,7,8,9,19,20]. To overcome these problems,
proposals have been made to decentralize the process execution. These proposals
are algorithms which take as input a global process description and give as result
a divided process flow. Differences in the algorithms are the way in which the
algorithm works, depending on the eventual goal of the division. Nanda et al. [9]
use program dependency graphs, a tool borrowed from compiler optimization,
to split up the process flow. Their goal is to reduce the network traffic involved.
For the same reasons, Fdhila et al. [20] decentralize the process flow using de-
pendency tables and Muth et al. [7] perform decentralization using state and
activity charts. Chen et al. [19] use a different division metric, namely business
policies, which accomplishes encapsulation of parts of the process flow.

The eventual result is however always the same. After dividing the original pro-
cess flow, the outcome is a set of control flows, each of which can be interpreted
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by a different process engine (see Fig. 4). The coupling between these flows is al-
ways tight. The locus of control of one process engine is located at another engine.
The start of a process flow is dependent on the invocation done by another process
flow. Each process engine thus knows what the next step in the global process flow
should be (“I am done, now I’ll request the start of engine x”). This is the source
of the tight coupled communication.

Fig. 4. Decentralized Orchestration

This decentralization thus solves the problems associated with centralized or-
chestration, but not to a full extend. Because of tight coupling, scalability is still
a problem. The availability of the global process flow can also still be optimized.
This is why we look at the use of an event based communication paradigm.

5 Event-Based Orchestration

We propose to take the decentralization one step further and extend the de-
centralization of the coordination work with an event-based communication
paradigm. This will create highly loose coupled, autonomous process engines.
The use of an event-based architecture to accomplish loose coupling has already
been thoroughly studied in process modeling and other domains [12,17,18]. The
novelty of this proposal is to use the event-based architecture to decouple the
internal process flow. Starting from a global process flow, it is the next step
in the decentralization algorithms (from central to decentralized to event based
process execution).

Using an event architecture as communication scheme between the decentral-
ized process engines is shown in Fig. 5. Each decentralized coordinator listens to
its environment and reacts accordingly. A single process engine doesn’t invoke
the next step in the process flow anymore, it just publishes a notification of the
event that just happened (“job x is done”). This leaves the decision on what the
next step in the global process is, completely in the hands of the next step itself.

The advantage of using an event architecture is decoupling between the sender
and receiver of a message. We validate the usefulness of using an event architec-
ture in decentralized orchestration by looking at this decoupling. Decoupling in
event architectures is defined by Eugster et al. [17], who give three meanings to
decoupling accomplished by using an event architecture: space decoupling, time
decoupling and synchronization decoupling.
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Fig. 5. Decentralized Event-Based Orchestration

Space decoupling. Space decoupling refers to the unawareness of interaction
partners. Publishers publish events without knowing who receives them and
subscribers consume these events, without knowing who sent them. When
using an event-based architecture, space decoupling is the biggest contri-
bution to decentralized orchestration. The locus of control shifts from the
sender to the receiver of a message (or event notification). This creates au-
tonomous process engines. The engines themselves decide when they start
the execution of the process flow, they don’t rely on a decision made by
another process engine. Space decoupling also shields the different process
engines from each other, which increases scalability. Because a process en-
gine doesn’t rely on others, but rather on its own decision on when to start
the process, a plug and play architecture becomes feasible. Even when using
automated transformations from a global process flow to a decentralized one,
a plug and play ability to change the deployed process flow is a definite plus.
With a tight coupled decentralization, even small changes in the process flow
result in big changes to all the different process engines (which can become
cumbersome when they are all physically distributed in far away locations).
Because of space decoupling, changing the process flow influences only those
process engines which are actually involved in that specific change.

Time decoupling. Interacting parties do not need to be active at the same
moment in time. This allows a process engine to be offline, while others
continue their regular course of action. Time decoupling, together with a
distributed location of the process engines, increases the protection of the
global process against a single point of failure. A process flow, implemented
with an event communication scheme, doesn’t get interrupted when one (or
more) process engines in the process flow fail. The still active entities keep
working and when the failed engine comes back online, all published events
of interest that happened during the failure, will still be delivered. Time
decoupling thus guarantees availability of the global process flow.

Synchronization decoupling. Synchronization decoupling refers to the
asynchronous send and receive of messages. The sender, nor the receiver
gets blocked while sending or receiving events. Asynchronous invocations are
already present in current orchestration decentralizations. In terms of syn-
chronization decoupling, an event architecture doesn’t add a surplus value
versus classical decentralized orchestration.
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Space and time decoupling are an added value of using an event-based com-
munication paradigm in a decentralized orchestration. They will increase the
scalability and availability of the process flow.

High decoupling of sender and receiver in decentralized orchestration is how-
ever not a silver bullet. A few disadvantages of using an event communication
paradigm between the partial process flows can be identified:

Loss of a global process overview. A disadvantage of using an event
architecture is that, at runtime, the global overview of the process flow gets
lost. Every process engine works autonomously, without the knowledge of any
other part of the process flow. The execution of the process flow thus becomes
stateless. Although the overview of the process flow gets lost at runtime, there
still exists a process model. Decentralization happens at deployment, where
one starts with a global process overview. This overview will thus still be avail-
able. In service oriented computing it is also advised to design services in a
stateless way [4,21]. Using stateless process engines thus fits in this ideal. In-
spection of the process state at runtime can still be done by monitoring the
events at runtime and relating them with the global process model.

Loss of coupling process instance and action. Related to the loss of the
global process view, is the difficulty of relating events to process instances. If
a decentralized process engine subscribes to two events, e.g. OrderCreated
and PaymentComplete, and defines in its process flow that the order should
be shipped when it gets notified of these two events, it is imperative that these
two events belong to the same process instance (order) before it ships the
goods. A way to insure instance-event coupling is to add instance ids to each
event (similar to correlation sets in BPEL). For every new request from the
client, the published events, and any following, get the same instance id. This
can be accomplished by the event architecture itself. This way a process engine
shall always perform the necessary actions for the correct process instance.

Reduced coordination. Because of space decoupling, an event communica-
tion paradigm strongly reduces coordination between interacting partners,
which creates a particular challenge for transactions. To accomplish a transac-
tion, knowledge of participating partners is required, which conflicts with the
space decoupling. This problem can be overcome by intelligent modulariza-
tion of the process flow, i.e. keeping tasks in a transaction in the same partial
process engine.

6 In Practice - Case Study

When starting from a global process description, any process decentralization
algorithm presented in Sect. 4 can be used to first create decentralized process
engines. These engines then have to be modified to use the event communica-
tion paradigm. To accomplish the resulting publishing and catching of events
in a service oriented environment, event architectures like WS-Notification [14],
EVE [22] or the more recently proposed BPEL and WSDL extensions for an
event driven architecture [23] can be used.
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Fig. 6. From centralized process execution to decentralized execution

Fig. 7. Decentralized event based execution

We give a simple example to demonstrate the two steps involved in trans-
forming a global process flow to a decentralized event based one, hereby showing
the feasibility of this approach. A pizza delivery company accepts orders from
clients. If an order is received, the payment of the order and the baking + deliv-
ery of the pizza are executed in parallel. Delivery is only started after the baking
is complete, and payment is only started after price calculation. This process is
shown in Fig. 6a. We used a pseudo-BPEL code, as introduced by [9] to describe
the process flow. The first step is to decentralize this process. We did this using
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the decentralization algorithm described in [9]. Each resulting process engine
calls the next one by means of invoke and receive operations (see Fig. 6b).
The second step is to change this to event communication. For every coordinator
to coordinator communication, each invoke operation is changed to a publish
of the recent happenings: E-publish(eventName,payload), and every receive
operation is changed to accept notifications: E-catchEvent(eventName). This
also means adding a subscription to this notification in the beginning of the pro-
cess flow: E-subscribe(eventName,filter). Note that invocations from the
decentralized process engines to their respective services (functionality) remain
unchanged.

Figure 7 shows the resulting pseudo BPEL for the different coordinators. A
big difference we see with Fig. 6b is the non-occurrence of references to the
other coordinators. In Fig. 6b each coordinator still has a hard-coded link to
another one (see the arrows). This is removed when an event driven architecture
is used. The global process flow is now executed by loosely coupled, autonomous
coordinators.

7 Conclusion and Future Research

In this paper, we promoted and examined the idea of using an event driven ar-
chitecture to further extend decentralized orchestration. An added value of the
use of an event driven communication paradigm is space and time decoupling
between the decentralized orchestration engines. This increases the scalability
and availability of the global process flow and creates autonomous process en-
gines, which can be deployed at runtime (plug and play) and can be distributed
in the global IT infrastructure. With an example we showed the feasibility of
this transformation to an event based orchestration.

Further research involves the formalization of these transformation rules from
a global process model to a decentralized event based orchestration. We intend
to prove the correctness of these transformation rules with process algebra and
formally validate the added value (see Sect. 5), by testing on availability (stress
testing) and scalability of the decentralized event-based process flow.
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Abstract. The growing of business market dictates new requirements of agility 
to the business process environment. An event-driven approach can deal with 
this issue since an event can be defined as a significant change in the state of a 
system or an environment. This paper is focused on the combination of the 
event-driven approach and the business process modeling one by developing a 
cloud-enabled event-based business process editor and simulator. BPMN2.0 is 
the relevant business process formalism used since it can represent graphically 
various kind of operating activities and events. 

Keywords: BPMN, business process modeling, simulation, EDA, SOA. 

1   Introduction 

This paper aims at presenting the value of the event-based business process modeling 
approach illustrated thanks to software components which are part of a complete 
event based open-source platform. 

The paper starts by discussing the importance of business process modeling and 
event-driven approaches and synergies with the Service-Oriented Architecture (SOA) 
principles. Then, it presents the goals of EBM WebSourcing in terms of open-source 
cloud enable platform based on such approaches. Finally, the software components 
designed to support these perspectives are described. 

1.1   Event and Business Process Management (BPM) 

Enterprises are now operating in a complex economical environment where markets 
are more competitive and dynamic. They require the agility to be able to operate 
under such pressures and thus ensure their survival. The way for an enterprise to do 
business is captured in its business process which is seen today as the most valuable 
corporate asset. A business process according to [18] is an artifact made of a set of 
activities executed in order to achieve at least one objective. The agility of enterprise 
business processes to change in a timely manner and rapidly adapt themselves to new 
conditions is though very important. 

SOA promises to provide a decentralized and loosely coupled environment that 
enables flexible, reliable and coordinated integration of dynamic applications 
belonging to different organizations. More and more enterprises start organizing their 
business processes by means of service aggregation. We assume that business process 
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is based on the SOA principles, with both aiming to empower the organization to 
more quickly respond to changing business requirements that result from events [3]. 
This is where an event-driven approach comes into play. 

The fundamental concept of the event-driven approach is, obviously, an event. An 
event is a notable thing that happens inside or outside the enterprise [11]. It can be 
defined as a significant change in the state of a system or an environment [10]. The 
event-driven approach concerns the production, detection, consumption of, and 
reaction to events. This event-driven approach may be applied to the design and 
implementation of applications and systems which transmit events among loosely 
coupled software components and services. 

Business process and event-driven approach complement service-oriented 
architecture because services (within business process) can be started by triggering 
events which can influence the execution of a process or a service.  

Moreover, nowadays the modern enterprise operates in a cloud of business events 
emanating from sources all over the world. Events can be monitored, managed and 
processed by a complex event processing (CEP) engine using event patterns [17]. 
CEP allows real-time respond and better control of business processes. 

[2] confirms the requirements for handling events in process models and discusses 
the notion of events for triggering process instantiation or steps within a process 
instance. Events provide content for analyzing and acting during the business process. 
They are a way to loosely interconnect different process instances: Events produced 
in one process instance are consumed by one or several other process instances. 
Furthermore, composite events, i.e. the combination of different interrelated events, 
must also be handled in process models thanks to Complex Event Processing (CEP). 

Besides of describing the architecture and tools, [4] outlines a methodology by 
which each participant can define, detect, and respond to events. It proposes an Event-
driven Architecture (EDA) which aims to address the engineering challenge of 
incorporating events in a web process in a reusable manner - that is, without hard 
coding events into a process model. From [17], an EDA provides a way of organizing 
systems that sense, analyze, and respond to events. For business processes, sensing 
involves receiving events from multiple sources (sensors, software applications, and 
such), analyzing involves deciding a response (perhaps by aggregating such events), 
and responding involves updating expectations and modifying executions. 

According to [7], the trend of BPM is shifting from the design of business process 
towards improving and analyzing business processes. Therefore, we have devoted our 
interests to a platform allowing collaborative design and verification of event driven 
business processes through the development of an editor and a simulator. The editor is 
dedicated to the process design, whereas the simulator is focused on the process 
verification. 

1.2   Technologies Positioning 

An event-driven business process modeling approach is the basis of the development 
of the Business process editor and simulator which aim to offer users the ability to 
collaboratively create, modify, and simulate processes made of events and services. 
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The positioning of the editor and simulator in the existing open-source SOA 
products portfolio of EBM WebSourcing is shown in Fig.1 below: 

 

Fig. 1. Positioning of the Business Process Editor and Simulator 

The editor and simulator are used during design time to build Event Driven 
Applications deployed into the service cloud managed by the Petals ESB (Enterprise 
Service Bus) event enabled service infrastructure. Users define processes using 
available event types and services from the event and service repositories. The service 
repository is the Petals Master open-source registry. Event repository contains an 
event taxonomy that describes event types. 

The process designed with the editor is then translated to be executed by the BPEL 
[9] (Business Process Execution Language) engine provided by the Petals ESB  
open-source JBI1 compliant ESB. This ESB may be distributed either physically  
or logically on many nodes that manage their own services and events according  
to an OASIS/WS-Notification2 compliant engine. Communication between service 
providers and consumers use the event paradigm as explain below: 

An event can happen at any moment produced by any kind of services: a new 
observation, a file created or deleted, a change on a meta-data, etc. Once events have 
been produced, consumers have to be notified. However, in order to ensure loose 
coupling between services, event producers should not know event consumers, neither 
the means to send them notifications. The classical way to deal with such a schema is 
to route the notifications via a broker who will be in charge of maintaining a list of 

                                                           
1  Java Business Integration: http://jcp.org/en/jsr/detail?id=208 
2  http://www.oasis-open.org/committees/tc_home.php?wg_abbrev=wsn 
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consumers with their specific protocol of exchange, as well as their subjects of 
interest (also known as topics of publish/subscribe design pattern). Such kind of 
communication is covered by the OASIS WS-Notification standard. 

The BPMN2BPEL translator converts BPMN 2.0 compliant business processes to 
a set of executable artifacts: BPEL code, WSDL service interfaces, JBI configuration 
files, XSD data models (service parameters and events). The BPEL engine 
orchestrates services in order to implement the specified process. It takes in charge 
service invocation triggered by events thanks to features provided by the underlying 
bus infrastructure and notification engine. 

The business process editor and simulator are detailed in Sections 2 and 3 
respectively. 

2   Business Process Editor 

The Business Process Editor aims at providing an environment for users to be able to 
model their business processes through a Web client interface. It provides a set of 
features allowing the creation of standard elements of BPMN 2.0 (Business Process 
Modeling Notation). 

In this section, we will survey the main reasons behind the choice of the BPMN 
syntax, the functionalities of the editor that have already been implemented in the 
current version, and finally detail the collaborative feature. 

2.1   Business Process Modeling Notation (BPMN) 

The Business Process Editor has been developed to support the process representation 
based on the BPMN 2.0 specification [15]. BPMN 2.0 introduces additional 
constructs and a standardized serialization format to the previous one (BPMN 1.2). 

BPMN is a semi-formal language for graphically representing processes defined 
initially by the BPMI3 (Business Process management Initiative). BPMI has been 
established in order to promote and develop the use of Business Process Management 
(BPM) through the use of standards for process design, deployment, execution, 
maintenance, and optimization of processes. It merged with OMG (Object Management 
Group) in 2005. 

BPMN is compatible with XML-based workflow languages like BPEL. The 
version 2.0 provides a complete mapping between BPMN models to BPEL. This 
facilitates the transformation of a BPMN model into an executable process one.  

According to [13], BPMN can cover mainly the functional view and partially the 
organizational, informational, and resource views of enterprise modeling through 
pools, lanes, activities, flows, and data notations. BPMN integrates the event notation 
which is the fundamental concept of the event-driven approach.   

In the first section, we discussed about the necessary of taking the event-driven 
approach into account when modeling a business process. An event gives the dynamic 
behavior to business process because it can deal with changes that happen in any 
moment of times and affect the sequence of activities of a process.  

                                                           
3  www.bpmi.org 
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BPMN takes into account event by specifying three types of events: start, 
intermediate, and end events. A BPMN process is triggered by an event to start. 
Events can also appear anywhere within the process (as intermediate events) and it is 
always placed at the end of process (as end events), for instance, the process is 
stopped immediately when an error occurs within the process.  

Thus, BPMN language is the relevant formalism for us since it allows combining 
BPM and event approaches. 

2.2   Technologies 

The main target user group of the Business Process Editor and Simulator are business 
users, not technical ones; consequently tools should be easy to install, update, and use. 
Moreover business processes instances will run into the cloud, meaning services and 
events managed by the bus are available through Internet. Such requirements imply to 
develop our software as lightweight Web applications. 

Rich Internet Application (RIA) [6] aims to build lightweight applications that can 
be accessible from anywhere and they are upgraded instantly while providing the same 
rich full features as the classical software. The HTML standard and Javascript 
language are commonly used to develop RIA as they are supported on many devices 
and are quiet easy to manipulate. However, over time, it becomes difficult to maintain 
applications developed with such technologies. On one hand, the supports on which 
they are based are evolving rapidly and are also quiet numerous. The problem is that 
all these technologies have no common standards, thus requiring specific development 
for the application to develop. On the other hand, developing rich applications involve 
the integration of many features that require a development language that can lead to a 
robust application. A language such as Javascript does not allow this because it is 
weakly typed making the developed application hard to maintain. 

We selected Google Web Toolkit (GWT) [5] since it is a framework that aims to 
develop RIAs using Java as a language of development which, unlike JavaScript, is a 
strongly typed language and whose maintenance can be easier. Moreover GWT offers 
the advantage of not having to worry about the supports on which the application will 
run, because once the application has been developed, it is compiled to be compatible 
with a maximum of support. GWT also allows developing libraries that can easily be 
integrated within other applications, helping by the way the reuse of components. 

Besides, Scalable Vector Graphic (SVG) [15] is used to deal with the graphical 
representation of the main BPMN widgets. It allows rendering graphical elements 
within an HTML page. SVG is an XML-based file format for describing two 
dimensional vector graphics. The advantage of SVG, in addition of being easily 
manipulated, is that it is readable by many applications as this is a well established 
standard. 

2.3   Features 

The aim of the Business Process Editor is to be a design tool for business process in 
BPMN representation. The Fig. 2 shows the user interface of the editor: 
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Fig. 2. User interface of the Business Process Editor 

The editor provides a tool palette, a design space, and a property sheet. The tool 
palette contains the widgets for creating a BPMN diagram. Here below are the BPMN 
elements that are already implemented: 

− • Containers: pool, and lane 
− • Activity: task 
− • Start event: empty, message, and conditional events 
− • Intermediate event: message event 
− • End event: empty, and message events 
− • Gateway: exclusive, inclusive, and parallel gateways 
− • Connector: sequence, and message flows 

The design space is an empty space for drawing a BPMN process by drag and drop 
from the palette. The graphics displayed on this space is compliant with the BPMN 
2.0 specifications. The property sheet is a set of attributes that correspond to the 
selected BPMN element. 

The above functionalities concern the client side of the editor. The server side of 
the editor hosts the database that stores BPMN processes for reusability. The 
processes stored can then be used by the simulator (Section 3) or by the editor itself to 
modify it and save as a new process. 

The editor can generate two kinds of artifacts: 

− • An XML file compliant with the BPMN 2.0 metamodel. This is the primary 
objective of the version 2.0 that allows enabling the exchange of business process 
models and their diagram layout among process modeling tools to preserve 
semantic integrity. 
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− • An XPDL (XML Process Definition Language) file compliant to the XPDL 2.1 
specification [19] exchange format. It allows representing process description and 
graphical information (e.g. coordinates, width, and height) of process’s objects. 

There is already a rich set of available tools allowing to design BPMN compliant 
business processes, however none of them combine the following benefits: to be 
based on open-standards, to be cloud ready and to be provided as a component of a 
complete open-source SOA stack. Moreover our tools provide a very advance 
collaborative feature that allows a group of business process designers to collaborate 
in real-time on processes definition. 

Most of the market tools are provided as client / server applications. Some are 
proprietary (ARIS Express, Tibco Business studio, Intalio, BizAgi), some are open-
source (jBPM, Bonitasoft). Among the cloud based solutions (Lombardi Blueprint, 
Appian Anywhere, Cordys Process Boardroom, IBM Blueworks, etc.) only Oryx 
Editor is provided under open-source license, however it is written in Javascript and 
doesn’t provide any collaborative features. 

2.4   Collaborative Edition 

The BPMN editor allows an unlimited number of users to collaborate in real-time on 
the definition of business processes. The central concept is the collaboration session 
where members of a group of work collaborate on the same process by alternatively 
bringing their own contributions on the designed process. 

The collaboration session is instantiated by a member of a virtual organization; this 
member is therefore considered as the founder of the concerned collaboration. The 
founder can then invite other members (of the same group of work or not) to join the 
session, but external members can also ask to join the session as they can see all the 
ongoing sessions (of the same group of work to which they belongs) on the main 
dashboard. 

When a new member arrives in an ongoing session he is notified of all the previous 
transactions that were made and can start to contribute to the actual process. The other 
members are also automatically notified of the arrival of a new participant as a 
transactional history system allows seeing all the participants of the collaboration and 
their respective contributions since the beginning of the session. This system also 
allows to roll-back on the contributions that are not accepted by the majority of the 
participants. The collaborative process can be exported to BPMN standard format or 
saved at any time to be completed later on. 

The main difficulty in collaborative tools is to deal with distributed transactions. In 
a tool such as the BPMN editor multiple clients interact on the same process that is 
stored on the same server. 

In a web environment the classical paradigm is the client pull where a client 
request is responded to by a server whenever there is a full/effective response or not. 
Using such an approach for a collaborative tool can lead to a loss of efficiency as all 
clients would have to constantly check for new updates even if there is none and 
therefore increasing the server calls. 
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Rather than using this classical approach the collaborative editor has adopted the 
Comet [14] approach along with an event-based communication where each client 
subscribe and publishes events notified through a server push mechanism. Thus, all 
clients are notified of any update only when there is an effective one. 

The collaborative BPMN editor uses the GWTEventService4 open-source library to 
achieve this goal as it perfectly integrates the Comet approach within the GWT 
framework. 

3   Event-Driven Simulator 

The main aim of the simulator is to let users to testing processes behavior at design 
time from the event point of view. Processes may be very complex by involving a 
combination of sub-processes triggered by many kinds of events. Due to such events 
combinatory the global behavior of such a system is hard to address for the end user. 
Moreover some process representation languages, like BPMN, include many 
elements, some are simple to understand and others require a little more expertise 
before they can be mastered. Thus, being able to simulate a process allows the 
designers to compare their expectations with the actual outcome, eliminating by this 
way any doubt about the process behavior. 

According to [8], simulation is mentioned as one of the techniques suitable for the 
support of redesign of business process. The simulation of business processes helps in 
understanding, analyzing, and designing processes. With the use of simulation the 
(re)designed processes can be evaluated and compared. 

The simulation is mostly useful if a report summarizes, for a specific scenario, the 
process flow that is produced. The result of a process is determined by the semantic of 
all of the involved elements (activities, events, flows etc.). Our focus is to study how 
gateways and events may affect the flow of a process, while activities represent the 
work performed within a Business Process. 

Simulating a maximum of scenarios can reduce the risks and contingencies that 
may arise in a real environment. It can also be interesting to see the effects of 
introducing new processes within an organization as the new process can affect the 
old ones. As mentioned in [12], simulation is largely used to assess the impact that 
changes to business processes may have on the organization and to explore different 
business process scenarios. 

3.1   Simulation Concepts – An Event-Based Approach 

According to [15], research on discrete event-simulation mostly dates back to the 
eighties of the last century and no major progress has been made lately. However, the 
current emergence of event-driven architectures for business applications continues 
these efforts. 

[16] summarizes different approaches of simulation found in the literatures: the 
event-scheduling approach uses an ordered set of timed (so-called determined events), 
on the other hand, it includes condition checks for other (so-called contingent events). 
As discussed in [1], a simulated system can be described in terms of objects (entities), 
                                                           
4  http://code.google.com/p/gwteventservice/ 
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attributes defining these objects, events causing changes in object states, activities that 
transform an object’s state over time and processes that are a sequence of activities or 
events ordered by time. 

Our simulator works on the basis of an event-driven business process approach. It 
can be considered as discrete event simulation because the operation of the system is 
represented as a sequence of events and activities. BPMN is used as the business 
process representation language in our simulator. BPMN is a formalism that uses 
event as a first order element to describe process. A BPMN process is always started 
and ended with an event, and deals with intermediate events during the course of the 
process, the simulation takes into account all these events during the execution.  

The basic principle is that a triggering event of the process will create a token and 
instantiate the process. These triggering events are most of the time starting events. A 
token is a “theoretical” object used to create a descriptive simulation of the behavior 
of BPMN elements (it is not currently a formal part of the BPMN specification). 
When an item receives a token it can then go through several states. Thus, some items 
may be put on hold while others continue to be executed. As long as an activity does 
not have all the needed resources it cannot be performed. Once the element is 
considered as complete, the token may “pass through” the next element by the 
connecting sequence flow. 

The specific behavior of each BPMN elements is also taken into account because it 
influences the process flow. The gateways are useful to control how the process 
diverges or converges; they represent points of control for the paths within the 
process. Gateways can either split or merge the flow of a process through sequence 
flow. Events can start, delay, interrupt or end the flow of the process. 

3.2   Functional Description 

The primary intention of the simulator is to provide users the possibility to verify their 
business processes. It is also aimed at providing the ability to interact with the BPMN 
process, so that users can play with the process elements and their behaviors. The 
users can make any changes on the process scenario during execution in order to 
observe the consequences of changes. 

The Simulator integrates an engine which manages the token(s) within a process 
through all the various elements while “executing” their behavior and considering the 
scenario that the designer specified for each element. Once all the tokens have been 
consumed, the process can be considered as complete and a report on the simulation 
of the process is generated. 

The Fig. 3 shows the graphical interactive web interface of the simulator: 
The graphical simulation allows the user to see the progress of the simulation by 

the presence of markers (in the blue and yellow colors) for distinguishing the state of 
each elements of the process. The maker represents the token of the simulation 
engine. The blue marker stresses on the already executed elements, while the yellow 
one shows elements in waiting status for receiving a message. 

The simulation tool is an interactive window shown during the simulation. It 
describes the current status of the process and asks the user for inputs when 
necessary, for example, when the simulator arrives at a gateway that requires 
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Fig. 3. Graphical interactive interface of the Simulator 

selecting an appropriate route to continue, or an intermediate event where user must 
attach a document. The simulation tool can also be used to pause, restart or cancel 
the simulation.  

Once a simulation is completed or if the user decides to cancel the simulation, a 
result window is automatically shown. This result window summarizes the choices 
that were made during the simulation (ex. gateways), messages exchanged between 
the activities, and the activities that have been executed. The Fig. 4 shows the result 
window: 

 

Fig. 4. Three-panels simulation result window 
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4   Conclusions and Future Works 

The objective of this paper is to present the Business Process Editor and Simulator 
developed on the basis of an event-driven business process modelling approach. Our 
motivations to develop such tools originally come from the interests in providing 
cloud enabled event infrastructure that fully support the collaborative business 
process management from the design to the execution phases. The business process 
management is nowadays an important element of every organization, according to 
the SOA principles. It is required to support the real time changes of events in the 
current business environment. The integration of an event-driven approach into a 
business process modelling can empower the organization to more quickly respond to 
changing business requirements (business agility). 

Future work deals mainly, for the design part, with the implementation of the new 
features provided by BPMN 2.0 to support choreographies and for the runtime part to 
address large scale distributed event driven architectures. 

Integration of the event run-time infrastructure with a Complex Event Processing 
(CEP) engine is foreseen in order to handle complex events. This requires interfacing 
the Petals notification engine and the CEP in order to be able to detect event patterns.  

The first open-source version of the Business Process Editor and the Simulator will 
be released under the GNU Affero General Public Licence. They support the BPMN 
2.0 specification and provide as outputs a BPMN XML file compliant with BPMN 2.0 
meta-model and a XPDL 2.1 file, as well as the necessary artefacts to deploy 
applications into a private or public cloud supported by the Petals ESB with 
notification and BPEL engines. 
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Abstract. The modern advertisement theory is based on the “contextual 
priming effects”: the product attributes primed by the ad context may result in 
the formation or change of beliefs about the advertised brand, thereby affecting 
consumers' evaluations of the brand. Therefore, a web ad should be tailored as 
much as possible to the user’s current context (interests) in order to affect the 
user’ attention appropriately. In this paper we present an approach for the 
semantic-based personalized advertising on the web.   

Keywords: Personalized advertisement, complex event processing, semantics. 

1   Introduction 

A contextual web advertising system scans the text of a website for keywords and 
returns advertisements to the webpage based on what the user is viewing. Contextual 
advertising has made a major impact on earnings of many websites. Because the 
advertisements are more targeted, they are more likely to be clicked, thus generating 
revenue for the owner of the website (and the server of the advertisement). However, 
despite being targeted, current approaches for contextual web advertising are not 
personalized, i.e. they are not taking into account the user, but only the characteristics 
of the web site. On the other hand, the modern advertisement theory is based on the 
“contextual priming effects”: the product attributes primed by the ad context may 
result in the formation or change of beliefs about the advertised brand, thereby 
affecting consumers' evaluations of the brand. Therefore, an ad should be tailored as 
much as possible to the user’s interests in order to affect the user appropriately. 
Consequently, this implies a need for real-time tracking a web user’s behavior in 
order to detect her/his current interests, by assuming that her/his current interest will 
correlate to the visited elements in a web page. Moreover, due to the different 
contexts that can be found in a web page, such personalized ads should be 
dynamically changed, according to the changes in the user’s interests. However, due 
to the request/response style of web communication, the user’s behavior cannot be 
captured in the real-time (on the client side) easily and is therefore omitted from the 
traditional web advertisement process. 

Modern web technologies are enabling more client-side control of the user’s 
behavior and there is already work done in developing technologies for gathering a 
web user’s behavior while browsing AJAX-based web pages [1]. 
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In this paper we leverage on that work in developing an approach for the dynamic 
and personalized web advertisement. In the nutshell of the approach is the real-time 
and complex processing of the user’s behavior in a web page.  

In fact, the user’s interaction with a web page is interpreted as a set of events, 
which are combined in order to discover the “very current” interest of the user. 
Events, simple or complex, are models for things that happen e.g., when a user 
interacts with a Web page. Events are consumed in some meaningful way e.g., for 
monitoring reasons or to trigger actions such as responses. Semantics is used for a 
better interpretation of the user’s behavior by taking into account the meta 
information assigned to parts of the web page, which the user has visited.  The user’s 
interest/profile generated in this way is used for the very personalized ad generation.  

Additionally we define a model for updating ads once the current user’s interest 
has been changed such that displayed ads are not any more the most relevant one. In 
that way our approach supports dynamic adaptation of ads ensuring their high 
relevance for the user.  

In this paper we present the whole approach for the personalized and dynamic web 
advertisement, including the technical architecture for detecting and composing 
(semantic) events in Web clients, that is, as explained above, the basic mechanism for 
discovering and updating real-time profile of a web user (i.e. her/his interests). 
Additionally we demonstrate the validity of the approach in two evaluation studies. 

The paper is structured as follows: In Section 2 we describe methods for tracking a 
user’s behavior in a web page (as a set of semantically enriched events), whereas in 
Section 3 the methods for complex processing of these events are given as an 
approach for discovering the current interest of the web user. Section 4 presents the 
architecture for generating personalized and dynamic web ads based on detecting 
“unusual” user’s behavior, whereas Section 5 contains some implementation details 
and in Section 6 we present some evaluation results. We will discuss related work and 
conclude the paper in the last remaining sections. 

2   Tracking a Web User’s Behaviour 

The main issue in enabling personalization of the web usage is to enable capturing  
of actions or changes in Web documents. These can be treated as events, which  
an event-driven system will react to. For our use case of advertising we will focus on 
events created from a user’s interaction with Web documents. After having extracted 
events from a Web document, they must be processed in order to interpret them 
semantically, to be able to react on them appropriately. The following two subsections 
describe our approach for these two issues: generation and processing of Web events. 

2.1   Simple Event Generation 

A simple event in Web clients is characterized by two dimensions; the type of event 
(e.g. click, mouseover) and the part of the Web page, where the event occurred (e.g. a 
node of the Document Object Model of the Web document). This node is, however, 
just a syntactical artifact of the document as it is presented in a Web browser. Adding 
this node or parts of it to the event body will not significantly add meaning to the 
event and not ease the understanding of the event for the recipient of the event. 



 Real-Time Monitoring of Web-Based Processes 721 

 

Fig. 1. An example for a musical listed in a Semantic Web Widget 

We therefore propose to add semantic information to the event which pertains to 
the actual domain knowledge that the Web page is about. In order to enable this, the 
first step is to represent the content of a Web page in a form that can be used for 
generating meaningful events. To do so without having to manually annotate every 
Web document, we envision a mechanism, which ensures the relevance of the 
annotations. This can be done in many (semi-) automatic ways, e.g. by providing Web 
forms (page templates), which for a given user’s input, automatically adds the proper 
semantic relationships between the form fields. In this way all user generated content 
will be annotated. The Web forms are created based on supported vocabularies for a 
particular Web site. Our particular focus is on widely spread vocabularies such as 
Dublin Core, Creative Commons, FOAF, GeoRSS and OpenCalais. Regarding the 
format of structured data, RDFa [2], eRDF and Microformats are all good candidates 
for this purpose. They support semantics embedded within actual Web page data and 
allow reusable semantic markup inside of Web pages. In our implementation we use 
RDFa, since in comparison to eRDF it is a more encouraged candidate by the W3C. 
Comparing it further to Microformats, RDFa is more flexible in mixing different 
existing vocabularies. 

In the remaining part of this section we give an example demonstrating the 
generation of events in the context of a Semantic Advertising scenario. The ad space is 
a part of the Web page which can be dynamically filled by an ad provider as a response 
to an event the client sends. In our approach ad content is created based on a current 
user’s attention. In order to accomplish this we need as much (meta-) information as 
possible about the content of the Web page. Therefore, we assume semantically 
enriched Web content such that context extraction is easier and more precise. 
Additionally, every page is split up in a number of Semantic Web Widgets (SWW). 
 



722 L. Stojanovic and R. Stuehmer 

We introduce Semantic Web Widgets as self-contained components annotated with 
semantic data and displayed in a Web page. Semantic Web Widgets give a high-level 
description of the content, and provide the basic context of data contained in the 
widgets. For instance on a news portal incorporating semantic advertising one widget 
could be used for listing all news belonging to one subcategory, e.g., politics, another 
one for arts, etc. In Figure 1 we show an RDFa example of the semantic description for 
an arts event listed in a widget related to musicals. The code snippet presents an event 
named “Mary Poppins Show” described using RDF Schemata for Dublin Core, vCard 
and iCal vocabularies. Information such as categories, start and duration of the musical 
are provided together with contact information, location and so on. 

2.2   Event Enrichment 

In this subsection we focus on enriching simple events with semantics from the 
context of the Web page in which the event occurred. 

A simple event in Web clients is characterized by two dimensions; the type of 
event (e.g. click, mouseover) and the part of the Web page, where the event occurred 
(e.g. a node in the Document Object Model of the Web document). Subscribing to 
simple events of these types therefore requires the specification of type and the 
specification of the node or nodes where the events may originate. Both dimensions 
are retained in an event instance by using the attributes jsEventType and cssSelector 
(see Figure 2 for more explanations). 

In order to better understand these events and make sense of what happened we 
must enrich the content of events when they are produced. The jsEventType tells us 
what a user has done and the cssSelector tells us where on the Web page the user 
did it. However, the latter is a purely presentation-dependent measure. There is no 
semantics which has any meaning beyond the context of a specific Web page 
structure. We propose to extract presentation-independent semantic information 
from the Web page if present. Instead of creating events from interaction with 
purely syntactic items of a Web document, we create events about interaction with 
semantic concepts which the document stands for. As an example, an event should 
not represent e.g., a click on a certain headline element of a Web document but 
rather a user’s interaction with an article talking about politics and certain persons 
mentioned within. 

To annotate a Web page with semantic data such as the topics of an article, we use 
RDFa. Defined in [2] RDFa is a means of adding RDF data to existing Web pages by 
using inline XHTML attributes. 

After detecting an event which happened in the context of a certain DOM node of a 
Web document, we collect all semantic information in the Web page about the thing 
that is reported in that given DOM node. We currently achieve this by employing the 
client-side RDFa library ubiquity (http://ubiquity-rdfa.googlecode.com/). The lifting 
of context is achieved in a two-phase process. In the first phase we collect the list of 
RDF subjects of possible triples. This is done close to where the event happened in 
the document to provide accurate context. In the second phase we collect every triple 
with these subjects from the overall document in order to provide a very rich context. 
To find valid subjects the first phase traverses the node where the event happened and 
its complete subtree. If the given main node does not contain a subject, the immediate 
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dominator node containing a subject is added to the list. This serves two purposes, 
guaranteeing a single root subject for orphan properties and objects in the subtree and 
guaranteeing a non-empty result set. 

In the second phase all triples with the given subjects are collected from the entire 
document tree. The gathered triples are then reified and appended as a bag to the 
event payload. Even if the event itself becomes part of more complex events during 
the process of correlating and aggregating events, this basic data is retained as part of 
the simple event. 

 

Fig. 2. Example of a single Rule 

3   Understanding the User’s Interest – Complex Event Processing 

Simple events extracted from Web documents must be combined in order to detect 
complex situations which might be interpreted as a user’s interest. This is the task of 
Complex Event Processing. Detecting the behavior of Web users according to our 
proposal is divided into design time and run time. The design time consists of (i) 
semantically enhancing the Web page and then (ii) recording average viewing 
statistics of the annotated elements, e.g. from log files. From the statistical data we 
generate client-side rules. Once these rules are created they are pulled by the next 
client request and loaded into the rule engine for the run time. 

For the run time we have developed a client-side event-condition-action (ECA) 
rule engine. It uses a lightweight rule language which supports ECA rules described 
in more detail in [3].  

Very briefly, we JSON-Rules, our client-side rule language that resembles a 
lightweight reaction rule language tailored to the needs of Rich Internet Applications, 
specifically applications that profit from or require Complex Event Processing, 
condition evaluation on a working memory, and running rule actions written in 
JavaScript. As a representation for our rules we use JSON, because it is natively 
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usable within JavaScript. JSON can specify objects, arrays and primitives. Rule 
objects in our JSON-Rules language contain the three attributes event, condition and 
action. The event part consists of patterns in the event pattern language Snoop [4]. 
Snoop contains a fairly comprehensive list of Boolean and temporal operators. They 
are modeled in our ontology. What is missing in Snoop are operators which inspect 
the contents of input events such as attributes other than timestamps and type. 
Therefore, we added a FilterEvent as an example of what is needed to filter events by 
their content. 

The condition part consists of conjunctive predicates over variables from a 
working memory. The action part in turn contains one or more JavaScript code blocks 
to gain a maximum degree of versatility for the rule author. Alternatively for rule 
actions we offer to trigger certain desired events as well as manipulations of the 
working memory. The latter types of action offer greater declarativity while 
formulating rules. This increase is, however, bought at the price of some flexibility. 
Thus, we still offer all three kinds of rule actions which can be freely mixed. 

The rules on the client serve to detect users exhibiting interesting behavior as 
learned from the average usage patterns. The user causes events to occur by 
interacting with the Web page, detected by the event processor and rule engine. Rules 
are triggered which create intermediate events in a hierarchy of event abstraction. 
These events are subsequently accumulated until sufficient interest according to the 
ad provider is recorded (threshold achieved) and actions can be taken by further rules. 

The distinction between run time and design time in this section is not a strict 
temporal distinction as the names would suggest. Rather, because new users will 
inevitably alter our knowledge of what is interesting there is a loop in the process, 
feeding back from the run time into the design time to evolve new rules for future 
users. 

Figure 2 shows an example rule. It can be automatically created from analyzing 
histories of interesting behavior. The only requirement is knowledge, that e.g. states 
that only two percent of users look at a politics item followed by a science item. The 
actual rule consists of an event part starting at line 5 and an action part starting at line 
20. The rule resembles an event-condition-action rule where the condition is left 
blank, i.e. is always true. 

4   Generating the Personalized Ads Dynamically 

Figure 3 shows a rough architecture of our approach: Part b) on the right hand side of 
the figure depicts the components of our client-side rule engine. Multiple event 
sources provide input for the event detection, creating complex events. Also, a 
working memory submits its changes to a Rete network, evaluating rule conditions. 
The logic for both the event detection and condition evaluation is supplied by rules 
from a repository, generated from past user activities. Part a) on the left hand side 
places the client-side components above the protocol boundary dividing client and 
server. Below on the server or several distributed servers hold the Web content as 
well as the advertising content. The Web content is annotated, providing semantic 
relations to the advertisements. Short-term user models provide a temporal model of 
how a user interacts with the Web content. The ad provider analyses user models to 
provide up-to-date and personalized advertisements. 
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On the other hand we anticipate annotations to be mostly used on elements at, or 
not far below the level of single widgets or paragraphs. Reasons for this are of 
practical nature, in keeping the number of events manageable. Handling too much 
detail might have further adverse effects at this point, creating a large number of event 
types which are almost never used (created or consumed). There might, for example, 
be no measurable interaction of the user with a certain word in a Web page, whereas 
the surrounding paragraph might encounter detectable mouse clicks or mouse 
hovering/movement. 

As mentioned in the introduction, web ads should be continuously updated to the 
web user’s interests, which implies a need for the automatic triggering of a new ad, 
once that user’s interests has been dramatically changed. In this work we use the 
notion of unusual behavior as the criteria for generating a new ad. In the following we 
describe that principle shortly. 

In order to form complex event expressions, the RFDa annotations are combined 
with a temporal model. Such expressions group the user's atomic actions into 
temporal contexts like e.g. sequences of clicks. Determining sequences of interest is 
based on analyzing historical (log) data statistically. By using data mining algorithms 
for click streams such as [5], historical data is transformed into knowledge about 
unusual sequences of interaction such as clicks. Subsequently, the corresponding 
complex event expressions can be created. 

This process can be done automatically. A simple sequence along with its 
confidence might be “politics” followed by “flowers" with a low confidence of 2%. 
This means that from previous users only a fraction of 2% have looked at a politics 
widget followed by looking at a flowers widget. 

 

Fig. 3. Architeture: a) Logical Architecture b) Client-side User Behaviour Analysis 

This pattern in the users behavior can be treated as unusual, i.e. his/her interests for 
"politics" and "flowers" are distinguished from the interest of others, so that this can be 
used for developing a very personalized ad. In fact, we argue that more information 
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content (for generating ads) is stored in the exceptional behavior, than in the 
usual/expected one. A simple explanation is that expected behavior is too general to 
detect what is specific in the behavior of the customers (cf. example from the brick 
and mortar environment from Introduction). Once when enough “unusual behavior” is 
accounted for a user a new ad should be issued.    

Such an ad will very likely attract the attention of the user, since it directly 
corresponds to his short-term profile. Further processing of e.g. the time interval 
within the two participating events could be envisioned. 

Each complex event expression is embedded in an event-condition-action rule with 
the probability as the consequence. The consequence forms another event which is 
processed further by higher-level rules. 

In order to enable such a processing, we extended the set of traditional event 
processing operators with two additional ones Filter(E1; condition) and Thres(E1; 
threshold) as follows: 

Filter is modeled like event masks. The Filter enforces a condition on each 
occurrence of event E1. This allows e.g. for fine-grained content-based filtering/ 
masking of events. 

Thres is another content-based operator which we need to extend the Snoop algebra 
with. Thres(E1; threshold) accumulates the events of type E1 until the boolean function 
“threshold” returns true, releasing all accumulated events as a complex event and 
starting accumulation anew. 

5   Implementation: Client-Side Event-Enabled Rule Engine 

For our implementation we chose JavaScript from the available Web programming 
languages, for reasons of widespread availability. The data structures and program 
logic we implemented are roughly divided into the following areas: adapters for the 
rule language and remote event sources, the working memory, condition 
representation and evaluation as well as complex event detection. 

For Complex Event Processing we are using a graph based approach as proposed 
in [4]. Initially the graph is a tree with nested complex events being parents of their 
less deeply nested sub-events, down to the leaves being simple events. However, 
common subtrees may be shared by more than one parent. This saves space and time 
compared to detecting the same sub-events multiple times, and renders the former tree 
a directed acyclic graph. 

When using the term event, the distinction must be drawn between event 
occurrences (i.e. instances) and event types, usually done implicitly. In the detection 
graph the nodes are event types, they exist before there are any instances. Event 
instances exist after simple instances arrive and are fed into the graph at the leaves. 
Complex instances are then formed at the parent nodes, which in turn propagate their 
results upwards. Every complex event occurrence carries pointers to the set of its 
constituent event occurrences, so that the events and their parameters can be accessed 
later. Once an occurrence is computed at a node which is attached to a rule, the state 
of the associated Rete node is started and actions are triggered. 
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6   Evaluation 

To evaluate the return of targeted advertisements we created a demo Web page with 
some news articles. Each news article is contained in a separate part of the page, 
termed Semantic Web Widget (cf. Section 2.1). Each widget is annotated using RDFa 
using basic keywords and concepts pertaining to the article. For a user entering our 
demo, each widget is at first partially concealed. This is done to solicit an action from 
the user when “unfolding” the widget. Thereby the user expresses interest. This 
creates explicit events which can then be processed by our engine. Our initial 
evaluation of the ad quality was performed as follows: 

1.    We selected three different news domains (politics, culture, sports) in order to 
prove the domain-independence of the approach and pull into the demo Web page, as 
separate evaluation sessions. 
2.    We selected five users (PhD students from the Institute) with different cultural 
backgrounds. 
3.    The users should browse the demo Web page and judge about the relevance of 
generated ad-keywords in the case of a) the keywords generated statistically from the 
Web page (Google approach) and b) keywords generated by using the event-driven 
approach described in this paper. In order to ensure a fair comparison, the users did 
not know which list of ad-keywords was produced by which method. 

We ask the users to rate the gathered keywords in terms of relevance to what they had 
been doing in the news portal and to compare this with a static list of keywords 
extracted from the overall page. The results are very encouraging: in the average 85% 
of keywords generated in our approach were described as “very relevant” and 98% as 
“relevant” (very similar results across all three domains). 

The traditional approach achieved 65% success for “very relevant” and 85% 
success for “relevant” ad-keywords. This result demonstrates the advantages of our 
approach for generating very relevant ads. 

In comparison, Web Usage Mining (e.g., [5]) is used on log files which are 
analyzed on the server side at certain intervals or possibly in a continuous fashion. It 
is important, however, to stress that our approach detected all events on the client. 
Events occurred purely by folding and unfolding widgets as parts of the page. No 
communication with the server took place and hence no artifacts are visible in server 
log files. Thus, our approach extends clickstream analysis to regions which were 
previously invisible to server-based mining techniques. 

Moreover, our approach is a truly event-driven application, meaning that we detect 
events in real-time, as soon as they happen. In contrast, traditional mining techniques 
function in a query-driven manner where results are only created at intervals, such as 
daily analyses of the log files. 

7   Related Work 

In Web advertising there are essentially two main approaches, contextual advertising 
and behavioral advertising. Contextual advertising [6] is driven by the user’s context, 
represented usually in the form of keywords that are extracted from the Web page 
content, are related to the user’s geographical location, time and other contextual 
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factors. An ad provider (ad serving service) utilizes these meta data to deliver relevant 
ads. Similarly, a users’ search words can also be used to deliver related advertisement 
in search engine results page, Google’s second pillar in online advertising. However, 
contextual advertising, although exploited today by major advertising players (e.g., 
GoogleAdsense, Yahoo! Publisher Network, Microsoft adCenter, Ad-in-Motion etc.), 
shows serious weaknesses. Very often the automatically detected context is wrong, 
and hence ads delivered within that context are irrelevant. For instance, a banner ad 
offering a travel deal to Florida can possibly be seen side-by-side to a story of a 
tornado tearing through Florida. This is happening because the context was 
determined using purely keywords such as “Florida, “shore” etc (i.e., without taking 
keyword semantics into account). While there are improvements in contextual 
advertising (e.g., language-independent proximity pattern matching algorithm [7]), 
this approach still often leads companies to investments that are wasting their 
advertising budgets, brand promotion and sentiment. In contrast, our approach utilizes 
semantics to cure major drawbacks of today’s contextual advertising. Semantic Web 
technologies can be used to improve analysis of the meaning of a Web page, and 
accordingly to ensure that the Web page contains the most appropriate advertising. 

The second approach to Web advertising is based on the user’s behavior, collected 
through the user’s Web browsing history (i.e., behavioral targeted advertising). The 
behavior model for each user is established by a persistent cookie. For example, Web 
sites for online shopping utilize cookies to record the user’s past activities and thereby 
gain knowledge about the user or a cluster of users. There are several reasons why 
behavioral targeted advertisement via cookies is not a definitive answer to all 
advertisement problems. First, if a user, after browsing the information about an item 
purchases that item, he or she will not be interested in that particular good afterwards. 
Therefore, all ads and “special deals” offered to the user later while browsing that 
Web site are useless. Also, the short-term user interest should be detected more 
quickly (i.e., during the current user session). Displayed ads need to reflect current 
moods or transient user interest. For example, a user looking hastily to buy a gift of 
flowers is not interested in ads related to his/her long-term profile, created during 
previous purchases unrelated good or services. Further on, there are problems with 
cookies. Computers are sometimes shared and users get to see ads governed by other 
user’s cookies. Finally, given the European Union’s Directive and US legislation 
concerned with restricted use of cookies, behavioral targeted advertisement based on 
cookies is not a promising direction for Web advertising. 

We believe that short-term profiling (in contrast to long-term profiles created by 
cookies) is a valid and possibly augmenting approach in terms of personalization and 
identification of the user’s interest. We realize a short-term profiling using client-side 
Complex Event Processing techniques (cf. Section 2.2), and background semantics 
(cf. Section 2). Such profiles are automatically detected, are always up-to-date and 
fully personalized. 

The work from [8] describes event processing for Web clients. Events are observed 
on the client; however, complex events are not detected in the client. All simple 
events are propagated to the server for detection of patterns. This incurs latency and 
reduced locality for the processing of events, so the advantages of client-side event 
processing are lost. 
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8   Conclusion 

In this paper we present a novel approach for the personalized and dynamic ad 
delivery on the web. The approach is based on the complex processing of the 
semantically enriched events generated out of the user’s interaction with web content. 
Additionally, the approach introduce the notion of “unusual behavior” as a criteria for 
determining the dynamics of the new ads delivery for a particular user. This work 
goes beyond the web advertisement use case – in fact it opens possibilities to build 
event-driven applications for the (Semantic) Web. We envision the future of the 
(Semantic) Web as a huge, decentralized event repository (the so-called Event Cloud 
in Event processing terminology), which will contain information about the real-time 
activities of different Web users. Such an event repository will enable different kinds 
of processing of the real-time information, making the Semantic Web really active, 
i.e. the environment can react and adapt itself on the signals sensed from the 
environment, connecting the Internet of Things with the Internet of Services, two 
basic elements of the Future Internet.  
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Summary. Business rules define and constrain various aspects of the
business, such as vocabulary, behavior and organizational issues. En-
forcing the rules of the business in information systems is however not
straightforward, because different mechanisms exist for the (semi-) au-
tomatic transformation of various business constraints and rules. In this
paper, we examine if and how business rules, not only data rules, but also
process rules, timing rules, authorization rules, etc., can be expressed in
SBVR and translated using patterns into a more uniform event mecha-
nism, such that the event handling could provide an integrated enforce-
ment of business rules of many kinds.

Keywords: business rules, event coordination, business processes, SBVR,
declarative process modeling.

1 Introduction

Enforcing the various rules of the business in information systems is not straight-
forward, because different mechanisms exist for the transformation of business
constraints, process rules, timing rules, access control rules, or other rules into
model driven implementations, leading to partial solutions for process manage-
ment, data constraints, audit constraints, etc.

In this paper, we examine if and how business rules can be translated into a
more uniform event mechanism, such that the event handling could provide an
integrated enforcement of business rules of many kinds. To this end, we provide a
pattern mechanism to transform SBVR (Semantics of Business Vocabulary and
Business Rules ) [1] integrity constraints and derivation rules into event-driven
enforcement rules. We also use an extension of SBVR to declaratively model
business processes [2] and use similar patterns to transform the process rules
into event driven process enactments. The result is a set of event rules, enabling
an integrated enforcement of business rules of many kinds.

The paper is structured as follows. In section 2 we describe the use of SBVR for
vocabulary constraints and process constraints. The different types of business
rules are identified in section 3. In section 4 we examine some example trans-
formation patterns. Finally, in section 5 we relate the approach to the relevant
literature.
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2 The Need for a Unified Framework

Business rules should be on the one hand comprehensible so that they can be
understood by business people and on the other hand formal so that they can
be enforced by information systems. The Semantics of Business Vocabulary and
Business Rules (SBVR) is a language for business modeling that has such prop-
erty [1], as long as it is extended with a vocabulary for expressing process-related
concepts.

2.1 SBVR for Vocabulary Constraints

The Semantics of Business Vocabulary and Business Rules (SBVR) is a new
standard for business modeling within the Object Management Group (OMG).
SBVR provides a vocabulary called the ‘Logical Formulation of Semantics Vo-
cabulary’ to describe the structure and the meaning of vocabulary and business
rules in terms of formalized statements about the meaning. In addition to funda-
mental vocabularies, the SBVR provides a discussion of its semantics in terms of
existing, well-established formal logics such as First-Order logic, Deontic Logic
and Higher-Order logic. The SBVR specification defines a structured, English
vocabulary for describing vocabularies and verbalizing rules, called SBVR Struc-
tured English [1]. One of the techniques used by SBVR structured English are
font styles to designate statements with formal meaning. In particular,

– the term font (green) is used to designate a noun concept.
– the name font (green) designates an individual concept.
– the verb font (blue) is used for designation for a verb concept.
– the keyword font (red) is used for linguistic particles that are used to con-

struct statements.

The definitions and examples in the remainder of the text use these SBVR
Structured English font styles.

2.2 Procedural versus Declarative Process Modeling

A business process model is called procedural when it contains explicit informa-
tion about how processes should proceed, but only implicitly keeps track of why
these design choices have been made, the underlying business rules. Procedural
process models are modeled with procedural languages such as the Business
Process Modeling Notation (BPMN) and UML Activity Diagrams. These lan-
guages predominantly focus on the control-flow perspective of business processes.
In such process languages it might be possible to enforce business rules us-
ing a control-flow-based modeling construct. For instance, the enforcement of
a derivation or integrity constraint can be directly modeled as a calculation or
input validation step, but the disadvantage of procedural process modeling is
that business rules cannot be formulated independently from the process models
in which they are to be enforced.
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The counterpart of a procedural process model is a declarative one. Process
modeling is said to have a declarative nature, when it explicitly takes into ac-
count the business concerns that govern business processes and leaves as much
freedom as is permissible at execution time for determining a valid and suitable
execution scenario. Examples of declarative languages are: the case handling
paradigm [3], the constraint specification framework of Sadiq et al. [4], the Con-
Dec language [5] and the PENELOPE language [6]. An overview is given in [7].
Declarative process modeling separates business rule modeling from business rule
enforcement. In particular, it does not make use of control flow to indicate when
and how business rules are to be enforced [8]. Instead, it is left to the execu-
tion semantics of the declarative process models to define an execution model in
which different business rule types are automatically enforced.

Procedural process models depict communication logic in a procedural man-
ner, because they specify how and when business events are communicated and
information is transmitted. Declarative process models are only concerned with
the ability of business agents to perceive business events and business concepts.
When an agent can perceive a particular event, the event becomes non-repudiable
to the agent, irrespective of how the agent is notified of the event. The execution
semantics of a declarative process model determines how events are communi-
cated. In particular, events can be communicated as messages that are sent by
the producer (push model), retrieved by the consumer (pull model) or via a
publish-subscribe mechanism. This declarative modeling style enhances design-
time flexibility, as it allows to model business processes irrespective of the used
communication channels.

2.3 SBVR for Process Constraints

SBVR is a suitable base language for defining process-aware rules, but it does
not contain a vocabulary with process related concepts such as agents, activities,
process states and events. In [2,9] we defined an SBVR vocabulary for express-
ing process-related concepts, called the EM-BrA2CE Vocabulary. EM-BrA2CE
stands for ‘Enterprise Modeling using Business Rules, Agents, Activities, Con-
cepts and Events’. The vocabulary thinks of a business process instance as a
trajectory in a state space that consists of the possible sub-activities, events and
business concepts. Activities are performed by agents and have a particular du-
ration whereas events occur instantaneously and represent a state change in the
world. Changes to the life cycle of an activity are reflected by means of activity
events. Each activity in a process instance can undergo a number of distinct state
transitions. Business rules determine whether or not a particular state transition
can occur.

The following state transitions are e.g. considered: create, assign, updatefact,
complete. In [2] a total of twelve generic state transitions have been identified
and a generic execution model has been defined in terms of Colored Petri Nets.
Figure 1 illustrates a number of state transitions that occur to a given place order
activity a1. Notice that each state transition results in a new set of concepts and
ground facts, and thus a new state, that are partially represented in the columns
of the figure.
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time

assign(a1,agent1,...) complete(a1,agent1)

has(order1,line1) has(order1,line1)

agent1 agent1 agent1

a1 a1 a1 a1

e1,e2 e1,e2,e3 e1,e2,e3,e4,e5 e1,e2,e3,e4,e5,e6

…,(e2,scheduled) …,(e3,assigned) …,(e5,factAdded) …,(e6,completed)

(a1,agent1) (a1,agent1) (a1,agent1)

business facts

agent

activity

event

has type
has performer

...

addFact(a1,[...],...)schedule(a1,duedate1,….)

Fig. 1. An illustration of the state transitions for a place order activity a1

In the vocabulary, the state of an activity (or service instance) includes the
history of events related to the activity or its sub-activities. Unlike many on-
tologies for business modeling, such as for instance the UFO [10], a distinction
is made between activities and events. Activities are performed by agents and
have a particular duration whereas events occur instantaneously and represent a
state change in the world. Changes to the life cycle of an activity are reflected by
means of activity events. Activity events allow process modelers to distinguish
between the activity state transitions that occur when, among others, creating,
scheduling, assigning, starting and completing an activity.

3 Business Rule Types

Given the SBVR vocabulary for process-related concepts, each business process
can be modeled by describing its state space and the set of business rules that
constrain the possible transitions in this state space. For instance, the state space
of an order-to-cash process is described by the following concepts:

– composite activity types: coordinate sales order
– atomic activity types: place order, accept order, reject order, pay, ship
– activity event types: created, assigned, started, completed
– business concepts: order, order line
– business fact types: order has order line, order is critical ,...

Business rules come in different forms (structural/definitional rules, derivation
rules, behavioral rules, permissions and obligations), and refer to different as-
pects (data, behavior, organization). In [2] a total of sixteen business rule types
are identified that can constrain specific activity state transitions, as indicated
in Table 1. They refer to one of the three aspects of business process modeling
that are generally considered [11]: control-flow, data and organizational aspects.
For reasons of brevity, only a number of these business rule types are included
in this text.
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Table 1. Business rule types

aspect business rule type related work

control flow Temporal deontic rule [12],[6]
Activity precondition [13]
Activity postcondition [13],[3]
Dynamic integrity [14]
Activity cardinality [5]
Serial activity constraint [4]
Activity order [4],[5]
Activity exclusion [4],[5]
Activity inclusion [4],[5]
Reaction rule [12]

data Static integrity [14]
Derivation rule [14]

organization Activity authorization [15]
Activity allocation rule
Visibility constraint [15]
Event subscription [15]

Control-flow Aspects. Business policy and regulations contain a lot of con-
straints (partial order, timing, exists, activity pre- and postconditions). In a trade
community, for instance, different business protocols lay down the obligations of
business partners and can be expressed in the form of temporal deontic rules [6].

Data aspects. The performer of an activity can perform particular manipula-
tions (addition, removal or update) of business facts. These state transitions can
be constrained by integrity constraints and derivation rules.

Organizational aspects. Organizational aspects relate to the visibility of busi-
ness concepts and events and the authorization to perform particular activities.

4 Example Patterns for Transforming Business Rules
into Event Rules

We examine how various business rules can be translated into more uniform event
rules, such that the event handling could provide an integrated enforcement
of business rules of many kinds, not only process rules, but also data rules,
timing rules, authorization rules and others. To this end, we provide a pattern
mechanism to transform SBVR (Semantics of Business Vocabulary and Business
Rules) integrity constraints, derivation rules and process rules into event-driven
enforcement rules and notifications.

4.1 Data Constraints and Derivations

Example patters for integrity constraints and derivations are shown in figures 2,
3 and 4.
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Vocabulary Rule: Integrity constraint 
Business Rule Template: 

 
 General integrity constraint: 

<Concept1> must be {less/larger/earlier/…} than <Concept2> 
 
The general integrity constraint can be specialized into several integrity constraints: 
 
 A possible specialized integrity constraint: 

<Concept1> must be less than <Concept2> 

Business Rule Example:  
 

#1: The Totalprice specified by each Order of a Customer must be less than the 
Creditlimit specified by the Customer. 

 
Translation to Event Rules: 

 
 On IsCreated (<Concept1/2>) : 

if <Concept1> is no less than <Concept2> then notify (Rule #) 
 On IsModified (<Concept1/2>) : 

if <Concept1> is no less than <Concept2>then notify (Rule #) 
 

notify signals the systems that a violation of a Business rule is about to occur. It is the 
responsibility of the systems to refuse the action that caused the violation or if decided 
otherwise to handle it in a specific way.  

 
Translation to Event Rules 
Example: 

 
 On IsCreated (Totalprice) : if Totalprice is no less than Creditlimit then notify (#1) 
 On IsCreated (Creditlimit) : if Totalprice is no less than Creditlimit then notify (#1) 
 On IsModified (Totalprice) : if Totalprice is no less than Creditlimit then notify (#1) 
 On IsModified (Creditlimit) : if Totalprice is no less than Creditlimit then notify (#1) 

 
 

Fig. 2. Integrity Constraint

For each type of business rule we have defined a general template. The use of
templates limits the ways in which rules can be formulated, but in this way it will
be easy to extract the necessary information from a business rule. This informa-
tion includes the type of the business rule and the concepts used in the rule. We use
this information in event based rules and notifications. For each type of business
rule we have defined corresponding Event-Condition-Action (ECA) rules. The ex-
tracted concepts from the business rule are filled in into the corresponding ECA
rule. The sets of ECA rules are equivalent to the business rules that they express.
However ECA rules have the advantage that they make clear when they have to be
checked. The condition of a ECA rule checks whether the business rule is violated
and in case of a violation the system will be notified of this violation.

Some business rules will also generate events. This is the case when a business
rule changes the value of some concept. Derivation rules e.g. calculate the value
of a concept based on other concepts. These rules will generate an event that
signals that the value of the calculated concept has changed.
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Vocabulary Rule: Derivation rule 
Business Rule Template: 

 
 A specialized derivation rule: 

  <Concept1> must be computed as <Concept2> {plus /minus/ times /divided by} 
<Concept3> 

Business Rule Example:  
 

#2: The LinePrice specified by each Orderline must be computed as the 
ProductPrice specified by the Product of the Orderline times the Amount 
specified by the Orderline 

 

Translation to Event Rules: 
 

 Create the following rules: 
o On IsCreated (<Concept1>) : compute (<Concept1>) 
o On IsModified (<Concept2>) : compute (<Concept1>) 
o On IsModified (<Concept3>) : compute (<Concept1>) 

 Signal the following event: 
o On compute (<Concept1>) : signal IsModified (<Concept1>) 

 
Translation to Event Rules 
Example: 

 
 Create the following rules: 

o On IsCreated (LinePrice) : compute (LinePrice) 
o On IsModified (ProductPrice) : compute (LinePrice) 
o On IsModified (Amount) : compute (LinePrice) 

 Signal the following event: 
o On compute (LinePrice) : signal IsModified (LinePrice) 

 

Fig. 3. Derivation Rule

4.2 An Example

The following rule stated in [16] explains our case: The total value of a customers
unpaid orders must not exceed his credit limit. This rule will have to be checked
at several points in the execution of some processes as indicated in [16]:

– When a customer submits an new order
– When a customer changes an existing order (adds items,changes quantities,

substitutes products)
– When a customers credit limit is changed
– When product prices are changed (unless prices are frozen at order time)
– and for any other relevant events the system recognizes.

In figure 5 three business rules are presented with their corresponding event rules
and notifications. As the three rules are closely related to each other, changes
that occur due to one rule can be propagated to other rules. For example, if
the LinePrice of an OrderLine is recalculated due to changes in ProductPrice or
Amount then this results in an event that signals that the LinePrice has changed.
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Vocabulary Rule: Derivation rule (dynamic) 
Business Rule Template: 

 
 General derivation rule:  

<Concept1> must be computed as <calculation> 
 
The general derivation rule can be specialized into several derivation rules. 
 
 A specialized derivation rule:   

<Concept1> must be computed as the sum of <Concept2> contained in the 
<Concept3>  

 
Business Rule Example:  

 
#3: The TotalPrice specified by each Order must be computed as the sum of the  

LinePrices specified by each OrderLine contained in the Order 

Translation to Event Rules: 
 

 Create the following rules: 
o On IsCreated (<Concept1>) : compute (<Concept1>) 
o On IsModified (<Concept2>) : compute (<Concept1>) 
o On IsAdded (<Concept2>) : compute (<Concept1>) 
o On IsRemoved (<Concept2>) : compute (<Concept1>) 

 Signal the following event: 
o On compute (<Concept1>) : signal IsModified (<Concept1>) 

 
Translation to Event Rules 
Example: 

 
 Create the following rules: 

o On IsCreated (TotalPrice) : compute (TotalPrice) 
o On IsModified (LinePrice) : compute (TotalPrice) 
o On IsAdded (OrderLine) : compute (TotalPrice) 
o On IsRemoved (OrderLine) : compute (TotalPrice) 

 Signal the following event: 
o On compute (TotalPrice) : signal IsModified (TotalPrice) 

 

Fig. 4. Derivation Rule (dynamic)

This event is handled by an ECA-rule generated from rule #b and leads to the
recalculation of the TotalPrice. The change of TotalPrice will be signaled to the
system by means of a new event. This will trigger all event rules that act on
changes to TotalPrice including an ECA rule generated from rule #a. This rule
will check if the new TotalPrice is no less than the specified CreditLimit. If this
is the case, the system will notify this violation.

4.3 Control Flow

The approach is not limited to data rules. It is possible to develop patterns
for control flow and organization rules, as already indicated in [17,18,19,20]. As
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The CrediLimit example 

 
#a: The Totalprice specified by each Order of a Customer must be less than the Creditlimit 
specified by the Customer. 
 
#b: The TotalPrice specified by each Order must be computed as the sum of the  LinePrices 
specified by each OrderLine contained  in the Order 
 
#c: The LinePrice specified by each Orderline must be computed as the ProductPrice 
specified by the Product of the Orderline times the Amount specified by the Orderline 

 
 Create the following rules for #a : 
o On IsCreated (Totalprice): if Totalprice is no less than Creditlimit then notify (#a) 
o On IsCreated (Creditlimit): if Totalprice is no less than Creditlimit then notify (#a) 
o On IsModified (Totalprice): if Totalprice is no less than Creditlimit then notify (#a) 
o On IsModified (Creditlimit): if Totalprice is no less than Creditlimit then notify (#a) 

 
 Create the following rules for #b : 
o On IsCreated (TotalPrice) : compute (TotalPrice) 
o On IsModified (LinePrice) : compute (TotalPrice) 
o On IsAdded (OrderLine) : compute (TotalPrice) 
o On IsRemoved (OrderLine) : compute (TotalPrice) 

 Signal the following event for #b: 
o On compute (TotalPrice) : signal IsModified (TotalPrice) 

 
 Create the following rules for #c: 
o On IsCreated (LinePrice) : compute (LinePrice) 
o On IsModified (ProductPrice) : compute (LinePrice) 
o On IsModified (Amount) : compute (LinePrice) 

 Signal the following event for #c: 
o On compute (LinePrice) : signal IsModified (LinePrice)  

Fig. 5. Credit Limit example

SBVR does not provide process related concepts, we used the concepts provided
by the EM-BA2CE framework. For the sake of simplicity we present these con-
cepts as simple SBVR fact types in our patterns. Figures 6 and 7 present two
patterns for transforming control flow and organizational rules into event-driven
enforcement rules and notifications.

5 Evaluation

Languages for declarative process modeling often do not cover the many real-life
business concerns that exist in reality. Some only allow to express business rules
about sequence and timing constraints, i.e. the control-flow perspective, others
include the organizational and data model aspects, but do not provide a tempo-
ral logic to express temporal relationships between concepts such as activities or
events. Moreover, these languages make use of very different knowledge represen-
tation paradigms. These heterogeneous knowledge representation paradigms raise
the question how to reason about such heterogeneously expressed knowledge.

Moreover, not all these languages have an explicit execution model or they
have an execution model that explicitly assumes either human or machine-
mediated service enactment. The EM-BrA2CE framework with its formal ex-
ecution model [2] makes abstraction of the differences between humans and
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Behavior Rule: Timed precedence of activities 
Business Rule Template: 

 
<Activity2> may ... only <time constraint> after <Activity1> 

 

Business Rule Example:  
 

 Activities: 
o Activity1: Trainee applies for license 
o Activity2: Trainee takes practical car examination 

 Business Rule:  
#5:  A trainee may take a practical car examination only within 1 year after that 

trainee has applied for a license 

Remarks: 
 
Activity2 can only be performed (a limited time) after Activity1 has been 
performed. However performing Activity1 does not imply that Activity2 will be 
performed. 

 
Visual Representation: 

 

 
 
The representation makes clear that this rule only puts a constraint on the 
execution of Activity2.  
 

Translation to Event Rules: 
 

 On start (<Activity2>) : if not ended(<Activity1>) or (<Activity2> expired) 
then notify (Rule #) 

 Add the following events to the event list:  
o on <time constraint> : signal that <Activity2> is expired.  
o on <time constraint * [notice factor]> : signal that <Activity2> will expire. 

 
The event list keeps track of events that will have to happen in the future. Every 
event in the event list will have a timer. If the timer expires that event will be 
triggered. 

 
Translation to Event Rules 
Example: 

 
 On start (trainee takes a practical car examination) : if not end(trainee applies for 

license) then notify (#5) 
 Add the following events to the event list:  

o On 1 year :  signal that trainee takes practical car examination is expired. 
o On 0.9 year :  signal that trainee takes practical car examination will expire. 
 

 
 Fig. 6. Control flow: timed precedence
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Management Rule: Authorization 
Business Rule Template: 

 
<Concept1> that <verb phrase><Concept2> must be different from <Concept3> 
that <verb phrase><Concept4>  

Business Rule Example:  
 

#6:  The Person1 that applies for a Loan must be different from the Person2 that 
approves the Loan 

Translation to Event Rules: 
 

 On IsCreated (<Concept1> <verb phrase> <Concept2>): 
if <Concept1> is equal to <Concept3> then notify (Rule #)  

 On IsCreated (<Concept3><verb phrase> <Concept4>) : 
if <Concept1> is equal to <Concept3> then notify (Rule #) 

 On IsModified (<Concept1>) : 
if <Concept1> is equal to <Concept3> then notify (Rule #) 

 On IsModified (<Concept3>) : 
if <Concept1> is equal to <Concept3> then notify ((Rule #) 

 
 

Translation to Event Rules 
Example: 

 
 On IsCreated (Person2 approves Loan) : 

if Person1 is equal to Person2 then notify (#6) 
 

Remarks: 
 

 There is no need to check any other event rules in the example.   
o Applying for a loan always happens before the loan is approved, this can be 

enforced by a behavioural rule, therefore it is not necessary to check the rule 
when a person applies for a loan.   

o Approving a loan happens at one point in time. In this example we only keep 
track of the actual approver, not any planned approver. Therefore it is not 
necessary to keep track of the changes before the actual approval.   

 

Fig. 7. Authorization rule

machines. Coordination work such as creating, scheduling, assigning, skipping,
aborting or redoing an activity can then be performed by humans, machines or
both.

6 Conclusion

In this paper, we have examined if and how business rules in SBVR, not only
data rules, but also process rules, timing rules, authorization rules, etc., can
be translated using patterns into a more uniform event mechanism, such that
the event handling could provide an integrated enforcement of business rules of
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many kinds. Future work consists of developing a tool that uses these templates
to transform SBVR rules into ECA rules and creates an execution model that
is compliant with these rules.

References

1. Object Management Group: Semantics of Business Vocabulary and Business Rules
(SBVR) – Interim Specification. OMG Document – dtc/06-03-02 (2006)

2. Goedertier, S., Haesen, R., Vanthienen, J.: EM-BrA2CE v0.1: A vocabulary and
execution model for declarative business process modeling. FETEW Research Re-
port KBI 0728, K.U.Leuven (2007)
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Abstract. Complex event processing emerged as a technology that
promises tight integration of business process management with the flow
of products in a supply chain. As part of that, complex event querying is
used to monitor and analyse streams of events. The amount of data that
needs to be processed along with the distribution of the event-emitting
sources impose serious challenges for efficient event querying mechanisms.
In this paper, we assume that the business process to which the events
relate is defined in terms of a normative process model. Based thereon,
we show how this knowledge can be leveraged to optimise complex event
queries and their processing. To this end, we use the formal concept of
behavioural profiles as a behavioural abstraction of the process model.

Keywords: Complex Event Processing, Query Optimization.

1 Introduction

Traditional business process management has put a strong emphasis on busi-
ness process design based on both conceptual and executable models. The latter
are used in workflow management systems for process automation, mostly in a
rather narrow organizational setting. Recent technological innovations including
information systems standards for RFID applications offer the chance of a much
tighter coupling of a business process management system with the physical flow
of goods in a supply chain, and event-based systems play an important role in
tying informational process and object flow closer together.

In order to monitor and analyse the event streams produced by event-based
systems, mechanisms to query complex events are of particular importance. In
this paper, we consider an information system environment in which events are
recorded at different distributed locations. This is a scenario that we frequently
encountered in prior case studies in the manufacturing sector. The challenge in
such scenarios is to find a strategy to handle querying in an efficient manner.
Here, most research centres around the advantages and drawbacks of push and
pull strategies in minimizing event propagation traffic.

Our approach for optimisation of complex event querying builds on the as-
sumption that a normative process model is available. Such a process model
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captures external knowledge about the potential sequence of events, which can
be utilized for optimisation. The contribution of this paper is an approach that
leverages such external knowledge based on the formal concept of behavioural
profiles. Such a behavioural profile can be efficiently calculated from a process
model. It covers constraints about the execution sequence, mutual exclusion, and
potential concurrency of activities specified in a business process model. Our ap-
proach uses this knowledge to optimise query processing. Therefore, we rely on
the accuracy of this knowledge and focus on expected events of the process.

The remainder of the paper is structured accordingly. Section 2 introduces
basic terminology and concepts of complex event processing. Section 3 discusses
the process knowledge that is leveraged in our approach. Based thereon, Section 4
introduces rules for optimisation based on behavioural profiles of processes.
Section 5 discusses related work. Finally, Section 6 concludes the paper.

2 Complex Event Processing

In this section, we present the background of our work in terms of complex
event processing. We introduce some basic terminology and concepts, including
an event model and a syntax for a pseudo query language and execution plans
that we use throughout this paper.

Complex Event Processing. Event processing refers to continuous real-time
processing of data items (events) as they enter an IT system [7]. This is in con-
trast to traditional data bases where queries run on an ad-hoc basis over stored
data. Event processing systems store event queries and continuously evaluate
them as new events arrive. Application examples are manifold and include mon-
itoring financial stocks, supply chain activities, or production processes [8,15].
The term complex event refers to events that are defined trough more than one
input event. For instance, one may define the complex event of a correctly fin-
ished process by a sequence of events about corresponding process activities.
Complex event processing (CEP) is the process of detecting complex events.

Event Model. Most event models define an event as a tuple containing a
unique ID, a type, a timestamp, and a set of attributes. In the context of business
processes, events typically reflect the execution of an activity in a certain process
instance. For the discussion in this paper, we build on this simple model and
assume that the type denotes the process activity which caused the event. We
further assume that each event holds an attribute CaseID that has the same
value for all events generated in the same process instance. This basic model
is in line with existing models for monitoring business processes, such as the
EPCglobal standard for RFID events [6]. Further on, we use capital letters to
denote events of a certain type and ‘.’ to denote the attribute of an event (e.g.:
A.ID for the ID of an event of type A).
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Complex Event Queries. Several approaches to phrasing and executing com-
plex event queries exist. Dedicated query languages for complex event process-
ing provide means to correlate, filter, and transform events from several sources.
These languages typically use an SQL like syntax, follow a Pattern Condition
Action (PCA) structure, or provide support for both. Without loss of generality,
we use a simplified PCA based language in this paper.

The patterns in PCA based queries define relations between events that to-
gether cause an event of interest. The sequence operator SEQ and the logical
operators AND, OR, and NOT are common operators for defining event pat-
terns. SEQ(A, B) matches if event A is followed by event B, AND(A, B) if A
and B occur in any order, OR(A, B) if A or B occur, and NOT (A) if A does not
occur. Note that events A and B can be events or event patterns. This enables
nested constructs such as SEQ(A, OR(B, C)) that matches sequences AB or
AC as well as queries for long event sequences.

The constraint part in PCA based queries defines conditions on event attribute
values that must hold in matching event sequences. These constraints resemble
the where clause of SQL queries and compare attribute values of different events
or attribute values against constants. To monitor events of a certain process
instance one must query event sequences with the same value for CaseID. In
this paper, we assume this condition to always be in place without explicit men-
tioning. That is, the query SEQ(A, B) matches only event sequences AB where
A.CaseID = B.CaseID holds true.

The action part in PCA based queries defines which action the system should
trigger if the defined event queries matches. This is often issuing of a notification
or triggering of some actuator. We focus on optimisations for detecting complex
events and, therefore, do not discuss the action part in more detail, which is not
affected by our contribution.

Execution Model. In this paper, we consider execution of complex event
queries based on state machines. We choose this model for the sake of an in-
tuitive illustration and because state machines (or variations of state machines)
are widely used in complex event processing [4,11,17]. However, our approach to
query optimisation may also be applied to other execution models.

The pattern part of PCA based complex event queries intuitively translates
to transitions in state machines. The event types in a query define the input
alphabet of the machine. A query for a single event A is realized by a transition
on A from the start state to the final state. Queries for complex event sequences
are built by concatenating state machines for detecting single events.

Our solution builds upon two important extensions of the simple state machine
based model. One extensions is constraint evaluation along state transitions as
proposed in [17]. In particular we assume that the state machine performs equiv-
alence checks on the CaseID along transitions. That is, in a query SEQ(A, B)
the machine transitions on any event A but only transitions further if an event
B with A.CaseID = B.CaseID occurs. This optimisation avoids extracting ir-
relevant events sequences that do not belong to the same processes case (those
sequences would have to be filtered out later on).
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The other extension that we build upon concerns the employed communica-
tion paradigm. Event processing typically builds on push-based communication,
often realized with a publish/subscribe mechanism [10]. Thus, events must be
processed when they occur. While this scheme is appropriate in many applica-
tions of CEP, it is unnecessarily restrictive for monitoring business processes.
Many business applications keep records of event data in transaction logs. This
allows pulling (some) events from logs and processing them later. Akdere et al.
exploit this by proposing plan based execution of complex event queries [2]. The
plan based approach combines push-based and pull-based communication.

For illustration consider the query SEQ(A, B). With push based communi-
cation the processing machine subscribes for events A and subsequently waits
for corresponding events B. In a hybrid model, the processing machine can sub-
scribe to events B and then pulls corresponding events A from the transaction
log (with A.timestamp < B.timesamp and A.CaseID = B.CaseID). The latter
plan saves network traffic if events B occur with a much lower frequency than
events A.

In our approach, we use process models to derive optimised hybrid execution
plans. Throughout this paper, A → B denotes the processing order of events in
an execution plan. We assume push based communication unless denoted by the
keyword pull. Thus, ‘A → B’ and ‘B → pull A’ are both execution plans for the
query SEQ(A, B). The first plan passively waits for events A and subsequently
for corresponding events B. The second plan waits for events B and subsequently
actively pulls corresponding events A that happened before B.

3 Process Knowledge

This section introduces the process knowledge that we use for query optimisation.
It combines event querying with behavioural profiles, a technique for deriving
behavioural constraints from a process model (see Fig. 1). We start our discus-
sion from the perspective of the process model, which we will use to derive a
behavioural profile and its relations. Information about relations between events
can directly be derived from process models [16]. Most of our optimisation rules
solely build upon these relations. However, some rules need information about
the absolute or relative frequencies of events.

Process Models. Process models are extensively used in companies for describ-
ing business operations and technical workflows. In many cases, they are directly
used as a template for execution by a process engine. Then, the process model
plays a normative role and is explicitly enforced by the engine. If, for instance,
the process model depicted in Fig. 2 is used by a process engine, it is only possible
to execute A and B, potentially repeatedly, followed either by C and E, or D and
E, or none of the two before F is executed towards completion of the process.

Behavioural Profiles. In our event query optimisation, we will exploit the
fact that behavioural constraints can be defined in a normative process model. In
particular, we use the notion of a behavioural profile [16]. Such a profile describes
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Fig. 2. Example of a process model in BPMN notation

behavioural relations on the level of activity pairs. A behavioural profile consists
of three relations that partition the Cartesian product of all activities, such that
two activities are either in strict order, exclusive to each other, or in interleaving
order. Behavioural profiles can be efficiently calculated for process models as the
one shown in Fig. 2. Semantics of the relations of the behavioural profile are
defined on the possible execution sequences, alias traces, of the process model.
– The strict order relation, denoted by �, holds between two activities x and

y, if x might happen before y, but not vice versa. In other words, x will be
before y in all traces that contain both activities.

– The exclusiveness relation, denoted by +, holds for two activities, if they
never occur together in any process trace.

– The interleaving order relation, denoted by ||, holds for two activities x and
y, if x might happen before y and y might also happen before x. Thus,
interleaving order might be interpreted as the absence of any specific order
between two activities.

Further on, the causal behavioural profile defines an additional co-occurrence
relation, denoted by �, between activities. Two activities are co-occurring, if
any trace (from the initial to the final state of the process) that contains the
first activity contains also the second activity. For the process model in Fig. 2,
for instance, the behavioural profile states that B is always preceding E, both
activities are in strict order, and that C is exclusive to D. The co-occurrence
relation states that every trace containing C also contains B, but not vice versa.
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Event Frequencies. As stated above, some optimisation rules require knowl-
edge about event frequencies. Such information could be provided by domain
experts or derived through analysis of event logs. In the remainder of this paper,
knowledge of the frequency of an event A will be referred to by λA. Still, infor-
mation on the relative order between frequencies of different events is sufficient
for our purposes.

4 Process Tailored Query Optimisation

Process tailored query optimisation follows the idea of using process knowledge
to enhance the execution of complex event queries regarding an optimisation goal.
This approach complements existing query optimisation techniques. A feature of
our solution is that it allows abstracting from details of process instances during
query formulation but considers these details in query execution (see Fig. 1).

We provide a set of rules that consider different information about processes
and serve different optimisation goals. (1) One goal is reducing the number of
required event messages for query processing. This is relevant in scenarios where
the network is a bottleneck or communication uses scarce resources. For instance,
battery powered sensor devices aim to reduce energy intensive communication
in order to maximize battery lifetime. (2) Another optimisation goal is reduc-
ing required memory for intermediate query results. This is relevant if resource
constrained devices run the query and/or if intermediate results grow large. The
latter is the case if queries cover a large time span or events occur at high fre-
quencies. (3) Furthermore, reducing delay between event occurrence and event
detection can be a goal for optimisation. This is relevant whenever systems have
real-time constraints, i.e., an immediate response to the event is required. These
constraints can be found in automated production processes where events trigger
production tasks.

We consider optimisation at three stages. First, we provide transformation
rules that target complex event queries on the language level (see Section 4.1).
Such rules change the semantics of the original query without changing the result
set. Second, we provide rules that address the generation of query execution plans
(see Section 4.2). A complier can generate several candidate execution plans for
the same query. Our rules help selecting the most efficient plan. Third, we provide
rules that transform execution plans (see Section 4.3). Transformed plans use
events that are outside the scope of the original query but provide information
that allow for more efficient query execution.

We use the notation ‘A ⇒ B, if X ’ for describing rules. Here, This denote
that A translates to B if condition X applies. A and B can be parts of query
expressions in a high level language or parts of query execution plans. X is a
logical expression that involves processes knowledge. For each rule we discuss the
effect on optimisation goals and provide some intuitive discussion how the opti-
misation is achieved. In addition, we also depict small process model fragments
that illustrate the applicability of certain rules.
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4.1 Query Transformation

Rules for query transformation operate on a high level language level. They
change the semantics of the query but - given the considered processes - they
do not change the result set of detected events. Below, we list such optimisation
rules.

Rule 1: and(A, B) ⇒ seq(A, B)
if A � B

Effect of the rule: The rule reduces memory consumption and event messages.
Intuition behind the rule: Any B that matches in a query has a preceding A,
while B cannot be observed before A. The rule avoids receiving and storing
events B that will have no matching A.
Required knowledge: �

... ...

Fig. 3. Process where rule 1 applies

Rule 2: and(...and(E1, E2), ...), Ei) ⇒ false
if ∃ Ex, Ey ∈ {E1, ..., Ei} : (Ex, Ey) ∈ +

Effect of the rule: The rule reduces memory consumption and event messages.
Intuition behind the rule: The rule avoids querying for event combinations that
cannot occur because involved events are mutually exclusive.
Required knowledge: +

......

Fig. 4. Process where rule 2 and 3 apply

Rule 3: seq(...seq(E1, E2), ...), Ei) ⇒ false
if ∃ Ex, Ey ∈ {E1, ..., Ei} : (Ex, Ey) ∈ +

Effect of the rule: The rule reduces memory consumption and event messages.
Intuition behind the rule: Similar to rule 2, this rule avoids querying for event
combinations that cannot occur because involved events are mutually exclusive.
Required knowledge: +

Rule 4: seq(...seq(E1, E2), ...), Ei) ⇒ false
if ∃ Ex, Ey ∈ {E1, ..., Ei} : y > x ∧ Ey � Ex
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Effect of the rule: The rule reduces memory consumption and event messages.
Intuition behind the rule: The rule avoids querying for combinations that cannot
occur because events cannot happen in the queried order.
Required knowledge: �

... ...

Fig. 5. Process where rule 4 applies

Rule 5: and(...and(E1, E2), ...), Ei) ⇒ false
if ∃ false ∈ {E1, ..., Ei}

Effect of the rule: The rule reduces memory consumption and event messages.
Intuition behind the rule: The rule propagates rules 2, 3, and 4 through query
hierarchies in complex events. If the query includes a complex event Ei that was
falsified by any of these rules the queried combination cannot occur.
Required knowledge: + and/or �

Rule 6: seq(...seq(E1, E2), ...), Ei)) ⇒ false
if ∃ false ∈ {E1, ..., Ei}

Effect of the rule: The rule reduces memory consumption and event messages.
Intuition behind the rule: Similar to rule 5, this rule propagates rule 2, 3 and 4
thought queries hierarchies. If the query includes a complex event Ei that was
falsified by any of these rules the queried combination cannot occur.
Required knowledge: + and/or �

4.2 Plan Selection

Rules for plan selection apply in the process of query plan generation. The rules
help picking the most efficient execution plan from a set of candidate plans. It is
important to note that these rules allow optimal plan selection without knowl-
edge about event frequencies and solely use information of standard process
models. Below, we list rules that illustrate optimisation based on plan selection:

Rule 7: seq(A, B) ⇒ B → pull A
if A �� B ∧ B � A

Effect of the rule: The rule reduces messages and memory consumption in the
event processor.
Intuition behind the rule: We derive from the behavioural profile that each B
matches an A but not vice versa. Thus, A happens more often than B and pulling
As (instead of pushing) avoids processing irrelevant As.
Required knowledge: �
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... ...

...

Fig. 6. Process where rule 7 applies

Rule 8: seq(A, B) ⇒ A → B
if A � B ∧ B �� A

Effect of the rule: The rule reduces messages but (compared to the alternative
plan ‘B → pull A’) increases memory consumption in the event processor.
Intuition behind the rule: We derive from the behavioural profile that each A
matches a B but not vice versa. Thus, B occurs more often than A. Pushing A
allows to efficiently filter out Bs (those with no preceding A). However, the exe-
cution plan requires to keep events A in a buffer until corresponding Bs arrive.
It is therefore more memory consuming than the alternative plan ‘B → pull A’.
Required knowledge: �

... ...

...

Fig. 7. Process where rule 8 applies

4.3 Plan Transformation

Rules for plan transformation apply after generation of an initial execution plan.
The rules add additional events to the execution plan to facilitate more efficient
execution. Below, we list rules that illustrate this kind of optimisation:

Rule 9: A → B ⇒ A → ¬C → B
if A � C ∧ (B, C) ∈ +

Effect of the rule: The rule reduces memory consumption in the rule engine
but increases the number of event messages.
Intuition behind the rule: The occurrence of C indicates that A → B will never
match. Thus, A can be dropped from the memory on the occurrence of a cor-
responding C. The rule is applicable if saving memory is more crucial than
reducing event messages.
Required knowledge: + and �

... ...

...

Fig. 8. Process where rule 9 applies
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Rule 10: A → B ⇒ C → pull A → B
if A �� C ∧ C � B ∧ C � A ∧ A � B ∧ λC << λA ∧ λC << λB

Effect of the rule: The rule minimizes memory consumption in the rule engine
and reduces event messages.
Intuition behind the rule: The rule is beneficial in processes where activities A
and B often occur independently but are rare in combination. If an event C
indicates that the combination A and B will occur, we can use this C to trigger
the processing of queries for combinations of A and B.
Required knowledge: �, � and event frequencies λ

... ...

... ...
......

Fig. 9. Process where rule 10 applies

Rule 11: A → B ⇒ C → pull A → B
if A � C ∧ C � B ∧ A � C ∧ C � B

Effect of the rule: The rule reduces buffer sizes and results in shorter delay
than B → pull A. However, it increases the number of event messages.
Intuition behind the rule: The data for A can already be pulled if C indicates
that B is going to happen. This helps to have A available if the matching B
occurs and reduces the delay for detecting the combination of A and B.
Required knowledge: �, �, and knowledge about timing between events is useful

... ...

Fig. 10. Process where rule 11 applies

5 Related Work

Technologies for complex event processing and event stream processing are receiv-
ing continuously growing attention in the research community. Several research
projects addressed different aspects of event processing technologies [1,3,5,9]. A
significant proportion of research on query optimisation addresses the applica-
tion domain of wireless sensor networks (e.g. [9,18]). Solutions for this domain
mainly aim at reducing network load by pushing query operators close to the
event sources. Other work presents general purpose approaches to query optimi-
sation. Srivastava et al. optimise query plans under consideration of differences in
the capabilities of available devices [14]. Moreover, network delays can be consid-
ered in finding optimal operator placements and corresponding query plans [13].
Query plans can also be rewritten to reuse query operators and minimize resource
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consumption [12]. Other work optimises the evaluation of query constraints in
order to reduce intermediate result sets in query processing [17]. Akdere et al.
present an approach that combines push- and pull-based combination to optimise
query plans [2].

No approach to our knowledge uses process models to optimise event process-
ing. By extracting behavioural profiles from process models our approach enables
optimisations that go beyond general purpose approaches. We foresee potential
that solutions presented in existing work can be applied in combination with our
work. Still, attention has to be paid to possible interferences between optimiza-
tion strategies.

6 Conclusion

In this paper, we addressed the challenge of realising complex event processing
in an efficient manner. Under the assumption of a normative process model, we
showed how the behavioural profile of this process model can be exploited to
optimise complex event queries. That is, information of the behavioural profile
is used to rewrite queries, select execution plans, or rewrite execution plans. This
also enables analysts to abstract from details of process instances during query
formulation but still to exploit specifics of process instances in query execution.

While our approach highlights the potential of process model-based query
optimisation, we also have to reflect on some limitation. Our approach works
solely for expected events representing the accurate behaviour of the process or
foreseen exceptional cases, and assumes accurate process models. Therefore, our
approach should be applied in a setting where a technical workflow model is
directly used for process enactment (e.g. in some manufacturing applications).

In future work, we want to investigate the usage of further information con-
tained in process models for query optimisation. In particular, casual data de-
pendencies between process model activities might be exploited similar to the
control flow dependencies that are used in this paper. Moreover, we aim at ap-
plying our approach in an industrial case study.
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2. Akdere, M., Çetintemel, U., Tatbul, N.: Plan-based complex event detection across
distributed sources. Proc. VLDB Endow. 1(1), 66–77 (2008)

3. Arasu, A., Babcock, B., Babu, S., Cieslewicz, J., Datar, M., Ito, K., Motwani, R.,
Srivastava, U., Widom, J.: Stream: The stanford data stream management system.
Technical report, Stanford University (2004)

4. Brenna, L., Gehrke, J., Hong, M., Johansen, D.: Distributed event stream pro-
cessing with non-deterministic finite automata. In: DEBS 2009: Proceedings of
the Third ACM International Conference on Distributed Event-Based Systems,
pp. 1–12. ACM, New York (2009)



754 M. Weidlich, H. Ziekow, and J. Mendling

5. Chandrasekaran, S., Cooper, O., Deshpande, A., Franklin, M.J., Hellerstein, J.M.,
Hong, W., Krishnamurthy, S., Madden, S., Raman, V., Reiss, F., Shah, M.A.:
Telegraphcq: Continuous dataflow processing for an uncertain world. In: Intl. Conf.
on Innovative Data Systems Research, CIDR (2003)

6. EPCglobal. EPC Information Services (EPCIS) Version 1.01 Specification (Septem-
ber 2007)

7. Luckham, D.C.: The Power of Events: An Introduction to Complex Event Process-
ing in Distributed Enterprise Systems. Addison-Wesley, Boston (2001)

8. Luckham, D.C., Frasca, B.: Complex event processing in distributed systems. Tech-
nical Report CSL-TR-98-754 (1998)

9. Madden, S.R., Franklin, M.J., Hellerstein, J.M., Hong, W.: TinyDB: An acquisi-
tional query processing system for sensor networks. ACM TODS 30(1), 122–173
(2005)

10. Muehl, G., Fiege, L., Pietzuch, P.R.: Distributed Event-based Systems. Springer,
Heidelberg (2006)

11. Pietzuch, P.R., Shand, B., Bacon, J.: Composite event detection as a generic mid-
dleware extension. IEEE Network 18(1), 44–55 (2004)

12. Schultz-Møller, N.P., Migliavacca, M., Pietzuch, P.: Distributed complex event pro-
cessing with query rewriting. In: DEBS 2009: Proceedings of the Third ACM In-
ternational Conference on Distributed Event-Based Systems, pp. 1–12. ACM, New
York (2009)

13. Shneidman, J., Pietzuch, P., Welsh, M., Seltzer, M., Roussopoulos, M.: A cost-space
approach to distributed query optimization in stream based overlays. In: ICDEW
2005: Proceedings of the 21st International Conference on Data Engineering Work-
shops, p. 1182. IEEE CS, Washington, DC (2005)

14. Srivastava, U., Munagala, K., Widom, J.: Operator placement for in-network
stream query processing. In: Proc. of the ACM symposium on Principles of
Database Systems (PODS). ACM, New York (2005)

15. Wang, F., Liu, S., Liu, P., Bai, Y.: Bridging physical and virtual worlds: Complex
event processing for RFID data streams. In: Ioannidis, Y., Scholl, M.H., Schmidt,
J.W., Matthes, F., Hatzopoulos, M., Böhm, K., Kemper, A., Grust, T., Böhm, C.
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Abstract. Business Process Management (BPM) is rapidly evolving as an 
established discipline. There are a number of efforts underway to formalize the 
various aspects of BPM practice; creating a formal Body of Knowledge (BoK) 
is one such effort. Bodies of knowledge are artifacts that have a proven track 
record for accelerating the professionalization of various disciplines. In order 
for this to succeed in BPM, it is vital to involve the broader business process 
community and derive a BoK that has essential characteristics that addresses the 
discipline’s needs. We argue for the necessity of a comprehensive BoK for the 
BPM domain, and present a core list of essential features to consider when 
developing a BoK based on preliminary empirical evidence. The paper 
identifies and critiques existing Bodies of Knowledge related to BPM, and 
firmly calls for an effort to develop a more accurate and sustainable BoK for 
BPM. An approach for this effort is presented with preliminary outcomes. 

Keywords: Business process management, body of knowledge, evaluation, 
content analysis, ontology, interviews. 

1   Introduction 

Business Process Management (BPM) is rapidly proliferating as an emerging 
discipline [1, 2]. Despite BPM being ranked as a top priority by organizations, current 
status of BPM research and reports from practice suggests major gaps in the field: 
lack of a common consensus of what BPM really entails, lack of appropriate expertise 
in the field, lack of resources to develop BPM expertise, and a difficulty in 
communicating across multiple stakeholders of the field are some examples of these 
major hindrances [3, 4]. As the global uptake of BPM increases, the demand for 
skilled BPM professionals is growing, encouraging many universities to design BPM 
course contents. However, BPM is making strides in academia, currently with a large 
amount of variation on the BPM content that is taught. One root cause is the still 
limited consensus on Business Process Management. Used broadly, BPM refers to 
managing, coordinating, prioritizing and monitoring an organization’s process change 
resources and undertakings [5]. To manage and coordinate process efforts throughout 
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an organization, a common vocabulary is necessary, both for the organizations’ 
managers and for its BPM practitioners. At this stage, there is little common 
understanding of the set of BPM-related roles and the “common body of BPM 
knowledge” has not yet been confirmed. Olding [6] states that not understanding the 
specialized skills and knowledge needed for BPM is one of the worst issues in BPM 
practice. A Body of Knowledge (BoK) for BPM can address many of these 
limitations, but an empirically validated, accurate and complete BoK for BPM is yet 
to be developed. The aim of this paper is to address the following research questions: 

1. What Bodies of Knowledge exist in relation to the BPM domain? 
2. How can a BoK for BPM be evaluated? 
3. How can a BoK for BPM be derived? 

In this paper, we first present an overview of BPM-related Bodies of Knowledge, and 
conclude that the BoK derived by the ABPMP [2] is the closest Body of knowledge 
the BPM discipline has to date. The paper then systematically derives an a-priori 
model for the BoK evaluation, with 5 dimensions; Completeness, Extendability, 
Understandability, Application and Utility. The ABPMP’s BoK [2] is critically 
evaluated using this framework, calling for the need for a more rigorous and relevant 
BoK for BPM. The study proposes a new project design for the derivation of a BoK 
for BPM. While the overall project design is not presented here (due to scope and 
space issues), we argue that early core steps when building a BoK are to identify what 
to include and the structure they will reside in the BoK. We propose an ontological 
basis for this, and propose an a-priori Ontology based on early empirical evidence for 
a Body of Knowledge in BPM. The paper ends with conclusions, limitations and an 
outlook on related future research opportunities. 

2   Existing Bodies of Knowledge for Business Process Management 

A BoK refers to a peer-developed compendium of what a competent professional in 
the field must know [7]. It is the sum of knowledge within a profession that includes 
proven traditional practices which are widely accepted, emerging innovative practices 
as well as published and unpublished material. It is a living body of information that 
requires updating and feeding to remain current [8]. There exist many good reasons 
for defining the nature and extent of knowledge pertaining to a discipline [9]. A BoK 
provides and promotes a common lexicon for discussing, writing and applying the 
profession. It defines the knowledge underlying the profession, and describes and 
points to methods, knowledge and skills [8] or other related elements that a 
professional must ‘know’. The existence of a BoK for a field enables the necessary 
knowledge to be systematically defined, located, organised and upgraded over time. 
Missing areas can be identified and added as they are seen to be needed [9]. It 
promotes the advancement, understanding and recognition of the profession among 
those who interact with it, and facilitates professional development for practitioners at 
any stage in their careers as well as people who come to the profession from other 
backgrounds and disciplines. A BoK also provides the basis for curriculum 
development and maintenance and supports professional development and any current 
and future certification schemes. Lastly, it promotes integration and connections with 
related disciplines [8]. 
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A global environmental scan in relation to the BPM domain conducted in 
November 2009, resulted in the identification of five BoK/Certification efforts that all 
defined BPM-related knowledge, some of which lies within a broad definition of 
Business Process Management. These include: (i) American Society of Quality (ASQ) 
Black Belt BoK and Lean Six Sigma Certification [10], (ii) IIBA and the Business 
Analysts BoK (BABOK) [11], (iii) OMG, Business Process Standards, and 
Certification [12], (iv) ISPI Human Performance Technology BoK [13], and (v) 
ABPMP and the Core BoK [2]. These five Bodies of Knowledge were examined and 
analyzed against the BPM domain.  

BoK descriptions like those provided by the International Institute of Business 
Analysis (IIBA) and the Object Management Group (OMG) include much that 
pertains to BPM, but also include knowledge that is more appropriate for software 
development or software tool design than for BPM. The International Society for 
Performance Improvement (ISPI) BoK contains some knowledge of BPM but other 
knowledge that is properly addressed to those involved in analyzing and designing 
training materials. The American Society for Quality’s (ASQ) Black Belt BoK also 
includes much that is germane to BPM, but it also includes much that is very specific 
to statisticians and metrics experts and falls outside of the normal concerns of BPM 
experts. The one BoK that falls completely within the area that we defined as the 
BPM space, was defined by the Association of Business Process Management 
Professionals (ABPMP). The following section briefly introduces this BoK. 

2.1   Overview of the ABPMP CBOK 

The Association of Business Process Management Professionals released the first 
Business Process Management Common Body of Knowledge, BPM CBOK, in April 
2009. The primary purpose of the guide is to identify and provide an overview of the 
knowledge areas that are generally recognized and accepted as good practice. It is also 
the intent to provide a general overview of each knowledge area and provide links and 
references to other sources of information which are part of the broader BPM 
Common Body of Knowledge [2].  

ABPMP’s Guide to the BPM CBOK is organized around 9 knowledge areas and 
includes a number of appendices, a model BPM curricula, reference disciplines, and 
information on the BPM community [2]. The nine knowledge areas are: 1) Business 
Process Management; 2) Process Modeling; 3) Process Analysis; 4) Process Design; 
5) Process Transformation; 6) Process Performance Management; 7) Process 
Organization; 8) Enterprise Process Management, and 9) BPM Technologies [2]. 
ABPMP [2] argues that core BPM concepts are covered in the Business Process 
Management Knowledge group, which overlays and sets the stage for all the 
subsequent knowledge areas. Process modeling, process analysis, process design, 
process performance management and process transformation represent the core 
activities and skills sets within BPM initiatives. The Process Management 
Organization and Enterprise Process Management areas capture BPM environmental 
issues and how BPM relates to other organizational aspects (i.e. governance, strategic 
planning etc). Finally, ABPMP argues that the BPM technologies layer captures how 
BPM practices are supported by technology.  
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3   Understanding the Essential Elements of a BoK 

This section was motivated by the quest to answer “How can a BoK be evaluated?” 
The overall tasks here occurred in multiple phases and was synthesized to a single  
a-priori BoK evaluation framework summarized in Table 1. The next section 
describes the process of deriving this a-priori BoK evaluation framework. 

3.1   Deriving an A-priori Model to Evaluate Bodies of Knowledge Related to 
BPM 

First, a detailed review of potential publications on BoK evaluations was conducted. 
Core databases in Education1, Business2, and IT3, were searched for, to identify 
papers that provided direct or implied criteria to evaluate a BoK. The search strategy 
included searching for (i) “Body of knowledge” (and synonyms such as knowledge 
frameworks, discipline summary, domain expertise building blocks etc) in the title, 
key word and abstracts, and (ii) ‘evaluation’ (with other synonyms like assessment, 
critique, appraisal etc) in the body text. No papers that directly described how to 
evaluate a BoK were found through this extensive effort. Some provided indirect 
insights to possible evaluation criteria, when they presented the outcomes and 
processes of their BoK efforts. These were collated and synthesized in deriving the a-
priori BoK evaluation framework. 

A BoK is essentially a meta-level abstract account of a chosen discipline; a 
‘conceptual model’ of all the core elements of the chosen discipline. Due to dearth of 
literature on BoK evaluation as mentioned before, and justified by this analogy that a 
BoK is essentially a form of a conceptual model, in the second phase, we also 
searched for possible evaluation criteria we can borrow from the conceptual modeling 
domain as a proxy for BoK core characteristics. Prior studies that had consolidated 
this literature [14-17] were used as a base. Forward and backward searching based on 
these papers was also conducted to extract more related literature.  

A BoK is a kind of an artifact. Artifacts are broadly defined as constructs 
(vocabulary and symbols), models (abstractions and representations), methods 
(algorithms and practices), and instantiations (implemented and prototype systems) 
[18]. A BoK is an abstract depiction of a discipline through constructs and 
instantiations structured within some framework. The design and evaluation of 
artifacts are discussed in detail in Design Science literature. Design Science research 
has gained momentum in IT and business research [19]. Hence, Design Science 
literature, in particular papers that discussed how artifacts should be evaluated, were 
also looked into when deriving the a-priori framework for BoK evaluation.  

In search of possible evaluation criteria, insights from the BPM Community were 
also sought in addition to the above mentioned literature analysis. A series of  

                                                           
1  Examples include but not limited to; ProQuest Education Journals, Professional Development 

Collection (via EBSCOhost), ERIC (via EBSCOhost), Emerald Management Xtra, A+ 
Education. 

2  Examples include but not limited to ABI/Inform Global, Business Source Elite (many relevant 
papers found here) and Business, Management and Accounting Subject Corner. 

3  Examples include but not limited to ACM Digital Library Emerald Management, ProQuest, 
Science direct. 



 Professionalizing BPM: Towards a Body of Knowledge for BPM 763 

semi-structured interviews were conducted with BPM academics (5) and practitioners 
(6) to contextualize and validate the details obtained from the literature extraction. 
These studies were conducted solely as an exploratory exercise and to further support 
and augment the findings of the literature review effort. The participants were 
identified and approached based on a judgmental- convenience sample. The five 
academics were those who have been teaching BPM for at least 1 year in Australian 
Universities and the six practitioners were active members (for at least the last 3 
years) in a well-established national BPM community of Practice4.  

Table 1 presents the amalgamated criteria extracted from this effort, and the 
following section presents a summary evaluation of the ABPMP CBoK based on this 
criteria. While this preliminary evaluation is qualitative in nature, qualitative 
evaluations have proven to be well suited for evaluating artifacts of this nature, where 
“moves towards increased quantification may be counterproductive” [20, pp. 1]. 

Table 1. Summary criteria to evaluate a BoK 

Evaluation 
criteria 

Description Supporting evidence 

Completeness  
 

Degree to which all the critical components 
of the BoK (as per the predefined scope) are 
present. 

[7, 15-17, 21-24] and 
Interview data 

Extendability Ease with which the BoK can adapt and 
accommodate to changes in the discipline  

[9, 16, 24-26] and Interview 
data 

Understandability Degree to which the purpose, concepts, and 
structure of the BoK is clear to the users 

[16, 17, 24, 27] and Interview 
data 

Application The degree to which the users apply the Bok [9, 16, 17, 21, 28-30] and 
Interview data 

Utility The extent to which a person uses the BoK 
or intends to use it 

[18, 24, 31, 32] and Interview 
data 

3.2   Evaluating the Current ABPMP BoK 

This section critically evaluates the ABPMP BoK [2] against the criteria presented above. 

Completeness 
The most fundamental and crucial aspect for the development of a body of knowledge 
in any discipline is the agreement on the constitutional elements of the discipline. As 
mentioned earlier, BPM is in terms of its components, their relationships and its 
disciplinary boundaries, still not a precisely defined domain. This creates a significant 
challenge when trying to design and deliver a BoK.  

ABPMP [2] defines BPM as “a disciplined approach to identify, design, execute, 
document, measure, monitor and control both automated and non-automated business 
processes to achieve a consistent, targeted results aligned with an organisation’s 
strategic goals” ABPMP (p.23) [2]. However, the core knowledge areas proposed by 

                                                           
4  The Australian BPM Community of Practice fosters communication between Australian BPM 

practitioners. Founded in 2004, the by-invitation-only members meet every quarter and interact 
via a platform accessible at http://bpm-collaboration.com 
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the BoK, does not completely cover or relate to the definition provided. For example, 
while ‘identifying’, ‘monitoring’ and ‘control’ are stated in the definition as core tasks 
of BPM, there is no core knowledge area in the BoK that supports these.  

The validity and reliability of the discipline knowledge within the BoK underpins 
its ultimate quality and applicability. With the ABPMP CBoK, not only is there no 
evidence of why and how the proposed categories were selected to form the ‘core’, 
they are presented in a very loose manner and rarely consists of the characteristics 
that discipline knowledge definitions should hold [following 24])  

“How do I know that this is the real core of BPM? There is nothing that explains how 
they were derived” (Academic # 4) 

Most BoK efforts have multiple iterations of feedback loops from key stakeholders of 
the discipline, built into the very early phases of the BoK design process, to identify 
and validate the core areas to include in the BoK [e.g. 7, 33]. This community 
engagement is very important for the success of a BoK. The ABPMP CBoK was 
primarily built by a referent group and the BoK was released to the BPM community 
for feedback only after its full creation. This disenables the community to contribute 
to the core content and structure in a meaningful manner. 

“As an educator, I am more interested to see skills than knowledge domains. 
Core skills, is what helps BPM practitioners to learn and evolve in the field”  

(Academic # 5) 

Generic skills are practical and portable life skills essential for both personal and 
career success [22] and allow professionals to “function across different cognitive 
domains or subject areas and across a variety of social, and in particular employment 
situations” [23 p. 45]. Examples of such skills are: problem solving, critical thinking, 
effective communication, teamwork and ethical thinking. They complement the 
discipline specific skills and professional knowledge, and are critical when describing 
the skills and knowledge essential for the field under investigation. ABPMP [2 p. 20] 
states that “the practice of BPM is defined by a set of values, beliefs, leadership and 
culture which form the foundation of the environment in which an organisation 
operates”, and recognises the value of generic skills that individuals require to survive 
and strive. They state that such skills required are “weaved throughout the knowledge 
areas”, but has very little content related to these. 

Extendability 
Any body of knowledge should be a living-body of information that requires updating 
and maintenance to remain current [26]. This is especially true for a discipline such as 
BPM that is evolving very rapidly. Thorn and Sydenham [9] argue that there are three 
functions that need to be provided when building a BoK: 

1- BoK development and maintenance. These functions need a well defined 
methodology for developers to feed in relevant information, and must support:  

a. Rapid determination of the location of a likely topic under 
consideration for inclusion. 

b. Establishing if a topic is already covered and how. 
c. Setting up logical relationships with other items. 
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2- Browsing capability by users who use lists to stimulate thinking about a topic. 
3- Specific topic(s) retrieval (this is the most likely need of users). 

A BoK can be in both paper and electronic form. Electronic projects such as 
Wikipedia allow an on-line body of knowledge to be expanded and moderated in a 
controlled fashion by the community which uses it [9] – Thorn and Sydenham [9] 
describes more details of online Bodies of Knowledge]. When a BoK aims at also 
accumulating actual knowledge items (i.e. various resources) that populates the 
knowledge categories, then, its implementation needs to be able to accommodate the 
many types and formats of the methods used to store knowledge (i.e. text, tables, 
figures, sound, animations, presentations, other digital media) [9]. There is no 
evidence of ABPMP[2] having considered these in their BPM CBoK development.  

“Key concepts, definitions, methodologies, and other material placed in a nearly 
random manner in the different knowledge areas.” (Academic # 3) 

 “No provision is made for elements that might be used in more than one 
knowledge area. This makes the document almost impossible to edit in any systematic 
manner.” (Practitioner # 6) 

Understandability 
A Body of Knowledge should be easily understandable; if they are not easily 
understood they are not likely to be adopted [16]. While a BoK can be a very complex 
phenomena to communicate, understandability can increase by providing supporting 
documentation, educating the users, and using simple and consistent language within 
the BoK documentation [17]. Clarity is critical in abstract accounts of information 
[27]. While the ABPMP [2] have attempted to address these (i.e through the 
documentation of the introduction and supporting appendixes), there are many parts 
that are quite confusing to a user. For example, while the ABPMP Guide says that its 
BoK “is organized in nine areas.”, this is hard to understand.  

“We frankly do not understand this diagram. Normally, when one shows a box 
inside another box, it suggests that the contained box is a subset or part of the 
larger box. This diagram seems to show that Business Process Management is 
contained within Enterprise Process Management, which is, in turn, contained 
within Business Process Management Technologies. Then again, there is the 
light box without a boarder for Process Management Organization that seems 
to fall within Business Process Management.” (Practitioner # 6) 
“Sometimes definitions in one section are incompatible with definitions offered 
elsewhere.” (Practitioner # 3) 
“The ABPMP CBOK first says it doesn’t concern itself with methodologies – 
but then proceeds to define a lifecycle approach… That’s confusing, how does 
the life-cycles relate to the knowledge areas.” (Academic # 1) 

Application 
If the BoK is aimed at reflecting the fundamental knowledge required of a BPM 
professional and developing certification programs for the discipline, then the 
developers of a BoK should identify (at least) the most common roles of the discipline 
and also describe the inter-relationship between the various dimensions and how they 
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relate to the various roles and responsibilities [21]. Different roles and their entailing 
responsibilities may require different skills sets and different degrees of expertise.  

“... no, I didn’t consider to use it when designing the BPM curricula, it doesn’t 
show any guidelines for this anyway.” (Academic # 4) 

Many of the available Bodies of Knowledge deliver guides on the knowledge needed 
for new recruits (i.e. graduates) and thus are aimed at academic/ professional course 
development. They do not offer the detailed knowledge [9] instead depict the high 
level knowledge required for each target area. Some on the other hand, are more than 
a guide to the topics of the discipline; it contains knowledge prepared by subject 
experts to fit a well-researched scope and contents [9]. While, ABPMP[2] attempts 
this (see Appendix C of [2]), it is yet at a very abstract level.  

Furthermore, it is useful to make distinctions between capabilities which have an 
organizational focus (i.e. Management, Business Acumen, Teamwork, Information 
Literacy) and those which have a personal, individual focus (i.e. Self Management, 
Lifelong Learning, Ethics and Social Responsibility, Problem Solving, Critical 
Thinking) [21]. Different trainings and certifications can be catered for these specific 
foci, if clearly specified in the BoK. Boughton [25, 28] and [29] provides an example 
of how a BoK has been used to design a series of certification courses for various 
roles and levels of a discipline that covers the different knowledge categories of the 
BoK. Boyle [30] also depicts how a domain specific course structure for tertiary 
courses of a discipline, can be designed using a BoK as the founding basis. 

Utility 
A BoK should be judged “based on value or utility to a community of users” 
[following 32]. Regardless of whether the BoK improves the status of the discipline, 
unless it is used in practice, its benefits cannot be realized [18, 31]. When asked about 
the use of the ABPMP BoK from the interview participants, 4 out of 5 academics and 
all practitioners interviewed knew about it, but none had used it in a meaningful way, 
mainly due to limitations in completeness, understandability and usability (as 
discussed above).  

Relationships to other disciplines; the principles that determine how a discipline is 
related to other disciplines, is another element that increases utility of a BoK [24]. 
This is especially true with BPM, being a multidisciplinary domain. However, no 
attempts to describe potential relationships to other fields is provided in the ABPMP 
[2] BoK. 

Summary Analysis 
In summary, the current ABPMP BoK, while still in its early phases and is 
evolutionary; it consists of a number of core limitations that is worth-while to be 
addressed now without any further delay. First, the process of deriving and 
maintaining the BoK should be more systematic and transparent. This will assist the 
perceived validity and adoption of it. Secondly, the content that forms the BoK needs 
to be defined and scoped, and most of all, checked for completeness, correctness and 
relevance to the field. Also, consensus definition of the content of a BoK is needed for 
it to be accepted as industry standard. Thirdly, the structure of the BoK should be 
carefully thought about and documented; this will assist in the correct interpretation 
of the BoK by its adapters and will also support sustainability and growth of the BoK.  
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We acknowledge that there will not be a “one size fits all” solution with BPM 
knowledge specifications. But, what is needed and what can be achieved, is a meta-
level model of the knowledge types. This is an evolutionary process that will take a 
number of iterations. Even with its current limitations, the ABPMP CBOK is a good 
‘starting point’. The question is what can we do to further develop it and address 
these limitations? 

4   Proposed Project Design 

During the analysis that was described earlier in section 3.1, information about the 
process of deriving a BoK were also captured and analyzed, to recognize best 
practices in developing bodies of knowledge, which can then, in return, be applied in 
the development approach for the proposed Bok for BPM. 

Although there are many Bodies of Knowledge developed and under development, 
there appears to be many different strategies for deciding their scope and contents. 
Generally BoK development groups have used their experience to decide the draft 
content with consensus being developed by inviting membership to provide further 
comment. A more defendable and rational approach to the development of the scope 
and content of a BoK is needed [9]. Not many BoK development processes are 
documented and shared. Most use multi-method approaches and commence with an 
initial phase of content analysis of different forms of literature that define the field. 
These include reviewing scholarly papers published in higher education, human 
resources management, and the relevant domain areas and also an internationally 
scoped critical examination of courses and curriculum offered under the discipline by 
higher education institutions (e.g. [21]). Some also examine the common ‘roles’ of 
varying-level professionals of the target discipline and analyse emerging trends [30]. 
Most of these content analysis approaches are complimented in a later stage with 
input from members of a task force, in depth telephone interviews with target 
professionals and/ or focus groups with multiple stakeholders such as professionals, 
educators and students (e.g. [7]). Some use various surveying techniques to 
empirically derive at a solid BoK [34]. Overall, the methods applied are varied and 
rarely transparent in the published outcomes.  

4.1   Proposed Approach and Methodology  

This section proposes a methodology to build an empirically validated Body of 
Knowledge for the BPM domain. Ownership of the BoK (and continuous control and 
updates), the overall project management of the BoK derivation effort, certification 
processes that might arise from the BoK, potential to standardise the BoK for varying 
applications across the industry, means to disseminate the BoK and its updates, 
implication to education (both higher education and professional education) are some 
aspects that will have a large influence over the BoK derivation process and its 
overall governance. These aspects will be addressed in concurrence with the broader 
BPM community and will be discussed in detail in a subsequent paper. The focus of 
this paper is how the content of a BoK for BPM will be derived.  
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Essentially, the overall initiative consists of two main phases. Phase 1 is targeted at 
determining what to include in the proposed BoK for BPM. Phase 2, targets how to 
populate each of the components of the BoK. The scope of this discussion is limited 
to Phase 1. The aim is to provide a justified conceptualisation on what to include in a 
BoK for BPM. For this, we propose an ontology-based approach to form the founding 
structure for the BoK [35]. The entire BoK derivation and maintenance efforts will be 
done through an established consortium, consisting of BPM practitioners, BPM 
educators, BPM thought leaders and representation from other established 
associations that have related BoKs (e.g. IIBA). 

One of the main barriers to effective knowledge sharing is the inadequate 
documentation of existing knowledge bases. Conceptual analysis and knowledge 
representation often requires to develop an ontological support [36]. An Ontology is 
an appropriate solution when (due to different needs and background contexts) there 
can be widely varying viewpoints and assumptions regarding what is essentially the 
same subject matter [37, 38]. While such a lack of common consensus can lead to 
many issues in the domain [39], an Ontology resolves this by providing a unifying 
framework [37 p, 2].  

With input from general literature, analysis of related bodies of knowledge and 
input from BPM academics and practitioners (as described in section 3.1), we have 
derived a basic Ontology for this effort which is presented in detail in the next section.  

4.2   Presenting the Ontology Proposed for a BoK for BPM 

Ontology is the term used to refer to the shared understanding of some domain of 
interest which may be used as a unifying framework to create a common consensus 
about the domain [37, 38]. The process consists of the emergence of some 
interpretable schema, according to which it makes sense to organise and define things 
in that way [36]. It embodies some sort of ‘world view’ with respect to the given 
domain. This world view is often conceived as a set of concepts (e.g. entities, 
attributes, and processes), their definitions and their interrelationships. Essentially an 
ontology consists of agreements about shared conceptualisations of a domain. [37, 40] 
presents the many uses of ontologies; in summary they are used for communication 
(i.e. to share common understanding of the structure of information among the 
stakeholders of a domain and to make domain knowledge assumptions specific), 
interoperability and systems (can be soft or hard) specifications, reliability and 
reusability (i.e. to enable reuse of domain knowledge).  

The development of an open and comprehensive BoK for BPM requires a 
systematic approach that is built on clear categories. Similarly, the elements need to 
be independent of each other to assure that a wide variety of people can edit the 
document, each focusing on different elements [following 26].  

We have borrowed key constructs from the Bodies of Knowledge observed, and  
used learnings extracted from the research conducted, as presented in section 3.1. The  
IIBA’s [11] basic approach to the structure of the BoK has been adopted as a basis here.  

The IIBA BABOK [11] was prepared using a very systematic approach. They 
begin by defining knowledge areas. Each knowledge area contains tasks. The tasks 
are processes, with inputs, transformations and outputs. Each knowledge area can 
contain any number of tasks and the same task can be used in more than one 
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knowledge area. Tasks contain techniques, which describe how to accomplish a 
specific goal. A task can contain any number of techniques and a single technique can 
be used in any number of tasks. By keeping the basic elements of the BoK 
independent of each other IIBA assure that it is easy to systematically develop and 
edit the BoK [11]. IIBA does not cover as much BPM knowledge as ABPMP’s BoK, 
but what it does cover, is systematic and consistent. That said, one thing that is 
missing is the current IIBA BoK is some way of grouping techniques to allow the 
reader to see all of the techniques available to deal with a specific type of problem. 
Thus, the BoK has information about BPMN5, but not IDEF6 or SIPOC7. If there was 
a category for generic techniques, like Process Flow Modeling, which could group 
specific Process Flow Modeling techniques, like BPMN, IDEF, SIPOC, users would 
be able to see at a glance what specific types of flow modeling techniques were 
covered in the BoK. 

Following this observation, we adopt the three basic elements from the IIBA 
BABOK; Knowledge Areas, Tasks, and Techniques. And have proposed to add 
groupings of techniques creating ‘Technique groups’. Skills and skills groups were 
also added. As Partridge and Hallam [41] argue, the ‘DNA of a professional’ should 
consist of two intertwined and complementary strands; the discipline knowledge and 
generic capabilities. These together make up the genome of the successful 
professional. Hence, a BoK that is designed to describe the core characteristics of a 
professional (of any field) should integrate generic skills for a more complete 
illustration. Figure 1 depicts the ontology proposed for a Body of Knowledge for BPM. 

Knowledge Areas: A domain, like Business Process Management is divided into a 
number of Knowledge Areas. If appropriate, a given Knowledge Area may be 
subdivided into Subsidiary Knowledge Areas. We propose to start with a small 
number of knowledge areas and then invite, first a board of experts, and then the 
entire BPM community to edit and propose changes. Our goal will be to keep a small 
group of basic knowledge areas while identifying labels that a majority of the 
community can accept as appropriate and descriptive. 

Tasks: A task is a process or an activity. It describes how a set of inputs are 
transformed into outputs of increased value. Each knowledge area is comprised of 
tasks which are defined by their inputs and outputs. Tasks can also be defined by the 
rules that constrain the use of the task and by the resources required to undertake the 
task. Task may further be defined by concepts appropriate to the task. (In this sense, 
concepts include any models that define the vocabulary and discriminations 
appropriate to understanding and performing the specific task). Tasks use techniques 
to accomplish their transformations. A single task can use many different techniques. 
The same task can occur in more than one knowledge area. Thus we can analyze 
BPM tasks independently of the knowledge areas that use the tasks. 

                                                           
5  BPMN (Business Process Modelling Notation) is a graphical representation for specifying 

business processes. 
6  IDEF is also a modeling technique, designed to capture the processes and structure of 

information in an organization. 
7  SIPOC stands for suppliers, inputs, process, outputs, customers. SIPOC is a tool used early in 

process analysis work to analyze the scope and purpose of a process. 
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Fig. 1. Proposed Ontology for a Body of Knowledge for BPM 

Techniques: Techniques describe how something is accomplished. A technique 
describes a procedure, formula, steps, models, diagrams or other resources that a user 
will need to accomplish the something. We maintain a catalog of all the techniques 
that BPM practitioners might use. 

Techniques can be divided into two categories; Generic Techniques that describe 
an overall goal, and Specific Techniques that define specific procedures, models, etc. 
Our catalog of techniques will be divided into sections. In effect each section 
represents a generic technique and each section can contain one or more specific 
techniques. As a strong generalization, we specify general techniques for tasks, and 
allow practitioners to decide which specific techniques they might want to use to 
accomplish a specific instance of the task. We expect that the ultimate catalog of 
BPM techniques will run to several hundred entries. We will start by eliciting specific 
techniques to be included, then group them, and then ask practitioners to suggest 
additions and alternatives. 

Skills: Skills describe an acquired or learned capacity to do something well. Most 
tasks will also require skills in addition to knowledge, and techniques. These may be 
Basic skills (like foundation skills in using information and communication 
technology), Intellectual abilities (like critical and creative thinking, and planning and 
organization) and Personal attributes (like attitudes and abilities of self-management, 
on-going learning, and collaboration) [42]. Skills can often be divided into domain-
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general and domain-specific skills. The proposed BoK will capture the different skills 
that are specifically associated with any BPM task. We will elicit these at a general 
level and later group them to categories such as Basic skills, Intellectual abilities and 
Personal attributes. 

Methodologies: Methodologies are procedures designed to achieve a specific end. 
Methodologies make up a different dimension. They use but are independent of the 
task and technique elements described above. In effect, a methodology is an ordered 
set of tasks that are undertaken in a particular sequence or according to an established 
set of rules. In this first round, we propose to ignore methodologies, leaving their 
definition to those who use them. We will define the tasks and techniques in a 
sufficiently modular manner, enabling methodologists to define their steps and then 
indicate which tasks and techniques are used in their specific methodology. 

As an example, let’s assume that we agree that Redesign Process as a Knowledge 
Area and decide that it contains several tasks, including one called Analysis of As-Is 
Process. We might also conclude that the generic technique Model Process Flow is 
used in the Analysis of As-Is Process task. This generic technique, Model Process 
Flow, might include a number of specific techniques including:   

Generic Technique:   Model Process Flow 
Specific Techniques:  

  SIPOC <Six Sigma> 
  BPMN   <OMG Standard> 
  IDEF  <US Commerce Dept Standard> 
  UML Activity Diagrams  <OMG Standard> 

Rummler-Brache  <de facto standard defined in Improving 
Performance> 

  LOVEM <IBM notation> 
  EPC (Event-Driven Process Chains) <ARIS notation>  

The Analysis of As-Is Process task will also require certain skills. For example, it 
will require one to understand the basics of processes and process models (example of 
Basic skill), critical and creative thinking about the processes (example of Intellectual 
ability) and collaboration to get the right insights and on-going learning about the 
processes (example of Personal attributes). 

5   Conclusions 

There is currently a lot of interest in defining the knowledge that business process 
practitioners and managers use to analyze, redesign, monitor and manage business 
processes in their organizations. Several groups have started working on Bodies of 
Knowledge that seek to define the domain and the knowledge used by business 
process practitioners and managers. This paper first re-established the need for a 
comprehensive and systematic BoK for BPM, and presented a number of Bodies of 
Knowledge that were related to BPM, identified after an environmental scan. The 
paper then derived and presented and an a-priori criteria list for evaluating a BoK 
based on a series of analogous literature domains and interviews (with academics and 
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practitioners), and critiqued the ABPMP’s [2] BoK, which is the only BoK, thus far 
that is dedicated solely to the BPM domain. A number of limitations of the current 
ABPMP’s [2] BoK was identified through this analysis. This established a critical gap 
in the field and a call for action; the BPM field is yet to derive a rigorous and relevant 
BoK, founded with empirical evidence.  

To further this interest, we propose an open, community-wide effort to define and 
document the core knowledge used by BPM practitioners. We propose to undertake 
this effort as a public service and to make the results available to the various specific 
professional groups that are seeking to define the BPM space. We acknowledge that 
this is a large undertaking with many layers of effort, and that a variety of aspects 
(such as, governance, project management, education impacts and dissemination) 
needs to be taken into account in the overall project design. Two major phases will 
reside within these contextual aspects; the i) derivation of what to include in the BoK, 
and ii) populating of each area decided upon. Both phases will be conducted with the 
open involvement of the BPM community. This paper, proposes an Ontological 
approach based in empirical evidence as the basis to deciding what to include in the 
BoK. It presented an a-priori ontology for a BoK for BPM, based on early empirical 
evidence. We invite the BPM community to critically review our propositions and 
join forces to build a BoK for BPM that will fulfil our professional and educational 
needs. 
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Abstract. As business processes, services and relationships, are now 
recognized as key organizational assets, the demand for the so-called boundary-
spanning roles and process-aware professionals is continuing to grow. The 
world-wide demand for these roles will continue to increase, fueled by the 
unprecedented interest in Business Process Management (BPM) and the other 
emerging cross-functional disciplines. This, in turn, creates new opportunities, 
as well as some unforeseeable challenges for BPM education, both in university 
and industry. This paper reports on an analysis of the current BPM offerings of 
Australian universities. It presents a critical review of what is taught and how it 
is taught, and identifies a series of gaps and concerns. Explanations and 
recommendations are proposed and a call made for BPM educators worldwide, 
for urgent action. 

Keywords: Business Process Management, Education, Content mapping, 
Educators, curricula design. 

1   Introduction 

BPM has evolved and organizations are becoming more business process oriented, the 
need for BPM expertise and experience has increased [1, 2]. People skills are 
considered a key factor of BPM; as evidenced by the many BPM critical success 
factor studies [e.g. 3, 4, 5] that specifically state the role of people for the success and 
failure of BPM. BPM guidelines for success often provide advice such as: ‘Establish a 
robust governance framework that identifies process ownership’, ‘Appoint a business 
process analyst to work on each major business process’, ‘Create a BPM center of 
excellence’, ‘Select an experienced person to head the BPM center of excellence’ 
[e.g. 6, 7]. There is a significant need for BPM skilled people to fill these roles and 
the demand is rapidly increasing [8-10]. However, a number of years after identifying 
this need, lack of appropriate BPM education is still a topic that is raised as a 
perennial issue.  

Organizations are now recognizing their critical assets: processes, services and 
relationships, all requiring cross-functional integration, collaboration and a multidisciplinary 
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approach. “Boundary-spanning roles become pivotal towards the expression and 
capture of business value” [11]. Clearly, functional areas alone cannot prepare 
(business) students for the boundary spanning roles. Cross-functional integration, 
especially from the business rather than technical side, is at the core of BPM 
education. Many of the world’s best business organizations such as CISCO, Dell and 
Amazon have embraced ‘process-centered thinking’ or ‘process view’ and changed 
their organizational structures, strategies, and models in response to this cross-
functional, process-centered movements [12]. 

BPM Experts state “the university ought to jump into …, teach it and research it” 
[13]. In Australia, employer representatives and professional associations (i.e. such as 
Business Council of Australia, Australian Chamber of Commerce, Australian 
Computer Society, Australian Management Institute etc.), have advocated 
incorporating ‘employability’ skills which include business process orientation and 
related generic graduate attributes (such as communication, leadership, and group work 
into the curricula) [14]. The Federal government and other government bodies are also 
encouraging the development of a higher education strategy to embed such 
employability skills in universities [12]. The latest IS curriculum [15] includes, for the 
very first time, the BPM course, recognizing its importance for the future business 
practitioners. Following the publication of this very influential document, it is expected 
that the number of IS or IS-related disciplines will start to offer more BPM courses.  

The multidisciplinary talent required for BPM can be hard to find [16]. The 
dynamic, complex and interdependent nature of the business process environment 
means that business process roles require a breadth of various expertise (ranging for 
example from the strategic alignment of a BPM initiative to the configuration of 
process-aware information) across different levels of an organization (i.e. top 
executives to management and operational staff) [17]. BPM professionals also have to 
have additional skills such as ability to learn and creativity [1]. We need to teach them 
how to develop these skills. This points to the need to critically look at what we teach 
and how we teach the chosen content. Motivated by this need, this paper tries to 
address the following questions looking at the Australian BPM education context: 

- What BPM content do we teach; to what extent do we follow the holistic 
approach to BPM? 

- What teaching methods do we use? 

The paper first presents the research approach, then discusses the main findings. 
Explanations and related recommendations are presented and a call for action for 
BPM educators is made as the paper concludes.  

2   Research Method 

This study aims to investigate the current status of Business Process Management 
(BPM) education offered at Australian universities. Our analysis has been informed 
by two different sources of data; i) Content analysis of BPM offerings found from a 
web search, and ii) interviews conducted with BPM educators delivering these 
offerings.  
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2.1   Content Analysis of BPM Offerings Found from a Web Search 

The first part of our study was designed to identify the BPM offerings in Australia, 
more precisely who is teaching BPM, and what they offer under the BPM banner. 
The data collected in this phase, has enabled us to identify the interview-
candidates – the BPM educators currently involved in the design and delivery of 
BPM courses.  

The authors conducted the search in the following manner, in order to 
systematically identify and extract details. First, the search commenced by identifying 
a total list of Australian Universities.1 Then, a search using related key terms2

 were 
conducted within the web sites of each listed university. Since most BPM offerings sit 
within Business and/ or IT faculties, the web pages of these faculties (or equivalents 
to them- of each listed universities) were also screened in search of potential BPM 
offerings. Course and unit outlines related to BPM were sought for from this effort. 
When such details were not readily available or up-to-date on the web, the research 
team contacted the relevant department, and requested the details. 

2.2   Interviews Conducted with BPM Educators of Australia 

The purpose of the interviews was to gather further details from Australian BPM 
educators about their offerings. Current Unit coordinators3 and Course coordinators4 
of the BPM offerings identified from the search described above were targeted 
participants of the interviews. A total of 6 interviews were conducted (within a 4 
week period in November 2009), each lasting for 60-75 minutes.  

This study used a semi-structured interview approach, with the anticipation that the 
interviews would help gain deeper understanding into the current status of BPM 
education in Australia. Both researchers took part in the data collection process where 
a protocol on the overall interview conduct was followed. The interviews were audio 
recorded and transcribed. The interviewers were equipped with a ‘field kit’, which 
consisted of a standard introduction to the project, the core interview questions and a 
summary notes template to take down effective notes to support the probing process 
throughout the interview.  

2.3   Data Analysis 

NVIVO 8.0 was used as a qualitative data management and analysis tool; to 
systematically code and analyse the data within one single repository. In preparation 

                                                           
1  The list provided at http://www.australian-universities.com/list/ was 

used for this (last accessed, November 3rd 2009). 
2  The key terms used here included (but not limited to) “Business Process”, “Process 

Management”. 
3  ‘Unit coordinators’, here refer to those who teach and coordinate the activities within on 

subject. 
4  ‘Course Coordinators’, here refer to those who coordinate the activities across an entire 

degree program. Only one university offered a BPM course, and the course coordinator here 
was also a unit coordinator. 
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for the coding, ‘tree-level nodes’5 were created within NVIVO for each main topic 
area of interest. The results from the web search and Interview transcripts were 
entered and saved within NVIVO, as two Sets of data. A detailed coding-protocol was 
devised by the researchers, to confirm the coding plan and scheme. Both researchers 
were involved in the coding process, and the devised coding protocol was strictly 
followed. The overall research findings and the analytical activities that supported 
these findings are presented in detail in the next section. 

3   Findings  

This section presents the results of the data analysis guided by the research questions, 
as stated earlier in the paper. First we aim to provide a brief description of the context 
of BPM education in Australia, necessary for a proper interpretation of the main 
findings and recommendations. Then for each identified question, we provide a 
descriptive overview of the data gathered, along with the indentified themes and 
issues discovered during data analysis. This is then followed by our recommendations 
for the individual educators as well as the BPM community, grounded in the relevant 
educational literature. 

3.1   The Context of BPM Education in Australia  

Only 6 universities (out of 39 nation-wide) provided evidence of teaching some form 
of BPM in Australia. Amongst this, the offerings were quite diverse, in terms of their 
focus, approaches and departments/schools where the BPM courses reside in. Table 1 
depicts a high-level summary of our current offerings. Participating University 
Identities are made anonymous for confidentiality in the ethical clearance process of 
this study.  

Some differences could be explained by the programs offering the BPM courses 
(e.g. Major in BPM, Major in Commerce, Major in IT), as well as the overall learning 
objectives for the course that are inevitably influenced by the program.  

Additionally, the BPM courses are offered as core or elective, within specialist 
BPM programs with a major in BPM as well as the business and IT programs 
specializing in related or unrelated disciplines (e.g. Major in Commerce, Software 
Engineering etc). Due to a very large number of possible majors, this information was 
not included in Table 1. 

3.2   What BPM Content Do We Teach?  

In order to systematically examine the content that we teach, we used and cross-
referenced well known and emerging frameworks that described the field of BPM 
from several different perspectives. This was very important, given the fact that the 
Body of Knowledge is still emerging and therefore, there is not a single, complete and 
authoritative guide setting up the boundaries of the BPM field and determining the 
content. 

                                                           
5  A tree-level node is a physical location within the tool, where you store the groups of ideas 

that would be coded. 
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Table 1. Summary overview of BPM offerings in Australia 

University Type of 
offering(s) 

Degree level Department Core/ elective 

University A Part of a unit Undergraduate IT        Core 
University B Unit Undergraduate Business and 

IT 
      Elective 
       Core 

University C Unit Post graduate Business        Core 
University D Part of a unit 

Unit 
Undergraduate 
Postgraduate 

Business 
Information 
Systems 

      Elective 
       Core 

University E Part of a unit 
Unit 

Undergraduate 
Post graduate 

IT       Elective 
       Core 

University F Part of a unit 
Unit 
Course 

Undergraduate 
Post graduate 

IT       Elective 
       Core 

Therefore, the identified frameworks were used to help us to assess the currency 
and completeness of what we teach, in terms of the latest industry approaches as well 
as the most relevant BPM topics, as identified by the business and academic 
communities world-wide. Some guidance is offered by the recently published IS 
curriculum [13, 15, 18]. It is intended to provide a guidance to the IS or IS-related 
programs. However, it does not provide a big picture explaining how these topics are 
interrelated and where the main emphasis should be placed in different versions of the 
BPM courses, offered, for example, in the specialists programs or the other business 
majors. 

To reflect the holistic nature of the BPM discipline, and interconnectedness of 
different aspects of this field, we decided to adopt one of the most prominent holistic 
models of BPM – the one proposed by Harmon (2007) [19]. This model reflects the 
current developments in the BPM field that extend well beyond technology and even 
process redesign and implementation projects. Most importantly, this model 
emphasizes the importance of the often missing link between organizational strategy, 
business processes and technology.  

This link between strategy and IT, enabled by the business processes, is important 
not only for organizations aiming to bridge the gap between business and IT, but to 
also justify the business value of their BPM initiatives. Without any doubt, this is 
equally important for students both in IT and business, who may be in charge of BPM 
initiatives but also be on their receiving end. Not having a holistic view of BPM 
blocks the ability to link these core elements together, this is a critical issue for the 
progression of BPM [20, 21], especially in terms of value-creation.  

The importance of this link has also been confirmed by the latest world-wide 
survey of BPM practitioners conducted by BPTrends [22]. The survey confirmed that 
not being able to define the relationship between Strategy and Processes, continues to 
be one of the key BPM-related problems. In fact, a significant number of respondents 
(40%) confirmed that if they could hire external BPM consultants, this would be the 
area to focus on [22].  
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Fig. 1. A Holistic view approaches to BPM Source: Harmon, P. (2007) 

In terms of our research, Harmon’s model has enabled us to position BPM in our 
programs and use the same reference point.  

Figure 1 depicts the holistic framework, proposed by Harmon (2007) [19]. The 
strategy component includes the enterprise-level process architecture, issues related to 
process-related performance measurement and the overall BPM governance. The 
Business Process component includes methodologies for process design and ongoing 
improvement. The people component includes BPM related knowledge management, 
training and issues related to BPM-related job design. This is highly relevant for the 
emerging boundary-crossing roles such as a business process owner. Finally, its 
technology component includes issues and practices relevant for the IT development, 
including the BPM systems. 

To assess what we currently teach in Australia and to what extent we cover all 
components of the holistic model, we extracted relevant information from the unit 
outlines and mapped them to the core areas of the Harmon’s model. Figure 2 depicts a 
summary of the mapping in a visual form [following qualitative data summary 
techniques presented by 23]. To make sure that our interpretation of the identified 
concepts was correct, further confirmation was sought during the interviews. 

3.3   BPM Content: Current Trends 

Our analysis of the BPM curricula offered by Australian universities reveals the 
following trends: 

3.3.1   Our BPM Courses Predominantly Focus on Modeling 
Our analysis confirms that we are yet to fully adopt a ‘holistic BPM’ approach. When 
put in the context of the Harmon’s model, it is possible to confirm that majority of the 
Australian BPM offerings focus on the modeling and the technical components. The 
strategy and people-related components are not always included, and when they are, 
they are covered by a week or two, if at all.  
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While the technical/modeling focus is naturally more appropriate for the BPM 
courses offered by the IT/CS school, business schools also place very strong emphasis 
on modeling. Yet evidence show that all components are equally important, with the 
non-technical components being more challenging [19, 24]. 

University A: University B: 

University C: University D: 

University E: University F: 

 

Fig. 2. Analysis of the Australian BPM offerings, in relation to the Harmon (2007) model 

While a holistic understanding of BPM continue to play a very important role in 
professional practice [19], our research confirms that teaching BPM in a holistic 
manner is rare and is due to a range of contextual and disciplinary aspects and 
challenges. Below we present further explanations, extracted from the interviews and 
augmented with literature. 

- Perceived need to present the students with tangible skills sets 
BPM modeling is still perceived to be one of the core BPM skills and for a very long 
time, the very core of this field [1]. This is still reflected by the job advertisements in 
this area and therefore, giving students a widely available reference point of what 
employees want. Therefore, modeling provides students with a tangible skills-set to 
offer to their future employees, provided that they will work as BPM specialists and 
more at the entry level where modeling is required. 
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Looking from the educational perspective, a set of tangible skills acquired through 
well structured learning - as facilitated by modeling- is also important, especially with 
novice students, with very little previous experience in BPM and business in general. 
This type of learning experience helps them to “anchor” the new concepts in a 
structured way and construct new mental models to accommodate their previous 
experience, as modeling could focus on any domain they have previous experience 
with. This particular approach follows the so-called constructivist model of learning 
that has been used for decades and, when implemented properly, proven to be very 
effective [25]. 

- Ease of teaching 
Modeling is much easier to learn and teach, especially for the educators without a 
sufficient previous BPM experience, as techniques and concepts are more structured 
and easier to grasp from the available textbooks and do not require prior experiential 
knowledge (which is different to the other topic areas of BPM like strategy for 
instance) nor substantial teaching experience (as model answers and guidelines are 
easily and often available). Especially, when the less experienced BPM educators “are 
simply told to teach this new BPM course”, as an interviwee pointed out! 

-  Availability of educational resources related to modeling  
Compared to the other components of the holistic model, the modeling component is 
well catered for, in terms of the educational resources. The learning and teaching 
resources, required for the modeling components of our BPM courses are also widely 
available and therefore almost “ready-made” to be used. For example, process 
modeling is the core component of any process-related textbook with “the-end-of-the-
chapter” exercises, questions and answers as well as problem solving activities made 
available to students. This is quite often supplemented by teaching resources 
including solutions to modeling exercises and questions. This is certainly not the case 
with the people and strategy components where activities need to be designed – a 
much more challenging task for the non-expert BPM educators. 

3.3.2   The Content Is Determined by the Educator in Charge of the BPM Course 
and Is Significantly Influenced by His/Her Current Experience and 
Understanding of This Field 

This is the second significant theme related to the BPM content, discovered in our 
research. It is that educator’s prior experience, or even lack of it, influence what has 
been taught. This is very likely to be a reflection of the emerging nature of this 
discipline and the absence of the authoritative, widely available reference curriculum. 

Our research has discovered the following two issues, both problematic in their 
own ways: 

- Misunderstanding of the BPM discipline 
One of the important consequences of the limited, up-to-date expertise is a 
demonstrated misunderstanding of the BPM discipline by some interviewees. Even 
though the BPM experts could not always agree on all aspects of this field, some 
areas are clearly out of the scope such as for example data mining. Even though data 
mining was not thought as one of the topics, the educators misunderstanding is likely 
to come through practical examples used in the class and translated into possible 
misunderstanding of their students. 
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- Research driven content 
Having very little or no experience in this area is certainly a problem, for both 
educators and their students. However, we also discovered another problem, 
somewhat opposite to the first one, but equally challenging. We discovered an 
instance of the BPM content being heavily driven by the educator’s BPM-related 
research, focusing on the topics that are yet to enter the mainstream BPM practice and 
are therefore, largely unknown to the employers. At the same time, this could easily 
create an impression of the content being irrelevant, especially among the students 
with the current BPM experience, as much as teaching the dated content. While this is 
not an issue unique to BPM only, it is a critical element to address in order to best 
align curricula to industry needs and trends, rather than to the educator’s research 
passion and background.  

3.3.3   Recommendations for the BPM Content 
The above analysis and observation leads to a few recommendations about the content 
we teach for the individual BPM educators as well as the wider community. 

- Recommendations for the individual BPM educators 

a) All BPM teachings should be positioned in relation to a holistic BPM view 
We argue that all BPM teachings should be positioned in relation to a holistic BPM 
view, even when one chooses to focus teaching on specific aspects. This will help 
students to understand the value proposition of the BPM initiatives in their workplace, 
regardless of the roles they would take. 

For example, even though one may be focused solely on the modeling component, 
it is important not just to teach the mechanics of the modeling process, but to also 
show how modeling plays a role in a holistic BPM environment, when and where 
models are used and should not be used at all. In order to help prepare students for the 
real world experience, they need to understand where and how these models are best 
used or should not be used at all. The world of BPM practice has certainly evolved 
from business process modeling to business process management practice and that 
should be reflected by our courses. 

b) Consider the learning objectives for the program/course/discipline, when 
deciding the elements to focus teaching on 

The extent to which individual components of the holistic model should be covered 
would vary among different courses, based on a number of factors, including; the 
overall program within which the BPM course reside, the faculty and discipline, the 
student majors as well as the intended learning objectives for the course. 

When considering the elements to focus teaching on, it is also important to take 
into account the learning objectives for the overall program as well as the individual 
BPM offerings. While we cannot accurately predict the educational backgrounds of 
our BPM students, nor their intended professional destination, the learning objectives 
describe the intended learning outcomes that need to be achieved at the end of the  
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course. The learning objective designed for the BPM course, need to be fully aligned 
with the learning objectives for the program or the whole discipline, to help students 
to place their learning into the overall context and better appreciate its significance. 

For example, Business students coming from different majors need to understand 
the principles of modeling, but more importantly how these models could be used in 
the context of cross-functional integration to enable knowledge sharing and 
collaborative process improvement involving multidisciplinary teams of functional 
specialists. Students need to develop this awareness, rather than spend the majority of 
their learning experience on the syntax of the chosen modeling language.  

c) The content should reflect the reality of BPM practice and industry needs  
Blue sky predictions and leading-edge research, as much as they are interesting to the 
BPM educators who are also active researchers in this field, and therefore passionate 
about their research, might not be of an immediate use to our graduates for many 
years or sometimes not at all. At the same time, this could easily create an impression 
of the content being irrelevant as teaching dated content. 

- Recommendations for the BPM community 

d) Cross-university community of practice, both local and international should be 
involved in the co-design and ongoing review of BPM curricula 

Rather than leaving for the individual educators to design their own classes and look 
for the reputable sources to confirm that what they are doing is relevant and up-to-
date, it is the collective responsibility of the BPM community to provide the 
authoritative guide. Only the BPM community has the specialist knowledge to 
provide more details than what is currently the case, but also cater for differences in 
relation to different disciplinary majors (e.g. major in BPM, major in business-related 
discipline or major in a technical discipline). This would largely prevent some of the 
above listed problems with less experienced staff having to teach the course (but 
hopefully not design it) or BPM researchers teaching their research topics. At the 
same time, this would open new opportunities related to cross-university 
collaboration, and where possible, exchange of staff and students. 

3.4   Teaching Methods Used 

Teaching methods refer to the ways the content is delivered to students. Each topic 
could be delivered in many ways, using very different learning/teaching activities, 
suitable for different types of students and aiming to achieve different learning 
objectives. This information is very contextual and therefore, impossible to accurately 
determine without attending classes and experiencing them first-hand. However, 
different components of the course outline, especially the delivery method and the 
assignments used, reflect the targeted students’ learning experience and provide some 
insight into the teaching methods used. Table 2 describes how the Australian BPM 
courses are currently delivered, while Table 3 describes the assessment methods we 
use to assess student learning. 
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Table 2. Delivery methods used by BPM educators in Australia 

University Delivery method 
A B C D E F 

Lectures X X X X X X 
Tutorials X X X X X X 
Labs (practical) X X X X X X 
Extra Workshops  
(for special topics like generic skills) 

     X 

Work integrated learning (or similar)     X X 
Guest speakers    X X X 
Case study method X  X X X X 

Table 3. Assessment types used by BPM educators in Australia 

University 
Assessment Type  

A B C D E F 

Mid-semester Examination X 

Final Examination X X X X X X 
BPM Group Assignment(s) X X X X X 
Individual Assignment(s) X X X X 
BPM Reflective Journal X 
Modelling skills test X 
Seminar/Tutorial/ Workshop 
Exercises X 

X X 

Our research has resulted in the following observations, all giving very important 
clues related to the teaching methods the BPM educators use to structure and deliver 
students’ learning experience: 

a) BPM courses are still delivered in lectures 
Majority of the analyzed case universities still structure student learning experiences, 
around lectures combined with tutorials and in some cases laboratories.  

While it is not possible to accurately assess how the content gets delivered in the 
lecture components of the BPM courses, without attending the actual lectures, based 
on the interviews conducted, it is possible to conclude that these are indeed traditional 
lectures, structured around presentation of the weekly topics. In education literature 
this mode of delivery is widely known as the ‘transmissive teaching paradigm’, which 
is centered around teachers, and his/her ability to present the content (Dillenbourg  
et. al, 1996). This mode of learning has been researched for decades, in terms of its 
effectiveness for student learning and retention of the acquired knowledge [26]. The 
results confirm that the content-driven transmissive model of teaching promote 
passive learning and does not help students to develop the advanced learning skills 
including critical thinking, problem solving and reflective skills [27]. Given the 
problem-solving nature of this discipline, we argue that all these skills are vital for the 
future BPM professionals. As Biggs [27] pointed out: “It is helpful to remember that 
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what the student does is actually more important in determining what is learned than 
what the teacher does” (pg. 229). The so called student-centered learning requires 
student active engagement that is known to lead to much better learning outcomes. In 
essence, in order to learn, students need to be actively engaged [26]. However, design 
of the learning activities, appropriate for developing students’ higher level cognitive 
skills, remains a major challenge in university education today, as most educators are 
not formally trained to do so [28], and we often don’t have the appropriate support 
systems and infrastructure to sustain and maintain it. 

b) Case studies are widely used in the BPM courses 
More active, student-centered learning is currently incorporated into tutorials and 
workshops. It is also possible to observe that the case studies appear to be the most 
popular method to promote student engagement and bring the real-life experience to 
students. It is important to point out that case studies could be used in many different 
ways to structure student learning experiences and encourage learning at very 
different levels. However, not all of them are suitable for problem-based learning and, 
therefore, require experienced teachers [29]. 

c) Group assignments and group activities are used in most courses 
The educational literature also confirms that students’ approaches to learning are very 
much influenced and guided by the types of assessments we use to assess their 
learning [26]. As Table 3 depicts, most universities (5 out of 6) included in this 
analysis, incorporate an assessment item in the form of practical group project that 
requires students to further develop their problem-solving skills. Some case 
universities also use interactive games, helping students to further develop their skills 
related to team work, especially their negotiation skills.  

The BPM educators use group assignments or even workshop activities which are 
typically organized as group projects, requiring students to work in teams, just like in 
the real environment. However, as Michaelson et al [28] pointed out, many educators 
are not trained to implement the effective group work activities in their classes, 
assuming that groups will turn into teams. Team building is a separate process, and 
require a very careful scaffolding and guidance, especially with the so-called 
dependent learners.  

3.4.1   Recommendations for the BPM Teaching Methods 

- For the individual BPM educators 

a) Use group assignments and activities as an opportunity to help students to 
acquire the BPM skills at the meta-level.  

Group assignments could and should be used to help students to learn very important 
concepts such as leadership and proactive team management. This applies to any 
teaching discipline, regardless of the domain. At the same time, it is also important to 
point out that group work in BPM, offers unique opportunities for learning and 
reflection at the meta level, teaching students valuable lessons related to cross-
functional integration and different perspectives that need to be negotiated and  
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consolidated and the leadership role they will be expected to take during their future 
BPM projects. Making students recognize this aspect of their group work is very 
important in BPM teaching. 

Given the importance of this type of reflection, this should be incorporated in their 
assessment. For example, students could be asked to reflect back on their group 
project and explained how it relates to the team-based nature of BPM, summarizing 
the main lessons learned. In this way they will be learning about BPM in order to 
reflect back on their own group experience and vice versa. 

b) Replace the transmissive model of teaching with more student centered 
learning, even in the large lectures. 

While large lecture teaching is always a more challenging aspect of teaching, 
regardless of the domain, the applied disciplines such as BPM are even less suitable 
for this mode of teaching than descriptive disciplines. While lectures are inevitable for 
many universities, professional development course as well as a wealth of resources 
are available to the educators to turn their lectures into more interactive experiences. 

c) It is necessary to offer a very different type of professional development courses 
to BPM educators 

In addition to keeping up with the disciplinary knowledge, the BPM educators require 
to keep up to date with advanced learning methods and new developments in the field 
of education. We argue that they require a very different type of professional 
development. This is another domain where the wider BPM community, needs to take 
an active role and through teaching-related research define the set of skills that the 
educators need to have in order to help their students to develop into high quality 
professionals. As Ericsson et al. [30] pointed out, to become experts, professionals 
need expert teachers, not only in terms of their professional knowledge but also their 
expertise in the most effective teaching methods for the particular domain. 

- Recommendation for the BPM community 

d) Given the challenges of this profession, world-wide collaboration of the BPM 
educators becomes a necessity. 

At the present time, collaboration of the BPM educators is very much left to the 
individuals, we argue that the BPM community should provide structured 
opportunities for teaching and teaching-related research collaboration, very much 
similar to what we already have in the research world. In this respect we could 
certainly learn from the other more established and highly successful teaching 
communities, currently operating in the other related disciplines such as for example, 
Teradata University Community in BI/DW discipline [31] with industry practitioners 
actively involved in teaching-related research.  

4   Conclusion 

The main objective of this paper was to report on the current state of the BPM 
education in Australia, identify the main teaching and teaching-related research 
challenges and propose possible ways of how these challenges could be addressed by 
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the individual educators as well as the wider BPM community, both at the national 
and international levels. While this study reports on an Australian scope, this can be 
extended later to a larger geographical coverage.  

Apart from offering a practical guidance to the current and future BPM educators, 
their students and the employers of their students, this research aims to discover and 
analyze our current BPM-related challenges. Many of the BPM education studies 
completed to date are very early in its maturity. Some are very limited in their scope 
and address very specific institutional issues. The ones with a broader scope are 
mostly at a stage of identifying issues and challenges rather than providing resolutions 
Thus, none of the key issues or areas of consideration have yet been addressed. We 
anticipate that the identified challenges will offer further opportunities for community 
engagement, collaborative problem solving, as well as sharing of good teaching 
practices in this emerging field. 
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Abstract. With the growing presence of BPM and SOA in the IT indus-
try, their impact on the IT education will be profound. Many institutions
are becoming aware of the acute need of developing learning and teaching
resource frameworks for the BPM and SOA. In this paper, we present
part of such an effort from a team at the University of New South Wales,
currently developing Service Learning and Teaching Foundry as a dedi-
cated virtual teaching and learning space for BPM/SOA. We present the
motivation, design and current implementation of the foundry, as well as
a curriculum design of a Service Technologies module which is used to
pilot the foundry system.

1 Introduction

BPM (Business Process Management) and SOA (Service Oriented Architecture)
are fast becoming an integral part of the way modern business organisations un-
derstand their business architecture, and manage their business processes. BPM
offers a methodology and tools for organisations to model, analyse and integrate
business processes that involve IT systems and human interaction. SOA provides
the principles of developing reusable business service and applications that col-
lectively fulfil an organisation’s business processes and goals [1–3]. The tools and
methodologies from both paradigms have equipped the enterprises with cross-
platform compatibility, agility and cost-efficiency for continual improvements in
their core operations [4].

With the growing popularity of BPM and SOA in the IT industry, their impact
on the IT education will be profound. Many already anticipate that one of the
most important skills for an IT graduate today is to be able to understand the
role of BPM and SOA in different contexts and to articulate the motivation
behind service-based technologies and their practical implications in terms of
engineering complex software systems and automating business processes [5–7].

M. zur Muehlen and J. Su (Eds.): BPM 2010 Workshops, LNBIP 66, pp. 790–805, 2011.
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In 2008, a consortium of leading universities in Australia was awarded an
Australian Learning and Teaching Council (ALTC) grant to investigate the
development of industry relevant curriculum modules and other educational re-
sources. The context of the investigation is inline with the SSME (Service Sci-
ence Management and Engineering) movement [8, 9] which is gathering support
from leading IT companies and higher education sectors worldwide1, especially
the institutions associated with SOA and BPM are active participants of the
movement2.

As part of the investigation, the University of New South Wales team are
proposing two modules: Engineering Service Systems and Service Technologies,
under which the core theoretical concepts and practical tools and skills of SOA
and BPM are discussed. An innovative part of the proposed modules is Ser-
vice Learning and Teaching foundry which is a dedicated virtual teaching and
learning space for SOA/BPM. The foundry provides an open and collaborative
environment for teaching resources to be created, shared and re-used, all in the
context of educating SOA/BPM.

In this paper, we present the detail of one of the two modules: Service Tech-
nologies, and the foundry. In particular, we explain how the foundry underpins
the design and delivery of the module.

2 The SSME Curriculum Renewal Project

One of the first-stage outcomes the SSME project is an interim report from
focus group discussions [10]. This section gives an overview of the focus group
discussions and the key themes identified as a result.

2.1 SSME Focus Group Discussions

The focus groups consisted of various stakeholders in industry, recent graduates
and academic staff members. The report frames the information gathered from
the discussions to give in-depth description about key knowledge and skill sets
required in the workplace and the challenges faced by the industry due to the
recent development in technologies (e.g., Services, Web 2.0, Cloud Computing).

As an industry trends report suggests3, business process modelling and mid-
dleware/SOA were named number one and three skills that are in demand. The
SSME project interim report also confirms such trends in Australia, where com-
panies are looking into offering their traditional software package products as
services (Software as a Service), dealing with the challenges of carrying the old
technology environment, which was never designed to be open and shared, into
the new environment.

The traditional role of an IT person is changing, in the sense that the person
should have understanding of the ‘end-to-end’ business, client perspectives and
1 IBM SSME Portal, http://www.ibm.com/developerworks/spaces/ssme
2 https://www.ibm.com/developerworks/wikis/display/ssme/Universities
3 http://www.networkworld.com/news/2009/040609-10-tech-skills.html
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the complete life cycle of services. This requires a clear overview of how various
technologies fit into different areas in the business and how they are reused when
necessary [11, 12].

The focus group discussion also highlighted that the real challenge is to equip
graduates, not only with technical competency, but also with an appreciation
of the global, collaborative nature of modern software development. In this as-
pect, two important aspects of software development skill sets are identified: the
ability to work in a virtual (distributed) team and competency in using online
collaboration tools.

2.2 SSME Key Modules Overview

We identified the following major themes from the focus groups discussions.
Figure 1 depicts the key modules planned for the SSME project, some of which

Fig. 1. SSME modules and their relationships

are already being designed and delivered on a trial basis, others are in initial
discussion stage. The outcomes will collectively make up the SSME modules
and would form the basis for the renewal of IT curriculum for participating
institutions and also inform the wider education community [13].

The diagram shows the diverse nature of the disciplines involved. With regards
to the SOA and BPM topics, the implicitly expressed view here is that the two
areas are intrinsically linked. As [3, 7] point out, the industries are leading the
consolidation of SOA and BPM. The evolution of standards, such as WSDL (Web
Service Description Language), BPEL (Business Process Execution Language),
BPMN (Business Process Modelling Notation), allow the smooth integration of
compatible SOA-based tools and business processes across heterogeneous de-
ployment environments.

It is noted that the “Engineering Service Systems” and “Service Technologies”
modules focus on systems and technologies aspect of SOA and BPM, i.e., Web
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services and Service-Oriented Architectures (SOAs) are discussed as underlying
technical operating systems for BPMS (Business Process Management Systems),
especially in the context of enterprise application integration architectures.

3 Motivations

In this section, we present the motivations which inform our vision and approach
for SOA/BPM education.

3.1 Student Feedback

The authors have been involved in the design and delivery of courses in the area of
Service-Oriented Architectures and Business Process Modelling and Engineering
for a number of years. Initially started as ‘WS-*’ services and Web application
engineering course in 2005, in the last couple of years, the syllabus of the course
gradually changed. We included related subject matters that are emerging and
becoming increasingly important to IT students [6, 14, 15]: understanding of
service-orientation, enterprise systems and application integration, business pro-
cess modelling, automation, and alternate ways to model and implement services
such as REST (Representational State Transfer) based architecture.

To accommodate the need for opportunities to practice the technical skills,
we increased the number of activities in labs and assignments in the course. We
also streamlined the design of the activities with the weekly lecture topics (as
shown in Table 1).

The direction was chosen based on the feedback from students (both formal
and informal) and received positive responses such as “Very useful for gradu-
ates’ future”, “the course teaches emerging and new technologies”, “the course
introduces various and useful tools for real world problems”4, etc.

3.2 Building the Community of SOA/BPM Learning and Teaching

Another strong influence is our aspiration for working towards building a com-
munity of learners and teachers who share common interests and passion for
SOA/BPM education. There are many online teaching resource sharing Web
sites and portals (e.g., Blackboard, Moodle). However, most portals are mainly
designed for limited types of users (e.g., students and teachers from the same
faculty/institution) and coordinating cross-institutional collaboration, or cross-
student-groups (e.g., year 3 students and year 2 students) is not straightforward.

We have not yet seen a complete teaching environment designed with a long
term vision of underpinning a virtual community of learners and teachers of this
topic, especially in terms of crossing physical, time, and discipline boundaries.

Figure 2 presents an online portal environment in which open, but well-
organised teaching materials are created, shared and reused by multiple institu-
tions. The vision is to create a meaningful repository of community knowledge
4 Direct quotes from student evaluation forms, 2008, UNSW.
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Fig. 2. Service Learning and Teaching Online Portal Environment

for educating the students and instructors in the area. The portal will provide,
not only a repository of document-based resources (e.g., reference processes, an-
notated bibliographies), but also a hosting environment for many SOA and BPM
related tools (e.g., BPMN modeller, WSDL inspector, Apache Axis runtime).

We strongly believe that the teaching and research discipline we are in gives
us an opportunity to create an innovative and interesting learning and teaching
community that uniquely represents what we do.

For example, take the concept of consuming a service designed by someone else
in SOA. One group of students can develop a service in a class that is consumed
by another group of students from a different class as learning resources. The
same service can be reused in different learning contexts depending on the learn-
ing objective (e.g., exposing WSDL view or BPEL view). The same service can
be re-engineered by one class and its design process can be debated in a different
class as a case study. The process of developing and administering an assignment
itself can provide an experience of business processes - a concept students could
easily relate to. Of course, the experiences can be shared amongst multiple in-
stitutions to create interesting BPM case studies. In our opinion, the possibility
of applying our own discipline principles to the portal vision is endless.

Based on the vision depicted in Figure 2, our work starts with implementing
and contributing to realising the concrete building blocks of the portal. In par-
ticular, the rest of the paper focuses on the development of a Service Learning
and Teaching Foundry

3.3 Service Learning and Teaching Foundry

Service Learning and Teaching Foundry, or the foundry for short, is the first con-
crete step towards realising the type of unique learning and teaching
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community we mentioned earlier in Section 3.2. We believe it could potentially
enable us, IT educators, to re-think the way the core business of IT, systems
design, implementation and re-engineering, are taught.

The foundry aims to provide an open, collaborative, continuously evolving
and growing virtual space for students to learn the concepts of SOA/BPM, and
practice their skills using real-world examples. The collaborative nature of the
foundry means that it enables the students to interact with groups of students
at many different levels: across classes in the same institution, across institutions
or across different disciplines (e.g., Computer Science students interacting with
Business Administration students). The continuously growing side of the foundry
means that it will become a rich repository of services and processes designed
and built over time by students. It will be an important resource for training the
very concept SOA/BPM preaches on services and business processes: identify,
define, capture, store, reuse and optimize [1].

Also, we see that the foundry, once matured, will become an effective teach-
ing and experimentation tool for learning the lifecycle management aspects of
SOA/BPM. That is, the foundry can provide a real-world example of case studies
on studying an impact of retiring a service, updating a service or analysing the
dependencies between the services in the repository and process implementation.

4 The Foundry Design and Implementation

In this section, we explain in more detail the design, architecture and current
implementation of the foundry.

4.1 Domain of the Foundry

Central to the foundry design is the belief that it should contain a sufficient
number of properly designed and well-documented services that interoperate
with each other. For this reason, the foundry services are built around the re-
quirements of a small number of application domains. The current domain of
the foundry is in finance trading.

The field of financial trading has seen an unprecedented increase in the num-
ber of participants and the volumes of trades conducted via electronic markets,
high frequency data has become increasingly available for historical analysis by
researchers in fields like econometrics, finance and accounting. The foundry in-
cludes basic material that describes basic concepts of finance, market structures
and microeconomics. It includes information on the trading lifecycle, the differ-
ent types of computer systems involved and how trading data is captured from
exchanges and distributed by third party providers. It also explains the different
types of analysis that can be performed on the data.

4.2 Design of the Foundry

The main purpose of the foundry is to act as a repository of Web services to
enable the development of practical assignments and projects which are part of
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some of the Curriculum Modules. For example, a technically-oriented module
could require students to contribute services to the foundry whereas a more
business-oriented module could involve students developing their own mash-ups
of services to satisfy a business objective.

Figure 3 depicts the overall architecture of the foundry. The figure shows that
the Foundry Core contains information specific to the target application do-
main. Besides background documentation and material, it includes a data model
that concretely represents business entities in this domain and a data repository
that contains instances of the data model (e.g. sample files and databases). In
addition, the core contains tools and services for manipulating (i.e. accessing,
creating and modifying) instances of the data model together with their API
documentation.

The Foundry Core is one of the salient features of the foundry design. It is the
source of the common data model, services, ample test data and documentation.
Because of the core, all learning activities of the students can be designed around
a single application domain.

Fig. 3. The Architecture of the Foundry

There are five types of Foundry L&T Resources built on top of the core:

– Use Cases describe in detail user requirements around the application do-
main(s) of interest. They should be written in a way that students can see
links with the underlying data model and the sample Web services provided.

– Sample Web services (complete with their code) are provided to underpin
the material contained in the tutorials, assignments and projects.

– Tutorials introduce a particular topic (e.g. securing Web services).
– Assignments are “hands-on” tasks given to students with a particular learn-

ing objective (e.g. developing a simple WSDL interface). Such assignments
will be set according to the learning objectives of particular modules but it
is expected that some assignments will be shared by several modules.

– Non-trivial programming exercises will require students to undertake project
work at different levels of difficulty (e.g. extend the SOA with new services).
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Resources on the foundry can be accessed in two ways: direct user interface (i.e.,
Web-based GUI) and APIs (i.e. programmable interfaces)5. Therefore, access to
these resources is possible for students with different levels of technical skills. It
also expected that the foundry will include a separate area for demonstrations
and testing.

4.3 Current Implementation

The implementation of the foundry described in this paper revolves around the
area of financial market data analysis. This application domain was selected for
three reasons:

– it is a non-trivial domain in which most IT students have no prior knowledge.
This encourages them to undertake a significant effort in acquiring such
knowledge

– our team was granted access to vast amounts of Reuters financial market data
by SIRCA6. This provides second-to-none opportunities for the students to
explore and experience with real world data.

– there are many analysis scenarios which involve generic techniques (e.g. re-
gression analysis). Therefore, the scope of defining services and business
processes is very large. This provides many opportunities for collaborative
projects with industry as well as reusing such knowledge in other application
domains (e.g. business intelligence).

The current foundry is at http://soc.cse.unsw.edu.au/teachingfoundry/.
It is not yet open for general public contributions. We will soon officially launch
the foundry with collaboration features. In the rest of this section, we explain
the main elements of our implementation in more detail.

Data Model. The data model allows uniform representation of financial market
data. It is based on the following essential entities:

– Event source: This is the primary source of high frequency data. Sources
can be log files, databases, web services, information portals, etc. The main
event source in this implementation is SIRCA’s TRTH system [16].

– Event: An event is the base entity from which other types of event entities are
derived. The most important attributes in an event are the timestamp and
the financial product concerned by the event. In our case study, the three
types of events are Trade (representing the occurrence of a trade), Quote
(representing the broadcast of a quote) or Measure (representing a snapshot
of one of the market measures like volume-weighted average price (VWAP)).

– Product: A product (tradable or non-tradable) is uniquely identified through
some identification code. In this implementation, products are named using
the Reuters Identification Code (RIC).

5 The API to the foundry itself is not yet available.
6 www.sirca.org.au
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The proposed event-based data model makes it possible for several services to
process data in a consistent way by sharing a common data reference model.
Additional details of the model can be found in [17].

Data Repository. This implementation is based on the Thomson Reuters
Tick History (TRTH) system [16]. TRTH allows access to intra-day trade and
quote information for over 244 exchanges and Over The Counter (OTC) markets
around the world. Datasets are stored in a format suitable for viewing as a
spreadsheet. A row corresponds to a time-stamped piece of information such
as the occurrence of a trade, a variation in an instrument’s quoted price or
an index, the publication of a news story or a market announcement etc. The
sample repository consists of files from different types of markets (e.g. equities
and options) as well as geographic areas (e.g. USA, Europe and Australia). A
number of tools are also available for converting files from their native format
into data model compliant instances.

Use Cases. There is a wide range of possible analysis business processes that
can be defined around financial market data. Most of them start by aggregating
data in some way to build financial time series. Such timeseries can be visu-
alised or compared with each other using a number of techniques (e.g. statistics,
machine learning). In this implementation, the main use case defined involves
detecting price jumps in the time series data (e.g. identifying abnormal returns
for a particular stock).

Sample Web services. The Web services provided in this implementation are
designed to interoperate with each other using the producer-consumer model
of interactions. The basic unit being transmitted between services are event
streams. There are three types of services:

– Event Sources: produce event streams from some kind of data set of an
on-line source of information.

– Event Transformers: transform one or more streams of events into one or
more streams of events

– Event Sinks: consume events to produce some kind of results

The sample services provided in this implementation (Figure 4) are intended to
implement the main use case. They can be briefly described as follows:

– TRTH Import Service: builds an event dataset from market data files. These
files will be preloaded from TRTH system into the data repository.

– Timeseries Building Service: will aggregate events according to regular time
intervals. This is a prerequisite to most time-series analysis

– Merge Service: will merge different streams of data into one, for example it
can be used to relate trade prices with index prices.

– Price Jump Service: will detect “price jumps” in the timeseries data accord-
ing to some reference timeseries (e.g. index data).
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Fig. 4. Sample Web services in the Foundry L&T Resources

– Download Service: will allow events to be downloaded into a format suitable
for viewing or further processing by the user (only CSV is supported in the
sample implementation).

– Visualisation Service: will allow events to be visualised in the form graphs.

These services were initially developed as part of the ADAGE Project [17, 18].
The idea is that each service illustrates a particular building block and can be
used in several use cases. Assignments and projects can be defined by using,
modifying, composing or extending these sample services. A sample of assign-
ments specific to the learning outcomes of the Services Technologies module will
be illustrated in the next section.

5 Syllabus of Service Technologies

This year, the early prototype of the foundry implementation is being used in
delivering the course in Service Technologies. The course syllabus7 has been
revised to utilise the services provided by the foundry. This revision is also part
of the Curriculum Modules design and development effort which is underway in
the SSME project (cf. Figure 2).

In this section, we present the overview of the course outline and its relation-
ship with the foundry.

5.1 Background/Assumed Knowledge

The course is offered to advanced undergraduate and postgraduate students and
attracts around 40-50 students every semester. As the course is technical in na-
ture, students will need to have completed at least one programming language

7 The concrete name at our university is COMP9322: Service Oriented Architectures.
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course, database course and a Web application development course. For BPM
topics, students will also need to have some basic understanding of XML lan-
guages and UML (Unified Modelling Language).

5.2 Learning Outcomes

The expected learning outcomes of the course are at two levels: broad outcomes
and specific knowledge/skills.

Broad outcomes:

– Describe architectural design styles in enterprise application integration,
– Apply the concept of business processes in a concrete setting and be compe-

tent in developing solutions using SOA and related technologies,
– Learn to work as a team and be efficient in managing collaboration. Be

competent in choosing and utilising online collaboration tools.

Specific knowledge/skills outcomes:

– Identify the communication and integration patterns in enterprise systems,
– Discuss the role of various XML technologies in Web Services,
– Be competent users of Web services and BPM (both traditional and emerg-

ing) technology such as WS-* standards, BPEL, BPMN and process mod-
elling methods, Data access services and RESTful services.

5.3 Assessment

The assessment consists of the following components. Besides the formal and
practical parts of the assessment, we also emphasise teamwork management
and use of various collaboration tools (such as Google Sites or open-source
project/issue management software). This helps the students keep track of their
collaboration trails and have hands-on experience with using collaborative soft-
ware in a project setting.

– 40% formal written exam: this component is going to assess the various facts-
and-knowledge level learning outcomes. The exam is a mixture of multiple
choice questions and written answer questions.

– 50% on laboratory work: this component assesses the practical-skills-and-
tools level learning outcomes. The assessment activities include five pro-
gramming assignments. Each assignment is designed for students to explore
a important technology. Labs are released every two weeks to encourage
students to progressively develop their skills.

– 10% on the management of teamwork: this component assesses the level of
coordination and management of group work. It evaluates how effectively
the students use a (online) collaboration tool and peer-assessment of team
members in a team on the level of collaboration and participation in the
group work.



Service Learning and Teaching Foundry 801

5.4 Key Learning Resources/Materials

Overview. The key learning resources consist of three components: (i) lecture
and lecture notes, (ii) lab exercises and assignments and (iii) the service learning
and teaching foundry. Figure 5 illustrates how they are organised.

Fig. 5. Overview of the Module Components

The lectures introduce the theory and concepts in course. For each lecture
topic, we associate a simple lab exercise to familiarise students with the topic. To
let them investigate further and develop deeper understanding about the topic,
at the end of lab exercise, we give not-so-trivial design and implementation tasks
as assignments. More details about the practical exercises and the role of foundry
are presented Section 5.5.

Weekly Activity Schedule. Table 1 shows the weekly student activities. They
are streamlined according to lectures and assessment tasks.

5.5 Foundry Support for Labs and Assignments

As illustrated in Figure 5, we design the lab exercises and assignment tasks
around the data and sample services available in the foundry. Clearly, as the
foundry matures and its links with other modules in the portal consolidate, the
number, variety and technical levels of exercises and assignments will increase.
The following lists the plan for this semester only.

– Environment setup: students are first introduced to the background docu-
mentations and event data model in the foundry. The exercise will ask them
to read the background materials and install software (e.g., Tomcat and Web
services libraries).
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Table 1. Weekly Activity Schedule

W.Lecture Topic Lab/Assignment Expected Activities
1 Enterprise Application

Integration Architec-
tures

Lab Zero: Setup Ex-
ercise Environment
and Necessary Tools

Students install and test all necessary develop-
ment tools used in the course and familiarise
themselves with the structure and concept of the
foundry.

2 Service-Oriented Ar-
chitecture Foundations
(I): SOA concepts and
Web Services Standards
(WSDL, SOAP, UDDI)

Lab/Assignment I:
on Writing a Simple
Service

Students can start to describe the basic concepts
of SOA and the main Web service standards. Stu-
dents are engaged in conceptual design of a simple
service and a client, using the data and sample
services at the foundry.

3 Service-Oriented Com-
puting Foundations
(II) SOA concepts and
Web Services Standards
(WSDL, SOAP, UDDI)

Lab/Assignment I
due

Students can fully describe the concepts of SOA
and the Web service standards. Based on the con-
ceptual design, students are able to implement a
simple WSDL-based service and a client program.

4 Data as Services (I):
XML data access and
transformation tech-
nologies

Lab/Assignment II:
on Writing a Simple
Service Wrapper

Students can identify XML technologies for data
access and manipulation for Web services. Using
the existing domain applications available in the
foundry, students design a way to expose the func-
tionality for a client as a service.

5 Data as Services (II):
XML data access and
transformation tech-
nologies

Lab/Assignment II
due

Students can fully describe how XML technolo-
gies are used for data access and transforma-
tion in Web services. Using the foundry’s existing
domain-specific applications, students are able to
expose the functionality as a fully-fledged Web
service by writing a wrapper.

6 RESTful Services (I):
REST architecture and
REST-based services

Lab/Assignment III:
on Writing a Data
Service

Students can describe REST architecture as an
alternative Web service development technology.
Based on the foundry’s sample services, students
design a data access and transformation service
for a client using XML technology.

7 RESTful Services (II):
REST architecture and
REST-based services

Lab/Assignment III
due

Students understand the steps and knowledge in-
volved in developing a REST-based service. Using
the foundry’s sample services, students fully im-
plement the data access and transformation ser-
vice.

8 Business Process Man-
agement

Lab/Assignment IV:
on REST-based ser-
vice development

Students learn the important concepts in business
processes and their relationships to Web services.
Based on the foundry’s sample services, students
design a REST-based service. for a client.

9 Business Process Execu-
tion: BPEL and Web
service composition

Lab/Assignment IV
due

Students learn the important concepts in busi-
ness processes automation and service composi-
tion techniques. Based on the foundry’s sample
services and the design, students fully implement
the REST-based service.

10 Advanced Topics in Web
service composition

Lab/Assignment V:
on Business Pro-
cesses and BPEL

Students learn more advanced concepts and open
issues in service composition techniques. Based on
the foundry’s sample services, applications and
previously built services from the assignments,
students design a business process to be auto-
mated.

11 Open Topic Lab/Assignment V
due

An industry guest speaker or researcher in the
area of Web services may be invited to give talks
about emerging issues and visions in SOA. Based
on the design from the previous week, students
fully implement the automated business process
and its client using BPEL.

12 Revision No lab activity The final week is used to revise and reflect on the
topics taught over the weeks.
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– Lab/Assignment 1: the exercise leads students to learn top-down and bottom-
up approaches to Web service design and implementation. A sample Web
service (TRTH data import and download) skeleton code and accompany-
ing WSDL are provided from the foundry. In the assignment, students are
asked to fully implement the TRTH data import and download service. The
foundry provides test files directly derived from the TRTH repository.

– Lab/Assignment 2: the second lab and assignment are focused on the con-
cept of designing and implementing a service which exposes some existing
functionality in a system. The foundry provides a fully working implemen-
tation of a data transformation program (written in Haskell). The students
are asked to design appropriate interfaces and provide implementation with
a view to be, later, integrated with the TRTH download/import service.

– Lab/Assignment 3: the third lab and assignment are about understanding
data services. We provide two different scenarios in business processes that
either requires extracting data from the foundry and generate RSS-feed ser-
vice, or requires transformation of output message formats to the correct
input message formats expected by another service in the foundry.

– Lab/Assignment 4: the lab shows the basics steps in building a simple REST-
based service. The assignment asks the students to provide an alternative
implementation of the services introduced in assignment 1 and 2.

– Lab/Assignment 5: the final lab and assignment are about modelling and
implementing business processes. The foundry provides the fully working
sample Web services on the TRTH dataset (cf. Figure 4) for this exercise, so
that the students can focus on building a process model on top of the services.
In the assignment, students use 3-4 services in the foundry to implement an
end-end process of history data analysis.

6 Module and Foundry Evaluation Plan

The evaluation of this module will require a long-term approach where contin-
uous feedback and response cycles are applied. The experience gained through
the evaluation and revision cycle will inform the direction of the foundry and
the portal development overtime.

The university conducts a formal course evaluation at the end of every semester.
However, the design of the evaluation process is such that only a small number
of students and academic staff members participate and the results of the survey
are often released to the lecturer-in-charge only. That is, it is difficult to consult
wider audience and stakeholders.

Since it is important for us to collect meaningful and insightful feedback
throughout the module and portal development process, we are proposing to
host a dedicated Wiki/Blog-style Web site for soliciting comments, suggestions
and self-reflective remarks about the learning activities from the students, tu-
tors and colleagues. At the end of each semester, a moderator will summarise
the feedback and post an official follow-up response so that it is visible to the
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relevant audience how the module and portal development are progressing. This
semester, we expect to receive feedback from 54 students and 3 tutors.

Ultimately, our experience gained through the evaluation process will con-
tribute to the development of the Curriculum Evaluation Tools in the roadmap
(cf. Figure 2). After initial trials, we hope to report the findings in the next
appropriate forum.

7 Conclusion and Future Work

In this paper, we described outcomes and on-going work of the SSME project.
Particularly, we presented the UNSW team’s roadmap for building a community
of SOA/BPM education as a foundation for a collaborative learning and teaching
environment. We have taken concrete steps to design and implement the Service
Teaching and Learning Foundry using financial data analysis as a target appli-
cation domain. We have revised our offering of “Service Oriented Architectures”
course (i) to reflect the student feedback over the years and industry focus group
discussions and (ii) to utilise the foundry structure and materials.

The results from the pilot course from this semester will be a valuable source
of information for designing the next version of the course, but also designing
the other courses in the SSME project curriculum as planned in Figure 1. Our
interests are in extending the foundry L&T resources so that the foundry applies
to the modules beyond technical topics intended for computer science students.
We will collaborate with other university team members in the SSME project to
communicate the requirements and applications of the foundry during the other
module developments.

There are a number of teaching and learning related tools being developed at
UNSW through student-led projects (e.g., online Q/A (Question/Answer) sys-
tem that automatically suggests an answer based on the past Q/A data and
collaborative lecture slides authoring tool), some of which may be contributed
to the portal through our foundry framework in the future. Also, we plan to in-
vestigate and design a generic repository framework for hosting other innovative
tools (e.g., Business process modelling tools, Multi-media education games).
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Böhringer, Martin 384
Borrego, D. 194
Bose, R.P. Jagadeesh Chandra 109
Buco, Melissa 232
Burattin, Andrea 214

Cataldo, Marcelo 575
Ceballos, R. 194
Chamoni, Peter 208
Cleven, Anne 479
Corapi, Domenico 182
Corchuelo, David S. 238
Corrales, Juan Carlos 238
Crosmarie, Graham 707
Curbera, Francisco 640, 652

Davis, Joseph 790
De Backer, Manu 158, 695
Dengler, Frank 396
Derguech, Wassim 301, 326
De Roover, Willem 730
De Weerdt, Jochen 158
Dignum, Virginia 591
Duan, Songyun 640
Dubinsky, Yael 49
Dustdar, Schahram 338

Eckert, Julian 547
Emrich, Andreas 625
Esteghlal, Aliasghar 5

Fantinato, Marcelo 223
Felden, Carsten 208
Felgar de Toledo, Maria Beatriz 223
Fettke, Peter 501
Figueroa, Cristhian 238
Finkelstein, Anthony 359
Flemig, Holger 603
Fleury, Nicholas 707
Flores, Camilo 85

Gadatsch, Andreas 37
Ganz, Frieder 625
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