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Preface

The International Science & Education Researcher Association (ISER) puts its
focus on the study and exchange of academic achievements of international re-
searchers, and it also promotes education reform in the world. In addition, it
serves as an academic discussion and communication platform, which is benefi-
cial for education and for scientific research, aiming to stimulate researchers in
their work.

The ECWAC conference is an integrated event concentrating on electronic
commerce, Web applications and communication. ECWAC 2011 was held dur-
ing April 16–17, 2011, in Beijing, China, and was co-sponsored by the Interna-
tional Science & Education Researcher Association, Beijing Gireida Education
Co. Ltd. The goal of the conference is to provide researchers working in the field
of electronic commerce, Web applications and communication based on modern
information technology with a free forum to share new ideas, innovations and
solutions with each other. In addition, famous keynote speakers were invited
to deliver talks and participants had the chance to discuss their work with the
speakers face to face.

In these proceedings, you can learn more about the field of electronic com-
merce, Web applications and communication with contributions by researchers
from around the world. The main role of the proceedings is to be used as a means
of exchange of information, for those working in the field. The Organizing Com-
mittee did its best to meet the high standard of Springer’s, Communications in
Computer and Information Science series. Firstly, poor quality papers were re-
jected after being reviewed by anonymous referees. Secondly, meetings were held
periodically for reviewers to exchange opinions and suggestions. Finally, the or-
ganizing team had several preliminary sessions before the conference. Thanks
to the efforts of numerous individuals and departments, the conference was suc-
cessful and fruitful.

In organizing the conference, we received help from different people, depart-
ments and institutions. Here, we would like to extend our sincere thanks to the
publisher Springer, for their kind and enthusiastic assistance and support of our
conference. Secondly, the authors should be thanked too for submitting their
papers. Thirdly, all members of the Program Committee, the Program Chairs
and the reviewers are appreciated for their hard work.

In conclusion, it was the team effort of all these people that made our con-
ference successful. We welcome any suggestions from the participants that may
help improve the conference in the future and we look forward to seeing all of
you at ECWAC 2012.

January 2011 Gang Shen ISER Association



Organization

Honorary Chairs

Chen Bin Beijing Normal University, China
Hu Chen Peking University, China
Chunhua Tan Beijing Normal University, China
Helen Zhang University of Munich, Germany

Program Committee Chairs

Xiong Huang International Science & Education Researcher Association,
China

Li Ding International Science & Education Researcher Association,
China

Zhihua Xu International Science & Education Researcher Association,
China

Organizing Chairs

ZongMing Tu Beijing Gireida Education Co. Ltd, China
Jijun Wang Beijing Spon Technology Research Institution, China
Quanxiang Beijing Prophet Science and Education Research

Center, China

Publication Chairs

Gang Shen International Science & Education Researcher
Association, China

Xiong Huang International Science & Education Researcher
Association,China

International Committees

Sally Wang Beijing Normal University, China
Li Li Dongguan University of Technology, China
Bing Xiao Anhui University, China
Z.L. Wang Wuhan University, China
Moon Seho Hoseo University, Korea
Kongel Arearak Suranaree University of Technology, Thailand
Zhihua Xu International Science & Education Researcher

Association, China



VIII Organization

Co-sponsored by

International Science & Education Researcher Association, China
VIP Information Conference Center, China

Reviewers

Chunlin Xie Wuhan University of Science and Technology, China
Lin Qi Hubei University of Technology, China
Xiong Huang International Science & Education Researcher

Association, China
Gangshen International Science & Education Researcher

Association, China
Xiangrong Jiang Wuhan University of Technology, China
Li Hu Linguistic and Linguistic Education Association,

China
Moon Hyan Sungkyunkwan University, Korea
Guangwen South China University of Technology, China
Jack H. Li George Mason University, USA
Mary Y. Feng University of Technology Sydney, Australia
Feng Quan Zhongnan University of Finance and Economics,

China
Peng Ding Hubei University, China
Songlin International Science & Education Researcher

Association, China
XiaoLie Nan International Science & Education Researcher

Association, China
Zhi Yu International Science & Education Researcher

Association, China
Xue Jin International Science & Education Researcher

Association, China
Zhihua Xu International Science & Education Researcher

Association, China
Wu Yang International Science & Education Researcher

Association, China
Qin Xiao International Science & Education Researcher

Association, China
Weifeng Guo International Science & Education Researcher

Association, China
Li Hu Wuhan University of Science and Technology, China
Zhong Yan Wuhan University of Science and Technology, China
Haiquan Huang Hubei University of Technology, China
Xiao Bing Wuhan University, China
Brown Wu Sun Yat-Sen University, China



Table of Contents – Part I

Improved Joint ICI Cancellation and Error Correction for OFDM
System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Zeeshan Sabir, Syed Abdul Rehman Yousaf,
M. Inayatullah Babar, and M. Arif Wahla

A GA-PLS Method for the Index Tracking Problem . . . . . . . . . . . . . . . . . . 12
Zhe Chen, Shizhu Liu, Jiangang Shen, and Shenghong Li

A Brief Study on Autonomous Learning Mode in Self-study Center
Based on Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

Xian Zhi Tian

Analysis of Organizational Learning Efficiency in Enterprises Based on
DEA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

Tianying Jiang and Zhixin Bai

Study on the Establishment of Heilongjiang Provinces Animal
Husbandry Basic Data Platform Based on Data Warehouse . . . . . . . . . . . 30

Ping Zheng, Zhongbin Su, and Jicheng Zhang

The Realization of Drilling Fault Diagnosis Based on Hybrid
Programming with Matlab and VB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Jiangping Wang and Yingcai Hu

WSNs in the Highway Long Distance Tunnel Environment
Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Yan-Xiao Li, Xin-Xi Feng, and Hua Guan

The OA System of College——Design of the Teaching Quality
Monitoring Subsystem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

Hongjuan Wu, Hong Ying, Youyi Jiang, and Pei Yan

Research on Total Energy Consumption and Industrial Production
Based on Error Correction Model in Hebei Province . . . . . . . . . . . . . . . . . . 54

Dong Liu and Herui Cui

An ROLAP Aggregation Algorithm with the Rules Being Specified . . . . . 60
Weng Zhengqiu, Kuang Tai, and Zhang Lina

Design of Pipeline Multiplier Based on Modified Booth’s Algorithm
and Wallace Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Aihong Yao, Ling Li, and Mengzhe Sun



X Table of Contents – Part I

Night Vision Image Enhancement Based on Double-Plateaus
Histogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

ShuBin Yang, WanLong Cui, and DiFeng Zhang

Fabric Pilling Image Segmentation Based on Mean Shift . . . . . . . . . . . . . . 80
Junfeng Jing and Xuejuan Kang

85
Haibo Zhu

A New Operating System Scheduling Algorithm . . . . . . . . . . . . . . . . . . . . . 92
Bin Nie, Jianqiang Du, Guoliang Xu, Hongning Liu, Riyue Yu, and
Quan Wen

Discussion on Application of Heat Pipe in Air-Conditioning . . . . . . . . . . . 97
Amin Ji, Xiyong Lv, Gang Yin, Jie Li, Jianfeng Qian, and Li He

Discussion of Refrigeration Cycle Using Carbon Dioxide as
Refrigerant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

Amin Ji, Miming Sun, Jie Li, Gang Yin, Keyong Cheng,
Bing Zhen, and Ying Sun

A KPCA and DEA Model for Region Innovation Efficiency . . . . . . . . . . . . 109
Xuanli Lv

Energy Efficient and Reliable Target Monitoring in the Tactical
Battlefield . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Yan-Xiao Li, Hua Guan, and Yue-Ling Zhang

Architecture Design and Implementation Methods of Heterogeneous
Emergency Communication Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

Haitao Wang and Lihua Song

Design of Grid Portal System Based on RIA . . . . . . . . . . . . . . . . . . . . . . . . . 128
Caifeng Cao, Jianguo Luo, and Zhixin Qiu

Fractional Modeling Method of Cognition Process in Teaching
Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

Chunna Zhao, Minhua Wu, Yu Zhao, Liming Luo, and Yingshun Li

Design of an Improved Echo Canceller System Based on Internet of
Things . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

Yi Li, Yi Lu, and Douwa An

Demand Analysis of Logistics Information Matching Platform:
A Survey from Highway Freight Market in Zhejiang Province . . . . . . . . . . 148

Daqiang Chen, Xiahong Shen, Bing Tong, Xiaoxiao Zhu, and
Tao Feng

Retraction:R esearch on the Simulation of Neural Networks and
Semaphores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



Table of Contents – Part I XI

Flexible Endian Adjustment for Cross Architecture Binary
Translation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

Tong Zhu, Bo Liu, Haibing Guan, and Alei Liang

A Novel Word Based Arabic Handwritten Recognition System Using
SVM Classifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

Mahmoud Khalifa and Yang BingRu

The Relationship between Economic Development and Environment
Pollution: A Study in Zhejiang Province . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

Shizhu Liu

Integrated Tourism E-Commerce Platform for Scenery Administration
Bureau, Travel Agency and Tourist . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

Zhixue Liang and Shui Wang

Analyzing Economic Spatial-Temporal Disparities at County Level in
Yangtze River Delta Based on ESDA-GIS . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

He Yang, Jin-ping Liu, and Tao Wang

Hierarchical Approach in Clustering to Euclidean Traveling Salesman
Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

Abdulah Fajar, Nanna Suryana Herman, Nur Azman Abu, and
Sahrin Shahib

The Application Study of MCU in Visual Classroom Interactive
Teaching Based on Virtual Experiment Platform . . . . . . . . . . . . . . . . . . . . . 199

Diankuan Ding and Lixin Li

Research of Home Appliance Network System Design Based on
ENC28J60 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

Lixin Li and Diankuan Ding

Routing Protocol of Sparse Urban Vehicular Ad Hoc Networks . . . . . . . . . 211
Huxiong Li

A New Improved Method to Permutation Ambiguity in BSS with
Strong Reverberation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218

Huxiong Li and Gu Fan

The Research on System Reliability in Complex External Conditions
Based on SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224

Yi Wan and Yue Xu

Synthetical Reliability Analysis Model of CNC Software System . . . . . . . 230
Yue Xu, Yinjie Xia, and Yi Wan

A Harnack-Type Inequality for Convex Functions on the Anisotropic
Heisenberg Group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

Hujun Li and Zhiguo Wang



XII Table of Contents – Part I

Research on Channel Assignment Algorithm of IP over WDM Network
Using Time-Division Switching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242

Yao Zhang and Qun Wang

Code Planning Based on Correlation of Composite Codes in
TD-SCDMA System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248

Lianfen Huang, Bofeng Wu, and Zhibin Gao

Effects of Perceived Values on Continuance Usage of Facebook . . . . . . . . . 254
Heng-Li Yang and Cheng-Yu Lai

Web Data Mining-Based Personalized Recommendation System . . . . . . . . 261
Shengjiao Xu and Tinggui Chen

Implementation of the Internet of Things on Public Security . . . . . . . . . . . 266
Kesheng Lu and Xichun Li

Applied Research of Intelligent Controller Used in Cable Vibration
Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271

Tao Sun, Sikun Bi, and Fanbing Li

Analytic Solutions of a Second-Order Iterative Functional Differential
Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277

LingXia Liu

On the Controller Synthesis for Markov Decision Process of Conflict
Tolerant Specification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284

Junhua Zhang, Zhiqiu Huang, and Zining Cao

Embedded Ethernet-Based Measurement and Control System for
Friction and Wear Testing Machines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291

Cheng-jun Chen, Xiao-peng Hu, and Niu Li

Research on a Photovoltaic Control System Scheme . . . . . . . . . . . . . . . . . . 298
Jiuhua Zhang

A New Approach to the Provision of Non-simple Node-Protecting
p-Cycles in WDM Mesh Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303

Honghui Li, Brigitte Jaumard, and Xueliang Fu

Research about Memory Detection Based on the Embedded Platform . . . 309
Hao Sun and Jian Chu

An Algorithm of Semi-structured Data Scheme Extraction Based on
OEM Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 315

An Gong and Xue-wei Yang

Improved KNN Classification Algorithm by Dynamic Obtaining K . . . . . 320
An Gong and Yanan Liu



Table of Contents – Part I XIII

Safety Psychology Applicating on Coal Mine Safety Management Based
on Information System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 325

Baoyue Hou and Fei Chen

Applications of the Soave-Redlich-Kwong Equations of State Using
Mathematic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 330

Lanyi Sun, Cheng Zhai, and Hui Zhang

Research on Configurations of Thermally Integrated Distillation
Column(TIDC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 335

Lanyi Sun, Jun Li, Xuenuan Liu, and Qingsong Li

Study on Vibratory Stress Relief Technology for the Structural Parts of
Hydraulic Support . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 340

Lianmin Cao, Shunqiang Hou, Qingliang Zeng, and Jintao Liu

Application Research of QRCode Barcode in Validation of Express
Delivery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346

Zhihai Liu, Qingliang Zeng, Chenglong Wang, and Qing Lu

Digital Library Billing Management System Design and
Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352

Ying Nie

The Impact of Individual Differences on E-Learning System Behavioral
Intention . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 359

PeiWen Liao, Chien Yu, and ChinCheh Yi

A Research on Performance Measurement Based on Economic
Valued-Added Comprehensive Scorecard . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365

Qin Chen and XiaoMei Zhang

A Method to Reduce Error When Synthesizing Signal with Adjustable
Frequency by Using DDS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 371

Jian Guo, Jie Zhu, Li Zhou, and Pingping Dong

Task-Based Teaching of English-Chinese Translation under
“Caliber-Oriented Education to Success” Based on Web . . . . . . . . . . . . . . 377

Zhongyan Duan

Comparison and Research on New Rural Community Management
Patterns of Shan Dong Province . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 383

Lei Fang and XiaoMei Zhang

An Incremental Updating Method for Computing Approximations by
Matrix While the Universe Evolves over Time . . . . . . . . . . . . . . . . . . . . . . . 389

Lei Wang, Tianrui Li, and Jun Ye



XIV Table of Contents – Part I

Movement Simulation for Wheeled Mobile Robot Based on Stereo
Vision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 396

Hongwei Gao, Fuguo Chen, Dong Li, and Yang Yu

Disparity Vector Based Depth Information Calculation . . . . . . . . . . . . . . . 402
Hongwei Gao, Fuguo Chen, Ben Niu, and Yang Yu

Single Pile Side Friction Prediction for Super-Long and Large-Diameter
Steel Pipe Piles of a Bridge under Vertical Load . . . . . . . . . . . . . . . . . . . . . 408

Huazhu Song, Cong Cheng, and Bo Liu

Simulation Analysis of Stability for Fuzzy Systems Based on Efficient
Maximal Overlapped-Rules Group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415

Song-tao Zhang

The Animation Design of Fusible Material Based on Graphics . . . . . . . . . 421
Yun Yang and Hongli Yang

Least Square Support Vector Machine for the Simultaneous Learning
of a Function and Its Derivative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 427

Rui Zhang and Guozhen Liu

Study on the Web Information Search Prediction Algorithm . . . . . . . . . . . 434
Zhong-Sheng Wang and Mei Cao

Two-Level Verification of Data Integrity for Data Storage in Cloud
Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 439

Guangwei Xu, Chunlin Chen, Hongya Wang, Zhuping Zang,
Mugen Pang, and Ping Jiang

Vessel Traffic Flow Forecasting Model Study Based on Support Vector
Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 446

Hongxiang Feng, Fancun Kong, and Yingjie Xiao

Local Analytic Solutions of a Functional Differential Equation . . . . . . . . . 452
LingXia Liu

Swarm Intelligence Optimization and Its Applications . . . . . . . . . . . . . . . . 458
Caichang Ding, Lu Lu, Yuanchao Liu, and Wenxiu Peng

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 465



Table of Contents – Part II

Research on Modeling and Simulation for IR Image of Star&Sky
Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Min Zhu, Ming Guo, YuJin Dai, and LiTing Wang

A Ray Casting Accelerated Method of Segmented Regular Volume
Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

Min Zhu, Ming Guo, LiTing Wang, and YuJin Dai

Design and Implementation of Service-Oriented Learning Resource
Grid Demonstration System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Luo Zhong, Li Yang, Bo Zhu, and Huazhu Song

The Backup Battle of DTD and DTT in Digital Library . . . . . . . . . . . . . . 20
Li-zhen Shen

An Analysis Research about Accuracy and Efficiency of Grid DEM
Interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

Haiyan Hu, Yunlan Yang, Zhenzhi Jiang, and Peng Han

Analysis of Human Resources Management Strategy in China
Electronic Commerce Enterprises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

Fang Shao

Analysis Model of Cooperatively Technical Innovation Risk . . . . . . . . . . . . 37
Changhui Yang

A Fast Antenna Selection Algorithm Based on Dissimilarity Coefficient
in MIMO System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

ZhiBin Xie, ShuJuan Liu, YuBo Tian, and PeiYu Yan

Non-coherent Underwater Communication Algorithm Based on CCK
Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

Wei Su and Wenhui Liu

An Improved MFAC Algorithm and Simulation Research Based on
Generalized Pan-Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

Xun Li and Ni Zhao

An Improving FSOA Optimization by Using Orthogonal Transform . . . . 63
Yong Wang, Deniu He, Yijun Guan, and Juanwen Luo

Commercial Credit Value Evaluation and Illustration Analysis on
Internet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Yun Jiang and Huaping Gong



XVI Table of Contents – Part II

Analysis of Informationization Construction of Business Financial
Management under the Network Economy . . . . . . . . . . . . . . . . . . . . . . . . . . 76

Yahui Dong, Pengwei Zhang, and Wei Li

Research on the Problem and Countermeasures of Group-Buying . . . . . . . 81
Yahui Dong, Wei Li, and Limin Cheng

Strategies on the Implementation of China’s Logistics Information
Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

Yahui Dong, Wei Li, and Xuwen Guo

Research on the Rationality of China Telecom Price Cap Regulation . . . . 90
Ye Wang and Yuchen Miao

A Study on Standard Competition with Network Effect Based on
Evolutionary Game Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

Ye Wang, Bingdong Wang, and Kangning Li

The Research of Road Traffic Based on Floating Car Data . . . . . . . . . . . . 104
Junyou Zhang, Meng Jian, and Rui Tang

Analysis of Impact of Highly-Available Archetypes on Robotics . . . . . . . . 109
Haibo Zhu

Using Capacitance Sensor to Identify the Appearance Parameters of
Slub Yarn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Hanming Lv and Chongqi Ma

Research and Design on Component-Based Product Quality Tracking
System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

Youxin Meng, Xinli Wu, and Yuzhong Ding

Research on Adaptive De-noising Technique for Time-Domain
Reflectometry Signal Based on Wavelet Analysis . . . . . . . . . . . . . . . . . . . . . 127

Jianhui Song, Yang Yu, and Liang Chen

TDR Cable Length Measurement Model Based on Neural Network . . . . . 133
Jianhui Song, Yang Yu, and Liang Chen

Research on Colorful Trademark Images Retrieval Based on
Multi-feature Combination and User Feedback . . . . . . . . . . . . . . . . . . . . . . . 139

Fucheng You and Yingjie Liu

Research on a New Key-Frame Extraction Algorithm of Printing
Video . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

FuCheng You and YuJie Chen

An Improved Sanitizing Mechanism Based on Heuristic Constraining
Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

Jan-Min Chen



Table of Contents – Part II XVII

Time Interval Analysis on Price Prediction in Stock Market Based on
General Regression Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

Yong Wang and Hongjie Xing

The System Dynamics Analysis on the Evolvement of Mechanism of
Convention and Exhibition Industry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

Xin-ju Wu and Ming-jun Sun

Economic Observation in 3Q E-business Fight—According to Analysis
of Resource Allocation and Contract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

RuiHu Kuang, Zeming Chen, and JuChi Kuang

Investigation on Color Quantization Algorithm of Color Image . . . . . . . . . 181
Yueqiu Jiang, Yang Wang, Lei Jin, Hongwei Gao, and Kunlei Zhang

Study on the Method for Removing Boundary Burr Based on Relevance
of Chain Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

Yueqiu Jiang, Ping Wang, Hongwei Gao, Lei Jin, and Xiaojing Liu

Investigation and Application of Feature Extraction Based on Rough
Set Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

Zhi-hang Tang, Jing Zhang, and Rong-jun Li

Improved ZigBee Network Routing Algorithm Based on LEACH . . . . . . . 201
Yawei Zhao, Guohua Zhang, Zhongwu Xia, and Xinhua Li

Fast Monte Carlo Localization for Mobile Robot . . . . . . . . . . . . . . . . . . . . . 207
Liang Chen, Peixin Sun, Guohua Zhang, Jie Niu, and
Xiaodong Zhang

Neural Network Expert System in the Application of Tower Fault
Diagnosis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

Xiaoyang Liu, Zhongwu Xia, Zhiyong Tao, and Zhenlian Zhao

An Improved Circuit Design for PFC Based on One-Cycle Control . . . . . 218
Rui Hu, Guohua Zhang, Xuchen Lv, Weiping Xiao, and Yawei Zhao

Research of Rough Cognitive Map Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
Zhang Chunying, Liu Lu, Ouyang Dong, and Liang Ruitao

Development and Analysis of Unified Simulation Model for Space
Vector PWM Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230

Guoqiang Chen, Zhihong Wu, and Yuan Zhu

A Clock Fingerprints-Based Approach for Wireless Transmitter
Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

Caidan Zhao, Liang Xie, Lianfen Huang, and Yan Yao

Analysis on Realization of Sequential Queue . . . . . . . . . . . . . . . . . . . . . . . . . 241
Min Wang



XVIII Table of Contents – Part II

Estimation of Low Efficiency Circulation Layers by Fuzzy
Comprehensive Judgment Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247

Erlong Yang

Set Pair Social Network Analysis Model and Information Mining . . . . . . . 253
Zhang Chunying, Liang Ruitao, and Liu Lu

A Privacy Access Control Framework for Web Services Collaboration
with Role Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258

Linyuan Liu, Zhiqiu Huang, and Haibin Zhu

Modeling and Simulations on the Intramural Thermoelectric Generator
of Lower-Re-fluid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264

Zheng Zhang, Ding Zheng, and Yushan Chen

The Technology of Extracting Content Information from Web Page
Based on DOM Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271

Dingrong Yuan, Zhuoying Mo, Bing Xie, and Yangcai Xie

Addendum Surface Design Based on the Parametric Method . . . . . . . . . . 279
Kan Hu and Chi Di

Calculations of Stainless Steel-Aluminum Alloy Clad Forming Limit . . . . 285
Hongwei Liu and Peng Zhang

Analysis on Causes of Employees’ Damaged Rights in Perspective of
Property Rights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291

Xiuzhi Zheng and Lijie Lin

FEM Realization of Laser Curve Bending Process . . . . . . . . . . . . . . . . . . . . 300
Peng Zhang and Hongwei Liu

Implementation of Electronic Workflow Systems in Higher Education
Institutions: Issues and Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306

K.S. Cheung

Design of Flat Screen Printing Machine Controller Network Based on
ZigBee Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312

Xiaohua Wang and Daixian Zhu

Study on Collaborative SCM of Construction Enterprises Based on
Information-Sharing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 318

Lianyue Wang

The Research on the Loan-to-Value of Inventory Pledge Loan Based
Upon the Unified Credit Mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 324

Yang Peng

QoS Multicast Routing Optimization Algorithm Based on Hybrid
Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 330

Dejia Shi, Jing He, and Li Wang



Table of Contents – Part II XIX

Centrality Measures in Telecommunication Network . . . . . . . . . . . . . . . . . . 337
Baozhu He and Zhen He

How to Make Students Feel Happy in the Course of Aerobics . . . . . . . . . . 344
Yuezhi Wang

Design of Solar Street Lamp Control System Based on MPPT . . . . . . . . . 348
Fengying Cui

Knowledge Operation Capability Evaluation Model and Strategic
Orientation of Supply Chain: Exploratory Research Based on View of
Ecology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 354

Wen-Yong Zhou and Ze-Qian Song

Quantitative Analysis on the Inter-provincial Distribution of Major
Public Goods’ Expenditure in China—Based on the Data for 2007 . . . . . 361

Hengbo Zhao and Yun Jiang

The System of Simulation and Multi-objective Optimization for the
Roller Kiln . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 368

He Huang, Xishen Chen, Wugang Li, and Zhuoqiu Li

Computer Simulation for the Determination of Optimal South Window
Overhang Dimension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 374

Jian Yao

Reliability Design to Circuit System in Hard Target Smart Fuze . . . . . . . 380
Bo Li and Ya Zhang

Study on the Reliability Data Analysis Method for Electric Fuze . . . . . . . 385
Jianjun Xu and Zhijun Wang

Application on Internet of Things Technology Using in Library
Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 391

Xueqing Liu and Wenwen Sheng

Observability of Multi-rate Networked Control Systems with Short
Time Delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 396

Qixin Zhu

A Hybrid TDOA/RSS Localization Algorithm Based on UWB Ranging
in Underground Mines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 402

Daixian Zhu and Kechu Yi

Spectrum Handover Mechanism Based on Channel Scheduling in
Cognitive Radio Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 408

Bin Ma and Xianzhong Xie

Design of Ontology-Based Sharing Mechanism for Web Services
Recommendation Learning Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 414

Hong-Ren Chen



XX Table of Contents – Part II

Face Image Gender Recognition Based on Gabor Transform and
SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 420

ChunJuan Yan

Unsupervised Posture Modeling Based on Spatial-Temporal Movement
Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 426

ChunJuan Yan

Customer Loyalty and Customer Relationship Management . . . . . . . . . . . 432
Pengwei Zhang, Min Li, Xiaojing Jiao, and Ruijin Zhou

A New Method to Web Knowledge Searching and Organizating . . . . . . . . 437
Shengqi Li

Research on the Wireless Sensor Networks Applied in the Battlefield
Situation Awareness System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 443

Guan Hua, Yan-Xiao Li, and Xiao-Mei Yan

Study of ZigBee Wireless Communication Network Based on
SPCE061A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 450

Dejie Song, Boxue Tan, and Juncheng Liu

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 457



G. Shen and X. Huang (Eds.): ECWAC 2011, Part I, CCIS 143, pp. 1–11, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Improved Joint ICI Cancellation and Error Correction 
for OFDM System 

Zeeshan Sabir1, Syed Abdul Rehman Yousaf2, 
M. Inayatullah Babar1, and M. Arif Wahla2 

1 University of Engg. & Technology, Peshawar, Pakistan 
zeeshansabir@yahoo.com, babar@nwfpuet.edu.pk 

2 College of Signals, 
National University of Sciences & Technology, Rawalpindi, Pakistan 
engr.rehman@hotmail.com, arif.wahla@gmail.com 

Abstract. Orthogonal Frequency Division Multiplexing (OFDM) is attractive 
for high data rate transmission due to spectral efficiency but is known to be sen-
sitive to synchronization errors(symbol time and frequency offset)[1]. Mobility 
is the basic feature of most of present day techniques that employs OFDM at 
the backend but Doppler frequencies generated due to the mobility causes fre-
quency offsets which results in Inter Carrier Interference (ICI) amongst the sub-
carriers of the multicarrier OFDM technique. It induces cross talk and causes 
deterioration of signal. This paper proposes an efficient Frequency-domain ICI 
mitigation technique based on the estimation of channel taps to vanish the ef-
fects of channel frequency offsets from the proposed OFDM model. 

Alongwith this, the channel induced noise tend to raise the BER of the 
OFDM system making it unsuitable for many error-sensitive applications. 
Turbo codes have been integrated into the resulting system to cater-for the ef-
fects of channel induced noise. MAP decoding algorithm applied at the receiv-
ing end is based on the exchange of soft information amongst the component 
decoders that gain from eachother’s interleaved extrinsic information. The  
signal is passed through multipath Rayleigh fading AWGN channel and the  
performance is measured. 

Keywords: Inter carrier Interference (ICI), OFDM, Channel Estimation,  
Channel Equalization, Turbo Codes, MAP Decoder. 

1   Introduction 

Orthogonal Frequency Division Multiplexing (OFDM) is a well-known multicarrier 
transmission technique, which is used in many high data rate applications e.g. 802.11n 
(WiFi), 802.11a/g(WLAN), 802.16e(WiMax) etc. All these applications involve high 
speed data transmission for which OFDM is adopted for its bandwidth efficient nature. 
OFDM based commercial Wireless Local Area Network (WLAN) supports a peak data 
rate of upto 54Mbps[2]. Bandwidth efficiency of OFDM emerges from the overlapping 
of subcarriers, used for data symbol modulation, in frequency domain. Orthogonality 
which is carried out by the IFFT block, is the essence of OFDM and is maintained in  
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Fig. 1. (a) Perfect OFDM subcarriers   (b) An envelop of subcarriers 

frequency domain by the alignment of peak of one subcarrier with the nulls of the other 
subcarriers as shown in the Fig. 1. 

By introducing guard interval (GI) in between two OFDM symbols in the time-
domain, aliasing of the symbols can be prevented. The length of the Guard Interval 
should be greater than the maximum channel delay spread which is the time lapse 
between the arrival of first and the last multipath component. 

Unlike Inter Symbol Interference (ISI) which is caused by delay spread due to mul-
tipath phenomenon in time-domain, major cause of ICI is doppler Spread in fre-
quency-domain. The generated doppler frequencies disturb the alignment of the peaks 
of subcarrier with the nulls of the other subcarriers and causes Channel Frequency 
Offsets (CFO) which leads to ICI.  

Numerous models have been presented regarding mitigation of ICI and error cor-
rection. Pornpimon and Wickert [3] proposed a model for Channel estimation and ICI 
cancellation in which a multirate sampling theory is applied at the receiver end that 
decreases the interference from the extended outer spectrum of the OFDM symbol 
subcarrier. Then a sequential interference cancellation algorithm is applied to cancel 
the effect of interference between the subcarriers of an OFDM symbol. Simulation 
curves show a BER performance of 10e-2 at affordable SNR. Increased computa-
tional complexity and inherent latency forces out the practical implementation of this 
algorithm. 

In [4], Li et al gave the idea of an adaptive Minimum Mean Square Error Channel 
Estimator (MMSE) for finding out the correlation of channel frequency response over 
time and frequency. The number of computations involved in the process of making 
this correlation results in a reasonable processing delay which prevents the practical 
implementation of this work. 

The system model proposed by Jeon et al [5] is based on the assumption that the 
channel impulse response varies in a linear fashion over an OFDM symbol. So their 
model was applicable for low mobile environment but not for high mobile environ-
ment as channel impulse response can be considered linear inside an OFDM symbol 
period for slow fading case. 

In this paper a novel channel estimation technique that is based on detection using 
a turbo processing approach at the receiver end is proposed. In our technique, symbol 
detection would be carried out in an iterative manner using the iteration of the error  
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Fig. 2. Proposed Turbo-Coded OFDM Model 

correcting codes. Turbo codes that comprises of a parallel concatenation of convolu-
tional codes are employed in our case due to their improve performance over the  
contemporaries. Maximum A Posteriori (MAP) decoding algorithm is applied at the 
receiver which decodes the received data bits in an iterative manner. The iterations of 
MAP decoder are used to exchange a soft (a priori) information amongst the two 
component MAP decoders which leads to a significant performance improvement of 
the channel estimator which in turn leads to an improved system performance by low-
ering BER in each iteration.  

Rest of the paper is organized as follows. In Section 2, the proposed System model 
is described with mathematical manipulations. Channel estimation and equalization 
algorithm is proposed in Section 3.  Section 4 provides the details of Turbo encoder 
and MAP decoder. Simulation results are discussed in Section 5 and Section 6 con-
cludes the work. 

2   System Model 

The proposed system model is shown in Fig. 2. The information bits after passing 
through a source encoder are fed to Turbo Channel Encoder which adds redundancy 
to the input bits for error correction and detection. A rate 1/3 Turbo encoder is used in 
our work, the details of the encoder are given in Section 4. After digital mapping and 
S/P conversion, the symbol is passed through IFFT block, at the output it generates 
Xp(k) symbol with N subcarriers given by  

T
ppppp NXXXXkX )]1(..),........2(),1(),0([)( −=         (2.1) 

For the signal x(n) and subcarrier n (n=0,1,2 .....N-1), N-point IFFT produces the 
OFDM modulated symbol at time instant p as,  
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Where Xp(k) is given by (2.1). 
Pilot tones inserted in parallel during this process are used for channel estimation 

at the receiving end. After taking IFFT, guard interval is added in between two 

OFDM symbols i.e. we start the transmit block pX
~

 with the last L symbols of Xp(k). 
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The length of the guard interval G must be greater than the maximum channel delay 
spread D i.e.   D ≤ G, in order to fully mitigate the effects of ISI. 

The channel is assumed a Rayleigh fading channel with AWGN noise added at the 
receiver. Assuming the multipath channel consists of L discrete paths, the received 
signal at the receiver is given by:  

)()(),()(
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=

               (2.4) 

Where h(n,l) represents the channel impulse response at instant n and w(n) represents 
the AWGN noise added at the receiver. 

At the receiving end, after the removal of guard interval, the signal is passed 
through the FFT block which demodulates the data symbols from the subcarriers. This 
step is also termed as “OFDM demodulation”. The demodulated signal obtained after 
taking the FFT of the received signal is given by[5]: 
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where mW  represents the FFT of nw  and )( km
lH −  represents the FFT of the 

Rayleigh fading channel impulse response. 
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The signal is then passed through the Channel Estimation/Equalization block which 
removes the effect of the Channel impulse response from the received data OFDM 
symbols. The efficient placement of the pilot tones in the OFDM symbol, discussed in 
section 3, increases the efficiency of the system against Rayleigh fading channel. The 
signal is then fed into the iterative portion of the OFDM receiver. Maximum A Poste-
riori algorithm based decoder is used. Iterative nature of the MAP decoder allows 
efficient decoding of the coded bits with the help of an exchange of soft information 
between the component decoders. Results have been taken for different number of 
iterations for four different modulation schemes and are compared.  
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3   Algorithm for Channel Estimation and Equalization 

The channel estimation approach used in our proposed model is based on the Pilot-
Aided Channel Estimation (PACE) technique. The performance of the channel estima-
tor depends greatly on the placement of the pilot tones inside an OFDM symbol. We 
used Frequency-domain single dimensional Block-type pilot-assisted Channel Estima-
tion strategy in our model. The estimation overhead is calculated as 14%. The estimate 
calculated by the pilot symbol is used to equalize the upcoming data symbol. The block 
diagram of the channel estimator is shown in Fig. 3. 

−

−

 

Fig. 3. Pilot-assisted Channel Estimator (PACE) 

First of all, the Channel estimation matrix Hce is calculated by the relation  

1..............2,1,0
)(

)(
−== p

p

p
ce Nk

kX

kY
H                          (4.1) 

where )(kYp  and )(kX p  represents the received and transmitted pilot tones  

respectively. 
After calculation of the channel estimates, equalization is done by dividing the re-

ceived data symbol by the Channel estimate. 

1..............2,1,0
)(

)( −== Nk
H

kY
kX

ce
e                        (4.2) 

The process is done on symbol to symbol basis until the complete received sequence 
is equalized from the effects of ICI.  

4   Anatomy of Encoder and Decoder  

4.1   Encoder 

Turbo Encoder of rate 1/3 is used in our proposed model. The encoder is a Parallel 
Concatenated Convolutional Encoder (PCCC) with two Recursive Systematic Convo-
lutional (RSC) Encoders concatenated in parallel via an interleaver as shown in the 
Fig. 4.  
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The interleaver used in our model is High Spread Deterministic interleaver[6]. The 
outputs ds, d1,p and  d2,p represents systematic output, parity bits added by first recur-
sive convolutional encoder and parity added by 2nd recursive convolutional encoder 
respectively. The generator sequences used are [1 1 1 1] and [1 1 0 1][7]. Puncturing 
is added at the output to variate the rate of the turbo encoder as per requirement. 

 

Fig. 4. A rate 1/3 PCCC Turbo Code 

The output sequence after puncturing is represented as. 

2
1

1
11 PPS 2

2
1

22 PPS 2
3

1
33 PPS 2

4
1

44 PPS 2
5

1
55 PPS ---------- 

Where the subscript represents bit number and the superscript represents the compo-
nent RSC Convolutional Encoder number.  

4.2   Decoder 

MAP decoding algorithm is used and the scheme is based on the exchange of soft (a 
priori) information between the two component MAP decoders serially concatenated 
via an interleaver as shown in Fig. 5. [8] 

 

Fig. 5. A Turbo MAP Decoder based on two component Decoders 
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The Log Likelihood Ratio (LLR) calculated by Dec-1 acts as its soft output and is 
fed to dec-2 as its a-priori probability of the decoded bits. 

)
)/1(

)/1(
ln()(

cdP

cdP
dLLR

−=
+==                                  (3.1) 

The LLR depends upon the a-priori probability of bit 1 and bit 0 which are taken as ½ 
for dec-1 in the first iteration. The soft output generated by dec-1 is interleaved for 
randamization  and used to produce an improved estimate of the a priori probability of 
the information sequence for dec-2. Dec-2 produces its own a-priori probability as 
extrinsic information for dec-1 fed to it via a deinterleaver. Sign of the LLR in the final 
iteration decides whether the decoded bit is 0 or 1.  A –ive sign of LLR after the final 
iteration decodes a bit 0 and a +ive sign decodes a bit 1. 

5   Simulation Results 

In this section, we will provide the MATLAB simulation results of the proposed model 
of Turbo-coded OFDM with Frequency-domain PACE. 

The simulated frame structure is given in Figure. 6. The channel model was simu-
lated based on Stanford University Interim (SUI) Channel Model-4 which is a 
Rayleigh fading channel model suitable for thickly populated urban environments. The 
power delay profile (nsec) is given by [0  1.5  4] with the corresponding attenuations [0  
-4dB  -8dB] and Doppler frequency 100Hz. The channel was frequency-selective slow 
fading channel. 

 

Fig. 6. Simulated Frame Structure for the proposed model transmission 

Test Case-1. Uncoded OFDM with PACE:   

With uncoded OFDM we used a symbol with 256 subcarriers and guard interval length 
equal to 64 subcarriers to nullify the effects of ISI. Each frame of the OFDM symbol 
consists of six data symbols preceded by one channel estimation pilot symbol. For dif-
ferent modulation schemes the data rate was calculated as 11.57 Mhz, 23.15 MHz, 
46.25 MHz and 69.37 MHz for BPSK, QPSK, 16-QAM and 64-QAM respectively. 
The bandwidth of the channel was taken as 17.4 MHz (802.11n).  
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The simulation curves in Fig 7. shows performance degradation as we move to-
wards higher modulation schemes. This performance degradation is due to the close 
placement of the constellation points as we move towards higher modulation schemes. 
The channel estimation strategy was pilot-assisted with ratio of the pilot to data symbol 
as 1:6. 
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Fig. 7. Uncoded OFDM with PACE through Rayleigh fading Channel 

Test Case-2. Turbo-coded OFDM with PACE 

Here we will discuss the results of our proposed model of OFDM implemented with 
turbo codes and with the aid of Pilot-assisted Channel Estimation. The channel was 
simulated in the same way as in the previous case i.e. SUI channel model-4. The basic 
aim of the upcoming results was to show the impact of the changing number of itera-
tions of the Maximum a-posteriori decoding algorithm on the performance of the pro-
posed model. The number of iterations plays a vital role in the performance of an 
OFDM system. In 802.16e(WiMax) the number of iterations has been fixed as 7 in the 
standard model. We have taken the results for 1, 2, 4, 8 and 20 iterations. 

The OFDM symbol comprised of 256 subcarriers with the Guard interval length of 
¼ i.e. 64 subcarrier. The performance of the proposed model of OFDM with the four 
different modulation schemes and changing number of iterations is given in Fig. 8. 

When compared with Fig. 7, the Turbo-Coded OFDM with BPSK modulation 
scheme shows a coding gain of 4.9 dB at BER 10e-3 and 20 iterations which is due to 
the implementation of error correcting turbo codes in the proposed model. Rest of the 
parameters remain the same in both the cases.   

The basic trend of curves for both BPSK and QPSK (Fig. 9) is same. The proposed 
model shows an improvement in the performance when compared with [10]. There is 
an improvement of 3.1dB in the 4 iterations curve at a BER of 10e-3. This improve-
ment goes to the credit of the efficient pilot insertion technique which do not need any 
interpolation as the channel is estimated practically for all the subcarrier positions for 
the fading channel. In [10] the comb type pilot insertion technique needs an interpola-
tion of the channel at the position where the pilot tones are missing. The interpolation,  
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Fig. 8. Comparison curve of Turbo-Coded OFDM with PACE for BPSK modulation scheme 
for different number of iterations of MAP Decoder 

which is a sort of data estimation technique tend to add an approximation error into 
the results which have been eliminated in our case due to the presence of pilot tones 
for all the subcarrier positions of the OFDM symbol with the same system overhead. 
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Fig. 9. Comparison curve of Turbo-Coded OFDM with PACE for QPSK 

The same parameters when applied to 16-QAM and 64 QAM shows the results 
given in Figure 10 & 11. When we compare Figure 8, 9, 10 & 11 with Figure 7, we 
see that higher modulation schemes tend to get more coding gain from the implemen-
tation of Turbo codes compared to lower modulation schemes. The reason lies in the 
fact that chances of errors are more for higher modulation schemes and thus they get 
more coding gain from the implementation of Turbo codes. The constellation points, 
which are already far apart in lower modulations, are less likely to merge and thus the 
extra parity bits acts as extra consumption of energy without giving any significant  
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Fig. 10. Comparison curve of Turbo-Coded OFDM with PACE for 16-QAM modulation 
scheme for different number of iterations of MAP Decoder 
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Fig. 11. Comparison curve of Turbo-Coded OFDM with PACE for 64-QAM modulation 
scheme for different number of iterations of MAP Decoder 

benefit in return, contributing less to lowering the BER of the system. The system 
designer has to choose a modulation scheme keeping in view a trade-off between the 
tolerable error rate for the application for which the system is designed and the re-
quired data rate as these two are linked directly. 

6   Summary 

A novel ICI cancellation and Error correction algorithm is proposed for OFDM 
system. The algorithm has a very low computation overhead. It uses the Channel 
Estimation matrix calculated from the pilot tones to mitigate the effect of ICI. Error 
correcting turbo codes further improves the performance of the system by lowering 
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the BER significantly. Simulation with different modulation schemes shows that our 
proposed algorthm can significantly improve the performance of the OFDM system 
under Rayleigh fading AWGN channel environment. 
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Abstract. Index tracking is a popular problem for funds, especially for index 
tracker funds. In this paper, we introduced GA-PLS method to solve the index 
tracking problem. This method consists of genetic algorithm (GA) and partial 
least squares (PLS). For a portfolio constructed by specified stocks, we used 
PLS regression to determine their weights in this portfolio. And we used GA to 
determine which stocks should be chosen to optimize the tracking effect of the 
portfolio. Results showed that the tracking portfolio constructed by GA-PLS 
has good performances on both in-sample and out-of-sample data. 

Keywords: Index tracking, Genetic algorithm, Partial least squares. 

1   Introduction 

Index tracking is to reproduce a stock market index by holding a number of compo-
nent stocks. It’s a popular form of passive fund management. Full replication, which 
means to purchase all component stocks of an index by the exact proportions as in the 
index, is the simplest method to track the index. However, disadvantages of full repli-
cation are obvious: it will cause high transaction costs when weights of stocks are 
adjusted or some stocks are deleted or joined. Moreover, small quantities of some 
stocks also make full replication infeasible.  

Beasley et al. [1] applied an evolutionary heuristic for the index tracking problem. 
They considered the index tracking problem as an optimization problem which used 
tracking error (TE) as the objective function. Typical genetic algorithm, including the 
select, crossover and mutate operators, was used to find an optimization portfolio to 
track the index. Indices of different markets were tested and some results were shown.  

Oh et al. [2] proposes a genetic algorithm (GA) portfolio scheme for the index fund 
optimization. The scheme exploits genetic algorithm and provides the optimal selection 
of stocks utilizing fundamental variables – standard error of portfolio beta. They ap-
plied the proposed GA scheme to Korea stock price index (KOSPI) on bull, bear and 
flat markets.  

In this paper, we use genetic algorithm combined with partial least square (PLS) 
regression to construct portfolios that have good prediction ability to track indices. 
First, genomes representing stocks chosen or not are produced randomly as the initial 
population. Second, data of the index and the chosen stocks are used for PLS regres-
sion, and prediction error sum of square (PRESS) is used as the objective function. 
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Then GA is applied to choose the portfolios that have the smallest PRESS, which 
means that they have the best prediction abilities. GA-PLS method is useful in varia-
ble selection when number of observations is fewer than number of variables. When 
stocks are regarded as variables, this method is also effective on stock selection. 

2   Materials and Methods 

2.1   Partial Least Squares Regression  

Partial least squares regression is a statistical method that bears some relation to prin-
cipal components regression; instead of finding hyperplanes of maximum variance 
between the response and independent variables, it finds a linear regression model by 
projecting the predicted variables and the observable variables to a new space. PLS 
regression is particularly useful when we need to predict a set of dependent variables 
from a large set of independent variables (i.e., predictors). Details of PLS regression 
can be found in Refs. [3].  

2.2   Genetic Algorithm 

The genetic algorithm is a search heuristic that mimics the process of natural evolution. 
It is routinely used to generate useful solutions to optimization problems. Genetic algo-
rithm has been applied to many regions due to its effectiveness in generating solutions 
of high fitness. A typical genetic algorithm requires a genetic representation of the solu-
tion domain and a fitness function to evaluate the solution domain. Once we have both 
of them, GA proceeds to initialize a population of solutions randomly, and then improve 
it through repetitive application of selection, crossover and mutation operators until the 
termination condition has been reached. Details of GA can be found in Refs. [4]. 

 2.3   GA-PLS Method and Related Parameters 

GA-PLS method is useful in variable selection. When there are many variables but 
much fewer observations, and we want to select some variables that most fit the PLS 
model, a randomly searching method will cost a lot of time especially when the num-
ber of variables is large. GA helps us get the best solutions much more quickly. The 
more time we spend running GA, the better the result is, so we can make a balance 
between time and results. 

Main steps of GA-PLS method are the following: 

(1) A number of genomes are created as the initial population. Each genome is a 
binary bit string that represents the variables chosen. In this paper, we use 
another kind of string to represent the variables selected. For example, when 
selecting stocks to track AS51 index (about 200 component stocks), we want 
a portfolio containing no more than 40 stocks, so we use a string in which 
every element is an integer and this integer is randomly produced from 0 to 5. 
The number 0 represents that this stock is selected. And a genome in which 
more than 40 stocks are selected will get a very low score, so that it is almost 
impossible to survive to the next generation. 
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(2) A fitness of each genome in the population is evaluated by the internal predic-
tion ability of PLS. Here we use the leave-one cross-validation method and 
measure the internal prediction ability by the prediction error sum of square 
(PRESS). It is calculated by 

     PRESS k ∑ y y k  (1)

where  is the observation value, yi is the prediction value, n is the number 
of observation and k is the number of components used to calculate PRESS.  

Since smaller RMSECV represents better prediction ability, the fitness 
score of a genome is defined by Score                                                 

(2)
 

Genomes that represents a number more than the maximum number of stocks 
selected are given a score 0. 

(3) The selection, crossover and mutation operators of GA are made to reproduce 
the new generation. Genomes with high scores have more probability to be 
chosen by the selection operator. 
 

Steps 2 and 3 are repeated until the termination condition is satisfied, e.g. a designated 
number of generations are reached in this article. 

Other settings and parameters are the following: 
Population size: 50 genomes; 
Crossover method: one-point crossover; 
Crossover ratio: 0.9; 
Mutation probability: 0.01; 
Scaling method: linear scaling 
Termination condition: 50 generations; 

Regression method: PLS (The maximum number of components allowed is the op-
timal number of components determined by cross validation on the model containing 
all data of stocks. The number of components used to get prediction values in out-of-
sample data set is the optimal number of components determined by cross validation 
on the model containing data of selected stocks.) 

2.4   Data Sets 

Daily close prices of 4 indices and their component stocks are used to test our GA-
PLS program. The data of AS51 index starts from Jan. 4, 2010 to Mar. 26, 2010, and 
data of the other 3 indices starts from Jan. 4, 2010 to Jul. 19, 2010. 

2.5   Tracking Error and Other Restrictions 

Tracking error is a function of the difference between r  (the tracking portfolio return) 
and R  (the index return). It is used to measure the tracking effect of a portfolio. The 
tracking error TE is defined by 
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   TE ∑ | |
 (3)

where α 0 is the power by which we penalize differences between r  and R , and T 
is the length of the data. In the following tests, we use α 2 so that the tracking error 
is defined as the root mean squared error. 

The PLS regression model outputs the following result: 

R c r  (4)

where K is the number of stocks selected, c  is the coefficient of the i-th stock in the 
portfolio as well as the proportion of money spent on this stock. Since c  can be nega-
tive which represents short selling this stock, we assume the margin rate of the i-th 
stock is a , so all coefficients must satisfy the restriction 

       ∑ c I a |c |I 1 (5)

In this paper, we set all a 0.4. Genomes that don’t satisfy the restriction are given a 
score 0. 

3   Computational Results and Discussion 

3.1   Data Processing 

Data of different indices and their component stocks is not clean, so we have to process 
the data before we use it. Because some stocks are joined or deleted from the indices 
occasionally, there are missing values in the data of component stocks. We remove this 
kind of stocks and get complete data in this period. Some wrong or repeated data is 
removed too. Next, daily return rates of the index and all stocks are calculated, and 
then the GA-PLS method is applied to the data of daily return rates. We don’t consider 
transaction costs in the stock selection. 

Table 1 shows the details of data sets used for the index tracking problem. 

Table 1. Details of data sets 

Index Number of 
stocks 

Length of data Maximum number 
of stocks selected In-sample Out-of-sample

AS51 192 40 days 13 days 40 
Nikkei 221 80 days 45 days 40 

KOSPI200 189 80 days 47 days 40 
TPX 1657 100 days 24 days 50 

3.2   Index Tracking Results 

Tracking errors of the indices on both in-sample and out-of-sample data are shown in 
Table 2 We can see that tracking errors on in-sample data are all very small. On out-of-
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sample data, the tracking errors are a little larger but still in a small range. Small track-
ing errors on out-of-sample data show the prediction ability of PLS regression. 

Results on data of Nikkei and KOSPI2 are good. The tracking errors on out-of-
sample data of these two indices are so small that the differences between the return rate 
of indices and portfolios can hardly be seen on the graphs. We make a graph of daily 
errors between the return rate of Nikkei index and portfolios (Figure 1). It is easy to see 
that daily errors between the return rate of the index and the portfolio are all less than 
0.003 on out-of-sample data. The result of TPX index shows the effectiveness of GA-
PLS method on index tracking. Only 39 out of 1657 stocks are selected to track the TPX 
index, but the tracking errors on both in-sample and out-of-sample data are still small. 
The result of AS51 index is a little overfitting. The tracking error on in-sample data is 
very small, while the tracking error on out-of-sample data is relatively large. 

Table 2. Tracking errors on in-sample and out-of-sample data sets 

Index Optimal 
components 

Number of 
stocks selected 

Tracking error 
In-sample Out-of-sample 

AS51 14 37 4.723×10-5 6.306×10-4 
Nikkei 12 36 1.169×10-4 2.081×10-4 

KOSPI200 2 32 1.124×10-4 4.195×10-4 

TPX 5 39 1.454×10-4 6.225×10-4 

 

Fig. 1. Errors of daily return rate. (Nikkei) 

Since stocks have been selected to construct a portfolio, proportions of money 
spent on each stock can be calculated. The PLS model outputs regression coefficients 
of selected stocks. For instance, Figure 2 shows the regression coefficients of stocks 
in the portfolio tracking TPX index. Obviously, the index has positive correlation 
with its most component stocks, for the index is sum of weighted price of stocks. So it 
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Fig. 2.   Regression coefficients of stocks selected to track TPX Index 

is reasonable that most stocks in our portfolio have positive coefficients, and the abso-
lute values of coefficients of the other stocks are small. 
 

Proportion of money spent on the i-th stock in the portfolio is p c ,              c 0a |c |,         c 0 

4   Conclusions 

In this paper, we apply GA-PLS method to the index tracking problem and get some 
results of different indices. We first describe some basic concepts and steps of genetic 
algorithm and partial least squares regression, and then derive the objective function of 
GA, tracking error of a portfolio and the restriction of coefficients of PLS model. By 
analyzing the results on 4 indices, we see that the GA-PLS method works very well on 
the index tracking problem. This method is useful in index fund management. 

The index tracking problem is a practical and meaningful problem that many finan-
cial institution are interested in or working on. But as we have noticed, few papers on 
this important problem were published in recent years. We hope that this paper will 
draw the attention of other researchers to this problem. 
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Abstract. In the paper, the author has studied the autonomous learning ability 
and its reform of linguistic-major students. All of the studies are based on web 
in self-study center. As for the author, she has used the method of comparison 
and at the same time, she also used showing examples. In order to show the 
views clearly, the author has made investigation in English major and law major 
students. Thus she thinks that teaching reform is necessary for development of 
students and some effective ways can be used in improving teaching efficiency. 

Keywords: autonomous learning, self-study center, web application. 

1   Introduction 

In the reform of linguistic teaching , many kinds of reforms can be diged out by lin-
guistic teachers. The reform kinds of aims are also in different ones, but the essence is 
the same, that is, to develop teaching efficiency and improve learning efficiency. As 
for students, old teaching forms are the barriers for their learning, and they are also 
eager to learn by themselves by the guide of the teachers. So it is very important for 
teachers to think out efficient ways to prove their teaching abilities. In modern time, 
with the development of web and information technology, many different kinds of 
information begin entering into teaching courses of teachers and learning courses of 
students. Therefore, autonomous learning is becoming a topic for researchers.  

As for autonomous learning , it is a new definition of the author. In fact , it has 
been mentioned by some researchers for many years. But the realization of it is a long 
way, especially for Asia people because Asia people are accustomed to be guided and 
taught by teachers, especially for Chinese people. So it is necessary for researchers 
and teachers to design better ways to realize it. Therefore, different names of autono-
mous learning have been used home and abroad, for example, Learner Autonomy, 
Self-directed Learning, Self-access, Self-instruction, Independence, Language Aware-
ness ect. No matter how the expressions can be used ,it has been a hot topic in modern 
society. It is connected with the development of our society closely. In modern soci-
ety, individual development is the base for the individual existence. In order to have 
good existence abilities, the author must learn to be independent, thus it requires stu-
dents to learn in autonomous ways. Secondly, students are near modern information, 
and many kinds of knowledges can be learned through web or other forms connecting 
with web such as self-study center. It also requires students to learn in autonomous 
ways outside classroom. 
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In autonomous learning course, students are required to learn by themselves and 
they are keen on digging out effective ways of learning. In different courses, different 
learners tried different ways of autonomous learning. Finally, some effective modes 
have been mentioned by scholars. In fact, it requires students to spur up their thinking 
ability, their creative ability and their practice abilities and so on. There are some theo-
ries existing to advocate autonomous learning. The theory of humanism was initiated 
by American psychologist Abraham Maslow firstly. It pays attention to personal 
uniqueness, and claims that people are an autonomous, rational organism with the po-
tential of personal development; Swiss psychologist J. Piajet puts forward constructiv-
ism, which demonstrates that knowledge is not obtained through teachers’ instruction 
but through meaning construction in a certain environment (i.e. social cultural back-
ground) with the help of others (including teachers and learning partners) and by mak-
ing use of necessary learning materials.Furthermore, the discovery learning theory ad-
vocated by famous psychologist J. S. Bruner also emphasizes that students’ learning 
should be a process of actively discovering on their own, rather than of receiving 
knowledge passively. In actual teaching and learning, students are active explorers, and 
the role of teachers is to set up context for problem-solving, to evoke students’ interest 
of learning, to satisfy their cognitive needs, and to arouse the learning motivation of 
autonomous exploration of knowledge, rather than to pass on or to impart existing 
knowledge.It leads to zero-approach teaching mode in some colleges , and here the 
author used ZATM to stand for it. The purpose of ZATM is exactly to embody the 
feature of people’s autonomy. In ZATM , it is easier for teachers to monitor and teach 
students at the same level, it is also easier for students to form autonomous learning 
habit. These theories also exhibits that it is practically significant for the author to con-
duct a research into ZATM , especially to the second-level college students because of 
their weaker ability for autonomous learning and their over-dependence on the teach-
ers. Until now the study of how to cultivate learners’ autonomous learning ability in 
ZATM —has never been made at second-level colleges. At the same time, although 
many scholars have made investigations into autonomous learning, no one has studied 
it from the perspective of and in the framework of ZATM in which the research just 
combines ZATM and cultivating students’ autonomous learning ability. Therefore, the 
study of the author is innovative and original. 

In addition, some other reforming learning and teaching mode also appears. There-
fore, the author wants to explore the different learning and teaching mode in improving 
autonomous learning based on web. From exploration, the authors wants to show her 
study research to help teaching reform. 

2   Background and Development of Autonomous Learning Mode 

 In thousands of years of teaching, more and more scholars and teachers have tried 
their best to dig out best teaching mode to improve practice abilities of students. From 
the ancient time, teachers had also known inspiration teaching mode. That is to say, 
teachers used some effective ways(old ways) to enlighten their students to know some 
lessons for life. But the old inspiration teaching modes are based on explaining of 
teachers. The scientific characteristics of them are worth thinking and studying by 
present scholars. And with the development of modern information, some inspiration 
modes are also out of date. Because the old inspiration modes are mainly concerned 
about teachers' teaching, not on students' learning. The author shows it as follows: 
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Table 1. The old  relationship between teachers and students 

 
 
 
 
 
 
 
 
 
 
 

 
 
From the above table, we can see that teachers can influence students only in unidi-

rectional way. Students must obey teachers unconditionally. And in fact, teachers' 
teaching mode are mainly influenced by teaching environment and teaching materials. 
In fact, students can only learn everything from teachers. The mode is formed by the 
influences of the condition at that time. In the past, there are few information from 
outside world to be known and learned. People are in lack-of-information circle. The 
only way to get new information and knowledge is from teacher. But now, with the 
development of modern information, so many new kinds of media have appeared. In 
this condition, people must learn how to deal with things on hand. And everyday, new 
information and new learning methods appear frequently and influences learners in 
different ways. Learners are easy to be confused because of the bustling information, 
and some learners are lost themselves in learning course and are puzzled on learning 
methods. But the author thinks that all learning and teaching modes are in common 
ways. That is to say, all teaching and learning modes have the main common rules to 
be obeyed. Only learners grasp the rules, can they learn effectively. According to the 
former studies of scholars, the basic teaching elements mainly includes several ele-
ments such as teachers, students and courses as follows: 

Table 2. Circulation table of present teaching course 
 
 
 
 
 
 
 
 
 
According to the above table, all elements are influenced by each other, and all of 

them have played important roles in the circulation. In fact, the element "course" also 
included several small elements such as teaching materials, course plans, course 
equipment. As for teachers and students, they are always the eternal topics in teaching 

Teaching Modes of 
Teachers 

Teaching 
Environment  

Students' Learning modes 
and Reaction 

Teaching  
Materials 

Student (taught 
objectives)

  course 

Teachers 
(instructor)
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course. So many scholars and researchers have studied all these elements in many 
different aspects. 

In the above two kinds of teaching modes in the past and in the present, the study 
on them is centered on influences of teaching modes on students, comparison of 
teaching modes, teaching mode and its reactions on students, learning strategies of 
students, learning methods and its influences on teachers, learning mode and coopera-
tion learning experiments, autonomous learning mode studies and so on. 

Nowadays, the study of autonomous learning mode is developed with modern in-
formation technology. Some scholars studied it with the help of Multimeida, and 
some people studied it with the development of self-study center. Some scholars stud-
ied it withe the development of some effective learning software. In this paper, the 
author studied autonomous learning based on self-study center. The author wants to 
find our an effective learning method to spur up practice abilities of students. 

3   A Brief Study on Autonomous Learning Mode in Self-study 
Center Based on Web 

In 1968, Maslow had raised a theory being called "Need Theory". It shows that people 
have Basic Physiological Need, Need for Safety and Security, Need for Interpersonal 
Closeness,Need for Self-Esteem,Cognitive Need, Aesthetic Needs and Self-
Actualization. The first four needs belongs to Maintenance Needs, and the last three 
ones belong to Growth Needs. At the same time, he pointed out that the next levels of 
needs will not be satisfied unless the formal ones have been realized. It shows that 
students have difficulties in learning mainly because some of their needs can not be 
satisfied by teachers and their parents. In addition, students are encouraged to think-
ing about anything by themselves for their creative needs and it can make students 
different from others. It is also belong to cognitive need for students. Later, Wil-
liam&Burden(1997) raised a query about the "Need Theory" on its "grade order", but 
they admitted its application and rationality. The next important person of autono-
mous learning is Rogers. He put his emphasis on digging out learning potentials of 
students. He thought that learning course will be effective only by the active taking 
part in by students. He also pointed that learning should be based on autonomous 
learning and the purposes of learning are on being free and self-realization.  

According to the mentioned famous learning theory, the author has explored some 
effective autonomous learning modes for several years. The basic autonomous learn-
ing modes are based on web or network. There are some characteristics being shown 
in the following: 

Mode one shows that self-study center is a center place for students to finish their 
autonomous learning task. Students can be divided into several groups. In each group, 
students are required to learn with other members. The main learning mode is coop-
erative learning mode. Each member in each group must cooperate with each other to 
finish some learning tasks. But each group are separated from other group. Each 
group is in competitive situation against any other group. In order to be the best one, 
each group must adopt some effective group learning strategies for them. Teachers act 
as instructors in the learning course of students. In self-study center, students can get 
learning materials from web and self-learning warehouse arranged by teachers or 
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monitors of each group. The mode above can stimulate learning enthusiasm of stu-
dents and at the same time, it is better for students to know competitive situation 
around them, thus it will give them competitive experiences before entering the real 
society. The difficult points of it is on learning materials. How to divide them into 
several levels scientifically and how to arrange the learning course scientifically are 
the main difficulties. 

Table 3. Autonomous Learning Mode One 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Table 4. Autonomous Learning Mode Two 

 
 
 
 
 
 
 
 
In mode two, students are regarded as learning individuals. Each individual learn 

by themselves and their learning course must be monitored by teachers and them-
selves. Each student must make their learning plans according to the arrangement of 
teachers. Teachers and students are connected by "Multimedia and other information 
resources". At the same time, individual students get learning resources from self-
study warehouse based on web. After learning, teachers can check them through the 
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web according to the designed materials. This mode is a special mode for individual 
effective learning and students have much more freedom learning room. But at the 
same time, it has also disadvantages, for example, it is hard for students to compete 
with each other and cooperate with each other. Therefore, the mode will be improved 
with teaching reform course. 

Table 5. Autonomous Learning Mode Three 

 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The above autonomous learning mode is the widest one for students. They have 

only depended on web resources. From regular test, students can test themselves 
every period. But as for this mode, teachers must give test materials for web instruc-
tors. And the test materials must be in good level from easy ones to more difficult 
ones. Therefore, teachers play an important role in the whole course. In addition, stu-
dents must have strong autonomous learning abilities. Or it will have poor effect. 

However, no matter which modes can be adopted, students are regarded as the 
main role in the autonomous learning course, and learning materials are also very 
important in the autonomous learning course. At the same time, effective instruction 
of teachers also play an important role in the whole duration. 

4   Conclusion 

In the course of study of autonomous learning , the author has found out several 
autonomous learning modes. All of them have been applied in the autonomous learn-
ing courses of students. And they have shown special charms. The author finds that 
students play the most important roles in these learning course. In any case, teachers 
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play the instruction role. At the same time, modern information technology plays an 
important role in its course. Students, teachers and learning resources are connected 
closely during the reform course. It will be more and more effective with the devel-
opment of teaching reform and the efforts of reformers and students. 
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Abstract. The study assesses the organizational learning efficiency in 30 
large-scale enterprises of Zhejiang Province, making use of DEA assessment 
method. The results show that the entire organizational learning efficiency of 
zhejiang province's large-scale enterprises is in need; only part of the enterprises 
are DEA valid, and the results of the study basically fit in with the enterprises' 
practical situation. It is thus clear that the new way to assess the efficiency of 
organizational learning in enterprises is rational and accessible, which provides 
an important instrument to enterprises' management decision making.  

Keywords: organizational learning, DEA, learning efficiency. 

1   Introduction 

With the coming of the era of knowledge economy time, intellect and knowledge are 
gradually turning the capital of developing economy and creating wealth. Entrepre-
neurs regard the investment and acquisition of intellectual capital as an enterprise 
magic method and a competitive focal point, and scramble for and develop it by all 
means. Therefore, more and more western scholars start to do researches on intellectual 
capital, especially the intellectual capital assessment, which has substantial results now 
in the academic circles. Whereas the objects of the domestic study on enterprise intel-
lectual capital are all certain specific countries, areas or certain groups of enterprises, 
and the research results may not fit the whole country. Then in which way can we 
assess our enterprise intellectual capital? This is not only an academic problem, but also 
a problem to be solved urgently of enterprise practice. 

March and Simon put forward the organizational learning for the first time, re-
garding organizational learning as a social behavior that realizes the successful trans-
mission and improvement of the knowledge and ability demanded in organization 
growing, overcomes developing obstacles and smoothly realizes the revolution by 
learning with organizations and levels, when faced with gradually complicated man-
agement environment both inside and outside in change. Hebderg[1] considered  
organizational learning as departing from the additional and operational effect of or-
ganizations and their environment; it contains not only the process of organizations' 
passive adaptation. Foil and Myles[2] defined the organizational learning as the process 
to improve the disposing capacity by understanding and obtaining more abundant 
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knowledge. Nonaka[3] toke the organizational learning as the capacity showed in the 
products, services and systems that an enterprise improves the knowledge acquisition, 
creation and the propagation in the whole organization.   

Look back in the view of the document above, we can discover that learners made 
different definitions of organizational learning from different study prospects, which 
mainly consist of those based on characters, processes and results. To sum up the above 
definitions, this study starts from the prospect of the character features of organiza-
tional learning and considers organizational learning as a gradual, interactional and 
purposeful active way, by which enterprises elevate their competitive force. This way 
of act is mainly showed in the personal, group made and entire organizational activities 
with gradualism and creation, which made by enterprises around information and 
knowledge acquisition. Based on this, the essay trays to apply the DEA model method 
to assess the efficiency of organizational learning in enterprises, on the purpose of 
providing decision making reference to enterprises for their validly enhancing the 
efficiency of organizational learning. 

2   DEA Assessment Method 

There are many methods to evaluate the organizational learning efficiency, such as 
analytic hierarchy process, fuzzy evaluation, balanced scorecard approach, neural 
network approach and so on. However, most of the methods above require the artificial 
design of various indices for evaluating the standard of the subordinate functions and 
confirming the weight of each index. By adding man-made factors, such methods will 
affect the accuracy of efficiency evaluation of organizational learning, and the majority 
of the methods above are just simple valuation, not including the improvement of 
corresponding results.  

Data envelopment analysis(DEA) does not require subjective weight given to each 
indicator, thereby reducing the influence of subjective factors during the evaluation 
process, as much as possible to ensure the objectivity of the evaluation results; 
meanwhile, it does not need to carry out the parameter estimation, so it can evade the 
multiple constraints of the parameter methods, it's a popular method of efficiency 
evaluation in recent years. Therefore, this essay introduces the DEA relative efficiency 
evaluation method to have a comprehensive evaluation on enterprise organizational 
learning efficiency.  

Data envelopment analysis(DEA) is a kind of operational methods put forward in 
1978 , which was based on "relative efficiency evaluation “concept by the famous op-
erational research experts A. Charms and W.W. Copper etc. It is used to assess a group of 
relative efficiency possessing multiple inputs and output decision making units.  

 This essay uses CCR model in DEA model to evaluate the efficiency of organiza-
tional learning, the model is following[5]:     
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Among that, n is the number of decision making unit(DMU), each DMU has m kinds 
of inputs 1 2( , ,..., )j j j mjx x x x=  and s kinds of outputs 1 2( , ,..., )j j j sjy y y y= , jλ  
indicates weights of various inputs and outputs, s−  and s+  each be the surplus vari-
able and slack variable, θ  indicates efficiency value, ε  indicates Non-Archimedean 
infinitesimal. When the optimal solution * 1θ = , * 0s− = , * 0s+ = , it is said that 
DMU 0j  is  DEA effective; when * 1θ < ,or * 0s− ≠ , * 0s+ ≠ , it is said that 0j  is 
non-DEA effective. If * 1θ = , and * 0s− ≠ ,or * 0s+ ≠ , then DMU 0j  is judged as 
weak DEA effective. For non- effective or weak effective DEA decision making units, 
they can be turned into effective units through finding non-effective or weak-effective 
reasons and adjusting the input and output index. The number 0j  decision making 
unit's input and output optimize index is: 

0 0

* *
j jx x sθ −⇐ − ,

0 0

*
j jy y s+⇐ + . 

3   Case Analysis 

According to the principles to select the indicator such as scientific, objective, easy to 
access, and reference to relevant literature, this essay establishes the efficient evalua-
tion of organizational learning. 

This study of data collected through the questionnaire survey method, using Likert 
seven scale forms, of which 7 means extremely consistent, 1 means extremely incon-
sistent. To ensure the information providers are familiar with the issues on what this 
study is going to investigate, interviewees are limited to the senior managements who 
are familiar with the enterprise organizational learning situations. The use of DEA 
efficiency evaluation model will affect the assessment results of the decision making 
unit. According to some scholars' rule of thumb, the number of decision making units is 
at least double of the sum of input and output items. In this essay, there are 8 projects of 
input and output, 30 decision making units, meeting the DEA used rule of thumb. 

We use statistical data and CCR model to evaluate relative efficiency of organiza-
tional learning in 30 surveyed enterprises. The evaluation results show that the 12 
enterprises' organizational learning efficiency is DEA relative effective, that the tech-
nical support, communication channel, organizational culture and training system are 
relatively matching to their organizational learning capacity outputs. The reason is, 
most of these 12 enterprises are high-tech enterprises, and high-tech firms possess high 
information level and a higher proportion of technical personnel, employees can form a 
rich atmosphere of learning, staff research and staff training can get fully support, so 
not only employees can learn from each others' experiences, but can also share key 
employees' customer's relationship, unique skills, expertise and other tacit knowledge, 
thus they can have access to relatively higher organizational learning efficiency. 

Other 18 enterprises' organizational learning efficiency is DEA invalid, and most of 
them belong to traditional industries, accounting for 60% of total research company, 
shows the input-output combination of these enterprises' organizational learning dose 
not reach its optimal combination. Labor-intensive industries, manufacturing and 
processing industries are the main and sutras in traditional industries, which are lack of 
input on organizational learning and understanding of the importance of organizational 
learning. Therefore, we find that most of the traditional industries of organizational 
learning efficiency DEA invalid. So it can be seen that the results of this study coincide 
with the enterprises' actual situation. 
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4   Conclusion 

The study anal sizes the relative efficiency of 30 large-scale enterprises' organizational 
learning, taking advantage of DEA method. The result shows that the entire efficiency 
of organizational learning in Zhejiang province's large-scale enterprises is in need; the 
enterprises with DEA validity are not in large number; a lot of enterprises need opti-
mizing investment and output to realize the relative efficiency of organizational 
learning. The study also makes it clear that this new way of assessment of organiza-
tional learning efficiency in enterprises is rational and accessible and worth applying 
and popularizing in enterprises' management practice.  

Finally, we applied DEA method to analyses on the efficiency of organizational 
learning research in this paper, has yielded some results, but there are some inadequa-
cies in the follow-up study, we will focus on DEA applied to organizational learning 
process, different factors influence individual effect and the overall effect relationship. 
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Abstract. The paper establishes animal husbandry information service platform, 
and the public data platform of animal husbandry is based on data warehouse 
platform. It aims at the absence of effective use of data resources issues in the 
process of animal husbandry information. Then it studies on the key technology 
for the animal husbandry. It will be of the theoretical basis for information inte-
gration, storing, sharing and analysis decision-making. 
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1   Introduction 

With the arrival of the era of internet of thing, many industries are facing a huge 
challenge requested with higher level of information to merge in internet of thing. 
Animal husbandry steps progressively in modernization process. There are several 
industry bodies (production enterprises, government departments, cooperative or-
ganizations, farmers, etc) and enterprises in different stages of industry (raw materials, 
feed, breeding, processing and distribution, etc.) demand for the complicated informa-
tion needs. There are the mass of date resource in animal husbandry information. How 
to integrate, store, share and analysis the data resources to extract effective information, 
to give full play to the data of resource utilization value, and to provide various fields of 
public figures, which is one of the hot issues in high schools and institutes. 

Through the above thinking, researchers believe the bureau of Heilongjiang Animal 
Husbandry collects mass of information. But there are no real data transferring to the 
information resources which leads to resource data waste. 

A data warehouse is a subject-oriented, integrated, time-variant, and nonvolatile col-
lection of data in support of management's decision making process. Data warehouse 
provide services in data analysis and decision. This system is called on-line analytical 
processing (OLAP). The basic data platform based on data warehouse supports infor-
mation query and basic statistics; basic OLAP operation to collect the historical operation 
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data in details; knowledge discovery such as finding hidden mode and structural analysis 
model, classification and prediction, and provides the mining visual tools etc. 

Therefore, the paper builds a basic data platform based on the data warehouse tech-
nology, and studies on the key technology. It will be the base on integration, storage, 
sharing and analysis and decision. And the study will make possible that animal hus-
bandry emerges into internet of thing.  

2   The Establishment of Basic Data Platform 

2.1   Demand Analysis of Husbandry Information 

First, according to Heilongjiang province’s animal husbandry information status, the 
paper divides the basic information platform into data standards, system safety stan-
dards, business application system, network communication platform, basic data plat-
form. These five parts as a whole supports the analysis and decision of the organic 
livestock epidemic warning, the quality and safety management of trace livestock 
breeding process, etc. It also could integrate the animal husbandry collection resources, 
geographical information resources, animal products information resources, etc.  

2.2   The Establishment of Basic Data Platform  

The overall design goal of basic data platform is to support enterprise-level information 
sharing, application integration and operation analysis, such as senior application devel-
opment. The design framework of basic data platform includes data acquisition and in-
terface, multidimensional data model, data service, monitoring and management platform. 

 

    

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. The framework of basic data platform  
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Data collection interface is key to design and develop different interfaces with vari-
ous data acquisition, adapter; The establishment of multidimensional data model is the 
key of animal husbandry industry standard model design to make standard, coordination 
and consistent way based on information model; Data service is the key to design the 
standard of information service so as to provide data interface to share data, data ex-
change, metadata management services. Monitoring and management belongs to the 
maintenance function of platform. Based on data platform, we will develop data mining 
analysis and application integration, business application system architecture such ad-
vanced system structure as shown in figure 1. 

2.3   The Research of Key Technology 

Based on the data warehouse technology, the paper summarizes several key problems 
below.  
1) The establishment of concept model and storage model  
Animal husbandry data are almost semi-structured data. It could be built concept model 
based on OEM conceptual model. And it could be described corresponding business 
requirements on irregular structures, and chose corresponding traversal way to identify 
all the most path expression. It uses the layered structure thoughts and accumulates 
counting principle of dynamic model of data generated tree structure. The tree is the data 
storage model (logical model) and physical mapping. The model will be useful of 
transformation, query and optimization of mass of data. 
2) Livestock data analysis and decision and the technology of early warming  
Information is normally half-structure. It includes spatial data, temporal data and mul-
timedia data. It is difficult to make data characteristics, classify, correlation. For effective 
accurate data analysis and decision making in the original warning, on the basis of the 
data mining technology, expand the data mining technology and method for the space, 
and multimedia, text and web data, using the data streams, time series data and sequence 
of data mining technology, information analysis, decision support early warning. 
3) The technology of mass data parallel storage and management 
With the involvement of the data type and quantity of livestock, increasing requirements 
based data platform efficient, flexible data storage and management. The technical 
requirements will be massive data storage and management of concurrent and improve 
the performance of the platform, storage and data is growing demand. The technology 
for public data platform provides various hardware technology, efficient and convenient 
interface to realize data resources in the basic data of import and export platform, solve 
data from the data warehouse into or out of the limitations. 

3   The Show of Platform 

According to the above statement, we have established the basic data platform based on 
data warehouse technology. We choose the sql server 2005 to establish the multidi-
mensional data model (partly shown as Fig.2). Then the platform could be the basic of 
analysis support and early warning. 
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Fig. 2. The part of multidimensional data model 

4    Conclusions 

According to the present structure and status, the paper puts forward to the method of 
public date platform based on data system structure on the basic of animal husbandry 
information services platform. Then the paper studies on the key technologies. The 
establishment of platform is the further preparation for data mining, animal husbandry 
resources of information integration, storage, sharing and analysis the theoretical basis, 
etc. 
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Abstract. This paper presents a method using hybrid programming with Matlab 
and VB based on ActiveX to design the system of drilling accident prediction 
and diagnosis. So that the powerful calculating function and graphical display 
function of Matlab and visual development interface of VB are combined fully. 
The main interface of the diagnosis system is compiled in VB,and the analysis 
and fault diagnosis are implemented by neural network tool boxes in Mat-
lab.The system has favorable interactive interface,and the fault example valida-
tion shows that the diagnosis result is feasible and can meet the demands of 
drilling accident prediction and diagnosis.  

Keywords: Drilling engineering, Accident diagnosis, VB, Matlab, Hybrid  
programming. 

1   Introduction 

There are many complex factors and random phenomena during the drilling process, 
and the drilling safety is affected by them. In order to analyze and predict drilling 
accidents, variety of drilling engineering parameters and their abnormal changes are 
monitored and displayed real-timely. By means of the information inference and 
judgement based on the mathematical models of the system and diagnostic technique, 
the hidden perils of the accident can be found out in time and an alarm can be given 
before the engineering accidents happen. But large amounts of data are required to be 
analyzed and processed in the programming process for the drilling accident diagnosis 
system. So the technicians are occupied by the complex and time-consuming pro-
gramming itself, which makes them impossible to focus on designing a system with 
better performances. This paper intends to seamlessly integrate a application software, 
Visual Basic (VB) with a mathematical tool, Matlab, to solve this problem.  

2   The Interface Method of Matlab with VB – ActiveX Control   

Matlab provides external programming interfaces for C / C + + and Fortran. While 
VB can not directly call for it. In order to achieve data transmission between Matlab 
and VB, the hybrid programming techniques with Matlab and VB can be used to give 
full play to the advantages of both. 
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The methods[1] of hybrid programming with Matlab and VB include ActiveX con-
trol, DDE technique, compilation of a M file and using Matrix VB. When using the 
ActiveX control, the functions and graphic database commands in Matlab can be 
directly used for VB to implement the mutual communication with Matlab. This 
means a high programming efficiency and a powerful function in programming a 
application software. So ActiveX technology is used in developed system to realize 
the real-time data collection and process in drilling process conveniently and effec-
tively. This paper will discusses that how could VB take Matlab as its ActiveX to 
communicate each other through ActiveX interface. 

ActiveX control is a new protocol provided by Microsoft Corp. for the module in-
tegration and is a expanded part of Visual Basic toolbox. Matlab has realized the 
automatic service support for ActiveX. So VB and Matlab can be seamless integrated 
in VB environment by taking Matlab as VB’s ActiveX control. This method is quite 
suitable for the C/S pattern. It has advantages of a high automaticity, high efficiency, 
fewer resource occupancy, strong data exchange ability and so on. The program de-
velopment cycle can be shortened greatly, and the system quality can be optimized.  

Using ActiveX control, the name ‘Matlab.Application’ defined as Matlab ActiveX 
object in the registration table of operating system must be obtained first. The codes 
used to create a ActiveX object in VB are as follows: 

Dim Matlab as Object 
Set Matlab = CreateObject (“Matlab. Application”) 

The Matlab.Application object mainly has 3 functions, as follows: 

(1) BSTR Execute 
This method can be used to run a legal Matlab command. By this function Matlab can 
accept a single character string (Command), run it and return the results as a character 
string. 

(2) PutFullMatrix  
This method will put a designated array into the work space. 

(3) GetFullMatrix  
By GetFullMatrix, one integrated array can be retrieved from a designated work 
space[2].  

Through these three methods, Matlab executive commands can be used to help VB 
put into or get data from Matlab conveniently.  

3   Drilling Parameter Monitoring and Fault Diagnosis Examples 

3.1   Variation Curve Fitting of Drilling Fluid Density by Least Square Method 

Well wall instability, which often happens in drilling engineering, is a complex 
problem. In recent years, some solutions for the problem have been worked out. 
Drilling fluid density plays an important role in the wall stability control and it is 
the only controllable factor among many complex factors. With the drilling fluid 
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density reduction, shearing destructions will emerge on the wall. After that, the 
broken rocks will fall off and cause the well cave-in or borehole contracted. A 
threshold of drilling fluid density, which will assure the borehole stability, can be 
determined by measuring and monitoring the change trend of the density because it 
does not change suddenly during the actual well drilling work.  

According to the drilling fluid density measured real-timely at well site, the ap-
proximate function relation or the empirical formula between the time, independent 
variable, and the density, dependent variable, will be sought. That is, a graph can be 
worked out on which the measured data will be fitted a curve. The fitted curve does 
not requested through all the determination data point, but it is only requested to be 
able to reflect the change tendency of these discrete data. Curve fitting based on the 
least square method is a widely used method for data process in multidisciplinary 
field. It can be described as: seeking a function y=f*(x) in the function class F=(f0, f1, 
f2, …, fm) for a given set of data (xi, yi)(i=0, 1, …, m)，so that the sum of its error 
squares δ2 could be least. The formula is as follow:  

 
(1)

Where: 

 (2)

w(x)≥0 is a weight function. It shows that the different examination data point has a 
different proportion. yi (i=0, 1, …, m) means the measured data. 

Curve fitting problem based on the least square method is to find out one function 
y=f*(x) among all the f(x) which fit the formula (2), which could assure the minimum 
value in the formula (1). That is a problem of seeking the coefficients ( ∗∗∗

naaa ,,, 10
)in 

multivariate function (2). 
The data polynomial fitting function provided by Matlab is polyfit. It will find out 

the polynomial coefficients of the given data from the least-squares sense[2]. Before 
using the interface program between Matlab and VB, A ActiveX object should be 
created first in the VB application. In the registration table of operating system, the 
name of a ActiveX object in Matlab is "Matlab.Application". The main part codes of 
the curve fitting program is as follow: 

Private Sub Command1_Click() 
Dim Matlab as object;Dim Result as object 
Set Matlab = create object (“Matlab.Application”) 
Text1.text=(x=0:0.25:3; y=[0.99 0.92 0.85 0.82 0.78 
0.77 0.75 0.69 0.68 0.65 0.63 0.60 0.56];n=2; 
p=polyfit(x,y,n);xi=linspace(0,3,1000);z=polyval(p,xi);
plot(x,y,'o',x,y,xi,z,':'))  
Text2.Text = Matlab.Execute (Text1.Text)  
Result = Matlab.Execute("print-dbitmap") 
Image1.Picture = Clipboard.GetData()  
Call Matlab.quit  
End Sub 
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Put the measured fluid density data into the main window (Fig. 1), and then click 
the Run button. The fitting curve of the drilling fluid density can be gotten. By moni-
toring the change tendency of the drilling fluid density, not only the wall collapse can 
be controlled, but also the germination of the gush and the blowout accident can be 
monitored.  

 

Fig. 1. Quadratic fitting curve of the drilling fluid density 

3.2   Realization of Accident Diagnosis Function by the Neural Network 

The neural network model, which has the self-learning function and parallel process 
capability, provides a new theoretical approach and implementation method for the 
drilling accident diagnosis. The neural network has a strong learning ability as its 
main feature. It can simulate the intrinsic mechanism between the information 
through learning their sample models. The substance that the neural network can 
identify the occurrence of a drilling accident is that a proper neural network model 
selected becomes capable of mapping the potential laws hiding in the drilling engi-
neering data after learning the historical data. It is a hard and time consuming work to 
program a software with loops embedding in another by using a regular programming 
method because the number of the layers and the neurons in each layer in the neural 
network are great many and the input vector arrays are huge. Fortunately Matlab 
provides a very good neural network toolbox. A drilling accident diagnosis system 
based on BP neural network[3,4] by using the method that VB call the Matlab is pre-
sented in this paper, which raises the working efficiency and the problem solving 
quality. 

The main window of the drilling accident diagnosis system is created by VB. On it, 
there are many controls belonging to the modules of sample input, sample training, 
building networks, result output, and data diagnosis respectively. 
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The GUI of the drilling accident diagnosis system based on the neural network is 
shown in Fig. 2. The sample data should be normalized and saved in a “.txt” format 
file. Each of the sample data (including input data and output data separated by a 
space) should occupy one line. 

 

Fig. 2. Neural Network Training Window 

In order to meet the needs of different results, different training algorithms and dif-
ferent training parameters aimed at different requests can be chosen. Torque, hook 
load, pump pressure, input flow rate, output flow rate, drilling fluid volume, drilling 
fluid density, and drilling rate obtained from relevant transducers are eight key data 
for the drilling accident diagnosis system. They can be inputted as samples after being 
normalized. And 0 and 1 are used to represent the normal and abnormal status. The 
accident types of the diagnosis system include well leak, well collapse, well gush and 
blowout. The requested training error is 0.005. In fact, under the 277 training steps, 
the actual training error is 0.00499656. So the training result of the diagnosis system 
is able to meet the requirement. 

The selected training samples and training results are shown in Table 1and Table 2. 

Table 1. Normalized sample data 

Accident 
type 

Torque 
(KN.m) 

Pump 
pressure 

(KN) 

Hook 
load 
(KN) 

Output 
flow 
(%) 

Input 
Flow 
(%) 

Fluid 
volume 

(m³) 

Fluid 
density 
(g/cm³) 

Drillin 
grate 
(m/h) 

Leak 0.09 0 0.89 0 0.89 0 1 0.8 
Collapse 1 0 0 0 0 0.5 1 0 
Gush 0.09 0.91 0.87 0.93 1 0.83 0.2 0.9 
Blowout 0 1 0.89 1 0.89 1 0 1 
Normal 0.18 0.86 1 0.53 0 0.5 0.8 0 
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Table 2. The actual and ideal output of the BP network 

Actual output Ideal output Accident type 

0.9850 0.0072 0.1217 -0.1175 0.0056 1 0 0 0 0 Leak 
0.0148 1.0003 -0.0432 0.0256 0.0061 0 1 0 0 0 Collapse 
0.0255 -0.0059 0.7172 0.2462 0.0169 0 0 1 0 0 Guah 
-0.0234 0.0085 0.2039 0.8184 0.0078 0 0 0 1 0 Blowout 
-0.0002 -0.0009 0.0177 -0.0164 -0.0090 0 0 0 0 0 Normal 

 
Training result shows that this method can diagnose and predict accidents. It can be 

estimated whether an accident and what kind of accident will occur after inputting the 
data samples to be diagnosed into the well trained network. For example, the well 
trained network is verified with the following two sets of data: 

P=[0.08 0.005 0.850 0.90 0.003 0.98 0.82 0.99 0.002 0.0010 0.002 0.46 0.980 ] 

The outputs of the network as follows:     

A=[1.1057 -0.0553 -0.0000 -0.0356 -0.0591 0.0064 1.0037 -0.0222 -0.0065 -0.0186] 

Compared with the training results (in Table 2), they can be identified as the well leak 
and well collapse. It shows that the diagnosis result is right.     

4   Conclusion 

GUI created by VB calling the Matlab to process the drilling parameters, analyze the 
trend change of the curves and diagnose the drilling accidents, which can be demon-
strated by a pictorial diagram after some uncomplicated operations. Through using the 
neural network toolbox of Matlab to design, train and simulate a network, the accident 
diagnosis work can be completed in a shorter time. This can greatly reduce the pro-
gramming workload in VB environment. 

The integrated development method, Matlab exchanges data with the VB , can be 
used in fault diagnosis, automatic control, signal process and many other areas. This 
has an important guiding significance for the actual production.  
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Abstract. Wireless sensor networks have been widely used in the monitoring 
application. In this paper we shed some lights on several issues in building a 
complete system for using wireless sensor networks for practical highway long 
distance tunnel environment monitoring application. From the engineering 
perspective it is necessary to consider the nodes deployment and from the ap-
plication perspective it is necessary to meet the performance requirements. 
Energy conservation, topology and coverage are some important factors need to 
be taken full consideration for the purpose of providing safe friendly vehicle 
running environment. Still more deserve to discuss for brighter future of the 
tracking and monitoring foreground.  

Keywords: wireless sensor network, latency, energy constraint, topology, cov-
erage control. 

1   Introduction 

A Wireless Sensor Network (WSN) is a self-organized wireless network composed of 
a large number of sensor nodes that interact with the physical world [1]. Various low-
power and cost-effective sensor platforms have been developed based upon recent 
advances in wireless communication and micro system technologies. The increasing 
study of WSNs [2], [3], [4] aims to enable computers to serve people by automatically 
monitoring and interacting with physical environments. 

Environment monitoring in the highway long distance tunnels (which are usually 
long and narrow, with lengths of tens of kilometers and widths of several meters) has 
been an important task to ensure safe running conditions in the tunnels where many 
necessary environmental factors, including the amount of gas, water, dust, wind and 
fire alarm (the tunnels pass through the mountain which has complex geologic condi-
tions), need be monitored. To obtain a full-scale monitoring of the tunnel environ-
ment, sample data need be collected at many different places. A precise environment 
overview requires a high sampling density, which involves a number of sensing de-
vices. Current methods of monitoring are typically conducted in a wired and manual 
way, due to the lack of corresponding techniques for constructing an automatic large-
scale sensing system. 
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Utilizing wires to connect sensing points to the processing server requires a large 
amount of wire deployment, which is inconvenient because of vehicle running condi-
tions and the following maintenance costs. Moreover, the wired communication  
method makes the system less scalable; more signal cables need to be laid for more 
signal collection. A wireless system takes advantage of convenient deployment and 
flexible adjustment. The utilization of a WSN to implement the tunnel monitoring 
system benefits from rapid and flexible deployment. Additionally, the multi-hop 
transmitting method conforms to the tunnel structure and provides easy scalability for 
more precise and timely monitoring requirements. 

In this paper, we analyze the factors which influence the system and present a de-
sign of the monitoring system, which aims to address the challenges and provide a 
feasible framework for environment monitoring in the long distance highway tunnels. 
The design objectives include: 1) the ability to rapidly detect the interested area and 
report to the sink node efficiently; and 2) topology design to meet the actual require-
ment of the monitoring elements and provide a good coverage to the interested area. 

2   Sensors and Sensor Networks 

All sensors nodes in the wireless sensor network are composed of two kinds of node: 
the cluster head (CH) and the cluster nodes (CN).  

The cluster head and the cluster node have little difference in the hardware except 
for power supply, because the cluster head is assigned to be the coordinator, which 
has more traffic to deal with. The cluster nodes operate on battery power, while the 
cluster heads operate on storage battery power supply which can provide more power 
than common battery, and so do not have many constraints on power. However, the 
saving of power is an important consideration in the design of all the nodes. 

The difference between CH and CN lies in their software department. Though 
software programming, we can define their radio frequency (RF) power, communica-
tion distance, transmission frequency, modulation mode and other attributes. This 
wireless sensor network complies with IEEE 802.15.4/zigbee protocol, and all nodes 
are Zigbee devices. According to Zigbee protocol, we define CH as Full function de-
vice (FFD) which can become the network coordinator, while CN as Reduced func-
tion device (RFD) which can only function as a network device. 

3   Traffic Model and Power Consumption Model 

In the case of environment monitoring the sensor nodes periodically monitor and re-
port corresponding data to sinks. However, the traffic load in the monitoring area is 
considered to be stochastic. Depending on the network application, data characteris-
tics and the type of data inquiry, different models can be used to identify the network 
traffic model. In this paper, we mainly concentrate on event-driven [5] networks 
where the sensors inform the sink only when an event occurs in their sensing range. 
Poisson distribution describes the traffic of such networks where the events are inde-
pendent and occur with equal probability over the area [6]. In this case, if λ shows the 
average rate of packet generation, the number of transmitted packets between 0 and T, 
called M, has a pdf as follows 
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For power consumption, we use the model proposed in [7]. Assume that sensor i 
wants to transmit a packet of length l bits to a point located di meters away. The con-
sumed energy by sensor i (in Joules) can be modeled as 
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where α shows the path loss exponent, et denotes the loss coefficient of 1 bit data 
transmission and eo represents the overhead energy related to the sensing, receiving 
and processing of the same amount of data. Hence, m = let and c = leo respectively 
reflect the loss coefficient and the overhead energy related to a packet transmission. 
Usually, α is considered to be 2 for small distances and 4 for large distances [8]. 

4   Topology Control 

Topology control in WSNs is an effective means to enhance the effective functional 
lifetime of the network [9], [10], [11]. We consider both an event-driven linear WSN 
with N sensors and a two-dimensional WSN with N2 sensors. Each node is powered by 
a nonrechargeable battery with initial energy E0, and a gateway node with fixed loca-
tion. Sensors are responsible for monitoring and reporting an event of interest. Due to 
power limitation and hardware constraint, each sensor has a sensing range of R km. 
We assume that the event arrival process is Poisson distributed with mean k. Given 
that an event has occurred, its location is uniformly distributed in the desired coverage 
area [0, L] km of the network. 

4.1   Linear Sensor Placement [12] [13] [14] [15] [16] 

Sensors are placed along a straight line of length L km with the gateway node at the 
left end. Let si denote the ith sensor in the network where s1 is closest to the gateway 
node and sN is farthest. Let d1 be the distance between s1 and the gateway node, and di 

(2≤i≤N) the distance between adjacent sensors si and si-1. To ensure the coverage of 
the network under a sensing range R, adjacent sensors should not be placed farther 
than 2R. a feasible sensor placement d Є [d1.  . . dN] should satisfy the following con-
straint: 
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4.2   Transmission Structure 

The sensor closest to the event initiates the reporting process by generating an equal-
sized reporting packet. As a consequence, sensor si is responsible for reporting the 
event that occurs in its Voronoi cell with size Ai 
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The reporting packet is then forwarded to the access point node according to the net-

work transmission structure P Є { } 1
,, =N

jijiP  whose element Pi,j Є[0, 1] denotes the 

probability that sii transmits its packets to sj. For ease of presentation, we de-

fine ∑ =
−= N

j jii PP
1 ,0, 1 , where 1≤ i ≤ N, as the probability that si transmits its packet 

directly to the gateway node. Note that in any energy-efficient transmission structure, 
sensors always transmit their packets toward the gateway node. Hence, an energy- 
efficient transmission structure P should satisfy the following constraint: 
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4.3   Two Dimensions Placement 

In a two-dimensional WSN with N2 sensors and a coverage area of L km ×L km, the 
event arrival process is assumed to be Poisson distributed with mean k and the loca-
tion of the event is uniformly distributed in the desired coverage area [0,L] × [0,L] of 
the network. Sensors are placed at the intersections of the grids, and the gateway node 

is located at the left-bottom corner of the square. Let 
{ } 1

,, =N

jijiS
denote the (i, j)th 

sensor in the network and d = [d1, . . . ,dN] the distance between two adjacent grids. 
Since the sensor closest to the event is responsible for initiating the reporting process, 
the Voronoi cell of si,j is a rectangle with size Ai given by 
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5   Latency Analysis 

We analyze the multi-hop forwarding latency of S-MAC protocol in a simple case. 
Suppose there are N hops from the source to the sink. For hop n, denote carrier 

sensing delay as tcs,n , transmission delay ttx , sleep delay ts,n , and a frame of listening 
and sleep cycle as Tf, The average latency of S-MAC over N hops[11] is shown as: 

                    t txtcs2
fT

-fNT)]N(D[E ++=                (7) 

Tf is, in general, much larger than (tcs + ttx). So the delay over h hops is almost propor-
tional to Tf. Tf, is inversely proportional to the duty cycle. Then, we have 

                       

cycleduty
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Let H denote the maximum possible number of hops of the network. Let ρ be the node 
density of the sensor network, the number of nodes h-hops apart from the sink, N(h), is 
expressed by 

                  πρπρ= )1-h2(-))1-h( 2-h2()h(N                (9) 

The main sources of energy consumption are transmission and reception of packets, as 
well as idle listening. If the duty cycle is ideally configured with the finest granularity, 
the wakeup period is spent only for transmissions and receptions. Then, the energy 
consumption rate for each node h hops from the sink, E (h), is calculated as: 

                             (10) 

6   Simulation Results 

We do the simulation of energy efficiency and latency efficiency of the proposed sys-
tem design. Three time values are tested to get a better energy latency efficient experi-
mental result. 

6.1   Energy Waste 

S-MAC with Tactive of 0.3 s wastes the most energy because its idle listening time is the 
longest, as shown in Fig.1. S-MAC with Tactive of 0.2 s wastes less energy due to the 
shorter idle listening time. Moreover, S-MAC with optimized active T value 0.1 s is 
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the most energy-efficient because the active time is more consistent with the traffic 
characterization. 

6.2   Latency 

The average latency of S-MAC with different T active values with hop-count increases 
is plotted in Fig.2. The latency increases linearly with hop-count increases but the la-
tency of S-MAC with longer active time is much larger than that with shorter active 
time. This is because S-MAC with longer active time has to wait longer for the next 
listening period. From the result, it can be seen that the latency of optimized S-MAC is 
considerably enhanced. 

 

 

Fig. 1. Energy waste of S-MAC  with differ-
ent active time  

Fig. 2. Average latency of S-MAC with dif-
ferent active time 

7   Conclusions 

Research in wireless sensor networks has been very active. WSNs have been increas-
ing widely used to implement monitoring task. We are aiming at building a deployable 
system which incorporates a whole set of safe and friendly services to guarantee the 
environmental quality of the long distance tunnel. This requires us to choose the right 
combination of sensor network techniques, reconcile the conflicting design goals 
among different protocols, and propose new techniques that are compatible with cur-
rent solutions in the monitoring application. 

System design and engineering are two of the keys to bring sensor network para-
digm into reality. This paper describes some major efforts to build a wireless sensor 
network system for monitoring missions. The focus of these efforts is to acquire and 
analyze information about the inner environment of the long distance tunnel. By using 
wireless sensor networks, great feasible convenience is gained in the practical impor-
tance for the management staff. Because of the energy constraints of sensor devices, 
such systems necessitate an energy-aware design to ensure the longevity of monitor-
ing missions. Solutions proposed recently for this type of system show promising re-
sults through simulations.  
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Abstract. According to the drawbacks of traditional teaching quality monitoring 
subsystems and based on the achievements of practical research in the teaching 
quality monitoring administration in College, this paper provides a design of 
overall structure of teaching quality monitoring subsystem, that is more suitable 
for colleges’ management. This new system is endowed with the same features as 
.NET application programes: easy to extend, easy to maintain, flexible, 
convenient, and it let enterprises, students’ parents and excellent graduates par-
ticipate in teaching quality monitoring administration, have significant effect to 
ensure the quality of talent training in colleges.  

Keywords: college, teaching quality monitoring, this new system, NET, the 
quality of talent training. 

1   The Drawbacks in Colleges’ Teaching Quality Monitoring 
Subsystems of Traditional OA Systems 

In recent years, with the rapid development of university, the teaching management is 
shifting down to the colleges; school management system in the single subject gradu-
ally changes to the colleges of multiple subjects. Workload and the degree of difficulty 
of the work in the colleges’ teaching administration have increased, which also put 
forward higher requirements on administrators[1]. 

With modern information technology development and continuous advance of of-
fice automation, colleges of university begin to use some OA management systems to 
improve the management efficiency. The traditional OA systems of the college have 
not been effectively connected with the OA system of social enterprises, OA system of 
the university and other relevant legacy systems. Some OA systems even lack the 
teaching quality monitoring module, and teaching quality monitoring is limited to the 
“teachers evaluate students” and the “students evaluate teachers”, teaching quality 
monitoring of the personnel is confined to the teachers and students of school, which 
can‘t satisfy the practical needs of end-users, at the same time teaching information 
feedback can’t be collected in time, leading to failure in ensuring the quality of talent 
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training. This new system can solve the above problems and have significant effect to 
ensure the quality of talent training. 

Therefore, it is of great practical significance to establish the OA work platform that 
is suitable to colleges, and can be connected with the OA systems of social enterprises. 
The managements, teachers, students, social enterprises, students’ parents and excel-
lent graduates can participate in this system, which can improve the working efficiency 
of colleges, strengthen the management of talent training process and ensure the quality 
of talent training meet with the social needs. 

2   The Characteristics of This Teaching Quality Monitoring 
Subsystem of the OA system 

This system is a management system; the quality of any management system is related 
to the principles of management and requirements analysis, so the characteristic re-
flects in two aspects: 

(1) On management 

What kind of the teaching quality monitoring system is suitable for the college? 

This system is developed combining with the characteristic of management in the 
teaching quality monitoring of our university’s college of mathematics and computer 
science. It mainly includes: 

Within school monitoring: Through comparing with the teacher's teaching plan with 
the actual teaching progress, the information collectors(commissaries in charge of 
studies)can monitor the teachers' teaching rate of advance; through the attendance 
record of students, the assistants can monitor students' attendance; leaders and admin-
istrative staff inspect classroom to monitor classroom teaching; peer teachers attend the 
lectures to learn and monitor the teacher; supervisors observe deeply each teaching step 
to monitor the whole teaching process; finally administrators will obtain feedback 
information through the "monthly report" and “teaching notices” bulletin. 

Outside school monitoring: While carrying out the trinity modes of talent output 
(outside training + thesis + employment) and double-quality teachers' training with 
social enterprises. Responsibility system of information feedback should be established 
with social enterprises. The social enterprises can monitor the quality of instruction in 
accordance with the social through the system. In addition, the parents can give feed-
back information about students’ learning through the system. The excellent graduates 
can give various suggestions combining the universities’ teaching with own working 
experiences for many years. 

Formulated training programs: Generally, the social enterprises can easily under-
stand the overall quality and knowledge structure of students through graduate trainee 
and employment. They can provides valuable advices to colleges in the training and 
course development etc, together with the latest developments in the market demand, 
which will be conducive for school to integrate the training with social needs, and 
promote the quality of the talent training. The excellent successful graduates of uni-
versities can offer views and suggestions to the training program, according to their 
studying experience in the university and experience in society. In addition, using Web 
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Services technology to link up this system and social enterprises' OA system, the col-
lege leaders can look into the social enterprises’ needs, employment requirements, staff 
training related to teaching and learning materials over the years. This information 
inform the universities of the latest information about changes in the market, which are 
important to short the adaptation period of employment of students and can solve the 
problem that students’ training always lag behind the needs of the community. At the 
same time, social enterprises can get access to the information about students’ learning, 
the working ability and other aspects so they can provide for future employment in a 
targeted manner to select students. 

Only a sound, scientific, and practical teaching quality control measures in the 
system established, you can design a good teaching quality monitoring subsystem that 
is suitable to colleges. 

The teaching quality monitoring subsystem function block diagram is as follows: 
 

 

 

 

 

 

 

Fig. 1. Function block 

Training program development module includes: developing training plan of de-
partment; social enterprises providing references; graduates providing references. 

Collection of daily teaching information module includes: the progress of the im-
plementation of teaching plans; classroom teaching; information collectors gathering 
teaching information; supervisors gathering teaching information; parents, students, 
social enterprises giving feedback information. 

Teaching quality evaluation module includes: teachers’ evaluation of classrooms 
(mainly on the evaluation of students’ learning in the classroom); students’ evaluation 
of classrooms (mainly on the evaluation of teachers’ teaching in the classroom); social 
enterprises’ evaluation of the majors. 

Teaching information feedback module includes: teaching academic staff publishing 
notice; teaching academic staff publishing monthly report. 

(2)On technology 
This system is characterized by these technical features: informationizing the teaching 
quality monitoring measures’ network; achieving participation of social enterprises, 
parents, outstanding graduates into teaching quality monitoring through the system; 
using Web Services to facilitate integrate the legacy systems, retain existing resources, 
and publish a remote call interface; and implementing interaction with social enter-
prises’ and schools’ other OA management system. 
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3   The Design of the Teaching Quality Monitoring Subsystem’ ER 
Model  

Based on the analysis of the teaching quality monitoring subsystem, the system is 
divided into several parts: the social enterprise, training program, academic staff, 
teaching notice, teachers, classroom, students, teaching information, supervisors, and 
several other entities. Among them, the students are divided into two sub-classes: 
information collectors and the ordinary students; the teachers are divided into two 
sub-classes: supervisors and ordinary teachers. Eight of the entities are collected in m: n 
type of relationship, its global ER model is shown below: 

 

Fig. 2. Global ER model 
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4   System Architecture Design 

New system based on .NET Framework 
v3.5, using the ISA Server 2008 to func-
tion as the firewall, using Windows server 
2008 OS, as an application server with IIS 
7.0, using Microsoft Sql Server 2008 for 
data storage. The system architecture 
(Figure 3) is divided into five logical layers 
on the total: Web UI layer, Business 
Service layer (including the Business 
Facade layer and Business Rule layer), 
Data Access layer, the System Framework 
layer and Web Service layer[2]. The Web 
UI mainly administers web page rendering 
behavior, display data, data capture, data 
validation check; providing operational 
guidance to teachers and students and other 
users, acting as bridges between user and 
Web Service layer and Business Facade 
layer. Business Facade layer provides the 
business process interface to Web UI layer, 
At the same time, it provides business data services to Web Services. Business Facade 
layer functions as an isolation layer. It puts the User Interface and the implementation 
of various business functions separately. Business Rule layer contains a variety of 
business rules and logic implementation, such as courses arranging management, 
management of students’ status and so on. Data Access layer uses ADO.NET to send 
and request data, and to provide Data services for Business Rule layer. System 
Framework layer strides across all levels, providing a system service and infrastructure 
functions etc.. Such as page cache, object cache, the sharing of strongly typed object 
and so on. Business Facade is distributed in a Internet-based deployment by Web Ser-
vice layer, it also integrates the OA system of social enterprises with OA systems of the 
university and other relevant legacy systems. 

The framework structure is clear, and can build loosely coupled internet-based 
large-scale applications flexibly. Service-oriented business logic provides different 
business logic by services[3]. This system is superior to Windows DNA distributed 
applications in availability, scalability, and concurrency. At the same time it takes 
advantage of Web Services which can conveniently and efficiently form a legacy system 
to retain existing resources and release the remote call interface, so it has good scalability. 

5   Conclusions 

The OA system can meet the teaching quality monitoring management needs 
favorably, specially, in providing a great convenience to the colleges’ management in 

Fig. 3. System architecture 
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these aspects, such as: effective connection among the OA system of social enterprises, 
OA systems of the university and other relevant legacy systems; the social enterprises, 
students’ parents and excellent graduates’ participation into teaching quality monitor-
ing managements.The system is endowed with the same features as .NET application 
procedure: easy to extend, easy to maintain, flexible, convenient, so it effectively 
improve the efficiency of the colleges’ management. 
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Abstract. According to the statistical data of total energy consumption- indus-
trial output in 1990-2008 in Hebei Province, this paper establishes a function of 
energy consumption - industrial output, analyzes test results through the unit 
root test, causality test, co-integration and error correction model, and obtains 
following conclusion: energy consumption and industrial output in Hebei form 
relationships of short-term fluctuation and long-term balance, and the results are 
obvious. On this basis, to coordinate development of energy and economy and 
reduce energy consumption, implementing energy development strategy and 
optimizing industrial structure is necessary, and adjusting the industrial industry 
is a key. 

Keywords: Low carbon economy, industrial structure, energy consumption,  
error correction. 

1   Introduction 

Since the nineties of the 20th century, study on China's industrial structure change and 
energy consumption increases with economic globalization and the continued devel-
opment world industry trends. China constantly adjusts the industrial structure, and 
industrialization becomes increasingly apparent, which drive domestic energy con-
sumption growth. Now, in the case of a low carbon economy, energy consumption 
and optimize the industrial structure is a urgent problem to solve. 

There are a lot of domestic and international researches on energy consumption 
and industrial structure. Lin Boqiang (2001) analyzes co-integration of China's energy 
consumption, GDP, energy prices, economic structure, and the share of heavy indus-
try [1]; Yanjun Lin (2006)analyzes relationship between the changes of the energy 
intensity and three times changes of industrial structure in Shanghai [2]; Wang Peng 
(2009) analyzes regional differences of China's economic growth and energy con-
sumption by modern statistical methods and econometric approach [3]; Li Ying 
(2010)makes quantitative analysis of the correlation between economic growth and 
China's conventional energy based on Grey Theory [4].Although these methods can 
                                                           
* Corresponding author. 
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reveal the reciprocal relationship between energy consumption and industrial struc-
ture, most are from the perspective of the static, while it is a long-term interaction, so 
the research methods can’t objectively reflect dynamic relationship. As Error Correc-
tion Model (ECM) is an econometric model which eliminate the spurious regression 
influence that caused by non-stationary variables and is able to reflect the relationship 
between variables. It can not only clearly stated short-term fluctuations between vari-
ables, but also has a strong predictive functions to better reflect the long-run equilib-
rium relationship between the variables, so this paper can use the model to analyze the 
changing trend of energy consumption and industrial, and it provides the basis for 
saving energy and optimization of industrial structure. 

2   Data and Models 

2.1   Data Sources and Basic Analysis 

Figure l is industrial output and energy consumption in Hebei trends in1990-2008. 
Can be recognized from the figure, Hebei Province, the total industrial output and 
energy consumption consistent with the trend, has undergone a process of rising. This 
shows that industrial development and energy consumption corresponding relation-
ship exists in the long-term. 
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Fig. 1. The industrial and energy consumption trends in Hebei Province, (1990-2008) 

2.2   Error Correction Model of Energy Consumption in Hebei Construction 

The relationship between energy consumption and related economic indicators is the 
primary task of consumer research. Since this paper is to study the low-carbon econ-
omy industrial structure optimization and upgrading of Hebei Province, the paper will 
introduce (industrial output as the representative) industrial structure and total energy 
consumption into the model. As shown in figure 1, the paper will use the following 
linear model to estimate specifically. 
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0 1 2t t tTEC GY TECβ β β ε= + + +
                                   

(1)
 
 

The reason for the introduction of the consumption function of energy consumption 
itself as independent variables, mainly taking into account the increase in energy con-
sumption as the country will take measures to reduce energy consumption. In the 
function, we have considered GY and TEC long-term influence. 

Construction of  error correction model include the following basic steps. 

(1) Unit root test. To ensure the authenticity of regression results, firstly the sta-
tionary of time series variables will be tested. It calls a unit root test that testing 
the variable is stationary or non-stationary. This article uses the ADF (Aug-
mented Dickey-Filler) method to test the smoothness of the GY and the TEC. 

(2) Co-integration test. Engle and Granger in 1987 proposed two-step test, known 
as the EG test [5]. This paper will adopt Engle-Granger Test method for co-
integration test. 

(3) Error Correction Model. If the co-integration relationship between the TEC 
and the GY in equation (1), then there is error correction model description in-
dustry and energy consumption by the short-term fluctuations and long-run 
equilibrium. 

0 1 1t t t tTEC GY ecmβ β λ ε−Δ = + Δ + +
                            

(2) 

Therefore, when TECt-1> 1 3
1

21 tGY
β β
β −
+
−

，ecmt-1 is positive, then the λecmt-1 is nega-

tive, so ΔTECt is reduced, and vice versa. This reflects the balance of errors on the 
TECt control. 

3   Empirical Analysis 

3.1   Unit Root Test and Granger Causality Test 

As ZGY and TEC have an upward trend, this paper select the ADF, and respectively 
make ADF test for TEC and GY.  

After the second difference by the test, ADF test values of TEC at 1%, 5% and 
10% significance level are less than the critical value of ADF(ADF test value is -
5.177984),while ADF test values of GY at 10% significance level is less than the 
critical value of ADF(ADF test value is-1.904414). Therefore, TEC is the Second-
order series, and there is no unit root. Similarly, ZGY is also the second single the 
whole series, and there is no unit root. Two time series is stationary.  

As the two time series are stationary, we can make Granger causality test, the re-
sults in Table 1. 

Table 1 shows that Industrial development and energy consumption has a signifi-
cant one-way causality, and the increase in energy consumption is not a cause of  
industrial development, but industrial development can cause addition in energy con-
sumption. 
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Table 1. Granger causality test 

Original hypothesis Observations F-statistic 
Significant 
probability 

Granger not cause GY 
TEC's 

14 1.86343 0.3227 

TEC is not a reason for 
GY's Granger 

 0.80172 0.6143 

3.2   Co-integration 

GY and TEC are the second-single sequence, and the two variables is significantly 
correlated. Thus it satisfies the prerequisite of co-integration. Then select the ADF 
method and do unit root test on the residual sequence, the results are the Table 2. 

Table 2. ADF test residual sequence 

P 
ADF test value Significance 

level 
ADF critical 

value 
1% -2.717511 
5% -1.964418 2 -3.297450 

10% -1.605603 

 
As can be seen from Table 2 accept that the residual sequence is stationary series at 

a given significance level, so that TEC and the GY have co-integration. Based on this, 
we analysis TEC and GY by ordinary least squares regression, and obtain relationship 
equation: 

TEC=4012.40496027+6.93250718072GY                                

(11.45973)    (29.49010)                                                                                         (3) 

In order to eliminate residual autocorrelation, this paper analyzes variable with  
Kirkland - Orcutt method and obtains the regression model of energy consumption in 
Hebei Province: 

TEC = 4187.54754153 +6.64876415327 GY +[AR (1) = 1.38556956434, AR (2) 
=- 0.734930295604]                                                                                                    (4) 

The independent variable regression coefficient of model is 6.65, which shows that 
industrial output increase 1%, energy consumption will correspondingly increase 
6.65%. Therefore, there is obvious causality between industrial output and energy 
consumption. 

3.3   Error Correction Model 

After the above test, we can establish the relevant error correction model. According 
to the described residual sequence, the directly established error correction model 
called Model 1; In accordance with DNSY model, the established error correction 
model is called Model 2. Test results table were obtained, Table 3. 
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Table 3. Comparison of two models of the test results table 

Model DW R2 Adjusted 
R2 

AIC SC 

Model 1 2.536039 0.664798 0.587443 15.52077 15.71682 
Model 2 2.363229 0.996442 0.994825 15.19351 15.48758 

 
Model 1 expression is: 

1tTEC TEC −− = -

9.50132762385+6.5503946506 1( )tGY GY −− +0.391929591529 1tecm − -

0.741776255055 2tecm −                                                                                             (5) 

Model 2 expression is: 

TEC=2261.80521341+0.997886218341 1tTEC − -0.597579485782 2tTEC − +19.71 

1093572GY-27.21162261 1tGY − +10.7889577936 2tGY − +Vt                                    (6) 

As can be seen from Table 3, the DW values of the two models are to meet the re-
quirements, but Model 2 is much better than Model 1 from R2 adjusted R2, AIC and 
SC these indicators. Therefore, we use Model 2 to study the problem of energy con-
sumption in Hebei Province. We obtained Table 4. 

Table 4. The error correction model of energy consumption test 

Project Coefficient Std . Error t-statistic 
Significant 
probability 

C 2261.805 1134.652 1.993391 0.0716 
TEC(-1) 0.997886 0.262915 3.795466 0.0030 

TEC(-2) -0.597579 0.291302 -2.051407 0.0648 

GY 19.71109 4.928920 3.999070 0.0021 

GY(-1) -27.21162 8.211293 -3.313927 0.0069 

GY(-2) 10.78896 6.387377 1.689106 0.1193 
R2 0.996442 Mean dependent var 13341.31 

Adjusted R2 0.994825 S.D.dependent var 5851.668 
S.E.of regres-

sion 
420.9583 Akaike info criterion 15.19351 

Sum squared 
resid 

1949264 Schwarz criterion 15.48758 

Log likelihood -123.1448 Hannan-Quinn criter 15.22274 

F-statistic 616.1455 

 

DW 2.363229 

As can be seen from the model, Hebei Province, the relationship between industrial 
development and energy consumption is that industrial development has an effect on 
energy consumption in the short or medium term, while not significant in the long 
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run. Specifically, the current industrial production increased by 1%, energy consump-
tion will increase 19.71% over the same period; a former industrial output increased 
by 1%, current energy consumption will reduce 27.21%; two former industrial output 
increased by 1%, current energy consumption will increase 10.79%. From factor of 
energy consumption increased, the variation is slight. 

Statistically, the prediction accuracy is obtained through the average relative error 
(MAPE), THEIL coefficient ranges, bias ratio, variance proportion, covariance pro-
portion and other indicators. The results of testing indicators are as follows. THEIL 
inequality coeffient(0.018592),Root Mean squared Error (539.5649),Mean Absolute 
Error(424.8035),MAEP(4.044824),variance proportion(0.002007). These indicators 
show that error correction model of energy consumption is not only statistically sig-
nificant, but also has better prediction capabilities. Therefore, the conclusion from this 
model is more convincing. 

4   Conclusion and Recommendations 

Energy consumption and industrial output exists short-term fluctuations and long-run 
equilibrium relationship in Hebei. The industrial development on the impact of energy 
consumption is significant in Hebei Province, and this trend will promote energy con-
sumption increasing along with the ever-increasing industrial development. Based on 
the above conclusions and the development status of Hebei Province, there are some 
following recommendations. 

(1) Grasp the relationship between recent and long-term. The recent restructuring of 
the structure is conducive to optimizing the long-term and developing a low car-
bon economy.  

(2) View low-carbon industrial development as a new growth point. Handle the rela-
tionship of the development rights and the responsibility of energy saving in low-
carbon industrial development.  

(3) Optimize the industrial structure, and attach importance to industrial restructur-
ing.  Specifically, deal with the problem of some industrial overweight propor-
tion, including the steel industry, power industry, resource-intensive industries.  
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Abstract. This paper introduces the base theory of data warehouse and 
ROLAP, and presents a new kind of ROLAP aggregation algorithm, which has 
calculation algorithms. It covers the shortage of low accuracy of traditional ag-
gregation algorithm that aggregates only by addition. The ROLAP aggregation 
with calculation algorithm which can aggregate according to business rules im-
proves accuracy. And key designs and procedures are presented. Compared 
with the traditional method, its efficiency is displayed in an experiment. 

Keywords: ROLAP, Data Warehouse, Aggregation Algorithms. 

1   Introduction 

In the Intense competition of the market economy, the business enterprise must be 
linked with market demand. To this end, enterprises have built up their own database 
system, managed by computer instead of manual operation. The traditional database 
application system is designed for business operations, which simplifying the specific 
operator's labor intensity, while the senior leaders have no corresponding system. En-
terprises need new technologies to make up for lack of the original database system, 
need to collect the data which has been widely integrated into the data warehouse, in 
order to extract useful data from business information, to help them in business man-
agement and development timely, accurate judgment. Data warehouse came into be-
ing, a very popular topic of information technology.  

Data warehouse implementations include the data warehouse built on relational da-
tabases (ROLAP) and multidimensional database (MOLAP). ROLAP divides multi-
dimensional structure of the multidimensional database into two categories, one is the 
fact table, which is used to store data and dimension keywords; the other is the di-
mension table, that is, each dimension uses a table to store dimensional description of 
the dimension level and the types of members.  

Expressed in terms of multidimensional data model, multi-dimensional matrix is 
more clearly than the relational table and take up less storage, while, the system per-
formance will become the biggest problem, through the relational table by connecting 
to query the data of ROLAP system. MOLAP solution scheme is more concise than 
ROLAP. The index and data aggregation can be automatically and automatically man-
aged, but lost some flexibility. ROLAP using relational database, so it requires more 
processing time and disk space to perform some tasks designed for multi-dimensional 
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database. However, ROLAP support the larger user groups and the amount of data, and 
often used for these occasions of high capacity requirements, such as a large and com-
plex sector of a company. 

In terms of the flexibility, ROLAP multidimensional model can be built on the data 
table with the storage of details, and can also be built on the summary table, with 
unlimited number of dimensions. You can also add Op-type measure values(such as 
percentages, sum, mission) which are derived from the existing measure more freely. 
It can be said that the ROLAP provides greater flexibility.  

2   Current Research 

Existing relational database has made a lot of optimization for OLAP, including the 
parallel storage, parallel query [3], parallel data management, cost-based query opti-
mization, bitmap indexes, so that improve performance. 

OLAP should have the function of Aggregation[4]. From the system performance 
point of view, the Space for Time is a basic optimization of margin management, 
which is the same for the MOLAP and ROLAP, just MOLAP create a Cube files 
separately, while ROLAP only use the summary table in the database. A Cube can 
correspond to a set of summary tables in the database to achieve the same level of 
optimization, Furthermore, the data warehouse from the early RedBrick to Oracle8 or 
later, or IBM DB2 version, have provided automatically aggregation technology for 
optimizing ROLAP (Oracle is called Materilized View), which automatically gathers a 
set of summary tables according to the rules from a base table with a large amount of 
data; front-end tools provide similar functionality, such as Brio can automatically 
insert the appropriate summary data for aggregate analysis according to the dimen-
sions and measures of Data Model in the database. It also can record and sum up the 
most commonly used dimensions of portfolio combinations when the user access to 
the data model, and then based on these dimensions to generate Aggregation intelli-
gencely, performance has been greatly enhanced. 

Although ROLAP’s Aggregation performance will be greatly increased, but the 
ROLAP aggregation only supports traditional aggregation and don't support the ag-
gregation calculation with aggregation rules. The traditional collection, such as the 
time dimension, assuming that it’s on the level: Year- Quarter- Month. 

Year  
 1st Quarter 
       January 
       February 

march 
 2nd Quarter 

        …… 
When in the data aggregation phase, getting quarterly data by the sum of monthly 

data, the default aggregation rules is “+”,that: 1st Quarter data = January data + Febru-
ary data + march data. While in real life, sometimes some dimensions can not de-
scribe the calculation rules by “+”. 

All Products 
Retail Products 
  Fan 
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  TV 
  Battery_ sellers Gift 
  Tableware_ Producer Gift 
Bulk Products 

If you want to get the sales profits of retail merchandise at this time, the battery 
(the seller gift) supposed to do subtraction processing and tableware (producer gift) 
for the sales person should not be included in the cost, so: retail Products (sales profit) 
= Fan (sales profit) + TV (sales profit) - Battery _ sellers gift (sellers gift). Then the 
calculation rules for each dimension include members of the sum (+), subtraction (-), 
not participate in calculations (~). ROLAP aggregation with business rules is a prob-
lem in real applications, We propose ROLAP aggregation algorithm with business 
rules in the following article to solve the above problem. 

3   Algorithm Introduction 

Here is the definition of a multidimensional model, which provides some simple 
schema. This model uses the abstract, but easy manner to understand. 
Promise 1: Dimension D includes the following components: 

(1) Including the collection of a series of level L 
(2) Aggregation Order <. Aggregation Order is used to describe Aggregation rela-

tionship between L; ( )
21
llif ≥ , it means aggregating from 

1l
 to 2l . 

This definition is a simple description of the dimensions, including the aggregation 
rules of the dimension. Such as: StateCityStore ≥≥ 。 

Storage Dimensions: 

 

Fig. 1. Storage Dimensions 

Based on the description of the above dimensional model, calculation rules of di-
mensions are given below: 

Promise 2: There are the levels of the dimension D: 
],1[

121
ni

n
l

n
l

i
lll ∈≥

−
≥≥≥≥ …… , with members 

],1[,1,,,2,1 kjkmkmjmmm ∈−…… . There is a calculation flag in Member jm  of di-
mension T. And the flag is C, Where ]101[ ，，−∈C , The dimension level of the member is 

il . Then ],[ iljmC is the calculation item of member jm  in level il . The mapping of 
],[ iljmC  on the other levels is ],1[],[],[],1[ kjilkmCiljmCilmC ∈…… , marked 

as iTDC )( , and ],1[])(,,)(,,1)([)( ninTDCiTDCTDCiTDC ∈= …… , which ]101[ ，，−∈C . 
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Promise 3: A multi-dimensional structure includes the following components: 

(1) Contains a set of dimensions; 
(2) A multidimensional structure that contains the data in the form of 

],,1[]:,,:,,:1[ kMMqlnApliAolAf ……… → , f is the name. Each ],1[ niiA ∈  is 

an attribute of f . Each pl  is the level of the dimension iD  which is correspond-

ing to iA . This dimension has Total p levels, p=1,2…n. Every ],1[ kjjM ∈  is a 

different indicator in f . 

A Cube can be expressed as fol-

lows: ],,1[]:,,:,,:1[ kMMqlnApliAolAfCube ……… →= . A Cube of multi-

dimensional structure is a set of indicators and dimensions.An indicator is not just a 
simple value but also a set of dimensions level. Analyser can analyse an indicator 
according to different properties. This is the function of OLAP system should have. 

With Cube, Aggregation Algorithm of the Cube will be described as follows: 

Promise 4: The data of a Cube support the Aggregation from bottom to top. The Cube 
with the Aggregation rules can be expressed as follows: 

)](|:,,:,,:1[))(( TDCqlnApliAolAfTDCCube ……= → )](|,,1[ TDCkMM … ),1(, nT ∈  Or 

)](|:,,:,,:1[))(( TDCqlnApliAolAfTDCCube ……= → ]
1 )()(,,

1 )()(1[ ∏∏
n

TTDCkM
n

TTDCM φφ …

),1(, nT ∈  

)(Tφ is the number of levels in aggregate with T as the dimension. 
The following analysis model for the financial account, is a multi-dimensional 

model which is composed of company dimension, Indicator dimension, time dimen-
sion and beginning balance indicators, ending balance indicators, and the indicators of 
the amount of current period. 

So when aggregating Indicator dimensions, if indicator dimension is aggregated to 
level2, the calculation rules is 2)( MDC , if company dimension is aggregated to level3, 
the calculation rules is 3)( ODC , if time dimension is aggregated to level4, the calcula-
tion rules is 4)( TDC . The value of aggregating Indicator 432 )()()( TOM DCDCDMC= . 

 

Fig. 2. Financial Accounts Model 
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With the above definition of dimension and Cube, We proposed the ROLAP Ag-
gregation Algorithm with the Aggregation Rules. 

3.1   Transformation Algorithm for Dimensional Calculating Matrix 

Dimension calculating matrix is the base of the ROLAP aggregation algorithm with 
the rules. Where first shows how to construct the algorithm for calculating matrix. 
Dimension members. calculation flag_this Level = calculation flag_Lower Level* 
Dimension calculation rules. 

The formation of the initial conditions; 

While (n>0) 
While (k>0) 
Get calculation flag of K-Member in N-Tier: ],[ nk lmC ; 

Get calculation flag of the superior members: ],[ 1−ny lmC ; 

],[],[],[ 11 nknynk lmClmClmC ∗= −− ; 

k=k-1; 
n=n-1; 

There are indicators of the dimension D1, calculation rules of this dimension member 
as the data shown in Table 1: 

Table 1. Calculation rules table of indicators dimension 

Id Name 
level1 

Name 
level2 

Name 
level3 

Calc 
level1 

Calc 
level2 

Clac 
level3 

1 Indicator NULL NULL 1   
2 Indicator Indicator 1 NULL 0 0  
3 Indicator Indicator 1 Indicator 11 0 0 1 
4 Indicator Indicator 1 Indicator 12 0 0 -1 
5 Indicator Indicator 2 NULL -1 -1  
6 Indicator Indicator 2 Indicator 21 1 1 -1 
7 Indicator Indicator 2 Indicator 22 -1 -1 1 
8 Indicator Indicator 3 NULL -1 -1  

 
In the dimension table, Which: 

5 Indicator Indicator2 NULL   -1  
6 Indicator Indicator2 Indicator21   1   -1  

For 6, the value of calc_leve2 is derived from the dimensions set, and for 7, 
calc_leve2 =- 1 (set of Indicator 2) * 1 (set of indicators 21) =- 1. 

3.2   Aggregation Algorithm of Multi-dimensional Model According to Business 
Rules 

Set parameters For the formation of the initial conditions;   
FOR Request for each data point 
Taking the number of cache 
Request order 



 An ROLAP Aggregation Algorithm with the Rules Being Specified 65 

FOR Similar aggregates 
Format Aggregation request   
Determine the aggregate ))(( TDCCUBE ； 

Get data;  

4   The Results 

Financial analysis model is a multidimensional model, which is composed of com-
pany dimension, Indicator dimension, time dimension and beginning balance indica-
tors, ending balance indicators, and the indicator of the amount of current period. In 
which, the Aggregation calculation flag between members of indicator dimensions is 
shown in Table 1. And the structure of time dimension and calculation of matrix are 
shown in Table 2, the structure of company dimension and the calculation matrix are 
shown in Table 3: 

Table 2. The structure of time dimension and calculation of matrix 

Id Name
level1

Name
level2

Name 
level3 

Calc
level1

Calc
level2

Clac
level3

1 TIME null null 1  
2 TIME 2008 null 1 1  
3 TIME 2008 First half of 2008 1 1 1 
4 TIME 2008 Second half of 2008 1 1 1 
5 TIME 2009 null 1 1  
6 TIME 2009 First half of 2009 1 1 1 
7 TIME 2009 Second half of 2009 1 1 1 

 

Table 3. The structure of company dimension and the calculation matrix 

Id Time_id Corp_id Mea_id profit
1   3       2       3      100 
2   3       2       4      100 
… … … … … 
39  7       3       8      100 
40  7       3       9      100 

 

The final output of the analysis model is shown in Table 4: 

Table 4. Output 

 Indicator 0 Indicator 1 Indicator 22 

Group    

Branch 1    2008 

Branch 2    

Area 1 Area 2 

Area 3 Area 4 
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Aggregation region in the above table involve four regions, the Area 4 is composed 
of the last level indicator 22 of indicator dimension, the last level Branch 1 of com-
pany dimension and the Aggregation member 2008 of time dimension. After the 
transformation algorithm of dimension calculation matrix and multidimensional ag-
gregation algorithm, the values of area 4 are: 

2008  Branch 1 Indicator 22  -200 
2008  Branch 2 Indicator 22  -200 
Similarly, the values of area 2 are: 
2008  Group   Indicator 1    0 
the values of area 3 are: 
2008  Branch 1 Indicator 0 400 
2008  Branch 2 Indicator 0 400 
The values of area 1 are: 
2008  Group Indicator 0 800 

5   Conclusion 

This article is about the research of the ROLAP aggregation with calculation algo-
rithm which can aggregate according to business rules. Through the study, we found 
that ROLAP model can also realize more complex aggregation algorithms. This algo-
rithms can not only deal with traditional aggregation, but also handle subtraction  
aggregation and designated areas aggregation. This allows ROLAP aggregation algo-
rithm match to the practical application with high application value. On the other 
hand, because of the algorithm complexity and time constraints, we need further im-
provement of the algorithm. For example, how to use aggregate data more effectively, 
how to improve the efficiency of aggregation, and how to improve the efficiency of 
the transformation matrix algorithms have yet to be further explored. 
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Abstract. A design of 32*32 bit pipelined multiplier is presented in this paper. 
The proposed multiplier is based on the modified booth algorithm and Wallace 
tree structure. In order to improve the throughput rate of the multiplier, pipeline 
architecture is introduced to the Wallace tree. Carry Select Adder is deployed to 
reduce the propagation delay of carry signal for the final level 64-bit adder. The 
multiplier is fully implemented with Verilog HDL and synthesized successfully 
with Quartus II. The experiment result shows that the resource consumption and 
power consumption is reduced to 2560LE and 120mW, the operating frequency 
is improved from 136.21MHz to 165.07MHz.  

Keywords: multiplier, modified Booth algorithm, carry select adder, Wallace 
tree. 

1   Introduction  

In most of high-speed digital systems, the basic arithmetic components which execute 
calculation operations, such as adding, subtracting, multiplying and dividing, are the 
core modules of the processors. In fact, 8.72% of all instructions in a typical scientific 
program are multiplies [1]. And in digital signal processing algorithms, such as FFT 
and FIR, the multiplier also is the main arithmetic logic. Therefore the multiplier is a 
critical function component, and its throughput rate decides the ALU working fre-
quency, and affects the system performance indirectly. Since the DSP processor is 
serial, application specified, high power consumption, FPGA is now commonly used 
be SoPC (System on Programmable Chip) for the real-time digital signal processing 
applications. 

Most of the parallel multipliers utilize Booth’s algorithm to reduce the number of 
partial products. Feng Liang etc. presented the design and implementation of Radix-
16 Booth pipelined multiplier based on 16-radix Booth algorithm [2]. The proposed 
multiplier takes advantages of the both the redundant Booth encoder and modified 
Booth encoder. By optimizing the compression array and the 64-bit CLA (carry-look 
ahead) adder in the critical path of pipeline, the path delay and area cost can be effec-
tively reduced. Xiaolong Hu etc. described the structure of a 32-bit unsigned parallel 
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multiplier using traditional Booth-4 algorithm [3]. The paper introduces a balanced  
4-2 compressor Wallace tree to compute the cumulative sum of partial products, and a 
CPA to obtain the final result. Jingbo Chang proposed a three-stage pipelined Wallace 
tree compressor which is applied to the design of 28x28-bit multiplier [4]. A three-
stage pipeline combined with Wallace tree is introduced to improve mantissa process-
ing speed in the float multiplier. 

The proposed pipelined multiplier is based on radix-4 modified Booth’s algorithm, 
which is used to generate partial products of multiplier, and 4-2 compressor Wallace 
tree to merge partial products. The cumulative sum of the final two products, which is 
called pseudo summation, is obtained by carry select adder (CSA) to improve the path 
delay of carry flag. 

2   Design Architecture 

Multiplier operations will be divided into three stages:1)the first stage to generate the 
partial products;2)the second stage to add the partial products;3)the last stage to com-
pute the final result by carry select adder. And the figure 1 shows the architecture of 
the modified Booth multiplier. 

 

 

Fig. 1. The architecture of the proposed multiplier 

From the figure 1, we can see that the modified Booth’s encoder scheme proposed 
in [1] be used. It is known as the most efficient Boot’s encoding and decoding 
scheme. The input of the multiplier are multiplicand X and multiplier Y .And both of 
them are 32-bit.Through the modified Booth’s encoder it generates 16 partial products 
in the partial products generation module, and pass them to pipelined Wallace tree 
module. We use six 4-2 compressors and two 3-2 compressors to graduated compress 
partial product until the last two rows are remained. Then pass the two rows to carry 
select adder (CSA) module. The final multiplication results are generated by CSA that 
add the sum and the carry. 

In the pipelined Wallace tree module, we mix the pipeline technique. The pipeline 
technique is widely used to improve the performance of digital circuits. In the second 
module (partial product merger), it needs 5 stages Wallace tree for 16 partial products. 



Design of Pipeline Multiplier Based on Modified Booth’s Algorithm and Wallace Tree 69 

Even with the compressor, it still needs 8 gate delays in each stage. So in order to 
reduce the time consumption we introduce the three-stage pipeline in the partial  
product merger stage. 

3   Modified Booth Algorithm and Wallace Tree Structure 

Partial products generation and partial products merger are the two key points of mul-
tiplier. Among them, the number of partial products not only affects the calculation 
speed, but also determines the area of the multiplier. Therefore, some the multipliers 
are designed from the partial product generation side and partial product merger side 
to improve the multiplier algorithm. So we use radix-4 modified Booth’s algorithm to 
reduce the number of partial products by half. According modified Booth’s algorithm, 
the input multiplier X be divided into the booth decoder groups of 3 bits code. The 
total of coding is 16 groups. The value of each group (b2k +1, b2k, b2k-1) is the input 
of Multiplexers. They compare input value with the table 1, and get the corresponding 
output which is the partial product. As 16 groups input of Multiplexer we get the 16 
partial products. 

Table 1. Multiplexer input and output mapping table 

b2k+1 b2k b2k-1 output 
0 0 0 all 0 
0 0 1 1Y 
0 1 0 1Y 
0 1 1 2 Y 
1 0 0 -2 Y 
1 0 1 -1 Y 
1 1 0 -1 Y 
1 1 1 all 0 

Partial product merger have the array structure and the tree structure. The paper [5] 
studied the pros and cons of two structures, indicate that the tree structure be better 
than the array structure in delay, area and layout of wiring and so on. And among the 
tree structures, Wallace tree is one of the fastest compression rates [6]. In [7], 
Weinberger proposed 4-2 compressors, the compression ratio increased 2-fold. Ex-
pressions (1) (2) (3) are the input and output logic expressions of the 4-2 compressor.. 

S = x1^ x2^ x3^ x4^cin (1) 

C = ( x1^ x2^ x3^ x4 ) &cin | ( x1^ x2^ x3^ x4 )&x4 (2) 

Cout = ( x1^x2 )&x3 |( x1^x2 ) &x1 (3) 
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Fig. 2. Schematic diagram of 4:2 compressor 

Figure 2 is the result of above 3 expressions after Quartus II software synthesis. Here 
assume that XOR gate delay is the 2Td, while the rest of the logic gate delay is 1Td, 
we know that two full-adder delays is 8Td. From figure 2 we can see that the  
4-2 compressor delay is 4Td. Therefore, we compared the 3-2 compressor with the 4-
2 compressor; the 4-2 compressor reduces the delay. Therefore we apply the 4-2  
compressor and the 3-2 compressor in Wallace tree structure. 

To further enhance the computing speed we utilize the pipeline for the input partial 
products p1 ... ... p16, the first-stage partial products reduced from 16 to 10, the  
second-stage partial products reduced from 10 to 6, the third-stage partial products 
reduced from 6 to 4 in which apply two the 3-2 compressor, again with one 4-2 com-
pressor obtained two partial products (the carry and the sum) .The figure 3 show the 
structure of Wallace tree with the pipeline. 

 

Fig. 3. Structure of pipelined Wallace tree 
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4   Carry Select Adder 

There are many types of hardware implementation for multi-bit addition, for instance, 
ripple adder, look-ahead adder etc. The serial adder is area cost efficient, but its per-
formance is limited by the physical characteristics of devices. On the other hand, the 
look-ahead adder decreases the propagation delay of the carry signal by extra carry 
generation logic and the area cost is doubled consequently. In order to strike a balance 
between the performance and area cost, the carry-select adder is deployed at the last 
stage of the pipelined Wallace tree module. The carry-select adder is divided into sec-
tors, one assuming a carry-in of zero, the other a carry-in of one [8]. They are com-
puted in parallel. The 64-bit carry-select adder is divided into sectors of lengths 1, 2, 
4, 8, 16 and 32, proceeding from least-significant to most-significant bit. As figure 4 
show sector structure of the length=2.The upper adder has a carry-in of one; and the 
lower adder has a carry-in of zero. The actual carry in from the preceding sector se-
lects one of the two adders. If the carry-in is zero, the sum and carry-out of the upper 
adder are selected. If the carry-in is one, the sum and carry-out of the lower adder are 
selected. Using ripple adder for n-bit adder need (n-1)3Td+4Td, then if using CSA 
need (log2 (n) +n) Td. So when n=64 the propagation delay of carry signal for the 
final level adder reduce 123Td. 

 

Fig. 4. Sector structure of CSA length=2 

5   Performance Analysis and Function Verification 

The proposed multiplier is coded in Verilog HDL, simulated and implemented using 
Altera Cyclone EP1C2 FPGA. And through Quartus II 8.1 compiled, integrated, 
adapter, timing and power simulation we get the data, respectively compared with the 
table data in [9], and table 2 show the results of comparison. 

In order to verify the designed multiplier functions correctly, need to design incen-
tives simulation test platform, figure 5 shows the relationship schematic diagram  
between the test platform (testbench) and the design under test (DUT). Test platform 
is usually a simulation code used to generate specific input sequence of DUT and 
monitor DUT response. Test platform design using hardware description languages, 
you can also use advanced hardware description language (such as System Verilog) 
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for development. Since the purpose of test platform is to verify DUT, only for simula-
tion, it can be implemented by the faster simulation statement in develop and run. 

Table 2. Performance Comparison 

This article 
Algorithm

In[10]
Algorithm

In[9] Algorithm

Maximum operating 
frequency /MHz

165.07 136.21 122.55

Hardware resources 2560 2737 2822

Average power 
consumption /mW

120 353.42 357.08

 

 

Fig. 5. Testbench and DUT 

For the 32x32-bit multiplier, the input vector space is 232 × 232 = 264 (input A × 
input B), if we test each combination of the input signals, the time consuming is unac-
ceptable. If we can test one set of inputs in a microsecond, thereby all the combination 
of the input signals need 0.58 million years. In fact, it is enough to only verify some 
of the special combinations of input signals (such as walking ones, walking zeroes, all 
0 and all 1). That can prove the correctness of the design with a higher degree of con-
fidence. So we write testbench to test the implementation of the multiplier program, 
and compare the generate test stimulus (Figure 6) with the expected results, then we 
get the accurate rate was 100%. 

 

Fig. 6. Test stimulus 

6   Conclusion 

The design of a high performance 32x32-bit multiplier is presented in this paper. The 
proposed multiplier is based on modified Booth’s Algorithm, and constructed using 
Wallace tree with three-stage pipeline. The carry select adder is introduced to add the 
two pseudo summations which are the output of the pipelined Wallace tree module. 
The multiplier is implemented on the Altera Cyclone EP1C2 FPGA, and the simula-
tion result shows that the power consumption is reduced around 34%, as well as the 
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maximum operating frequency is increased from 136.21MHz to 165.07MHz, and the 
former result is reported by the paper [10]. The pipelined multiplier can be utilized in 
the digital signal processors which need high throughput multiplication operation in 
the future. 

References 

1. Kyoung, H.L.: Design of an 8-bit multiplier using dynamic pass transistor logic. IEEE J. 
Solidstate Circuits 40, 279–285 (2003) 

2. Feng, L., Shao, Z., Liang, J.: Design of Radix-16 Booth Pipeline Multiplier. Journal of 
Xi’An Jiao Tong University 40(10) (2006) 

3. Hu, X., Yan, X.: Design and Implementation of a 32-Bit unsigned parallel multiplier. 
Computer Engineering And Science 32(4) (2010) 

4. Chang, J.-B., Guo, L.: A three class pipeline Wallace tree compressor hardware design. 
Microelectronics & Computer 22(1) (2005) 

5. Yeh, W.-C., Jen, C.-W.: High-speed Booth encoded parallel multiplier design. IEEE 
Trans. on Computers, 692–701 (2000) 

6. Meier, P.C.H., Rutenbar, R.A., Carley, L.R.: Exploring multiplier architecture and layout 
for low power. In: Proceedings of the IEEE 1996 Custom Integrated Circuits Conference, 
p. 513. IEEE, Piscataway (1996); Young, M.: The Technical Writer’s Handbook.  
University Science, Mill Valley (1989) 

7. Weinberger, A.: 4:2 carry-save adder module. IBM Technical Disclosure Bulletin (1981) 
8. 16-bit Carry-select Adder. Atmel Corporation (1999) 
9. Chang, C.-H., Gu, I., Zhang, M.: Ultra low-voltage low-power CMOS 4-2 and 5-2 com-

pressors for fast arithmetic circuits. IEEE Trans2 actions on Circuits and Systems 51(10), 
1985 (2004) 

10. Zou, G., Shao, Z.: Design of a 32-bit Word/Floating Point Embedded Multillier. Microe-
lectronics & Computer 21(8) (2004) 

 



G. Shen and X. Huang (Eds.): ECWAC 2011, Part I, CCIS 143, pp. 74–79, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Night Vision Image Enhancement Based on  
Double-Plateaus Histogram 

ShuBin Yang, WanLong Cui, and DiFeng Zhang∗ 

School of Electrical and Information Eng., Wuhan Institute of Technology,  
Wuhan, 430073, China 

yshubin@sina.com, cwanlong@gmail.com, zhangdf21@163.com  

Abstract. Night vision image has characteristics of low contrast, weak-
arrangement gray and dim vision. Double-plateaus histogram enhancement al-
gorithm is presented to enhance them. By setting a higher threshold value, the 
algorithm can constrain the background and noises. At the same time, the algo-
rithm can magnify dim targets and image details by setting a lower threshold 
value. With the proposed algorithm, disadvantages of classical histogram and 
other plateaus histogram enhancement algorithm are overcome while achieving 
high contrast. Experiments prove that the proposed algorithm can enhance im-
age contrast effectively and preserve image details simultaneously. Moreover, it 
can also overcome over-bright phenomenon. 

Keywords: Double-plateaus histogram, Image enhancement, Night vision  
low-light-level image. 

1   Introduction 

Night vision low-light-level image [1,2] equipments play an important role for mili-
tary and civilian application, and the key kernel is the low-light-level image process-
ing system. The interval and density of gray contrast are very low and gray value 
range is great narrow, so night vision image’s vision is dim and gray contrast between 
target and background is extremely small. Therefore, it is very important to enhance 
image and improve its vision quality. The enhancement method is an availably and 
practical method which can improve image vision quality and distinguish target from 
complex low-light-level image. 

Histogram equalization [3] is a traditional technology to enhance image contrast, 
but it is difficult to control the enhancement result in practice and all image histogram 
is equally equalized. For the area with low-gray-frequency, contrast will be weakened 
or eliminated moreover. That is to say noise may be magnified. Thus, if histogram 
equalization is directly used to enhance night vision low-light-level image, the back-
ground gray levels and noise will be strengthened. On the contrary, target gray levels 
will be lacked. It may enhance background and noise and reduce the target and details 
contrast. Sometimes the over-bright phenomenon [3] may come out. So traditional 
histogram equalization algorithm is not suitable for night vision image. In order to 
                                                           
∗ Corresponding author. 
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overcome the problem, many scholars put forward different methods [4-6]. These 
methods can enhance image and get more chance to obtain the details. But it is very 
difficult to get the suitable threshold and has complex account and many gray levels 
are still united together. Target and details are lost. The image becomes dim more. 
The fixed threshold can't be self-adaptive to the image. Therefore, a self-adaptive 
double-plateaus histogram enhancement algorithm is proposed. By self-adaptive set-
ting double-plateaus threshold, it can adjust the plateaus threshold value to different 
images. Since the algorithm united both the merits of above algorithms. It can con-
strain background and noise efficiently and at the same time magnify the small target 
and details. Moreover, it can also avoid the image to become dim more and overcome 
over-bright phenomenon. 

2   Double-Plateaus Histogram Enhancement Algorithm Design 
and Analysis 

Histogram equalization is a certain transform on original image that changes histo-
gram's distribution more equal and enhances image. Plateau histogram equalization 
[7-9] which modifies original histogram is a special form of histogram equalization. 
Histogram equalization gets accumulated histogram from statistics histogram, but 
plateau histogram equalization gets accumulated histogram from plateau histogram, 
then distributes the image gray to get the equalized histogram by accumulated histo-
gram to obtain equalized image. 

In practice, selecting plateau threshold has a very important influence to the en-
hancement result. If threshold value is not suitable, it may even impair image vision 
quality. It can overcome the disadvantages of traditional histogram equalization and 
constrain the background and noise. The algorithm has the features of small calcula-
tion, excellent image enhancement and real-time performance, but it still has the prob-
lem that will merge the gray level and lose some details. Hereupon, self-adaptive 
double-plateaus histogram enhancement algorithm for night vision low-light-level 
image is proposed. Double-plateaus threshold values can be self-adaptively adjusted 
to different kinds of images. The upper-plateau threshold constrains the background 
and noise, the lower-plateau threshold magnifies the small target and details. It can 
overcome the disadvantages of traditional histogram equalization. The proposed algo-
rithm can synthesize the advantages of upper-limit and lower-limit plateau algorithm, 
so it can enhance the image and remain the detail. 

The image histogram is modified through self-adaptive setting two suitable pla-
teau-thresholds A and T with Equation (1). 
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In the Equation (1) PT(k) is the plateau histogram, P(k) is the image histogram, T and 
A are the upper-limit and lower-limit plateau thresholds, k is the gray level,0≤k≤255. 
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The upper-limit and lower-limit plateau thresholds A and T can be self-adaptively 
set below. 

(1) Get image histogram P(k),0≤k≤M, one-dimensional 3-neighbour median filter 
is processed on P(k); selecting the unit which isn't zero in the histogram to 
constitute an aggregate{F(l)│0≤F(l)≤L}, L is the number of the no-zero units; 

(2) Find out local maximum value and entire maximum value of all image, then 
make first-order difference calculation with no-zero units: F(1)(m)=F(m)-
F(m-1). 1≤m≤L.Find F(li) which can accord with such condition of F(1)  
(m-1)>0, F(1) (m) ≥0, F(1) (m+1)<0 in F(l) . It means that the symbol F(1) (m) 
changes at this area m(from positive turning to negative value) and F(li) is  
the local maximum value. Where 0≤ li≤L,0≤i≤N, N is the number of local 
maximum values. Then the entire maximum value F(lk) can be obtained from 
F(li); 

(3) Get the average value F(lg) of the subaggregate{ F(li)│k≤i≤N}, F(lg) is the ut-
ter plateau threshold value.(4) suppose the image size is nm× , Get the 
lower threshold A which is the average value of image histogram, that 

is
256

nm
A

×= .  

After calculating double-plateaus threshold values and equalizing the histogram, final 
equalization histogram can be gained by distributing the image gray through using 

modified cumulative histogram. That are )()(
1
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T F

kF
kD = (0≤DT(k) ≤255). Where FT(k) is the cumulative histogram 

and DT(k) is the double-plateaus equalized gray value of the pixel whose gray value is 
k in original image. [ ]means to return the value of a number rounded downwards to 
the nearest integer. That is round-calculate. 

3   Experiments and Analysis 

Night vision low-light-level street image is used as an original experiment image. 
Fig.1 are the images processed by different algorithm and their corresponding histo-
grams. As it's shown in Fig.1 (a)(b)(c)(d), the background, which possesses most 
image parts is enhanced and the corresponding gray intervals are turned wider. On the 
contrary target and the details, which possesses the few parts of all image are con-
strained. Most gray levels of these corresponding parts are united and some parts of 
details and target are lost. As it's shown in Fig.1(e)(f), though plateau histogram en-
hancement algorithm gains better effect than histogram equalization algorithm, there 
still unites some gray levels and losses some details. Fig.1(g)(h) shows the double-
plateaus threshold algorithm constrains the background and preserves the details more 
effectively and also overcomes over-bright phenomenon very well. So the proposed 
algorithm in this paper has more advantages than the traditional histogram and plateau 
equalization algorithm. It can get the best image vision. 
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       (a) original image                          (b)histogram equalized image 

        
(c)plateau histogram equalized image    (d)image enhanced by proposed algorithm 

 
(e) histogram of Fig.1(a)            (f) histogram of f ig.1(b) 

 
(g) histogram of Fig.1(c)         (h) histogram of Fig.1(d) 

Fig. 1. Image processed by different algorithm and their corresponding histogram 
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Besides subjective appraisement, image quality can also be appraised by quantity 
parameter “fuzzy exponent”[10]. The smaller fuzzy exponent value the more  
definition of image. Table 1 shows the fuzzy exponent values of each algorithm. Be-
cause the proposed algorithm in this paper has the minimum fuzzy exponent value, it 
can obtain clearer image than other algorithm. 

Table 1. Image Fuzzy Exponent of Each Algorithm 

Algorithm 
Histogram 

equalization 

Plateau  
histogram 

equalization 

Reference 
[8] upper 
plateau 

histogram 

Reference 
[9] lower 
plateau 

histogram 

proposed 
algorithm 
in this 
paper 

Fuzzy-
exponent  

FB 
0.1976 0.2110 0.1191 0.0788 0.0768 

4   Conclusion  

The traditional histogram equalization is a fast and effective method to enhance the 
image. While processed on night vision images, it would magnify the background and 
the noise. Moreover, some small target is difficult to distinguish and over-bright phe-
nomenon would come out. The plateau histogram equalization algorithm can con-
strain the background and noise, but it still has the problem of uniting gray level and 
losing the detail. The self-adaptive enhancement algorithm based on double-plateaus 
histogram can enhance the entire target contrast and preserve the detail. It can self-
adaptively select dynamic threshold to different image and has more advantages than 
traditional algorithm and it can effectively use to enhance night vision low-light-level 
image in practical. 
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Abstract. Fabric appearance is always considered to be one of the most impor-
tant aspects of fabric quality. Testing for fabric appearance is the process of  
inspecting, measuring and evaluating characteristics and properties of a fabric 
surface. Fabric Pilling is a key step in fabric pilling objective evaluation,which is 
the important component of textile performance test digitization.Image analysis 
has been widely accepted as an objetive mothod for evaluating fabric appear-
ance.This study presents the principles of new method of fabric pilling image 
segmenttation based on mean shift.The principle of mean shift was demon-
strated, and the extend principle of mean shift was educed. The extended mean 
shift algorithm was used to try to solve the segmentation of fabric pilling im-
age.In this issue, two main steps were introduced: the filting of image and the 
segmentation of image. The influences of three parameters to the segmentation 
effect were analysised. The laboratory result shows that the proposed algorithm 
can get excellent segmentation after chosen three better parameters. 

Keywords: Fabric appearance, pilling, image segmentation. 

1   Introduction 

In general, quality of a fabric is estimated by three criteria of physical properties, ap-
pearance and defects. Most of the defects in a fabric are related to physical properties 
of the fabric. Consisted in this relation, occurrence of pilling defects in fabrics is re-
lated to the physical properties of fiber, yarn twist and fabric structure. Evaluating the 
pilling defects; we can assess these properties of fibers, yarns and fabrics and also the 
probability of problem occurrence in production line [1].Pilling is a phenomenon of 
fiber movement or slipping out of yarns, which is usually happening on the fabric 
surface during abrasion and wear.The development of pilling could be divided into 
four stages: fuzz formation,entanglement, growth, and wear-off. The formation of pills 
suspended on the fabric surface could affect the fabric aesthetics and its ulti-mate  
acceptance by customers.  

Computer vision technology provides one of the best solutions for the objective 
evaluation of pilling. Researchers in various institutions have been exploring image 
analysis techniques effective for pill identification and characterization [1,2,3]. These 
methods are mainly based on digital technologies, such as digital image analysis or the 
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laser scanning method. The laser scanning system applies the laser triangulation tech-
nique to measure the 3-D height field of the fabric surface and to identify pills or fuzzes 
through the variation of its height. In comparison with laser scanning, the CCD/CMOS 
imaging system is simple, easy to implement and low-cost;however, it is much more 
sensitive to the color and texture of fabric samples. Konda et al [4]first attempted to use 
image processing techniques to evaluate fabric pilling; Xu [5]developed an image 
analysis system that aims at characterizing and rating fabric pilling appearance; Hsi et 
al. [6]developed a hardware device and software based on image analysis techniques to 
detect and describe fuzz on fabric surfaces. 

2   Mean-Shift Algorithm Introduction 

When d-dimensional space Rd is set n sample points xi, i = 1,2,3 ,..., n, the mean shift 
vector in the x point can be defined as following  basic form:  

1
( ) ( )h i

x i S h

M x x x
k ∈

= −∑
                    (1)  

Where, Sh is a high-dimensional ball with the radius h , and is the collection of y-points 
meeting following condition. 

2( ) { : ( ) ( ) }T
hS x y y x y x h= − − ≤               (2) 

Where, k refers that, among n sample points (xi), there are k points in the region of Sh.  
The mean-shift vector Mh (x) is the average value of all the offset vector sums of k 

sample points. (xi-x) is the relative offset value of sample point xi to x . If the sample 
points xi is the sample obtained from a probability density function f (x) the sample 
points within the region Sh will be more possibly along the gradient direction, as a result 
of non-zero probability density gradient point to the direction of the largest increase,  
so the corresponding Mean-shift vector Mh (x) should point to the direction of the 
probability density gradient. 

3   The Application of Mean Shift Algorithm in the Fabric Pilling 
Image Segmentation 

The direction of mean-shift vector is the same as that of the corresponding region’s 
sample points’ gradient direction. By tracking it, we can get the points with the greatest 
density; the so-called clustering algorithm model point. Correspondingly, the color image 
segmentation is to find a cluster point of different colors. When printing color images are 
identified  color space ( here the uniform color model Luv color space proposed by CIE), 
that is, color information (L, u, v), together with its spatial (x, y), every pixel’s value  in 
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the 5-dimensional feature space can be obtained , which is, (x, y, L, u, v). Pixels with the 
similar spatial location and color are quite similar in the in the 5-dimensional feature 
space , so we can make a cluster of them, and then map the clustering results to the image 
in reverse, so as to achieve image segmentation. Image segmentation algorithm based on 
the mean-shift is divided into image filtering and image segmentation, which both have 
their own specific meaning, and they are both based on the mean-shift algorithm, with 
following respective introduction for your reference. 

3.1   Mean-Shift Image Filtering  

In order to get a better understanding of the kernel function G(x)’s role in the 
mean-shift iterative process, we use {yj} j = 1,2, ... to present a series of center position 
during the moving of G(x). According to mean-shift expression, following can be 
achieved: 

1
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yj+1 is the weighted average calculated by G(x) at yj, and it is also  the next continuous 
point calculated at yj point . The corresponding density estimate at these points can 

form one sequence, which is recorded as ,{ ( )}h Kf j
∧

j=1,2,...,and: the  

, ,{ ( )} ( )h K h K jf j f y
∧ ∧

= , j = 1,2, ...                                   (4) 

Where, , ( )h K jf y
∧

 is a series of probability density estimation calculated by  kernel  K . 

Because the mean-shift algorithm is convergent , then the sequence {yj} j = 1,2, ... will 
be convergence. With the starting point y1, in response to the sequence {yj }j = 1,2, ... 

the corresponding density estimation sequence ,{ ( )}h Kf j
∧

j=1,2,… increases increas-
ingly, namely: density constant increases increasingly, until it convergence to the 
maximum intensity department. Filtering specific steps are described as below: Let (xi) 
i = 1,2 ..., n and (zi) i = 1,2, ..., n represent the original pixels and those after filtering in 
5-dimensional co-domain . For each pixel:  

(1)  Initialization: j=1, yi,1 = xi;  

(2) According to the formula (5), we calculate yi,j+1  in the kernel whose center is yi,j 

until it convergence, remember y = yi, c                  

(3) For zi = (xis, yi, cr), the superscripts s and r denote the spatial and range components 

of a vector, respectively.  
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In Step 2, this paper introduces the Epanechnikov kernel function, which is uniform 
distribution function. In the feature space, the kernel is a multi-dimensional super-ball, 
which is the simplest kernel function, with the highest computing speed, so such kernel 
is used with the highest frequency . User can control the size of the kernel by setting the 
bandwidth parameters h , to determine the mode detection, that is, filtering resolution. 
Here, the bandwidth parameters h includes spatial bandwidth hx,  hy and color domain 
bandwidth hL, hu, hv. For simplicity in general, usually we assume that hs = hx = hy , 
which presents bandwidth space, hr = hL = hu = hv , which present color bandwidth.  

Assignment is to say, the filtering data in xi department will use color domain of 
convergence point yc, namely the use of spatial components xi, chroma component 
with domain yc, that is, the convergence point color value given to the point to be 
processed.  

3.2   Mean Shift Image Segmentation 

For the image processed by  mean shift filtering, color information of n pixels is re-
placed by a limited number of public points, which is not conducive to the image 
clustering segmentation, so it is essential to combine the regions where pixels are of 
small differences , obtaining a larger area. 

Image region is defined as all the pixels associated with the same mode the joint 
domain. First of all, we find a number of very prominent modes, delete those of less 
prominence , and then record those pixels , which marked by deleted modes,  with 
prominent modes, so that each pixel can be linked with prominent modes located in 
joint domain density of its neighborhood , that is, these regions merge into a large area. 
When all of the public points are screened, the merger will complete the same to the 
cluster of 5-dimensional space. This article is targeted fabric pilling images, whose 
texture varied, and the weft colors of the same region mixed up with other colors,. 
However, from the user point of view, mixed color should be classified to the pixel 
colors of this region. Therefore, in the process of clustering, it should also be bound 
together with a number of man-made factors, that is, set limits for the size of the 
smallest regional M.  

Clustering algorithm steps are as follows: 
Let(zi) i = 1,2, ... n, represent respectively pixels after a joint 5-dimensional pixel 

domain filtering. Li refers to the label numbering i in the segment processed image. 

(1) After a mean shift filtering for fabric pilling image ,   all on the 5-dimensional 
convergence points of the joint domain , which is the mode of information, are 
stored in zi, that is, zi = yi,c;  

(2) A cluster is made for filtered 5-dimensional joint domain, assuming the obtained 
sequence is {Kp} p = 1,2, ... m.  Euler measure is made for the air space and color 
gamut of zi  in the joint domain , and combine zi with its spatial  distance less than hs 
and color gamut distance less than hr  ,that is, to link all the regions of the corre-
sponding convergence points (mode). 

(3)  For arbitrary i = 1,2, ... n, let Li = (p | zi ∈ Kp); 
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(4) According to the actual nature of the image, set restrictions on the minimum zone 
size parameter M, to remove those regions with less than M pixels. 

4   The Experimental Results 

The proposed algorithm to achieve the OPVC, in order to verify the correctness of the 
algorithm, the validity of the same type of fabric we have 5 different levels of standard 
test image segmentation experiments. The results shown in Figure 1. 

 

                   I.Sample 1                               II. Sample 2                               III. Sample 3  

      

IV.Sample 4                                         V. Sample 5 

Fig. 1. Pilling images segment 
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Abstract. The paper compares several kinds scheduling algorithm,which in-
clude First-Come,First-Served,Shortest-Job (process)-First, Highest Response 
Ratio Next. Each algorithm has some advantages or disadvantages.In order to 
take all the factors,such as first come job,shortest job,longest job,highest  
respones ratio job,and etc,the paper put forward a new operating system sched-
uling algorithm median-time slice-Highest Response Ratio Next, the method 
was proved to be feasible and effective after tested the five process sequence. 

Keywords: scheduling algorithm, median, time slice, HRRN. 

1   Introduction 

The CPU is one of the primary computer resources [1-2]. Thus, its scheduling is cen-
tral to an operating-system’s design and constitutes a significant topic in the computer 
science [2]. The scheduling comes down to resource allocation in operating-system. 
The famous scheduling algorithms [1, 3, 4, 5] such as First-Come, First-Served 
(FCFS), Shortest-Job-First (SJF), and Highest Response Ratio Next (HRRN). 

First-Come, First-Served (FCFS) [1, 5, 6, 7], is a simplest scheduling algorithm, 
suitable for job scheduling and process scheduling. The Algorithm use in job schedul-
ing, first, choose one or some job which first come to the queue to memory; second, 
allocate resource and create process, then get into ready queue. The algorithm use in 
process scheduling, choose one or some process which first come to the queue,  
allocate processor when the CPU is available, and to run . 

Shortest-Job (process)-First (SJ (P) F) [1, 5, 8]. SJ F, The Algorithm use in job 
scheduling, first, choose one or some job which first come to the queue to memory 
and run. SPF, when the CPU is available, it is allocated to the process that has the 
smallest next CPU burst. 

Highest Response Ratio Next (HRRN) [5], it is according to the Response Ratio 
scheduling algorithm. The Response Ratio should be concerned with waiting time and 
requested to serve time, and the Response Ratio equal the ratio of waiting time and 
the requested to serve time, and then to add 1. 

                                                           
* Corresponding author. 
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2   Compares Several Kinds Scheduling Algorithm 

In the section, five process given the submission time (ST) and execution time (ET), 
compares the FCFS, SJ (P) F and HRRN. Every method is calculated start time 
(STT), finish time (FT), turnover time (TT), weight turnover time (WTT), finish order 
(FO), the average of turnover time, and the average of weight turnover time. Waiting 
time is equal the gap of FT and STT, response time is equal the gap of FT and ET. To 
state conveniently, let the No representative process noumber, the AV representative 
average value, thus, the result show as fellows: 

Table 1. The result of FCFS 

No ST ET STT FT TT WTT FO 
1 10.0 1.0 10 11 1 1 1 
2 10.2 2.0 11 13 2.8 1.4 2 
3 10.4 0.5 13 13.5 3.1 6.2 3 
4 10.5 0.3 13.5 13.8 3.3 11 4 
5 10.6 0.8 13.8 14.6 4 5 5 
AV     2.84 4.92  

Table 2. The result of SJ (P) F 

No ST ET STT FT TT WTT FO 
1 10.0 1.0 10 11 1 1 1 
2 10.2 2.0 12.6 14.6 4.4 2.2 5 
3 10.4 0.5 11.3 11.8 1.4 2.8 3 
4 10.5 0.3 11 11.3 0.8 2.67 2 
5 10.6 0.8 11.8 12.6 2 2.5 4 
AV     1.92 2.23  

Table 3. The result of HRRN 

No ST ET STT FT TT WTT FO 
1 10.0 1.0 10 11 1 1 1 
2 10.2 2.0 13.6 15.6 5.4 2.7 5 
3 10.4 0.5 11 11.6 1.2 2 2 
4 10.5 0.3 12.4 13.6 3.1 2.59 4 
5 10.6 0.8 11.6 12.4 1.8 2.25 3 
AV     2.5 2.11  

The result of FCFS such as table 1 indicates: 

(1) The method only consider the process submission time, the lack of prioritization 
of every process. Such as the FO column in table 1.  

(2) Waiting time, response time, turnover time, AV, the average of turnover time, 
and the average of weight turnover time is high. Such as the ET, FT, TT, WTT  
column, and the AV row in table 1. 
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(3) The Process with longest execution time can monopolize CPU, even if the other 
process execution time is too short. So the method is more propitious to longest 
process than the shortest process in the process queue. Thus the method Fit for 
CPU busy process, but not fit for I/O busy process. Such as the NO, TT, and 
WTT column in table 1. 

The results of SJ (P) F such as table 2 indicate: 

(1) The method only considers the process execution time, which the minimizes 
first do, the lack of prioritization of every process. Such as the ET, STT column 
in table 2.  

(2) Waiting time, response time, turnover time, AV, the average of turnover time, 
and the average of weight turnover time is to fall. Such as the ET, FT, TT, WTT 
column, and the AV row in table 2. 

(3) The Process with shortest execution time can monopolize CPU, even if the other 
process execution time is first come. So the method is more propitious to short-
est process than the longest process in the process queue. Thus the method not 
fit for CPU busy process. Such as the NO, TT, and WTT column in table 2. 

The result of HRRN such as table 3 indicates: 

(1) The method considers the process execution time, the waiting time, the prioriti-
zation of every process.  

(2) If the process same waiting time, the shortest execution time, the prioritization 
of the process. So the method fit for shortest process. 

(3) If the process same execution time, the longest waiting time, the prioritization of 
the process. So the method fit for first come process. 

(4) With the increase of waiting, the prioritization of longest process is increase. So 
the longest process also can gain the CPU after enough time.  

Summed up the characteristic of the above methods, the HRRN is best. However, the 
longest process would wait rough time, how to let the longest process should share  
the CPU time as soon as early, and maintain the HRRN superiority status at this do-
main. In the next section, the paper put forward a new operating system scheduling 
algorithm based the HRRN and time slice theory.  

3   A New Operating System Scheduling Algorithm for Processor 

3.1    The Base Theory 

Define 1 median (M) is a value in the middle of all variable(X) have ascending sort. If 
the variable numbers is n, the median (M) value defines as fellows: 

1
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Define 2 The Response Ratio(RR) is equal the ratio of waiting time(the gap of FT and 
STT ,WT) and the requested to serve time(execution time (ET)), to add 1.defines as 
fellows: 

1
WT

RR
ET

= +
                                                           (2) 

The lager Response Ratio, the priority is high and prior gain the CPU and other  
resources. 

In order to let the longest process should share the CPU time as soon as early, and 
maintain the HRRN superiority status at this domain. The paper to propose set time 
slice according to the median of all the process execution time. If the process execu-
tion time larger than the median (PETLM), then divide the process execution time 
into several part, include integer multiples (each integer multiples as a time slice)  
and the mod as a part (a time slice). The other process has no split because the process 
execution time smaller than the median (PETSM). After that, each part as a sub-
process to participate in allocates CPU. 

3.2    The Algorithm Describe 

Step 1: sort of all the process according to the execution time(X) 
Step 2: to calculate the median 
Step 3: scan all the process execution time, if the process execution time larger  
than the median, then divide it into several parts according to median, each integer 
multiples as a time slice, the mod as a time slice.  
Step 4: each part of the PETLM and the PETSM as the new process queue, carry  
out HRRN. 
HRRN 
Step 1: to calculate the RR 
Step 2: sort to the RR, the largest allocate the CPU; mark the process or the sub- 
process had holder. 
Step 3: go to step 1, till all process or the sub-process have holder 

3.3     The Result of New Algorithm 

The new algorithm based on median, time slice, and HRRN.in the paper, the new  
algorithm named median- time slice- Highest Response Ratio Next (MTSHRRN) 
operating system scheduling algorithm for processor. 

Table 4. The result of MTSHRRN 

No ST ET STT FT TT WTT FO 
1 10.0 1.0 10 11 1 1 1 
2 10.2 2.0 11.6 15.6 5.4 2.7 5 
3 10.4 0.5 11 11.6 1.2 2 2 
4 10.5 0.3 13.4 14.6 4.1 3.4 4 
5 10.6 0.8 12.6 13.4 2.8 3.5 3 
AV     2.9 2.52  
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The result of MTSHRRN such table 4 indicates: 

(1) The method considers the process execution time, the waiting time, the prioriti-
zation of every process.  

(2) If the process or the sub-process same waiting time, the shortest execution time, 
the prioritization of the process. So the method fit for shortest process. 

(3) If the process or the sub-process same execution time, the longest waiting time, 
the prioritization of the process. So the method fit for first come process. 

(4) With the increase of waiting, the prioritization of longest process is increase. So 
the longest process also can gain the CPU after enough time.  

(5) If the longest process execution time larger than the median, the process has 
sub-processed as to participate in CPU allocation. 

4   Conclusion 

The paper compares several kinds scheduling algorithm, include FCFS, SJ (P) F, 
HRRN,and put forward a new operating system scheduling algorithm, named median-
time slice-Highest Response Ratio Next (MTSHRRN) ,the method was proved to be 
feasible and effective after tested the process sequence.The further work will centre 
on compare MTSHRRN and other algorithm. 
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Abstract. Heat pipe is a high efficient component to transfer heat, It can be 
used in energy recovery of the exhaust air in the air-conditioning system. In this 
paper, comparison was made both in full fresh air-conditioning system and once 
return air system .Energy –saving of air-conditioning after installing the heat 
pipe heat-exchangers was analyzed. It was demonstrated that heat pipe can be 
implemented in air-conditioning. 

Keywords:  Heat pipe, Air-conditioning, Energy-saving, Heat recovery. 

1   Introduction 

HVAC system are energy-hungry, China's building energy consumption accounts for 
40% of the total social consumption, In which the energy consumption of heating and 
air conditioning energy consumption accounts for 50%~ 65% of the total construction 
[1]. Under the situation that the applications of air-conditioning in our country  
increase year by year,its total energy consumption will get a further rapid growth. 
Therefore, the efficient use of energy and energy saving in HVAC system became an 
urgent problem in the air-conditioning area. The requirement for high heat transfer 
performance of heat transfer in air-conditioning energy saving makes the heat pipe 
heat-exchanger stand out from a number of types of heat-exchangers. So, in recent 
years, the research of heat pipe used in the recovery system of air-conditioning system 
has got a great development [2]. Using the heat pipe to recover and reasonable use  
energy from the return air and the exhaust air, we got a good energy saving effect. 

2   Schematic Diagram of Heat Pipe 

Heat pipe is a sealed components to transfer heat, which is made up of the shell, wick 
and working medium (refrigerant).  

Shell is able to withstand a certain internal pressure of the sealing pipe. Wick is a 
porous material, playing the role of capillary pump, to condensate infiltration from the 
cold end to hot end for heat transfer by evaporation. 

Compared with conventional heat exchangers, heat pipe exchanger, which is with 
heat pipes as heat transfer unit, has a high heat transfer efficiency.  
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1. Heating section 2. Tube-shell 3. Cooling section 4. Vapour 5. Wick 6. Condensate 

Fig. 1. Schematic diagram of heat pipe 

3   Applied Research of the Heat Pipe in Air-Conditioning System 

No matter it is full fresh air-conditioning system or once return air-conditioning sys-
tem are all subjected to hot-wet processing till to reach the required technical specifi-
cations, then continuously replace the tempering air discharged from the building 
structure. In the air displacement process, the number of consumption of energy is 
considerable. Therefore, heat recovery unit in the air-conditioning is particularly im-
portant. Heat pipe exchanger is just one of the energy-saving devices which are able 
to effectively recover a large number of cold (hot) energy from the exhaust air.  
According to the different fresh air requirement, heat pipes have different application 
forms in the air-conditioning system. 

3.1   Application of Heat Pipe in Full Fresh System 

Fig.2 shows reheat full fresh air conditioning systems using heat pipe energy recovery. 

 

Fig. 2. Heat pipe is used in full fresh system 

Use of heat pipe exchanger does not exist cross-infection between inlet and ex-
haust, which is very applicable to full fresh air-conditioning system with harmful sub-
stances. While, if not with re-circulating air, a large number of energy will be wasted. 
Therefore, use of heat pipe exchanger, could avoid using with re-circulating air, and 
recovery energy. 

In the full fresh system : Qr= Qe  



 Discussion on Application of Heat Pipe in Air-Conditioning 99 

 

Cold recovery from exhaust: 

Qc= Qf（h3- h4）                          (1) 

Heat recovery: 

Qh= Qi（h6-h5）.                                                    (2) 

So, in this system, the effective total energy saving: 

Q= Qh+Qc .                                                            (3) 

3.2   The Application of Heat Pipe in Once Return Air System 

In once return air system, the volume of exhaust is so small that the energy recovered 
from exhaust is limited. For re-heater system, then heat pipe exchanger could be 
placed between the air duct after air-handling room and the return air duct. Using the 
energy from the return air to heat the air in the dew-point condition, to reduce or  
replace the re-heat, at the same time, the return air has been pre-cooled. 

Fig.3 shows once return reheated air-conditioning system using heat pipe energy 
recovery diagram. 

 

Fig. 3. Heat pipe is used in once return air system 

The energy recovered by heat pipe in the once return air-conditioning system is 
composed of two parts, namely, the reheat of fresh air and pre-cooling of the return 
air.Recovery of pre-cooling capacity of return air: 

Q'
c = （Qr- Qf）（h1- h2）.                                     (4) 

Recovery of reheat capacity of fresh air: 

Q'h = （Gf- Gr-Ge）（h6-h5）.                                (5) 

The effective total energy saving in this system: 

Q= Q'h+Q'c .                                                    (6) 

Where: Qf, Qr, Qe, Qs ——Respectively the mass flow of fresh air volume, return air 
volume, exhaust volume and air output (kg/h); 

h1, h2, h3, h4, h5, h6——respectively-state enthalpy of each point（kJ/kg); 
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Qc, Q'c, Qh , Q'h—respectively-state recovery of cold and heat energy (W). 

In the figures 2 and 3, temperature sensor is installed in the exhaust duct, which 
sends the signal to control the flow of the medium in the heat pipe by regulating the 
opening of the adjusting valve in the heat pipe system, thereby, regulate the tempera-
ture of the air. Results show that energy could be recovered as long as hot and cold air 
temperature’s difference over 3 ℃. Accordingly, the Summer cold recovery time dur-
ing air-conditioning system can be up to 1500h in Shanghai, Nanjing and the middle 
and lower reaches of Yangtze River. According to meteorological parameters, the 
initial investment of equipment could be recovered within three years [3]. 

3.3   Energy Saving Analysis on Example of Heat Pipe Exchanger 

In order to fully explain the available values of energy saving of heat pipe during air-
conditioning system, a heat recovery verification is carried out on a laboratory  
air-conditioning system in Harbin. This system could be switched into full fresh air 
system or once return air system by regulating the damper regulator connected to air 
handling unit. 

Laboratory design parameters: Summer inlet air dry bulb temperature 30.3℃, wet 
bulb temperature 23.4℃, indoor design temperature 22±1℃,indoor relative humidity 
of 55±5%,supply air G=3000m3/h,supply air temperature difference 6℃,The calcu-
lated thermal-wet ratioε = 9600, minimum fresh air volume accounted for 10% of the 
total air volume in once return air system. Table 1 lists structural parameters of  
selected heat pipe exchanger. 

( )3 1
2 1

η t -t
t =t +

100
 .                                                     (7) 

As for the heat pipe nearby exhaust in air-conditioning system, at first, we only know 
cold and hot side inlet air temperature, and don not know outlet air temperature, 
therefore , only under the given conditions heat pipe exchanger, we can calculate the 
heat quantity and the outlet temperature. As for the re-heat section heat pipe 
exchanger, the inlet and outlet temperature of the cold side air, inlet temperature of 
hot side air and the frontal area which have been known, the segment pitch and rows 
could be determined through by the wind speed and the heat exchanger efficiency 
which have been calculated. Exhaust temperature and enter temperature of the cooler 
can be find out by formula (7) and (8). 

Table 1. Selected heat pipe exchanger parameters 
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( )3 1
4 3

η t - t
t = t -

1 0 0
 .                                                (8) 

Where: η= 0.9 (see table 1) 
Heat transfer:  

( )s
j c

G
Q = ρ h - h

3 6 0 0
 .                                           (9) 

Where: Gs-air inlet (m3 / h); 
ρ-Air density, kg/m3; 
hj -Air inlet enthalpy; 
hc -Air outlet enthalpy 
Heat exchanger energy loss by pressure drop:  

( )1 2

m R

V + V ΔP
ΔE =

η η
  .                                               (10) 

Where:V1,V2 -volume flow-rate of the heat exchange source (m3/s); 
ηm-Fan efficiency; 
ηR-reduction coefficient of cold and heat compared to the electrical energy. 
After calculatedηR =0.37, taking ordinary axial fanηm =80%. 

Table 2 lists the total comparative results of two systems. 

Table 2. The statistical calculation results of full fresh system and once return air system 

 

Table 2 shows in the full fresh air-conditioning system, heat pipe exchanger can 
save reheat energy by 100% and cold energy by 35.0%, while in the once return air-
conditioning system, it can save energy by 100% and 33.3% respectively. Heat pipe, 
in the full fresh air system saves more energy than that in once return air system. Full 
fresh air system use two groups of heat pipe exchanger whose cost is higher than that 
of once return air system. But the energy recovered by the heat pipe exchanger is 
large in the future, which will withdraw this part of investment. 
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4   Conclusion 

1) Compared with traditional full fresh air systems and once return air systems, the 
energy saving effect is very obviously when using the system of heat pipe ex-
changer which is a worthy promoting technology; 

2) On the other hand, if the heat pipe exchanger wants to be widely spread in the 
area of air-conditioning, the interest between energy saving costs and initial in-
vestment should be carefully weighed; 

3) The potential of heat pipes in air conditioning systems also need further  
development. 
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Abstract. Nowadays, the problem of the environment goes worse, it urges  
people to research and study new energy-saving and environment-friendly re-
frigerants, such as carbon dioxide, at present, people do research on carbon di-
oxide at home and abroad. This paper introduces the property of carbon dioxide 
as a refrigerant, sums up and analyses carbon dioxide refrigeration cycles, and 
points out the development and research direction in the future.  
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 1   Introduction 

Because CFCs have serious impact on the ozone layer and climate warming, so in  
order to protect the environment, all over the world realize CFCs alternatives become 
issues of common concern. At present, the main job are developing HFCs material and 
looking for natural substances. 

2   Carbon Dioxide Refrigerants 

In refrigeration and air-conditioning area , refrigerants should have favorable physi-
cal, chemical and thermodynamic properties , could be obtained from a variety of 
natural resources, should be low in price , safe and non-toxic,  further, the flame is not 
propagated . Main Features of some refrigerants are shown in table 1 [1]. 

Carbon dioxide is a substance existed in nature which has a lot of advantages: 

1). ODP=0. 
2). It is the highest oxidation state of carbon having very stable chemical proper-

ties which will not produce harmful gases even in the high-temperature de-
composition. 

3). It is safe, non-toxic, environmentally friendly, do not have to take the recy-
cling, regeneration and other measures in the operation and maintenance.  

4). It has the thermodynamic properties suited to refrigeration cycle and equip-
ment, evaporation latent heat is large, unit volume of cooling capacity is high, 
heat  transfer performance is good, viscosity is low, specific heat capacity is 
large and so on. 
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Table 1. Features of Some Refrigerants 

refrigerants         R744 R717 R134a R12 R22 

molecular  
formula 

CO2 NH2 CH2FCF3 CCL2F2 CHCLF2 

relative  
molecular mass 
(M) 

44.01  17.03 102.0 120.93 86.48 

Gas constant 
(R)/[J /(kg﹒
K)] 

188.9  488.2 81.5  68.7  96.1 

adiabatic  
exponent (k) 

 1.30  1.31   1.30   1.14  1.20 

ozone depleting  
Potential 
(ODP) 

  0   0       0      1    0.055 

global warming 
potential GWP 
(100years) 

  1    0     3100   7100  4200 

global warming 
potential GWP 
(20 years) 

  1    0    1200   7100  1600 

critical   
temperature 
(tc)/℃ 

 31.1  133.0   101.7   112.0  96.0 

Critical  
pressure (Pa) 
/MPa 

7.372  11.42   4.055 4.113  4.974 

Boiling point at 
standard  
atmosphere 
pressure (ts)/℃ 

—78.4 —33.3    —26.1 —29.8 —40.8 

refrigerating 
capacity per 
unit of swept 
volume at 0℃ 
/(kJ/m3) 

 22600 4360   2860   2740 4344 

Flammability  no   yes     no    no   no 

 

 

 
 
 



 Discussion of Refrigeration Cycle Using Carbon Dioxide as Refrigerant 105 

 

Fig. 1. Pressure-enthalpy diagram of CO2 trans-
critical cycle                                                        

Fig. 2. CO2 Trans-critical Cycle Flow Chart
with  a  heat regenerator 

3   CO2 Refrigeration Cycle 

3.1    Trans-Critical CO2 Vapor Compression Refrigeration Cycle   

The concept of Trans-critical CO2 refrigeration cycle is initiated by Professor Lor-
entzen, it is different from ordinary vapor compression refrigeration cycle as shown in 
Fig.1. Suction pressure is lower than the critical pressure in compressor, evaporation 
temperature is lower than the critical temperature, the endothermic process is still in 
sub-critical conditions, heat transfer mainly depends on latent heat, at this time high 
pressure heat exchanger is no longer known as the condenser, but the gas cooler. 

Cheng et al. [2] in Chinese united engineering company sets up water - water trans-
critical carbon dioxide refrigeration system mathematical model of steady-state simula-
tion using lumped parameter, and verify the correctness of the model, calculate and 
analyze parameter changes of trans-critical carbon. 

3.2    Refrigeration Cycle with an Internal Eexchanger   

The flow chart of refrigeration Cycle with an Internal Eexchanger  is shown in Fig. 2. 
Evaporator outlet has liquid storage preventing compressor fluid hit and easy to  

return oil, guaranteeing that the evaporator will not be dry when the expansion valve is 
in the regulation, at the same time increasing the system volume, avoiding in high-
temperature environment the system pressure is too high. Adding an internal heat  
exchanger not only increases the refrigerating capacity, but reduce heat transfer tem-
perature difference between the environment and the low-temperature steam, lower the 
harmful overheating in suction pipe. The use of internal heat exchanger can reduce the 
enthalpy at the entrance to the throttle, improve efficiency of system. 

Honghyun Cho et al.[3] Ying Chen et al. in Carleton University point out the system 
performance of a CO2 refrigeration system is greatly affected by the compressor dis-
charge pressure. An internal exchanger with high effectiveness is an important factor to 

Internal Heat 
Exchanger

Gas 
Cooler



106 A. Ji et al. 

 

achieve high system performance. The expression traditionally used to describe the 
heat exchange effectiveness is not suitable for CO2 system. 

Aprea et al.[4] in University of Salemo evaluate the energy performances using an 
internal heat exchanger ,besides it is possible to control the flash gas produced in the 
liquid receiver thanks to another semi-hermetic compressor linked to an inverter. An 
increase of the coefficient of performance has been found using the internal heat  
exchanger. 

3.3   Cascade Refrigeration Cycle  

Cascade refrigeration cycle is used to improve adverse situation of CO2 trans-critical 
cycle, reduce throttle loss, improve coefficient of performance. Flow chart is shown in 
Fig. 3. 

Evaporator

heat 

exchanger 

Throttle

Condenser

Low-grade 

compressor

High-grade

compressor

Throttle

 

Fig. 3. CO2 Cascade Refrigeration Cycle 

Wei Lu et al.[5] in Tianjin University carry out theoretical analysis of thermody-
namic for the cascade refrigeration system which uses CO2 in low temperature stage, 
point out thatfor different working fluid combinations, COP changes similarly which 
increase with the evaporation temperature linearly, from environmental considerations, 
natural systems can be used to replace the traditional refrigerant systems, but due to 
high pressure of CO2 trans-critical cycle, equipments should be specially manufac-
tured.  

Jinghong Ning et al.[6] carry out theoretical analysis of energy efficiency for R290/ 
CO2 cascade refrigeration system , point out that energy-saving results are obvious 
reducing energy loss of R290 compressors to improve efficiency. CO2 cycle is  
operated at lower temperature, viscosity convection had little effect on the pipeline, 
non-suction rotary valve of the compressor is used, expander is take place of throttle, 
coefficient of performance can be improved.  

J.Alberto Dopazo et al.[7] in University of Vigo study a cascade refrigeration sys-
tem with CO2 and NH3 as working fluids, results show that energetic analysis and en-
ergy optimization, an optimum value of condensing CO2 temperature is obtained. The  
compressor isentropic efficiency influence on the optimum system COP has been 
demonstrated. 
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Tzong-Shing Lee et al.[8] in National Taipei University of technology determined 
the optimal condesing temperature of  the cascade-condenser increases with TC, TE, 
ΔT. The maximum CO2 increases with TE, but decreases as TC or ΔT increases.  

3.4   Refrigeration Cycle with an Expander 

Expansion is relatively small in CO2 trans-critical cycle , but expansion work is larger, 
therefore, expander system is used to replace the throttle to reduce cutting losses, im-
prove system performance coefficient COP. CO2 trans-critical single-stage compres-
sion with expander system flow can be seen in Fig. 4. 

Fig. 4. CO2 Refrigeration Cycle with an Expander 

Yitai Ma et al.[9] in Tianjin University design and Compare three possible CO2 
trans-critical cycle (SSE cycle, DST cycle, DSE cycle), point out that when efficiency 
of expander is more than 19%, compression cycle with an Expander has a great advan-
tage; efficiency of expander is more than 45%, the single-stage compression cycle  
performance is better . 

4   Conclusions  

The results show that CO2 is a potential green refrigerant, depth study of the CO2 re-
frigeration system has important economic, environmental and social significance. CO2 
refrigeration cycle has been summed up, the results of future research, development 
priorities and objectives should be placed on the following aspects: 

1). the development and improvement of new efficient CO2  compressor; 
2). research and development of expander; 
3). development of CO2 trans-critical cycle of high-performance heat ex-

changer; 
4). the principles and methods of the control and regulation on pressure and 

circulatory system capacity in CO2 trans-critical cycle. 
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Abstract. In recent years, evaluating the region innovation activity has gained a 
renewed interest in both growth economists and trade economists. In this work, a 
two-stage architecture constructed by combining kernel principal component 
analysis (KPCA) and the data envelopment analysis (DEA) is proposed for 
evolution region innovation. In the first stage, KPCA is used as feature extrac-
tion. In the second stage, DEA is used to evolution region innovation efficiency. 
By examining the region innovation data, it is shown that the proposed method 
achieves is effective and feasible. And it provides a better estimate tool for the 
region innovation activity. It also provides a novel way for the evolution design 
of the other engineering. 

Keywords: kernel principal component analysis, features selection, data  
envelopment analysis, Evolution. 

1   Introduction 

Optimize the input resources construction, and achieve the most optimum input-output 
efficiency of region innovation, which is the target that many nations and regions go 
after. In the course of pursuing the most optimum input-output efficiency of region 
innovation, it is necessary to quantitative analyze the input-output region innovation 
[1]. There are many methods to evaluate the input-output efficiency of patent, including 
qualitative analysis and quantization analysis. In quantization analysis, there are many 
comprehensive evaluation methods, such as statistics method, planning and manage-
ment method, systematic analysis, and so on [2,3]. 

This paper evaluates the input-output relatively validity of region innovation by 
DEA model in each provinces, provincial city, autonomous region of China, on ana-
lyzing the relatively efficiency of evaluation units. By DEA model, it can find out the 
reasons for evaluation units which are DEA inefficiency, thus providing an objective 
decision basis for the department concerned [4]. 

In the DEA modeling, all available indicators can be used as the puts of DEA, but 
irrelevant or correlated features could deteriorate the generalization performance of 
DEA due to the “curse of dimensionality” problem. Thus, it is very necessary to per-
form feature extraction in DEA [5]. PCA is a well-known method for feature extrac-
tion. By calculating the eigenvectors of the covariance matrix of the original inputs, 
PCA linearly transforms a high-dimensional input vector into a low-dimensional one 



110 X. Lv 

 

whose components are uncorrelated. KPCA is one type of nonlinear PCA developed by 
generalizing the method into PCA [6]. KPCA maps the original inputs into a high 
dimensional feature space using the kernel method and then calculates PCA in the high 
dimensional feature space [7, 8]. In this paper, a KPCA and DEA model for evolution is 
proposed. 

2   Features Selection with KPCA 

PCA is a common method applied to dimensionality reduction and feature extraction. 
The input vector x∈Rm is transformed into y∈Rn (n<m) in the following way: 

( )y A x u= −                                                         (1) 

       

1

1 N

n
n

u x
N =

= ∑                                                          (2) 

The u is the mean of all training samples. The n×m transformation matrix A is defined 
by A=(P1,…,Pn)

T, in which P1~Pn are the eigenvalues λ1~λn (λ1>λ2…>λn) of covariance 
matrix of training samples: 

1

1
( )( )

N
T

n n
n

C x u x u
N =

= − −∑                                 (3) 

KPCA [7] is one type of nonlinear PCA developed by generalizing the kernel method 
into PCA. The kernel method is demonstrated to be able to extract the complicated 
nonlinear structures embedded on the data set [8, 9]. 

The ideal of KPCA is to firstly map the original input vectors xi into a high dimen-
sional feature space F through a nonlinear function Ф(xi) and then to solves the ei-
genvalue problem. 

~

, 1, ,i i ip C p i Nλ = =                                       (4) 
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Where C is the sample covariance matrix of Ф(xi). λi is one of the non-zero eigen-
values of C. Pi is the corresponding eigenvector. Eq. (4) can be transformed to the 
eigenvalue problem (5). 

, 1,...,i i iK i Nλα α= =                                          (5) 

Where, i iNλ λ= . 

K is the N×N kernel matrix. The value of each element of K is equal to the inner 
product of two vectors xi and xj in the high dimensional feature space Ф(xi) and Ф(xj). 
K(xi, xj) is equal to the inner product of Ф(xi) and Ф(xj) of two vectors xi and xj in the 
high dimensional feature space. That is K(xi, xj)=Ф(xi)·Ф(xj). 
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λi is one of the eigenvalues of K. αi is the corresponding eigenvalues of K,  
satisfying: 
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l
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p j xα φ
=

=∑                                                (6) 

Furthermore, for assuring the eigenvectors of Ф(xi) is of unit length Pi·Pj=1, each αi 
must be normalized using the corresponding eigenvalue by:  

      
~

~
i

i
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αα
λ

=                                                         (7) 

Finally we can calculate the Kth nonlinear principle component of xi as the projections 
of Ф(xi) onto the eigenvector Pk 
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3   Choice of Evaluation Model 

Suppose there are n decision unit— jDMU , each one has m input and s output, 

separately is represented by input jX and output jY . ijx means the input quantity 

No. j
jDMU ’s No.i type, rjy means the output quantity No. j

jDMU ’s No. r type, 

VU , are weight parameter, and suppose ijx >0, rjy >0, jv >0, iju >0, 

jX = T
mjjj xxx ),...,,( 21 >0, jY = T

mjjj yyy ),...,,( 21 >0, V = T
mvvv ),...,,( 21 , 

U = T
suuu ),...,,( 21 , i = m,...,2,1    r = s,...,2,1   j = n,...,2,1 . 

It can effectively evaluate
0j

DMU , and constitute the following optimization 

model, and change it to matrix shapes:          
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By Charnes-Cooper transformation: 
0

1
T

j

t
V X

= , tvω = , u tμ= , we can change the 

upper fraction program to linear program of equal value: 
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But it’s not easy to judge by the above two ways. For that reason, an un-Archimedean 
infinitesimal volume ε ( 0ε > ) is a variable which is smaller than any variable that 

greater than zero and slack variables s+ , s− , so we got the CCR model which have 
un-Archimedean infinitesimal parameter: 
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Among which, e
∧

, e respectively is m dimension, s dimension rank vector which 
component is 1. ( )1 2, ,...,

T

ms s s s− − − −= is a vector which is formed with the slack variables 

that corresponding to the input. ( )1 2, ,...,
T

ns s s s+ + + +=  is a vector which is formed with the 

slack variables that corresponding to the output. 
By this model, we can once judge the DMU is DEA effective, or DEA less effective, 

or DEA ineffective. 

 We can get the DEA value of every decision unit by (4). We get *θ by (4): if 1*=θ , 
and each  is zero, then the relevant decision unit is DEA effective; if only 1* =θ , 
then the relevant decision is DEA less effective. 

Scale income is a problem that the input side pays close attention to, because this 
index can measure the affection that the input side increases the input, which influences 
the next input. So it is doubtlessly important to discuss the scale income of  
input-output. 

By DEA model, scale income can be judged by the following formula: 

If *
*

1

1
1

n

j
j

λ
θ =

<∑ , the decision unit is increasing return to scale; 

If *
*

1

1
1

n

j
j

λ
θ =

=∑ , the decision unit is scale effective; 

If *
*

1

1
1

n

j
j

λ
θ =

>∑ , the decision unit is decreasing return to scale. 
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First, we can get *θ , *λ , then judge the scale income of the decision unit by the above. 
Here, effective scale income means the ratio of input-output has reached the optimal 
scale income; increasing return to scale means the relevant increasing value of output is 
greater than one unit if the input increases one unit; decreasing return to scale means the 
relevant increasing value of output is smaller than one unit if the input decreases one 
unit. 

4   Results and Discussion 

To study the determinant features the region innovation in china, this paper should 
estimate the following equations: 

  ( ), 1, 2, ...,12y f x ii= =                                             (12)  

A number of crucial parameters, which mainly determine the y, are considered.  
Where: 

y is the patent applications;x1 is FDI per capita;x2 is Industrial total production 
value;x3 is the average number of employees;x4 is the number of people in engineering 
and technological activities;x5 is Regional R&D expenditure ratio of the industrial total 
production value;x6 is R&D expenditure;x7 is Scientific and Technical ratio of expen-
diture;x8 is the three expenses;x9 is Propensity of patent;x10 is Regional R&D expen-
diture ratio of GDP;x11 is R&D personnel;x12 is the sales income. 

There is a hybrid non-linear relation between y and x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, 
x11, x12, which are almost indescribable using traditional models like linear regression 
model, Cobb-Douglas functional model and gray models. In this study, KPCA is used 
to features selection and DEA is used to evolution. The results of the patenting evolu-
tion and reasonable x1, x5, x6, x7, x9, x10, x11 are selected. In the DEA model, the y, x9 are 
used to output of DEA and others are used to input of DEA model in the Chinese region 
innovation. 

According to the out-put achievement of patent is behind on time the input of patent, 
this paper considers the out-put achievement in the next year take the place of the 
achievement in the same year of the original model. It will conform to reality of in-
put-output. Therefore, the writer will select the data of input patent in 2008 and the data 
of output patent in 2009 to calculate. 

During the course of calculation, this paper uses the non-dimension data, the index 
figure of each decision unit is relative figure, which means it is showed in the per-
centage of the absolute value of practice value of the decision unit accounts for the 
general absolute value of the index figure of the whole decision unit that participate in 
evaluating. 

During the course of collecting data, because the authorization of inventive patent 
and practical patent in Tibet is a tiny minority, only 3 pieces and 5 pieces, the influence 
to the input-output efficiency that discussed in this paper is almost nothing. So we 
discuss the DEA value, scale income in 30 prefectures except Tibet. After the DEA 
model, the results are found in the Chinese region innovation in table 1. 
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Table 1. The validity compare among eastern region, middle region, western region 

Eastern Region Middle Region Western Region 

  DEA 
effecti- 

ve 

Decrea- 
sing to 
Scale 

Increas-
ing to 
Scale 

DEA
effecti-

ve 

Decrea-
sing to 
Scale 

Increas-
ing to 
Scale 

DEA
effect-

ive 

Decrea- 
sing to 
Scale 

Increas- 
ing to 
Scale 

Number 6 3 3 2 6 1 2 2 5 

The proportion 
of own re-
gion(%) 

50% 25% 25% 22.2% 66.7% 11.1% 22.2% 22.2% 55.6% 

5   Conclusions 

This paper focuses on the reality of the region innovation in China. In this paper, the 
KPCA for nonlinear regression is presented. It is shown that the features selection 
approach based on KPCA effective and feasible. 

This paper analysis the input-output efficiency of he region innovation in each 
provinces, provincial city, autonomous region of China by DEA means, which to a 
certain degree may supply the development of the region innovation in each region 
with a certain objective basis. Also, the KPCA and DEA model are integrated together 
to evolutes the region innovation, which provides a novel way for the evolution design 
of the other engineering. 
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Abstract. In the tactical battlefield target monitoring it is crucial to take into 
account the energy efficiency and data reliability issues for the purpose of mili-
tary decision making, especially in large scale sensor networks. However, due 
to the inherent nature of power constraint and wireless communication medium 
it is a challenging problem in the process of actual application. An efficient and 
reliable data aggregation scheme is proposed to enhance the performance of 
wireless sensor network used in the target monitoring. Firstly, the energy con-
sumption model is presented and analyzed in the multihop WSNs.  Then idea of 
mobile sinks, adaptive energy saving mechanism is introduced and the concept 
of multiple sinks cooperation is used to assure the reliability of the data aggre-
gation. The simulation and the associated analysis show the improved results of 
the presented schema. At last the future discussion about the large scale tactical 
battlefield application is made to broaden the coming research scope. 

Keywords: wireless sensor network, energy constraint, large scale WSN,  
tactical battlefield. 

1   Introduction 

A wireless sensor network consists of a large amount of sensor nodes, which have 
capabilities of sensing the environment and sending data to base station through wire-
less channel. After being deployed to a specific area without a pre-configured infra-
structure, sensor nodes organize themselves into a network to send sensing data to 
base station. As each sensor surveys the area within its sensing range, the data is sent 
towards the base station along a multihop path. A WSN is able to remotely cover a 
wide sensing area since these low-cost sensors organize into a multi-hop network 
without human assistance. 

Traditionally, sensors are used in defense technologies. Many developments in  
related areas are associated with military applications. One of the most important ap-
plications is combatant environment monitoring by spreading a number of wireless 
sensor nodes across the targeted area [1] [2]. Sensor networks can implement remote 
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monitoring of sensitive information important for security. Examples include research 
and developments in battlefield intelligence regarding the numbers, locations and 
movement of troops [3]. 

In the tactical battlefield target monitoring, when the sensors detect a target, the 
event is reported to the base station, which can take appropriate action (e.g., send a 
message on the Internet or to a satellite). Due to the intrinsic feature of energy con-
straint and the complexity of the battlefield communication environment it is critical 
to explore efficient approach to guarantee better longevity for the WSNs. 

In tactical battlefield wireless sensor networks represent a significant advance over 
traditional methods of monitoring. Sensors can also be deployed on areas where it is 
unsafe to attempt field studies. The results of wireless sensor-based monitoring efforts 
are comparable with the traditional methods of monitoring. Sensor network deploy-
ment represents a substantially more economical method for conducting long-term 
studies than traditional methods. A "deploy 'em and leave 'em" strategy of wireless 
sensor usage limits logistical needs to initial placement and occasional servicing. It 
also greatly increases access to a wider array of study sites, often limited by concerns 
about frequent access and habitability [4]. Compared to the wired network, installa-
tion and maintenance are easy and inexpensive in a WSN, and disruption of the opera-
tion of the structure is minimal. The system also becomes scalable to a large number 
of nodes to allow dense sensor coverage of real-world structures [5]. 

2   Energy Consumption Model 

The energy consumption measured in our experiments refers to the total consumption 
by the sensor nodes including radio transmission and reception, sensing, signal proc-
essing, and component and circuit maintenance. 

We assume each sensor node transmits and receives data with fixed transmission 
and reception power, respectively. So the power consumption is independent of the 
transmission distance between adjacent nodes. Accordingly, we adopt the following 
energy model due to [6] to calculate the power consumption. 

                        )( tr kkep +≈                                                  (1) 

where p denotes the total energy consumption of one node for receiving kr bits and 
transmitting kt bits, and e is a factor indicating the energy consumption per bit at the 
receiver circuit. 

Let q denote the total amount of data sensed by each node per traversal round of 
the mobile sink. Thus, kt

i= kr
i + q, where kt

i and kr
i are respectively the amount of data 

received and transmitted by node i per round. In this paper, we assume all sensor 
nodes forward data along the shortest path trees to their destinations. Then Equation 
(1) describes the relationship between the total amount of data received by all nodes 
and the sum of hops 
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pi denotes the energy consumption of node i per round. Consequently, the problem of 
minimizing ptotal is equivalent to the problem of minimizing the total sum of shortest 
hops which is easier to solve. 

3   Mobile Sink Model 

All sensor nodes are energy constrained. In a typical WSN scenario, all the data are 
routed back to the only static sink. Therefore, those nodes near the sink have to for-
ward all the data from farther nodes and thus carry a heavier traffic load. This is the 
many to one traffic pattern of WSNs. Consequently, the nodes near the sink are more 
susceptible to energy exhaustion. When these nodes use up all their energy, no more 
data can be transmitted back to the sink, causing dysfunctional or disconnected net-
work or premature lifetime ending of WSNs. In order to distribute the energy con-
sumption uniformly across the network, using a multiple mobile sinks is a solution. 
The nodes near the sink change as the mobile sink moves. 

We consider a scenario of deploying N wireless sensor nodes in a square area A. 
The sensor nodes are randomly scattered across the region A. There is mobile sink S 
which is responsible for collecting data from all sensor nodes and it acts as a gateway 
for the sensor network. A sensor node communicates with its one-hop neighbors using 
its wireless radio resources. The sensor nodes do not have global knowledge of the 
network. Each node and the sink are assumed to have transmission range R. The sen-
sor nodes relay data to the sink in a multi-hop fashion. At any given time, each sensor 
node can be in one of three different modes, regarding the energy consumption: (a) 
transmission of a message, (b) reception of a message and (c) sensing of events. The 
energy model in our approach is as follows. The initial energy of each sensor node is 
α (α > 0). We assume that a sensor node consumes E1 units of energy when sending 
one bit, while depletes E2 units of energy when receiving one bit where E1 > E2 > 0. 
Therefore, for the case of transmitting and receiving a message, we assume that the 
radio module dissipates an amount of energy proportional to the message’s size. For 
the idle state, we assume that the energy consumed is constant Eidle. We have made an 
assumption that the mobile sink is not resource constrained. 
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4   Adaptive Energy Conserving 

Data propagation protocols (like Directed Diffusion, PFR and EBP) try to minimize 
energy dissipation at a high level by affecting the way transmissions happen. Explicit 
power saving schemes operate at a “lower” level and can be combined with higher 
layer distributed protocols like the ones for data propagation. The Adaptive Power 
Conservation Protocol, proposed in [7] uses a power-switch mechanism: each device 
goes through alternating periods of “sleeping” and “awake”. During a sleeping period, 
the devices cease any communication with the environment, thus the power consump-
tion is assumed to be minimal and practically insignificant, whereas when a device is 
awake, it consumes the regular (non-trivial) amount of energy. The sleeping/awake 
time periods alternate in each device and have durations Ts  Tw  respectively. This is 
achieved by using a simple timer in each device, which is initially set at a random 
time point chosen from the sleep-awake time frame, i.e. T = Ts + Tw. The timer’s expi-
ration marks a switch over to the alternate mode. Let now en = Ts/(Ts+Tw) be the en-
ergy saving specification, measuring how drastic the power saving is, a global ratio of 
the proportion between the durations of the sleep and awake periods. A different 
power saving strategy towards optimal sleep-awake schedules is proposed in [8]. 

If the parameters that affect the performance of propagation protocols (e.g. density 
of the network, the broadcast range) are known in advance, the energy saving specifi-
cation en can be optimally adjusted by the network operator to maximize the energy-
efficiency and keep the network functional for as long as possible. However, in real 
environments, measuring the density of the network may be a non-trivial task (if pos-
sible at all), especially in cases where the devices are dropped randomly in the area of 
interest. Moreover, the network density continuously changes, as the network evolves 
over time, since the power of the sensors will be exhausted. It is also possible for de-
vices to stop functioning due to physical damage (i.e. destruction by external factors) 
or failure of the (low-cost) equipment. Because of this dynamic nature of sensor net-
works, we expect that density μ(R) will decrease over time, as sensors disconnect 
from the network. In this sense, as the network evolves over time, the initial value for 
en will make the network operate at suboptimal levels. Moreover, it is possible to re-
deploy additional devices while the network is in operation, in order to “replace” the 
malfunctioning devices or due to change in the task dynamics [9]. In this way the 
network operator can reinstate density μ(R) at the desired levels. Still, the nature of 
the redeployment process is such that precise positioning of sensor devices (and thus 
the “local” densities) can not be achieved. 

We explore evenly distributing energy consumption among devices by adjusting 
the sleep interval of strained devices. In order to detect that a device consumes energy 
faster than others, an estimation of the average energy of the nearby devices is re-
quired. This is achieved by providing an estimate of the energy levels of the node to 
the neighboring nodes every time a message is transmitted. In this way nodes can 
keep track of the available energy in their neighborhood. 

5   Multiple Sinks Cooperation 

Increase in the hop number between the source and the destination nodes bring some 
issues that must be considered [10] [11]. First, nodes close to the sink deplete their 
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energies quickly; leaving the sink unreachable and the system into off-state [12]. Sec-
ondly, increase in the hop-number result in more processing overhead and delay at 
nodes which will cause the packets to be dropped. Thirdly, as the network size grows, 
data redundancy reducing problem also becomes more challenging. Better data aggre-
gation challenges with the real-time requirements of the system [10]. 

For large scale WSNs, deploying multiple sinks [13] has been presented as a worka-
ble method because the protocol in use may not be feasible anymore in large scale 
networks due to increase in the number of node. 

Multiple braided paths for robustness with a minimum delay are constructed and it 
provides a basis for real-time support for time critical data collected in the battlefield.  
Weight value is used as a metric for routing instead of the routing tables or beacon 
messaging. It firstly helps to proceed routing, secondly it minimizes delay and energy 
consumption at nodes in routing decision phase. When a node has data to transmit, 
inserts its and the destination's weight values into the packet, and broadcasts the 
packet. When a node receives a packet, it compares its weight value with the weight 
values in the packet. If its weight value is between the transmitting node's weight 
value and the destination's weight value, it rebroadcasts the packet, or drops the 
packet otherwise. If the nodes in the operation area are uniformly distributed, less 
than half of the nodes in the range of the transmitting node rebroadcast the packet. To 
reduce the number of rebroadcasting nodes, a threshold value is used and inserted into 
the packet. Only the nodes those have weight difference greater than the threshold 
value can rebroadcast the packet. By this way, nodes closer to transmitting node are 
avoided to rebroadcast. Rebroadcasting nodes are those that make more advances 
toward the destination.  

6   Simulation and Evaluation 

In the simulation experiments, sensor nodes are placed in a monitored rectangle area 
randomly and uniformly. The scheme is implemented in OMNET++. The data rate of 
sensor nodes sensing information is 200bps. The initial energy of each node is set to 
20J. The parameter in the energy consumption model is e = 0.5μJ/bit and the maximum 
communication distance is 52m. 

Consider the scenario in which sensor nodes are deployed in the 400m × 350m  rec-
tangle area randomly and only one sink placed the left border of the monitored area. 
Fig. 1 presents the total amount of data aggregated by the sink during one round. Theo-
retical maximum is the sum of the upper bound on data transmitted by each sink. In 
Fig. 1, SPT has very low efficiency and collects only about half of the maximum. As 
the total number of sensor nodes increases, there are more sinks in the monitored area 
and hence the amount of data collected by ER also increases. Energy consumption is 
one of the most concerned problems in sensor networks. Fig. 2 compares the energy 
consumption between SPT and ER methods. In Fig. 2, ER performs better than SPT 
approach in terms of total energy consumption. Considering the amount of data and 
energy consumption together, we can find that ER scheme has significantly higher data 
aggregation efficiency and can collect about two times data than SPT with almost the 
same energy consumption. 
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Fig. 1. Total amount of data 

 

Fig. 2. Total energy comsumption 

7   Conclusion and Step Ahead 

Wireless sensor networks (WSN) are self-organizing networks of small, battery pow-
ered sensors used to monitor the unattended hostile environment for mission critical 
events, mostly in security and military sensing in the battlefield application. Its en-
ergy-starved nature makes power aware a vital issue to take into account when de-
ploying for use. 

For the WSN deployed in the tactical battlefield, energy efficiency is a basic impor-
tant concern so as to guarantee better application. While under the harsh lossy  
environment it deserves more attention to assure the reliability of the sensed data. The 
energy efficiency and the reliable data collection or fusion should be highly considered 
for the purpose of providing enough information to make military action or judgment. 
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In this paper we propose a novel energy efficient and Reliable scheme for the large 
scale high dense wireless sensor network. This scheme is based on the concept of 
multiple mobile sinks and cooperative diversity. The proposed scheme is good for 
applications where apart from energy efficiency there is need for better reliability. 

In the practical tactical battlefield mobile wireless sensor nodes are required to im-
plement better surveillance or environment monitoring. In this kind of scenario fur-
ther traffic variation would be caused by node mobility and network dynamics due 
unreliable wireless communications. Spatial and temporal variances in traffic require 
load balancing mechanism as the future work to be explored. And further recovery 
schema should be designed to reduce the possibility to become isolated nodes, which 
will increase the security level in data aggregation in wireless sensor networks. 
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Abstract. Efficient response and treatment of unexpected events relies on 
reliable, flexible and robust emergency communication network. In this paper, 
backgrounds of building emergency communication network are introduced. 
Then, architecture design of emergency communication network is explained, 
including design goals, ideas and other technical issues. Afterwards, in terms of 
requirements of emergency communication network, implementation methods 
of WiMAX based broadband emergency communication network are discussed. 
Meanwhile, network monitor and interconnection issues are considered. 

Keywords: Heterogeneous Emergency Communication Network, Architecture, 
WiMAX, Ad hoc Network, Wireless Sensor Network. 

1   Introduction 

In recent years, facing various urgent and unexpected events, how to construct reliable, 
highly effective and robust emergency communication network applicable for all kinds 
of user groups has become one of important issues crying for solution [1]. Compared 
with Western developed countries, in China emergency communication technologies 
drop behind. Current domestic emergency communication mainly existing communi- 
cation facilities (including public communications network and the public media 
network) and when communication infrastructures are damaged or cannot satisfy needs 
satellite, short-wave and trunking communication systems are utilized to provide 
emergency communication. The emergency communication possesses distinctive 
characteristics of time burstiness, place uncertainty, service urgent, information 
multiplicity and process temporariness but traditional communications systems have not 
taken into these characteristics account fully. Emergency communication network must 
be deployed rapidly to timely provide diverse services for all kinds of user to meet 
respective needs and it can monitor specific regions in real-time, make fast response to 
the thunderbolts and can effectively coordinate various rescue institutes to perform 
disaster relief and the post-disaster reconstruction [2]. 

Nowadays, the domestic emergency communication systems’ functions are simple 
and cannot offer QoS for multiple service flows and their survivability is poor. For 
example, the public communications network is unreliable and when emergent events 
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occur the tremendous traffic load may render it is overload or even is paralyzed While 
it is able to quickly establish call and also support group call, broadcast call as well as a 
variety of supplementary businesses, the trunking communication’s coverage radius 
and capacity are comparatively small, and can only offer command dispatching 
function. Satellite communication is robustness, wide coverage and flexibility, but its 
capacity is limited and its deployment and usage cost is high. At current stage, the 
existing emergency communication systems including satellite and trunking 
communications are not able to provide quick, flexible and reliable communication 
services for all types of user groups in case of complicated emergency Situation. 
Therefore, novel techniques and methods must be introduced． 

2   Architecture Design of Emergency Communication Network 

2.1   Design Goals and Ideas  

We attempt to integrate various communication techniques and methods to enhance 
emergency communications network adaptability and effectiveness, make information 
exchange among different users in the emergency scene as well as between 
emergency on-site and emergency command centre timely and accurate and provide 
relevant communication services for different user groups in complex and diverse 
emergency circumstances. To this end, the general idea of network architecture design 
is: relying on available network infrastructure in emergency on-site and temporary 
deployed mobile communication systems, and will make good use of technical 
advantages of wireless self-organizing network and construct one kind of 
heterogeneous emergency communication network system, which effectively 
integrates wireline, wireless, satellite and other communication means and mixes 
together non-infrastructure networks and infrastructure networks. This architecture 
achieves complement of different communication technologies and facilitates 
building a reliable, efficient, robust emergency communications network to provide 
the best possible communication services in a variety of network conditions. 

2.2   Design Scheme 

According to above design goals a universal heterogeneous emergency network 
architecture based on overlay network is given. This architecture is logically a 
hierarchical structure, covered with infrastructure network and infrastructure network 
and can be divided into communications infrastructure layer, information acquisition 
and processing layer, distributed computing layer and application service layer, as 
shown in Figure 1. Communications infrastructure layer covers existing cellular 
communication network and Internet, temporary deployed ad hoc network and sensor 
network used for monitoring the status of the affected area as well as broadband mesh 
network. Information acquisition and processing layer is designed to collect and 
correlate various information within communication infrastructure layer and exchange 
necessary information between top and bottom layers. Distributed computing layer is 
responsible for distributed information processing, data mining and decision support. 
Application service layer involves all kinds of emergency communication 
applications and services. 
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Fig. 1. Hierarchical structure of emergency communication network 

 

Fig. 2. An integrative heterogeneous emergency communication network structure 

This emergency communications network is essentially a multi-hop overly p2p 
communication network, and there is no longer strictly distinguish between infra- 
structure network and infrastructure network [3]. It integrates various communication 
resources in existing network systems and wireless self-organizing network. In view of 
physical structure, this network is a multi-layer three-dimensional network, coving 
ground wired and wireless, low-altitude platform and high-altitude satellite commu- 
nication devices. That is to say, it is an integrative ground, low altitude and high altitude 
heterogeneous emergency communication network (as shown in figure 2). It can 
effectively support information interaction and emergency response among victims, 
rescuers, commanders and other relevant personnel in emergency situations. 

The temporary deployed ground communications facilities mainly includes a 
central control unit (CCU), several cluster head nodes (CN) and a large number of 
ordinary nodes (ON), and in extreme cases need resorting to UAV and satellite to 
provide emergency communications services. CCU has very strong communication 
and computing power is usually fixed, but in some cases it is removable and connects 
to external networks to gather necessary information available to the desired nodes. 
CNs can be fixed or mobile, with strong communication and computing power, and 
have certain power provision. CNs can connect mutually to form the core backbone 
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network under the control of CCU and provide services for nearby ONs via various 
wireless technologies. ONs are portable communication terminals or sensor nodes and 
they can construct cluster network on their own, or join the clusters belongs to CNs. 
ONs can expand coverage and improve communication reliability through the means 
of relaying and forwarding.  

As command and control center CCU must be established as soon as possible and 
suitable number of CNs are deployed at appropriate positions. In disaster relief 
network topology will change dynamically, a rapid responsive clustering scheme can 
be used to organize and maintain emergency communication on-site network. With 
the help of hierarchical and clustering structure, network can be managed easily and 
control overhead is reduced greatly [4]. In addition, this structure is convenient for 
locating nodes and retrieving information. CCU is responsible for recording 
information about all nodes and maintaining view of the whole network while CN is 
only in charge of maintaining information about ONs in its clusters and other 
neighbour CNs.  

3   Implementation Methods of Emergency Communication 
Network 

Communication infrastructure layer should permit victims and rescuers in disaster 
region use various kinds of communication terminals to access available heterogeneous 
networks. To this end, a simple and effective devices deployment method must be 
adopted in disaster region to integrate with survivable communication network, to 
provide flexible and reliable service platform meeting diverse communication service 
requirements. 

One applicable technique measure is to adopt WiMAX to construct backbone 
network for emergency communication. The main reasons for choosing WiMAX are: 
easy to deploy, support high mobility, large coverage and high transmission capacity 
[6]. In addition, WiMAX communication system can offer certain QoS guarantee. For 
example, it can give emergent application higher priority and assign more resource 
preferentially. To enable reliable communications in various propagation conditions 
especially in complex and dynamic disaster environments, the WiMAX network must 
be optimized to provide excellent non-line-of-sight (NLOS) coverage and mobility 
support. As for the physical layer, orthogonal frequency division multiple access 
(OFDMA) scheme is adopted. Efficient methods to mitigate the performance 
degradation due to Doppler shift must be taken, such as improving clock 
synchronization precision.  

To guarantee reliable communications, hybrid automatic repeat request (H-ARQ) 
techniques are recommended for use. Further, transmit diversity, beamforming, and 
spatial multiplexing can be used to achieve high link reliability, wide network 
coverage and high throughput [7]. In fact, in some disaster scenarios, higher coverage 
and throughput is required. However, at the mobile terminals side, multiple transmit 
antennas are not feasible due to the limited equipment size and power. For this reason 
cooperative diversity can be candidate: by means of cooperation between transmitting 
stations and user terminals. The cooperative entities share the transmit antennas to 
create a virtual (distributed) antenna array and hence improve performance. 
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Wireless emergency communication system requires the use of a variety of 
different wireless technologies across different network connections and access to 
different types of service. Heterogeneous network interconnection faced many 
challenges, including interface choices, seamless switching, QoS coordination 
context-adaptive configuration and etc. In order to adapt to environmental changes, 
mobile system needs information about the environment, including access network 
itself, as well as service information supported by network. Seamless handoff allows 
the user to use communication equipment across different network media to complete 
a variety of tasks and always connected, without having to worry about how to 
interact with other devices and environment. Seamless handoff requires capturing and 
understanding user's current context, and the task performed by user determines the 
type of information need.  

In typical emergency scenarios, voice and video communications with high-rate 
data, as well as low-rate data communications often exist at the same time. By taking 
into account the need to handle different traffic types with different requirements in 
terms of delay, jitter, and error rate, suitable scheduling and resource allocation 
schemes can be prepared. An efficient approach seems to be that of combine 
subcarrier allocation with an adaptive modulation scheme to take into account both 
wireless channel behaviour and specific applications requirements [8]. Important 
issues also to be guaranteed are high efficiency, self configuring and fault tolerance to 
accomplish an efficient monitoring within a disaster area and support of multimedia 
communications among rescuers under critical situations. Another requirement for an 
emergency communications network is to support smooth intra-network handover 
(horizontal handover) and inter-network handover (vertical handover).  

An efficient and effective monitoring of interesting area is a key issue to prevent or 
to deal with unexpected events. This is the case of wide-area scenarios where no 
infrastructures were available even before a disaster occurred. Wireless sensor 
network (WSN) seems to be an suitable approach for many emergency situations [9]. 
In particular, WSN can contain a great number of spatially separated nodes, with 
increased coverage and accuracy, without requiring human attention. Moreover, WSN 
can be deployed in almost any environment, especially in risk and inaccessible zones, 
such as in places where earthquakes, flooding, forest fires occur. As a consequence, 
one of expected features is the reliability in data acquisition/transmission, robustness 
with respect to faults, and capability to interoperate with heterogeneous ad hoc 
deployed networks. In addition, faults in WSNs tend to occur frequently, due to 
energy shortages and the possible occurrence of denial of service attacks. As a 
consequence, fault tolerance is an important issue for applications within an 
emergency communication system to avoid system failures (survivability). A solution 
to this problem, at the expense of an increased cost, is to resort to redundant 
deployment of sensors and replication of information between sensor nodes. 

4   Conclusions 

In this article heterogeneous network architecture for emergency scenario is proposed 
and its organization as well as maintenance manner is explained. Then, the design of 
WiMAX based emergency communication is discussed to have the ability of 
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monitoring sensitive areas and enabling intercommunication between various user 
groups in emergency scenarios. The key technology issues of such wireless 
emergency network include WiMAX, ad hoc network, wireless sensor network, 
security and so on. Suitable solutions were highlighted in order to achieve high and 
reliable performance in disaster scenarios. Special attention was devoted to issues 
such as heterogeneous network interconnection, survivable communication mode and 
QoS support. In addition, existing mature commercial technologies and products 
should be used fully to construct heterogeneous emergency communication network, 
including wired, wireless, satellite, and mobile ad hoc and sensor nodes, to offer all-
around services for various users groups in different emergency scenarios.  
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Abstract. Grid portal is an important branch of grid research. In order to solve the 
weak expressive force, the poor interaction, the low operating efficiency and other 
insufficiencies of the first and second generation of grid portal system, RIA 
technology was introduced to it. A new portal architecture was designed based on 
RIA and Web service. The concrete realizing scheme of portal system was 
presented by using Adobe Flex/Flash technology, which formed a new design 
pattern. In system architecture, the design pattern has B/S and C/S superiorities, 
balances server and its client side, optimizes the system performance, realizes 
platform irrelevance. In system function, the design pattern realizes grid service 
call, provides client interface with rich user experience, integrates local resources 
by using FABridge, LCDS, Flash player and some other components.  

Keywords: grid portal, RIA, grid service, Flex. 

1   Introduction 

Grid portal is an entry to grid computing. Users access grid resources and service, 
execute and monitor grid application, and realize cooperation with other users by it. 
Grid portal provides continuous grid working environment for grid users. However, 
this working environment has certain distance away from high interactivity, rich 
personal experience and strong function. Also it can’t integrate local resources. 

Firstly, the first generation of grid portal commonly is constructed by GridPort 
Toolkit V in Perl or Grid Portal Development Kit (GPDK) in Java. GridPort and GPDK 
both pack common grid functions in order to provide a set of high level programming 
API and tools. Grid portal is often closely associated with grid middleware such as 
Globus. In conclusion, it has some limits as follows: lack of custom, hard to integrate 
grid services and static nature of grid service. The second generation of grid portal is 
based on standard specification and portlet technology. JSR 168 and WSRP are both 
used for solving the problem of interoperability between portlet and portlet container. 
The second generation of grid portal has the characteristics as follows: portal custom, 
extensible and dynamic grid service. It is based on B/S structure and uniform browser 
client as a whole. But just owing to being based on Web, its portlet function has certain 
limits,where client system lack personality, and can’t integrate with client’s application 
system. In addition, B/S system has inherently a serial of problems such as poor 
interactivity and slow page update, which also exist in the second grid portal. 
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2   Introducing RIA Technology 

With the deep study and application of grid technology, different grids spring up 
constantly, such as manufacturing grid, commerce grid and knowledge grid, etc. 
Meanwhile, enterprise application system has become better and stronger gradually. 
Grid user owns more and more local resources. It deserves deep study that grid portal 
system provides more friendly interface, uses local resources effectively, considers 
user habits and preferences and attracts them. So, the development of grid portal 
system needs to introduce new technology. 

Rich Internet Application, called RIA for short, is a new generation of network 
application programme which combines desktop application, Web technology and 
interactive multimedia communication. It uses client programme and browser plugin 
technology to share some operations of business logic layer. People can consider the 
“rich” in RIA as three aspects: rich data model, rich user interface and rich function. 
Rich data model means that user interface can display and operate more complex 
client-embedded data model, which contains local and remote data. Rich user 
interface is supported by the strong expressive force of developer kits. The markup 
language and script language with strong function provide varied and flexible 
interface control elements. User can construct graph at any time using elastic vector 
diagram or other technology. The system can respond data variation by completely 
active animation and refresh local area. Rich function is reflected on the combination 
of multimedia and application programme, which not only enrichs application 
function but also realizes interactive multimedia. The rich client programme 
aggregates services and functions provided by local and remote system. 

In system architecture, RIA compromises the merits of B/S and C/S structure, 
which not only has characteristics of C/S personal client and rich function, but also 
uses popular HTTP and Web server technology for its deployment. Meanwhile, the 
flexible online and offline mechanism reduce load of Web server and dependence to 
network transmission. 

It will bring some advantages that RIA technology is introduced into grid portal 
system. First, user interface will become more lively, better show workflow and task 
implementation process. Second, the system can provide convenient and flexible 
visual multimedia interactive function. Third, the system can use local resources 
effectively and realize seamless integration with it. RIA will bring substantial changes 
on both system function and performance to portal system. 

3   Portal Structure Based on RIA and Web Service 

Grid system usually contains grid resources, grid middleware, grid service and grid 
portal system. Grid resources contain different physical and logical resources according 
to grid type, such as CPU, memory, enterprise information system and CAD system, 
etc. Grid middleware provides management and dispatch to grid resources, such as 
famous Globus, Alkemi applied to building compute grid, etc.  Grid services are closely 
related to grid middleware and grid application. They can be divided into three types. 
The first type is resource services which encapsulate different resources. It provides 
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sharing resources method through Web service interface. The second type is field 
services which abstract common functions of the field, such as calculation, analysis and 
data services. The third type is common services which realize resource state monitor, 
error tolerance, service quality guarantee, such as services of information, monitor, 
failure recovery, user authentication[1]. So, grid portal system usually provides function 
as follows.  

1) Authentication: portal system execute verification to user identity by username 
and password, and someone can access grid resources only when they pass the 
authentication.  

2) Task management: portal system provides functions of managing tasks for 
users, such as submitting task safely, monitoring conditions of task and 
suspending or canceling task if necessary. 

3) Data transmission: when a task is executing on remote resources, portal allows 
users to upload and download the data sets which it needs.  

4) Information service: users can use portal to search effective resource 
information that their task needs, such as type of OS or CPU, current load of 
CPU, free memory or file space and state of network[2].  

5) Service publishment: users can publish their own services for grid sharing. 
6) Local resources integration: grid system can call local resources through user 

configuration. 

As analyses mentioned above, the structure of grid system based on RIA and Web 
service is described as Fig. 1. 

 

Fig. 1. Structure of grid system based on RIA and Web service 

In Fig. 1, grid resources are distributed on different geographical districts; grid 
middleware and grid services work on application server; grid portal system works on  
client computer. The structure of grid portal system is described as Fig. 2. 
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Fig. 2. Structure of grid portal system 

4   Realization of Grid Portal Based on RIA 

Currently,there are many realizing technologies about RIA,such as Adobe Flex/ Flash, 
Avalon by Microsoft and Java SWT. Our team adopts Adobe RIA technology to 
realize grid portal system. 

Flex provides MXML and ActionScript together with JavaScript/Ajax to design  
rich client programme. Flex application can access Web service based on SOAP, Web 
page based on HTTP, and local system. It can run on different platform. 

4.1   Design of Presentation Layer 

Presentation layer design adopts MXML tags, UI controls, container components and  
Ajax technology, which provides customizable and lively user interface. 

1) User interface design 
Some Panel child containers are deployed in the Application container. Every panel 
that contains some components corresponds to one item grid portal function. 
DividedBox container divides Panel child containers. ViewStack navigation container 
realizes the switch of various panels. The panel can be zoomed in and out, draged and 
droped. Skin and theme can be used to improve component appearance. Developer 
can define animation effection for component action, present text dynamically, build 
and display geometric figure or Flash animation, publish videos and so on. In this 
design, Panel child containers replace portlets in the second grid portal. They all have 
the function of user custom, but former has more beautiful interface and easier design 
than portlet. 

2) Integrating JavaScript and Ajax 
JavaScript/Ajax can locally refresh and interact data speedily. FlexAjaxBridge can 
combine Flex with JavaScript, which contains FABridge.as and FABridge.js[3]. In 
Flex Builder, Flex and Ajax can be mixed to realize some functions, such as Flex UI 
using Ajax data as datasource. 
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4.2   Design of Logic Layer  

Logic layer involves to access grid service, database and local system, or to design 
other specific computing function. 

1) Access grid service 
There are two ways to realize it. 

First, using WebService component directly. The main codes are as follows. 

<mx: WebService id=”RS1” 
     Wsdl=http://192.202.12.11/ResourceService1.wsdl 
    //point out the  method which will be excuted. 
    <mx:operation name=”doComputing”> 
         <mx:request> 
    //point out the parameters which will be passed. 
           C1=5; 
            … 
          </mx:request> 
     </mx:operation> 
</mx: WebService> 
<mx:Panel width=”400” height=”400” layout=”absolute” 
title=”Computing Service“> 
  // call the method 
  <mx:Button click=”RS1.doComputing.send( )” 
  x=”230”y=”330” label=”compute“ > 
  … 
</mx: Panel> 

Second, using agency to access grid service. 
Agency can realize to access grid service on different domain. For example, LCDS 

(LiveCycle Data Service) can be used as the agency of portal side. Therefore, 
configuration file services-config.xml must be modified, in which the definition of 
HTTPChannel under the node of <channels> and the definition of remote service 
under the node of <services> must be appended. Reverse agency also can be built. For 
example, FluorineFx and Flash Remoting MX can be used as the agency of server 
side which contains some grid services.  

2) Access local application system 
URLRequest class and its URL attribute can realize the access to local Web system 
based on HTTP and local file based on File protocol, whose app-storage scheme 
defines local file folder for AIR application storing data. In addition, Flex file system 
components can display and operate local file system, which contain the controls of 
tree, grid, list, combox and so on.  

Grid portal system provides simple configuration function for user. For example, 
user inputing Web address or file path, the system can integrate local application. 

4.3   Design of Data Layer 

Design of data layer contains three aspects. The first is to build local database. Adobe 
AIR (Adobe Integrated Runtime) includes a SQL database engine, which uses open 
source SQLite system to build database for storing persistent data. Second, using 
drag&drop API realizes dynamic field data exchange between applications, between 
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application and desktop, between components in the same application. The data 
includes file, RTF data, text and so on. Third, portal exchanges data with grid service 
in XML data format. 

4.4   Whole Realization Scheme 

In conclusion, the overall implementation scheme of grid portal system is as follows. 

 

Fig. 3. Realization of grid portal system 

Finally, Flex application programmes are packed into AIR file. So users download 
the runtime software and AIR file to finish installation, or do online installation by 
using Badge software. User run it as desktop application. 

5   Conclusion 

RIA technology has special advantages on system framework, operating efficiency 
and expressive force. It can bring grid user new interface and rich experience. Flex 
provides a relatively mature RIA development environment. How to use Flex fully to 
design a excellent grid portal system and make a development mode is the purpose of 
this study. Now the new portal design technology is presented, which avoids the 
former weeknesses, meets the needs of diversification of grid resources, multi-media 
user interface and personalized grid user. The research team takes compute grid as 
study case, and has developed grid portal experiment system based on RIA, which is 
being tested and improved. The deployment of the grid system and its grid services 
will be introduced in other paper.  
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Abstract. Cognition process has been translated into other quantitative indicators 
in some assessment decision systems. In teaching evaluation system a fractional 
cognition process model is proposed in this paper. The fractional model is built on 
fractional calculus theory combining with classroom teaching features. The 
fractional coefficient is determined by the actual course information. Student self-
parameter is decided by the actual situation potential of each individual student. 
The detailed descriptions are displayed through building block diagram. The 
objective quantitative description can be given in the fractional cognition process 
model. And the teaching quality assessments will be more objective and accurate 
based on the above quantitative description. 

Keywords: fractional, cognition process, qualitative indicators, quantification. 

1   Introduction 

It makes people to improve capability through constantly contacting with the nature 
and community. It is process of people ability improvement that the process of 
learning more about things. That holding cognition process can analyze the rule and 
essence of understanding new things and learning new methods, and also can promote 
teaching reform and make people learn more knowledge using of more short-term. It 
is the gradually accumulation process that the process of learning about things, and it 
is integral model based on mathematical knowledge. Because cognition process is a 
complex nonlinear process that affected by many factors, traditional integer order 
calculus model is unable to accurately describe its action. Fractional order calculus 
has much to offer science and engineering by providing not only new mathematical 
tools, but also more importantly, and it implies the fractional order nature of actual 
dynamic world. Fractional order system is established on the idea of fractional order 
calculus and theory of fractional order differential equations, which is an extension to 
the conventional calculus problems. Fractional model is a mathematical modeling 
approach based on fractional calculus, and it provides a powerful decision support and 
scientific basis for cognition process. 

The fundamental teaching purpose is that students can acquire knowledge as much 
as possible[1]. It is an important indicator of teaching quality assessment which 
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students acquire the degree of knowledge through classroom teaching[2]. It is the 
cognition process that the process of students acquiring knowledge. This indicator is 
analyzed into some quantifiable indicators in previous assessment, and it can not 
objectively describe the degree of students obtaining knowledge. A fractional 
modeling method of cognition process is proposed in this paper. 

The remaining part of this paper is organized as follows. In Section 2, mathematical 
foundation of fractional calculus is briefly introduced; in Section 3, a fractional model 
method is presented for cognition process; in Section 4, some practical examples are 
presented to verify the feasibility. Finally, conclusions are drawn in Section 5. 

2   Fractional Calculus: A Brief Introduction 

Although the fractional order calculus is a 300-years old topic, the theory of fractional 
order derivative was developed mainly in the 19th century. [3], [4] provide a good 
source of references on fractional calculus. 

Fractional calculus is a generalization of integration and differentiation to a 
fractional, or non-integer order fundamental operator a tDα , where a  and t  are the 

lower/upper bounds of integration and α  the order of the operation. 
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which ( )R α  is the real part of α . Moreover, the fractional order can be a complex 

number as discussed in [5]. In this paper, we focus on the case where the fractional 
order is a real number. 

It is well known that fractional order systems itself is an infinite dimensional filter 
due to the fractional order in the differentiator or integrator while the integer-order 
systems are with limited memory (finite dimensional). There has been a surge of 
interest in the possible engineering application of fractional order differentiation. 
Examples may be found in [6] and [7]. Some applications including automatic control 
are surveyed in [8]. The significance of fractional order theory is that it is a 
generalization of classical integral order theory, which could lead to more adequate 
modeling and more robust control performance. 

Fractional order systems could model various real materials more adequately than 
integer order ones and thus provide an excellent modeling tool in describing many 
actual dynamical processes[9]. Fractional model provides the scientific basis for 
prevention and treatment of satellite monitoring absorption rate [10]. The nematode 
movement can be simulated through fractional model [11]. It may be used for 
building “love” models using fractional-order system [12]. [13] modeled iron 
meteorites crystallization by fractional theory. And there are some people pay close 
attention to unemployment rates by means of fractional calculus [14]. 

Student cognition process is an essential factor in teaching assessment. It is a 
nonlinear process affected by a number of factors, such as, student own ability, 
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student knowledge, grade of cognitive problems, teaching, teaching conditions, etc. 
The fractional cognition process model is proposed in this paper. Model parameters 
can be obtained by the corresponding actual data. It aims to reduce the complexity 
while improving the scientific validity of the assessment results based on the 
fractional cognition process model.  

3   Fractional Model of Cognition Process 

It is a complex multi-factor process that the process of students learning more about 
things. When students come into contact with a new thing, they take into account 
relation with previous knowledge. That is to say, they firstly determine it is either a 
completely new knowledge or an extension of existing knowledge. If it is a 
completely new knowledge, cognition process is similar to the linear process on initial 
stage. And then is similar to the curvilinear process. When students control a certain 
degree, qualitative leap is not naturally arisen, while it requires a number of related 
factors. If the course is an extension of existing knowledge, cognition process is 
similar to the curvilinear process. Achieving a certain degree, curve will still flatten. 

In higher education schools, student learning courses are based on previous 
knowledge and extension of extension. The process of students learning the 
knowledge is similar to the rising phase of parabola. 

Student cognition process can be modeled by improved Basset force and fractional 
model in this paper. Basset force mainly describes the process that the ball moves in a 
straight line. And when the ball sinks into the viscous fluid, two-phase flow in the 
actual ball movement is not linear motion. The force is impacted by other particles 
movement. At the beginning the ball entered the relatively fast. Then the force should 
be connected with particle size, particle and fluid density ratio and fluid pulsation 
frequency so on. The process is multi-factor process. Refer to the model of fractional 
Basset force, based on the character of student cognition process and a lot of relevant 
data, fractional cognition process model for one course can be modeled.  
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where ( )x t  expresses cognition process, and the result is the ability to achieve. 

Fractional coefficient α  is determined by the actual course situation, the overall 
quality of students and teaching ways and means so on. Coefficient ,  ,  a b c  are based 
on the course previously data. λ  is decided by the actual situation of each individual 
student, and it can be quantized through students themselves potential, related courses 
performance, students self-evaluation and teacher evaluation so on.  

The fractional simulation block diagram is used for the proposed fractional 
model[15]. Through building Simulink model, the numerical solution of fractional 
order nonlinear calculus equation can be obtained directly. A fractional calculus 
module has been mainly adopted. In fractional calculus model, a modified 
approximation method is introduced[16]. Based on series expansion and recurrence, 
the continuous rational transfer function is  
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where 2 1N +  is the order of approximation, and b , d  are improvement factor. Here 
10b = , 9d = , 3N = , and the pre-specified frequency range is 0.001bω = , 

1000hω = . 

4   Illustrative Example 

Student mastery degree is an important indicator in the classroom teaching. It is key 
issues that building model for student mastering knowledge. Accuracy and 
effectiveness of the fractional model can be verified by taking Mathematical 
Modeling Course as an example. 

There are 43 students in Mathematical Modeling Course. This course requires 
some knowledge of mathematics basis. And students have learned the relevant 
mathematics. The courses difficulty coefficient is 1.1. Teachers have some teaching 
experience. At the beginning fractional coefficient α  should be identified founded on 
various practical situations in the course cognition model. 

Generally that the larger the α  value indicates the course is the more difficulty 
and teaching skill is general and students overall quality is not good. Otherwise that 
the smaller the α  value indicates a small difficulty coefficient of the course, and 
teaching skills is better, and students overall quality is higher. Normal range of 
α value is interval (0, 1). The fractional coefficient can be determined grounded on 
the above factors, expert ratings and data analysis so on. 

The coefficients a, b, c values can be confirmed through the optimal fitting method 
based on previous data and combining with the characteristics of classroom teaching. 
And then the fractional student cognition process model is constituted. 

0.36
0.368

( ) ( ) ( ) 1
1 662

Dx t D x t x t
λ

⎛ ⎞+ + =⎜ ⎟+⎝ ⎠
                           (7) 

Coefficient λ  is determined by each student own quality. And it is impressed by 
student related courses achievement, student self-evaluation and teacher evaluation so 
on. That the larger coefficient λ  value indicates that the student own factor is good, 
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and related courses evaluation is better, and he has positive attitude. It is converse if 
the value λ  is smaller. The value range is (0, 1). 

A simulation model can be built based on fractional cognitive process model as 
shown below. 

 

Fig. 1. Simulink model 

Output is the process of student mastering knowledge. Simulation accuracy is 
depended on the approximate effect, approximate bands and the approximate order. It 
is can be found that it is the more accurate if the approximate order is the higher, but 
at the same time it is consuming. A number of data and experiments show that it 
should be selected as b 0.001ω = , h 1000ω = , N 4= . And then various factors and 

results are satisfactory. 
Several students were randomly selected. Students themselves coefficients have 

been determined according to students own quality, subjective and accumulated in the 
past. Students themselves coefficients were respectively 0.03, 0.09, 0.24, 0.4, 0.9. 
Corresponding output curves can be obtained based on the above model and 
algorithm, as shown in Fig. 2. 

 

Fig. 2. Output curve of the corresponding λ  
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Curves in the figure are respectively the results when 0.03λ = , 0.09λ = , 
0.24λ = , 0.4λ = , 0.9λ =  from bottom to top. It shows the cognition degree of this 

course that they achieve finally knowledge degree. That is to say, the curve denotes 
mastery degree to this course. For example, when λ  is 0.03, the coefficient value is 
the lower. It also indicates that this student can not be good at Mathematical Modeling 
Course. The final value of corresponding curve is close to 0.8. That is to say, this 
student is best able to achieve eighty percent of the course knowledge under the effect 
of the student own factors and external factors. It is assumed that the duration is long 
enough. While instruction time of our normal course is limited. And it is not possible 
to attain the final result. The final result is acquired mainly by student subjective 
efforts and devotion. It is generally that the previous value is referred to. For instance, 
the time is 2 or 3. For 36 instruction time of Mathematical Modeling Course, the 
value is selected as the student mastery knowledge degree for the course when time is 
2.5. The corresponding values were respectively 0.63, 0.7, 0.76, 0.78, 0.81. The final 
results are consistent with the selected students themselves evaluation. The 
effectiveness and accuracy of the proposed fractional model is illustrated adequately. 

5   Conclusion 

Cognition process is a complex process which people learn more about things. 
Cognition process is also very important information in many assessment decision 
systems. Because qualitative level is higher in cognition process, it is translated into 
other quantitative indicators in some decision systems. And some specific attribute 
information may be lost. For cognition process of university courses, the fractional 
cognition process model is proposed in order to evaluate teaching effect by rule and 
line in this paper. Student cognition process is a complex multi-factorial process, and 
it is not modeled by integer order model accurately. While fractional order system can 
model the complex process. And the corresponding process curves can be shown. At 
last, the validity of proposed method is validated by actual Mathematical Modeling 
Course. 
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Abstract. This paper focuses on a modified echo canceller system developed to 
satisfy the requirements of long network time-delay in the Internet of Things. 
The NLMS algorithm used in it is modified to reduce the computational 
complexity with the characteristics of fast convergence speed and low steady-
state mean-square error (MSE). Hardware platform and software program have 
been designed to verify this algorithm. The simulation results by MATLAB and 
practical system are presented in support of the feasibility and validity of the 
proposed algorithm and echo canceller system. 

Keywords: Echo Canceller, Internet of Things, NLMS. 

1   Introduction 

The Internet of Things (IOT) is a technological revolution that represents the future of 
computing and communications. It realizes the vision of a fully interactive and 
responsive network environment [1]. However, the network time delay will increase 
dramatically since more and more data are transferred in the internet, therefore 
worsening the situation for the echo. To remove the undesirable echo, an echo canceller 
system can be applied. It learns adaptively the response from near-end transmitter to 
receiver, generates a replica of that echo, and subtracts that echo replica from the 
receiver input to yield an interference-free signal [2]. In this way, the echo can be 
reduced and the conversation quality in IOT can be improved. 

Normalized Least Mean Square (NLMS) algorithm used in the echo canceller system 
has better convergence performance and less signal sensitivity than the conventional 
LMS algorithm [3] [4]. Furthermore, this algorithm is known to be robust against finite 
word length effects [5] [6]. But the original NLMS algorithm cannot efficiently alleviate 
the influence of echo in the Internet of Things. With an increased network time delay, 
the computational complexity is significantly increased, making it unpractical for real 
time echo cancelling applications. In this paper, we design an echo canceller system 
using a modified NLMS algorithm, which has the characteristics of lower computational 
complexity to serve the needs of IOT. Moreover, this NLMS algorithm is improved 
based on the NLMS algorithm in [7], and maintains the quality of faster convergence 
speed and lower steady-state mean-square error (MSE) than the original NLMS 
algorithm. In our implementation, TMS320VC5416 is used as the central process unit 
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while TLV320AIC23 is audio encoder/decoder (CODEC). The control program has 
been designed to verify the feasibility and validity of this echo canceller system.  

2   Algorithm 

The estimated echo signal is defines as follows,  
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Where 
kW  are the coefficients of the adaptive transversal filter, Y(n) are the reference 

samples. In NLMS algorithm, 
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where e(n) is the error signal, μ is the step size that controls the convergence speed 
and stability.  

NLMS algorithm employs a data-dependent step size at each iteration. The 
normalized μ is adjusted with the data as follows, 
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where β is a constant number between 0 and 2. 
There are two conflicting requirements on the step size μ. It should be large enough 

to have fast dynamics and hence fast forgetting of the initial parameter settings. On 
the other hand, a large step size means fast dynamics combined with a significant 
amplification of the driving term, which results in a large steady-state MSE. In order 
to overcome the compromise between fast convergence speed and low steady-state 
MSE, the optimal step-size sequence in [7] is introduced to improve the step size μ as 
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We make further refinements to this algorithm so that the coefficients of the adaptive 
transversal filter are divided into M parts. Each part is non-continuous with fixed 
intervals. As a result, only N/M coefficients are refreshed simultaneously at one 
sampling point. 

Finally, the adaptive echo canceller’s coefficient at time instant n is defined as 
follows, 
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Due to the exponential convergence speed of the step size μ from the initial value, the 
modified NLMS algorithm has the same characteristics of fast convergence speed and 
low steady-state MSE as in [7]. Moreover, Full coefficient refreshment completed 
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every M input reduces its computational complexity. So this improved algorithm has 
better real-time property than before which can be applied into the IOT. 

3   System Design 

3.1   Overall Layout  

The audio signals are recorded in Sound Wave (.WAV) format, with far-end signals 
in the left sound channel, and mixed signals composed by near-end signals and echo 
signals in the right sound channel. The echo is subtracted from the signals, which 
have been sampled at 8 kHz sampling rate in audio chip, and eliminated in DSP. Then 
the output signals of the audio chip can be compared with the original signals to 
evaluate the performance of the whole system. 

3.2   Hardware  

The architecture of echo canceller system is shown in Fig. 1. For the DSP module, we 
choose TMS320VC5416 of TI company, which fulfills the requirement of echo 
canceller system, and is easy to upgrade; For the audio encoder/decoder module, we 
select TLV320AIC23 of TI, which is a high-performance stereo audio codec. The 
A/D and D/A converters within it use multi-bit sigma-delta technology with 
integrated oversampling digital interpolation filters. Data-transfer word lengths of 16, 
20, 24, and 32 bits and sample rates from 8 kHz to 96 kHz are supported. It also 
supports SPI Serial-Port Protocols, which is fully compatible with McBSP interface 
of DSP. It is used here to sample the analog signals in 8 kHz and transfer the data to 
DSP.  
 
 

 
 

Fig. 1. Architecture of echo canceller system 
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The main feature here is the full use of left/right channel of TLV320AIC23. The 
prepared input signals can be sampled in different sampling rates for the 2 channels, 
just like 2 A/D converters for different signal sampling. In the same way, for the 
left/right channels we have 2 outputs, which can be used to compare the effect after 
the process of echo canceller system. 

3.3   Software  

The software of the echo canceller system includes main program and subprogram. The 
mains program does the initialization of the chip and then invokes the subprogram. The 
subprogram contains far-end and near-end speech detection program, echo estimation 
program, remnant echo cancellation program and filter coefficient updating program. 
The flow chart is shown in Fig. 2. The filter coefficient updating program is the core of 
the algorithm that directly impacts the performance of echo canceller system. 

 

 
 

Fig. 2. Flow chart of the main program and subprogram 

4   Conclusions 

The left part of Fig. 3 displays the simulation result of the NLMS algorithm in [7] and 
the right part of Fig. 3 depicts the modified NLMS algorithm we used when echo path 
delay is 8ms and N=64. From the analytical results, it shows that the improved NLMS 
algorithm we used maintains the characteristics of fast convergence speed and low 
steady-state mean-square error (MSE) of the NLMS algorithm in [7] while its 
calculation complexity is significantly reduced. 
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Fig. 3. Simulation result between the two algorithms 

In CCS developing environment, the outputs of echo canceller are captured by 
breakpoints and the calculation result is shown in Fig. 4. The rapid convergence rate 
proves the validity of the improved NLMS algorithm. 

In real-time simulation we use actual audio signal. The original signal and echo 
signal are input into DSP to be processed, and remnant echo is output in real time. 
After many experiments, trying different convergence factors and power windows, 
the coefficients are optimized. In the actual test under high latency environment, the 
echo is suppressed a lot and real time property is satisfied, which fulfill the 
requirements of echo canceller system in IOT.  
 

 

Fig. 4. Calculation result of the output of echo canceller 
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Abstract. With the increasing competition in logistics industry and promotion of 
lower logistics costs requirements, the construction of logistics information 
matching platform for highway transportation plays an important role, and the 
accuracy of platform design is the key to successful operation or not. Based on 
survey results of logistics service providers, customers and regulation authorities 
to access to information and in-depth information demand analysis of logistics 
information matching platform for highway transportation in Zhejiang province, a 
survey analysis for framework of logistics information matching platform for 
highway transportation is provided. 

Keywords: logistics information matching platform, highway transportation, 
demand analysis. 

1   Introduction 

Logistics industry is a developing industry; logistics companies are also developing 
business. Logistics industry in Zhejiang is relatively simple function, low level of 
service, investment returns and operating margins less than satisfactory. The 
unreasonable transportation will result in transportation unreasonable detour, back, 
over transportation, repeat transportation phenomenon and so on .It is bound to result 
in a long time in transit of goods, more links, slow circulation, large cost, waste 
capacity and social workers, impact the social production and the market supply. So 
how to reduce business operating costs and increase their competitiveness becomes a 
serious problem. The waste of so many resources to produce the cost of business 
operations is produced by unshared of logistics information resources in some degree. 
Small, the operating state of disorder is simply not possible to obtain better economic 
benefit, so the establishment of a province and the country's information platform for 
the integration of resources, to achieve regional logistics information sharing, to 
maximize resource utilization is imperative. 
                                                           
*  This paper is supported by Zhejiang Provincial University Students Scientific Innovative 

Project and Zhejiang Gongshang University Students Scientific Innovative Project. 
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This paper aims at the framework of a logistics information matching platform for 
highway transportation. The organization of the paper is as follows. In section 2, the 
situation of present logistics industry in Zhejiang province is analyzed. In section 3, 
three specific access ways for logistics information of highway transportation are 
described and analyzed. Section 4 discusses the total demand of logistics information 
matching platform for highway transportation. In section 5, some planning elements 
of logistics information matching platform are suggested. The final section 
summarizes the major conclusions and suggests further research topics. 

2   Analysis of Zhejiang Road Freight Market 

In recent years, highway transportation saw a rapid development, participation in 
Cargo transport vehicles and cargo turnover of holdings. In 2007, the total highway 
transportation continued to grow, Zhejiang Province have completed the 
transportation of 987 million tons of cargo and 49.36 billion ton-kilometers, 1.53 
times in 2002 and 1.63 times. The province has 436 000 vehicles including 347000 
ordinary trucks, 24100 special vehicles, 62000 van; 9948 container lorries, 9940 
dangerous goods transport vehicles, growth rate of 26% and 24%conpared with the 
numbers in 2006 [1]. But as the holdings of vehicles and cargo turnover rate continue 
to rise, resource utilization has become an increasingly prominent issue. The results of 
survey on the development status of logistics in Zhejiang Province are as follows: 

• Low services level: Most of the professional logistics companies transformed 
from freight and warehouse, most just stop at the transportation, warehousing, 
freight forwarding services, such as a single, it is difficult to provide integrated 
services.  

• Difficulties in Obtaining Information Sources for Shipper and Carrier: The 
province's total logistics costs account for 18.3% rate of GDP, information is not 
high, logistics resources scattered, logistics is lack of effective collaboration and 
cooperation between enterprises. 

• Enterprise information is still in its infancy: According to the survey results, 
such as Chuanhua Logistics, the company established a network system, but 
only for the enterprise inside, without information share with other companies. 

3   Analysis of the Access Ways for Logistics Information 

3.1   Information Sources for Shipper and Carrier 

To understand the status of highway freight market, the way to access to information 
of freight and car, and the use of network information platform, a survey is carried 
out. In this survey, nearly one hundred questionnaires were distributed to logistics 
transport companies and 100 questionnaires were distributed to 100 manufacturing 
companies, the final recovery of the questionnaires is 36 and 64 respectively, which 
were used as a statistical and analysis base. Here are some of the results. 

Based on the survey data, it’s found that the shipper’s information sources in 
market were limited to the carriers that had associated with them before, which dues 
to the relatively low risk of the goods’ transportation, but with increased transport 
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costs for the lack of competition. And, on the other hand, the effective use of the 
carriers’ vehicles is also very important issues. Through such information sources, the 
scope of finding available carriers is limited. The survey results show that the shipper 
use the Internet as a way to find the carrier is the least one, as illustrated in Fig. 1. 

        

Fig. 1. Information sources for shipper and carrier 

3.2   Difficulties in Obtaining Information Sources for Shipper and Carrier 

Fig. 2 shows that instability of the carrier source and high tariffs are the main problems 
in obtaining information sources for shipper, which was mainly cased by the restriction 
of the carrier’s information, for example, many shippers may have experienced the 
situation that when they want to find carriers, but on carrier is available, and sometimes 
there are excessive carriers to choose. The unawareness of the carrier’s information is 
root of the problem. Nowadays, in term of intermediary company or others, in order to 
protect their own interests, their own information resources are not shared with the 
public. 

    

Fig. 2. Difficulties in obtaining information sources for shipper and carrier 

3.3   Influencing Factors of Transportation Costs 

The survey results illustrated that the poor matching of shipper and carrier’s 
information causes raising of logistics costs, which is the main factors impacted the 
logistics costs, as in Fig. 3 shows. And in the practice, the poor matching of shipper 
and carrier’s information and the unreasonable transportation schedule are serious and 
must be solved. 

 

Fig. 3. The main factors that affect transport costs 
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3.4   "Dilemma" in Highway Freight Market and Solution 

According to the results of these surveys, we can find that matching of vehicle and 
goods, high empty driving problems are the main factors that lead to high logistics 
cost, but due to the existence of competition, most businesses were in different array. 
It is difficult to form an orderly market; the shippers are suffering from the difficulty 
to find a suitable carrier, while the carriers are in troubled with finding goods to 
transport.  

In response to the situation above, a number of websites that provide logistics 
information have sprung up, such as zj56 (http://www.zj56. com.cn), chinawutong 
(http://www.chinawutong.com), 8glw(http://www.8glw.com/) and so on[2-4]. These 
freight information platforms can integrate shipper and carrier source effectively, and 
make goods and vehicles source searching without location restriction.   

In the term of the integration of goods and vehicles resources to reduce wastage 
rate, the logistics information platform enables users to easily find the resources 
which they need, and prevent phenomenon that the vehicle and goods does not match. 
The efficient use of vehicle and cargo resources can also reduce logistics costs to 
some extent.   

However, in practice, as the survey shows, the users of these websites don’t think 
the websites so well. Although some shippers and carriers are willing to find 
information from the Internet, but most of them were doubt on the network 
information security, and holed attitudes that Internet may provide false information.  

Most of the shippers and carriers think that the convenience of searching on 
website is bad. As far as the current situation in China freight market is concerned, the 
majority of users of the logistics website are poor in Internet for their cultural level. 

4   Analysis of the Total Demand of Logistics Information 
Matching Platform 

Logistics information matching platform in highway freight transportation is an 
integrated, intelligent logistics information management center for the entire highway 
freight logistics system. Logistics information matching platform in highway freight 
transportation participations include the regulation authorities in government, 
enterprises and users in freight market. Building the logistics public information 
platform aims to provide information to support the enterprise, to provide conditions to 
support the relevant industry sectors to logistics management and market management: 
integration of the whole community micro-logistics resources to provide different 
content information service enabling logistics information. Through the establishment 
of logistics information matching platform in road freight transportation, it will achieve 
fast, convenient, real-time logistics information exchange. 

Therefore, from the view of regulation authorities in government, logistics 
enterprise and business enterprise/users, the total demand analysis are: 

• Logistics enterprise:Information of public logistics infrastructure, information 
of logistics market demand, information resources of logistics business, and 
other logistics consulting services; 
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• Business enterprise: Information of logistics providers, logistics business 
transaction management, special and value-added services; 

• Regulation authorities in government: Including the basic data processing of 
regional logistics operation, regional integration of resources to support the 
logistics function, regional logistics analysis and planning support.  

Each one of the participations has different information demands of logistics 
information matching platform in highway freight transportation as the following 
aspects: 

• Dependence on information around shipping logistics system: The logistics 
enterprises have large dependence on the information of public logistics 
infrastructure, transport network, and require the presence of public information 
platform to improve access to logistics information and reduce information 
costs;  

• Differences of freight logistics information needs: Logistics information needs 
in logistics, use of outsourcing of logistics customers and government is 
different. The difference is mainly reflected in: the time difference, content and 
different degree;  

• Complexity of freight logistics information exchange: Integrated logistics 
services involved in differences of a number of business entities, the main 
economic relations, technology, culture and information system module, leading 
to the complexity of the logistics information exchange; 

• Limited of freight logistics data sharing: Part of the logistics business to its 
particular user is based on closed system operation, sharing internal information 
and external areas is very limited. 

5   Logistics Information Matching Platform Planning Elements 

Most sites have information platform, but there is a credit security most users can not 
make access to information through the Internet. Therefore, a comprehensive security 
system is very important. 

5.1   To Establish the Safety Integrity 

This section includes the following two aspects. 

• member rating system 
Users are divided into three levels, directly registered user is C grade. If relevant 
documents are available, such as picking station owners provide identity cards, 
business license, road license, etc, then the user can be upgraded to B grade. On this 
basis, if the release of information reaches a certain level, or trading volume reached a 
certain standard, and without customer complaints, the background will upgrade the 
users to A grade. Information published by higher level user will be distinguished by 
different colors, and preceded by rank sign in front of each message with small stars, 
the more small stars it has, the higher and the credit rating on the mark. This would be 
the maintain information security, and encourage users to publish more information. 
As shown in Fig. 4.  
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Fig. 4. Member rating system 

• Integrity member libraries 
Carrier’s vehicle database information includes the carrier's personal information 
(such as ID number, driver photos, driving vehicles, etc.), and divide the integrity of 
vehicles into different classes, primarily on the number of its transactions, and the 
owner of the praise of their degree. Every transaction time, the owner can be give one 
evaluation, divided into good, middle and poor, who was named best plus one points, 
medium without points, and poor by one point cut. The users can refer their integrity 
according to scores obtained by other users. The procedure is illustrated in Fig. 5. 

 

Fig. 5. Online Trading 

5.2   To Provide SMS Service 

Nowadays, the SMS service has 6.8834 million users account for 47.3% of the 
population, and also has very strong momentum of development. It is well know that 
Chinese likes to exchange text messages. According to data from the Ministry of 
Industry and Information Technology (2008), mobile phone users sent a total of 56.87 
billion messages, send text messages per user per day on average 3.01. 

From the perspective of users, the shipper or carrier is basic proficiency in using of 
cell phones. It is feasible for the information platform to send vehicle and cargo 
information by text messages in real-time. No matter when it is and where it is, you 
can have access to the latest vehicle and cargo information, and solve situation that 
the user can not access the information platform by Internet. And the information 
platform can also provide a reminder service for web users to complete the transaction 
ever better. 

6   Conclusion 

The construction of logistics information matching platform will solve the dilemma 
situation of highway freight market effectively. Beside the high cost of construction, 
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the support from government and cooperation of many aspects, the difficulty is not 
technical, but in the effective requirements analysis and functional design. A 
reasonable logistics information matching platform can promote the enterprise's 
logistics sector, government, logistics companies and customers to maximize 
communication and resource sharing. 

References 

1. Zhejiang Provincial Communications Department, Zhejiang Academy of Social Sciences. 
Zhejiang Transportation and the reform and opening up three decades. Hangzhou Press, 
Hangzhou (2008) (in Chinese) 

2. Ministry of Industry and Information Technology. National Statistics reports the 
communications industry operations (2008) (in Chinese) 

3. Bagualaiwang logistics information, http://www.8glw.com 
4. Public Logistics Information Service Platform of Zhejiang Province,  

http://www.zj56.com.cn 
5. China Wutong Logistics Information Website, http://www.chinawutong.com 



 

G. Shen and X. Huang (Eds.): ECWAC 2011, Part I, CCIS 143, pp. 155–162, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Flexible Endian Adjustment for Cross Architecture 
Binary Translation 

Tong Zhu, Bo Liu, Haibing Guan, and Alei Liang 

School of Software, Department of Computer Science,  
Shanghai Key Laboratory of Scalable Computing and Systems,  

Shanghai Jiao Tong University, Shanghai 200240, China 
{ztgreat,boliu,hbguan,liangalei}@sjtu.edu.cn 

Abstract. Different architectures and/or ISA (Instruction Set Architecture) 
representations hold different data arranging formats in the memory. Therefore, 
the adjustment of byte packing order (endianness) is indispensable in cross- 
architecture binary translation if the source and target machines are of 
heterogeneous endianness, which may otherwise cause system failure. The issue 
is inconspicuous but may lead to significant performance bottleneck. This paper 
investigates the key aspects of endianness and finds several solutions to endian 
adjustment for cross-architecture binary translation. In particular, it considers the 
two principal methods of this field — byte swapping and address swizzling, and 
gives a comparison of them in our DBT (Dynamic Binary Translator) — 
CrossBit. 

1   Introduction  

Binary translation allows software compiled for the source machine to be converted to 
run on the target machine while achieving reasonable performance on that machine. 
Therefore it is feasible to run binaries on heterogeneous architectures such as x86, 
PowerPC, SPARC, MIPS, ARM, etc. Furthermore, it can be used to support legacy 
binary code [1], support ISA virtualization [2], enable innovative co-designed micro-
architectures [3], and many other applications [4-9].                                        

In cross-architecture binary translation there is a critical problem: endianness. 
Endianness is the ordering of individually addressable sub-units (words, bytes, or 
even bits) within a longer data word stored in memory. The most typical cases are the 
ordering of bytes within a 16-, 32-, or 64-bit word, where endianness is often simply 
referred to as byte order. Byte order is an important consideration in cross-architecture 
binary translation, since software is being migrated from one machine to anther machine 
with completely reverse byte orders. Failure to account for varying endianness when 
writing code for mixed platforms necessarily leads to bugs that may be difficult to 
detect.  

Recently, cloud computing has been the highlight of information world since it 
offers a computing paradigm that allows users to temporary utilize computing 
infrastructure over the network, supplied as a service by the cloud-provider at 
possibly one or more levels of abstraction[10]. Endianess is also an unavoidable issue 
in cloud computing infrastructure, for the cloud clients and servers located at the 
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different ends of the cloud may have distinct architectures, which means they hold 
different data arranging formats in the memory. Similarly, the situations appear in the 
fields of telecommunication, the embedded system, network programming, etc. 

In this paper, we present a summary of several aspects of endianness, with a 
classification of its components, and the relationships as well as their dependency. In 
addition, we explore the solutions to endian adjustment for cross-architecture binary 
translation.  

The rest of this paper is organized as follows. Section 2 presents the background 
description of endianness and dynamic binary translator features. Section 3 describes 
the two principal methods for cross-architecture binary translation while section 4 
gives detailed design and implementation using the two methods in our developed 
DBT CrossBit. We discuss the performance evaluation of the system with the two 
approaches in section V and recapitulate our work in section 6. 

2   Background  

2.1   Mix-Endianess 

Endianness is the byte (and sometimes bit) ordering in memory used to represent 
some kind of data. Typical cases are the order in which integer values are stored as 
bytes in computer memory (relative to a given memory addressing scheme) and the 
transmission order over a network or other medium. When specifically talking about 
bytes, endianness is also referred to simply as byte order. 

This is similar to the situation in written languages, where some are written left-to-
right, while others are written right-to-left. However, endianness does not matter in 
dealing with a sequence of single bytes. This is the case with strings encoded in 
ASCII and similar codes, where one byte corresponds to one character. Strings 
encoded with Unicode UTF-16 or UTF-32 are affected by endianness because in 
those, a set of two or four bytes represents one character. 

There are two main camps of memory byte ordering that are used by present 
machine architectures: little-endian byte ordering (e.g. Intel IA32, PDP-11) and big-
endian byte ordering (e.g. SPARC, PA-RISC). 

2.1.1   Big-Endian 
Big-endian machines store the most significant byte on the lowest memory address 
(the word is stored big-end-first). 
 

2 Background  

2.1 Mix-endianess 

2.1.1   Big-endian 

increasing addresses

... 0x0A 0x0B 0x0C 0x0D ... 

Figure.1 Big-endian format stor ing in memory 

 

Fig. 1. Big-endian format storing in memory 
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The most significant byte (MSB) value, which is 0x0A in our example in Figure 1, 
is stored at the memory location with the lowest address, the next byte value in 
significance, 0x0B, is stored at the following memory location and so on. This is akin 
to Left-to-Right reading order in hexadecimal. In Figure 2 below we give a diagram to 
illustrate the mapping from register to memory or from memory to register with  
big-endian format. 

 
Fig. 2. Mapping between register and memory in big endian 

Well known processors that use the big-endian format include Motorola 6800, IBM 
POWER, and System/360 and its successors such as System/370, ESA/90, and 
z/Architecture. SPARC also historically used big-endian until its version 9. 

2.1.2   Little-Endian 
Little-endian machines store the least significant byte on the lowest memory address 
(the word is stored little-end-first). 
 
 

Figure.2 Mapping between register  and memory in big endian 

2.1.2   Little-endian 

increasing addresses  

... 0x0D 0x0C 0x0B 0x0A ... 

Figure.3 Little-endian format storing in memory 

Figure.4 Mapping between register  and memory in big endian 

 

Fig. 3. Little-endian format storing in memory 

The least significant byte (LSB) value, 0x0D in Figure 2, is at the lowest address. 
The other bytes follow in increasing order of significance. Figure 4 gives the mapping 
between memory and register with little-endian format. 

Well known processor architectures that use the little-endian format include x86, 
6502, Z80, VAX, and, largely, PDP-11. 

Many serial protocols may be regarded as big-endian (at the bit- and/or byte-levels) 
in the sense that the most significant part of the data is sent first. However, there are 
also serial formats with the least significant bit sent first. Furthermore, bit and byte 
order is often reversed (or "transparent") in the interface between the UART or 
communication controller and the host CPU, DMA controller, and system memory. 
These interfaces may be of any type and are configurable. 
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Fig. 4. Mapping between register and memory in big endian 

2.2   Dynamic Binary Translator Features 

There are many dynamic binary translators now, such as UQDBT [11], QEMU [12] 
and CrossBit [13], etc. Mostly, DBT uses basic block as the translation unit. DBT first 
uses a Source Program Counter (SPC) to look up the SPC-TPC (Target Program 
Counter) map table. If the SPC value exists in the map table, this basic block has been 
translated. The corresponding target code is stored in the Target Code Cache 
(Tcache), and then the processor directly jumps to TPC to execute the instructions. 
Otherwise, if the lookup result shows that there is a code cache miss, the processor 
will translate the source code block to target code block, then places it in the Tcache. 
Figure 5 illustrates the entire process of DBT. 

2.2 Dynamic Binary Translator  Features

Lookup SPC in
Translated
code cache
(TCache)

Build
Source code Block

(e.g. Bsic Block)

Translate
Source code Block

To
Target code Block

Insert
Target code Block

To
TCache

Execute
Translated
code Block

Miss or 
Hit?

Start with 
SPC

Figure.5 Structure of DBT

 

Fig. 5. Structure of DBT 

CrossBit is a retargetable dynamic binary translator implemented by Shanghai Jiao 
Tong University. It’s a process virtual machine developed mainly to provide the 
platform independent computing service for virtualized execution environment. For 
platform adaptability, CrossBit creates the intermediate representation named 
intermediate instruction (II) layer, which is used to unify the representation of various 
sources and target instruction sets. It mainly functions in quick adding guest/host 
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platforms for the CrossBit designers. However, unlike the typical machine adaptive 
DBT systems, CrossBit doesn’t generate the translator automatically. The binary is 
interpreted from the guest to II, and then translated from II to the host, are all hand-
written in the object-oriented language. Programmers may take the infrastructural 
interfaces of CrossBit translation module and reuse the others together with overall 
system mechanism. The obvious advantage of this infrastructure is that it provides 
CrossBit with direct II quality control, which is much harder to complete in above 
systems. And with intermediate representation, CrossBit can unify the semanteme of 
guest platforms, and port existed optimization from compilers to the II. 

3   Cross Architecture Binary Translation 

Cross architecture binary translation can be achieved by either modifying the effective 
addresses of memory accessing instructions, or by converting the result from stores 
and loads to the native target machine endian ordering. The former technique is 
known as address swizzling, and the latter achieved by byte swapping. In this section 
we illustrate how to implement cross architecture binary translation with the two 
methods in Our CrossBit. And we take the MP program for example in which the 
source machine is MIPS while PowerPC is the target machine. 

3.1   Address Swizzling 

In address swizzling, the original effective address for the memory access is adjusted 
to correct the “reversed” data values. Sometimes it is desirable to have memory 
organized in a different endian order to the native target machine’s order. For 
example, when running x86 Openoffice(OS: linux) on the PowerPC(a big-endian 
machine). Since Openoffice expects the data to be in little-endian order, and without 
altering the physical data layout, data accesses will require modifying those addresses 
and offsets. If address 0x2000 contains a 32-bit value stored in little-endian format, 
then the native big-endian machine will adjust its memory access by the following 
formula: 
 

Swizzled address = HighWMark − (SIZE + EA − LowWMark) [14] where: 
LowWMark to HighWMark are the memory address ranges for which data is of a 

different endian order. 
LowWMark holds the lowest address of the range and HighWMark holds the 

highest address. LowWMark = 0x2000 and HighWMark = 0x2004 for the example. 
SIZE is the number of bytes the memory instruction is fetching/writing. 
EA is the effective address requested by the original program. 
For example, if the original source instruction loads 16 bits from 0x2002 (i.e., 2 

bytes), the swizzled address will be 0x2004 − (2 + 0x2002 − 0x2000), which is 
0x2000. 

Specifically, in CrossBit we implements endian adjustment with address swizzling 
mainly by modifying the effective address of memory accessing instructions in 
intermediate instruction (II) which is called VINST. VINST contains two memory 
accessing instructions: LD and ST(see Figure 6). LD loads data of size sz from the 
memory address v(imm) to the virtual register v while ST stores data of size sz from 
the virtual register v to the memory address v(imm). 
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Fig. 6. LD And ST Instruction of VINST 

Then take LD for example, we can obtain the effective address of memory access: 
ea = [v] + imm. The data size sz must be also taken into consideration. 

1) If sz equals to 1, which means loading byte data, we let i = ea modulo 4 (ea%4). 
If i = 0, then ea =ea + 3; if i = 1, then ea = ea + 1; if i = 2, then ea = ea - 1; if i = 3, 
then ea = ea – 3. 

2) If sz equals to 2, which means loading half-word data, we let i = ea modulo 4 
(ea%4). If i = 0, then ea =ea + 2; if i = 2, then ea = ea – 2. 

3) If  sz equals to 4, which means loading word data, we do not need address 
swizzling. 

3.2   Byte Swapping 

The second option to cross architecture binary translation is to simply byte swap every 
read and write access to and from memory. Below is an example implementation of a 
32-bit byte swap macro: 

#define swap(x) ((((x) >> 24) & 0xff) | ((x) << 24) | (((x)>> 8) & 0xff00) | 
 (((x) << 8) & 0xff0000)) 

Processors may provide special features that can ease the byte swapping process. 
Intel’s 80486 and above processors provide a bswap instruction for cross-endian data 
handling, while SPARC-V9 and PowerPC processors have special load/store 
instructions that can access memory using a different endian ordering. 

Below we show how to implement byte swapping in our CrossBit: 

3.2.1   The Phase of Loading Executable and Linkable Format File 
The basic principle of reversing byte ordering is that you should reverse it when the 
instructions access memory. When load the executable and linkable format file, you 
need to reverse the byte ordering of every section (word) of file-header and program-
header. For example, flip_elf32_hdr (&fileHeader) is a function that reverses the byte 
ordering of whole file-header which uses byte swapping.  

After reversing the file-header and program-header, the next words needs to 
reverse are some flags. Also the environment variables need to reverse, since it 
happened that the program cannot run correctly when not considering reversing the 
environment variables. 

3.2.2    The Phase of Translating Instructions 
The phase of translating instruction also called decoding. The instructions should pay 
more attention are load-store instructions. Such as lb, lbu, lh, lhu, lw, lwl, lwr, ll, sb, 
sbu, sh, shu. sw, swl, swr, cc. There are many special instructions that reversing byte 
ordering when accessing memory in the PowerPC architecture. Such as lwbrx, lhbrx, 
swbrx, shbrx. The source instructions which access memory need to reverse and the 
native access memory should not reverse. 

LD (v, imm), sz, v  ST v, sz, (v, imm)  
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4   Performance Evaluation   

In this paper, we implement the experiments on Xilinx Virtex-II Pro FPGA board. 
The platform uses PowerPC405 processor combined with a coprocessor, which 
contains the Tcache manager and translation unit of virtual machine. Seven SPEC 
INT2000 benchmarks with reference input are chosen to measure the performance. 
And all these benchmark programs were cross-compiled using powerpc-405-linux-
gnu into statically linked executable binary file. 
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Fig. 7. Comparison of the performance of byte swapping and address swizzling 

Figure 7 shows execution time of benchmarks in CrossBit MP program of address 
swizzling and byte swapping respectively. The address swizzling method has better 
performance than the byte swapping method, the average performance superiority is 
17%, and the most superiority comes from crafty (28%). 

The performance superiority may come from the reason below: address swizzling 
simply adjusts endianness by modifying the effective address of memory accessing 
instructions, thereby avoids the internal byte order movement of the data. 

5   Conclusions 

In binary translation when the source machine and target machine are of different 
endianness, it is crucial to find a solution to endian adjustment. And there are two 
main methods in solving the endianness problem at present, address swizzling and 
byte swapping respectively. Byte swapping swaps bytes whenever there is a memory 
access, while address swizzling modify the effective address of memory accessing 
instructions. In this paper, we deeply investigate several key aspects of the two camps 
and make experiments in our DBT CrossBit to find out that address swizzling has 
better performance than byte swapping. 
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Abstract. Every language script has its structure, characteristic, and feature. 
Character based word recognition depends on the feature available to be ex-
tracted from character. Word based script recognition overcome the problem of 
character segmenting and can be applied for several languages (Arabic, Urdu, 
Farsi... est.). In this paper Arabic handwritten is classified as word based sys-
tem. Firstly, words segmented and normalized in size to fit the DCT input. Then 
extract feature characteristic by computing the Euclidean distance between pairs 
of objects in n-by-m data matrix X. Based on the point’s operator of extrema, 
feature was extracted. Then apply one to one-Class Support Vector Machines 
(SVMs) as a discriminative framework in order to address feature classification. 
The approach was tested with several public databases and we get high  
efficiency rate recognition. 

Keywords: DCT, Feature extraction, Maxima, FER, SVM. 

1   Introduction 

Handwriting has continued to persist as a means of communication and recording 
information in the day-to-day life even after the introduction of new technologies. It 
plays essential roles in many applications, such as office automation, Cheques veri-
fication, mail sorting, and a large variety of banking, business as well as natural 
human-computer interaction. A preprocessing with segmentation is very known 
operation in character recognition in first stage then applies structural and statistical 
features extraction for classification and recognition. 

Normally OCR systems depend on segmenting the word to character what can  
decrease the word recognition precision as in Goraine [1] where he presented a 
structural approach. Arabic printed and handwriting character recognition widely 
use HMM based systems because of the connected nature of the Arabic script 
[2][3][5]. Researcher continuously working to overcome segmentation problems as 
in [30] [4].  

Like object recognition systems, we use signal processing model to extract fea-
tures [10]. Since the DCT is less sensitive to shift, rotate and scale, it would largely 
contribute to the performance of most template matching methods. Traditionally, 
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template matching methods works in the spatial domain, based on  the  assumption 
that  the position of each point is known, so if the correspondence of the maxima 
point is  taken, then the Euclidean distance is measured by the difference of the 
maxima “value” more detail in section three. Most handwritten recognition system 
methods, however, normalization of position and size has to be done prior to the  
feature extraction process [7]. The remainder of this paper is organized as follows. 
Section two a previous work of word based handwritten recognition. Section three 
gives an overview of the applied robust features. Section four describes the SVM-
based classier. Experimental set up and results are provided in Section five.  Section 
sex concludes the paper. 

2   Previous Work 

Most of the previous work on hand written depends on character segmentation and 
separation. Recently papers [2] take whole line - line based recognition - of word and 
applies classification algorithms for character recognition [1]. Few works take a 
whole word as target. This section presents previous works dedicated to the  
recognition of handwritten word by using DCT and non DCT system.  

2.1   Word Base DCT Systems  

Jawad H AIKhateeb [8] apply DCT features extraction for each word sample then 
utilize them to train a neural network for classification. Jawad H AIKhateeb [9] 
used the word level criteria a extracted five groups of features including block-
based where the absolute mean value for each block in the word image is  
computed, global and block-based DCT coefficients, moments and wavelet coef-
ficients. Multi scripts recognition by G. Rajput [7] is based upon features ex-
tracted using Discrete Cosine Transform (DCT) and Wavelets of Daubechies fam-
ily. It actually had been  discussed  by  G. Rajput, that  the  DCT  operation  could  
provide  a  good  effect on recognition by pattern classification. CAO Jian2hai 
[10] use wavelet transform and the discrete cosine  transform (DCT)  to  extract 
features in  Chinese character  recognition system.[11]H. Fujisawa uses discrete 
Fourier transform (DCT) as frequency responses computation stage for directional 
selectivity of the feature.  

2.2   Word Base Non DCT System 

José A.[12] obtain a set of feature by applying  the SIFT key point descriptor . Zhiyi 
Zhang, [13] introduced a novel method for inspired SIFT descriptor, for Chinese 
character recognition. Simon Gunter,[14] examine the influence of the vocabulary 
size, the number of training samples, and the number of classifiers on  the  perform-
ance  of  three  ensemble  methods  in  the  context  of  cursive  handwriting recog-
nition. In his approaches aimed at extracting the topological structure of a word in 
order to perform recognition. [16] Toni M.Rath, segment each page in the collection 
into words and preprocess each segmented word image.  For each image A in the 
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collection he Determine the set of images which have an appearance similar  
A based on some features that can be quickly calculated  (This is the pruning step) 
then he Compared image a against all images in his set  P. 

3    Methodology 

3.1   Structural and Statistical Features 

Structural features are intuitive aspects of writing, such as loops, branch-points, 
endpoints, and dots. For Arabic character they are often, but not necessarily, com-
puted from a skeleton of the text image. Many Arabic letters share common primary 
shapes, differing only in the number of dots and whether the dots are above or be-
low the primary shape of character. This perspective may be a reason that structural 
features remain more common for the recognition of Arabic character than for that 
of Latin script. Statistical features are numerical measures computed over images or 
regions of images. They include, but are not limited to, pixel densities, histograms 
of chain code directions, moments, and Fourier descriptors. Word based recognition 
uses the second kinds as general object recognition method for feature extraction as 
explained below. 

3.2   Feature Extraction 

In the preprocessing as in fig (1), normalization and DCT is applied as important 
stage before feature extraction. The DCT expresses a sequence of finitely many data 
points  in  terms  of  a  sum  of  cosine  functions  oscillating  at different  frequencies  
that  are  necessary  to  preserve  the  most important  features  [17]. Through the ex-
traction of the low-frequency DCT coefficients, the goal of reduction of dimensional-
ity in feature space can be achieved .The most general assumption about word used 
for training and testing is that both training and testing feature contain continually 
varying. As  it  is  well  acknowledged  that  DCT  coefficients  can help to reduce 
redundancy and focus the energy of the image  in a very  limited frequency range [10] 
in the left upper corner. The DCT features of  DCT  coefficients  are  used  in  our  
system  and  extracted  via two dimensional DCT. Given an image, its 2D DCT trans-
form is defined as follows: 

                      (1) 

Given the DCT result of one image, its energy in frequency domain can be measured 
by: 

                       (2) 
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3.3    Feature Points  

According to the Euclidean distance formula (3), the distance between two points in 
the plane with coordinates (x, y) and (a, b) is given by u = (x1 y1) and v=(x2 y2) the 
two points on the plane, their Euclidean distance is given in equation (3).  We select 
the feature maxima points in descending order from distance point. 

                          (3)   

Geometrically, it's the length of the segment joining u and v , and also the norm of the 
difference vector (considering as vector space). A function has a global (or absolute) 
maximum point at x* if f(x*) ≥ f(x) for all x. Similarly, a function has a global (or abso-
lute) minimum point at x* if f(x*) ≤ f(x) for all x. The global maximum and global 
minimum points are also known the argument (input) at which the maximum (respec-
tively, minimum Concavity) occurs [17]. 

In the application of feature detection we need features which provide a sufficient 
description of the surface and stays nearly the same, if the object changes marginally. 
In our case, after DCT stage we compute the Euclidean distance of the DCT matrix as 
in fig(2.a). Then compute the feature points as extrema on extremism paths as analo-
gously done in fig (2.b). An extremes path r is a sequence of external vertices over the 
scales.  That means, the vertices r (i) of the maximum path r have locally maximal 
signature values in all scales i = 1,...,l:[21]. Figure (2) bellow shows the process.  

 

 
                (a)                                  ( b)                                (c) 

Fig. 1. illustrate preprocessing   a) original image b) binerization  c)  DCT 

3.4    Principal Component Analysis (PCA) 

We use PCA to preprocess the data and perform dimension reduction before Recur-
sive Feature Elimination (RFE). Feature selection methods for SVMs are often used 
to reduce the complexity of learning and evaluation. Those less important components 
can be removed thus reducing the dimension of the space. PCA is an appropriate di-
mension reduction method for SVM classifiers because SVM is invariant under PCA 
transform. In  this  article  we  used  the  combination  of, Recursive Feature  Elimina-
tion (RFE),  with Principal  Component Analysis (PCA)  to produce a multi-class 
SVM framework for handwritten recognition[29] . 



 A Novel Word Based Arabic Handwritten Recognition System Using SVM Classifier 167 

 

(a) 

 
(b)  

Fig. 2. a) Euclidian  Distance    b)  Extrema  Points 
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3.5   Recursive Feature Elimination (RFE) 

Recursive Feature Elimination (RFE) is an iterative procedure to remove non-
discriminative features [18] in binary classification. The frame-work of RFE consists 
of the following steps: 1) Train the classifier 2) Rank the features based on their con-
tribution to classification and   3) Remove the feature with the lowest ranking. Go to 
step 1) until no more features remain. 

4   SVM Based Recognition 

The features can be geometrical , statistical or structural , K-means clustering algorithm 
was success in both one and two dimensional [19 ], Neural Network Classifier called 
artificial neural network (ANN) altuwaijri and bayoumi [20] ,  Hussein and Bouzerdoum 
[21] , Hassibi [22] and Amin, Alsadoun [24] have applied ANN to recognize Arabic 
text, Statistical classifier  the classifier assumes that different classes and feature vector 
have an essential combined probability like Hidden Markov Models (HMMs)[25]. 

The Support Vector Machine (SVM) was originally designed for binary classification 
problems [26].SVM is a new promising pattern classification technique. In many prob-
lems SVMs have been shown to provide better performance  than  more  traditional  
techniques  because  they  show a great ability to generalize[27] . In many cases, it out-
performs most state of the art classifiers. In recent years many pattern recognition prob-
lems have been tackled using support vector machines from vision problems to text 
classification. However, their application to specific handwritten recognition problems 
has been very limited. The recognition step uses the word fragments which converted 
into vectors through a feature extraction process. After segmenting words from docu-
ment   images,   the   task   of   recognition   becomes assigning each word to a class out 
of a predefined set. A variety of pattern recognition methods are available, and many 
have been used for handwriting recognition. Generally, an SVM classifier is a binary 
linear classifier in  kernel-induced  feature  space  and  is  formulated  as weighted  
combination  of  kernel  functions  on  training examples. In  SVM  a  classification  
task  usually  involves  with training  and  testing  data  which  consist  of  some  data 
instances. Each instance in the training set contains one target value (class labels) and 
several attributes (features). The training module takes the training instance stored in the 
input file and trains the network. The goal of SVM is to produce a model which predicts 
the target value of the data instances  in  the  testing  set  which  are  given  only  the 
attributes. One-against-one scheme [28] is used here where each SVM is used to dis-
criminate between a pair of classes. So for  n  classes,  there  should  be  n(n - 1)/2  
SVMs[8].  In the classification module, the features of the unknown word is calculated 
and given as input along with the support vectors. The features are given to all the clas-
sifier. The Max wins voting strategy is used here for prediction. If the testing result of 
ijth class says the unknown character x is in the ith class, then the vote for the ith class is 
added by 1. Otherwise, the vote for jth class is increased by 1. Then pattern x is classi-
fied to the class of maximum number of votes. Similar work using SVM as classifier is 
[21] Tamil hand written recognition. 
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5   Experiment 

The basic handwritten text recognizer used in the experiments of this paper is similar 
to the one described in [8].we use IFN/ENIT Database ,see next section(5.1) The fea-
ture  point  are  calculated  for  the  training set  and  test  set. SVM is trained using 
the training set of data and the recognition accuracy is calculated for the test data. 
Based on hand written experimentation which produces high recognition accuracy for 
test data. When the writer changed, the system achieved more detailed pixel varia-
tions. However, due to the varying nature of handwriting, there was high dissimilarity 
between the feature vectors of the same class. The best results were produced by  
using mono fonts for all writers. The system is trained and tested with (980) words 
belonging to 7 different Arabic printed phonates. This feature dimension vector con-
tained a value between 1 - n corresponding to the number of maxima obtained from 
the DCT matrix.  

5.1   Dataset 

IFN/ENIT Database of Tunisia Arabic handwritten town/village name [30] is widely 
used for word recognition. It consists of 26459 handwritten Tunisian town/village 
names, about 115000 pieces of Arabic words (PAWs), and about 212000 characters.  
Each handwritten town name comes with binary image bitmap and additional GT 
information. in this paper we used the already ready  segmented word (PAWs) for 
training and testing. The system is also tested by a printed Arabic word which is used 
by Hosni [2][31] .The tool at[32][33] was used in training and testing experiment with 
mat lab . 

5.2   Results and Discussion 

The overall recognition accuracy for all the 56 handwritten classes is 92.04%. The 
highest  recognition accuracy  of printed  95.9%  is  achieved  for  word  Tohama  and  
the lowest recognition accuracy of 89.84% is achieved for the naskh as summarized in 
table 1 below. 

Table 1. Shows the handwritten and printed database result obtained by the system 

database accuracy accuracy with 
RFE 

IFN/ENIT 89% 91.7% 
PATS-A01 92% 93% 

   

6   Conclusion 

This paper presents a system to recognize offline hand-written Arabic word by inspir-
ing a new method of feature extraction used with a robust classifier. The DCT stage 
described in this paper are particularly useful with locale maxima due to their  
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distinctiveness , The result shows that the  algorithm  works  well  for  handwritten 
words  and  the recognition  accuracy  is  between  90%    and  98.9%  for different 
Arabic  words. The main recognition errors were due to abnormal writing and ambi-
guity among similar shaped word. Future work can include extracting more robust 
features for the classifier to achieve better discrimination power. 
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Abstract. From the industrial society, environment pollution has become an 
important problem as economic grows. People want to know the relation between 
economic development and environmental pollution, to find out a method to 
achieve long-term growth under a better environmental condition. In this paper, I 
use the software SAS and the data in Zhejiang Annual Statistic Data from 1985 to 
2009, draw a conclusion that the environment was aggravating while the 
economic kept increasing, and finally give some suggestions and predictions to 
the government. 

Keywords: EKC, Economic Development, Environment Pollution, Zhejiang 
Province. 

1   Introduction 

The industrial revolution several hundred years ago created huge productive power. 
Meanwhile, the environmental were getting worse for pollutions and damages. 
Environment protectors began appealing to use economic income to make up the 
environmental damages. As a result, economists and environmentalist tried to get 
laws from investigating on the relationship between economic development and 
environment pollution, and find a way to make a win-win situation. 

Grossman and Krueger (1991) first brought forward an opinion of Environmental 
Kuznets Curve (EKC). They found that the relation between average income and 
environmental damage was a U-curve, and when the average income of a country 
reached the turn point between 4000 and 5000 dollar, the increase of economy tend to 
alleviate the problems of environment pollution. Refs. [1] 

After that, Shafik (1994) found that when average income increased, drinking and 
health problems kept being ameliorated, but solid waste and carbon emission continued 
deteriorating. Selden and Song (1994) studied the discharge of four important air 
contaminants (SO2, CO2, NO2 and SPM), and they found that there was inverted  
U-curve between income and them.  

In our country, things are getting different. Through studying the data of 29 
different cities in China from 1999 to 2005, Guo Hongyan drew a conclusion that the 
relationship between environmental pollution and economic increasing were uncertain: 
some were inverted U-curve, but some were inverted N-curve or even linear. Refs. [6] 
Cai Luojia used environment and economic data of Hubei from 1985 to 2004, and he 
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concluded that the environmental curve of Hubei was not a typical EKC, but a 
conspicuous cubic curve. These points reflect the Chinese feature of EKC. Refs. [3] 

Shen Manhong (1998) used the data of Zhejiang Province from 1981 to 1988, and 
analyzed the relationship between per capita GDP and industrial waste. He found a 
complex curve which was first an inverted U-curve and then a U-curve. However, 
correlation coefficients R2 of two models in this paper, about the industrial exhaust gas 
and the industrial water waste, were too small to support his conclusion. And we also 
see that the error between curves of these models and actual data was large. By 
referring a lot of materials, we didn’t find any other analyses of other scholars about 
the EKC of Zhejiang, and we didn’t see any new results after 2000, either. Refs. [5] 

As an economic leading district in China, Zhejiang has met a lot of problems in 
environmental pollution. Studying the relationship between economic increasing and 
environmental pollution, including bringing forward some suggestions, are meaningful 
to our country.  

Based on models built by predecessor, we used the data in Zhejiang Annual 
Statistics Data from 1985 to 2009, and got the relation curve of economic increase and 
environmental pollution. 

2   Methods and Computational Results 

2.1   Simulation 

Some results are mentioned in the Literature Review. Though different places have 
different situation, the general relation curve of economic development and 
environmental pollution is quadratic or cubic. So we choose the models below to 
simulate. 

y = a+bx+cx2+e                                                       (1) 

y = a+bx+cx2+dx3+e                                                (2) 

In these two equations, y denotes each of three typical environmental indexes, x 
denotes per capita GDP, a,b,c,d are parameters, e is the random error term. 

The data of per capita GDP, industrial discharge of exhaust gas, industrial 
discharge of waste water and industrial output of solid waste is as below. 

Table 1. Data used to simulate models 

Year GDP EG SW WW 
1985 1063 1860 679 107360 
1986 1180 2239 929 112972 
1987 1400 2511 760 109218 
1988 1726 2465 778 102721 
1989 1885 2553 798 107422 
1990 2122 2595 847 130229 
1991 2540 4676 888 102049 
1992 3187 3136 945 116626 
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Table 1. (Continued) 

 

1993 4431 2878 949 105734 
1994 6149 2996 953 100703 
1995 8074 3108 1018 102807 
1996 9455 3279 1027 85481 
1997 10515 4884 1326 124813 
1998 11247 5016 1390 113018 
1999 12037 5417 1361 117132 
2000 13416 6509 1386 136433 
2001 14655 8530 1603 158113 
2002 16838 8532 1778 168048 
2003 20147 10432 1976 168088 
2004 24352 11749 2318 165274 
2005 27703 13025 2514 192426 
2006 31847 14702 3096 199593 
2007 37411 17467 3613 201211 
2008 42214 17633 3785 200488 
2009 44641 18860 3907 203441 

1. GDP is per capita GDP of Zhejiang (Unit: Yuan). 
2. EG is the total discharge of industrial exhaust gas (Unit: 0.1 billion m3). 
3. SW is the total output of industrial solid waste (Unit: 10 thousand ton). 
4. WW is the total discharge of industrial waste water (Unit: 10thousand ton). 

The simulation results using SAS are shown as below: 

Table 2. Simulation Results 

Environmen
tal pollution 

index 

Model 
Type 

Model coefficients 
Constant 

Term 
Linear 
Term 

Quadratic 
Term 

Cubic 
Term 

Discharge of 
exhaust gas 

Quadratic  1522.74 0.38935 2.817E-7  
Cubic 2304.08 0.0896 1.980E-5 -3.082E-10 

Discharge of 
solid waste 

Quadratic  684.73 0.0542 4.982E-7  
Cubic 778.90 0.0181 6.840E-6 -3.715E-11 

Output of 
waste water 

Quadratic  97507.00 3.1932 1.347E-5  
Cubic 1110166.00 -1.6637 3.028E-4 -4.994E-9 

 
Environmental 
pollution index 

Model 
Type 

Correlation 
Coefficient 
adjust-R2 

t-test number 
Linear Term Quadratic 

Term 
Cubic Term 

Discharge of 
exhaust gas  

Quadratic 0.9694 7.53(<0.0001) 0.23(0.8170)  
Cubic 0.9794 0.92(0.3674) 3.42(0.0026) 3.43(0.0025) 

Discharge of 
solid waste 

Quadratic 0.9885 9.31(<0.0001) 3.59(0.0016)  
Cubic 0.9929 1.72(0.0998) 4.54(0.0002) 3.82(0.0010) 

Output of waste 
water 

Quadratic 0.8325 3.74(0.0011) 0.68(0.5049)  
Cubic 0.8850 1.03(0.3170) 3.14(0.0050) 3.32(0.0032) 

 

* Number in brackets is the probability Pr >|t|. 
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F-test numbers of these 6 equations are large (not listed in the table), so all these 
equations are significant.  

(1) In the simulation of Discharge of exhaust gas, the linear term of regression 
equation of cubic model is not significant, while both coefficients of quadratic 
model are significant under the level of ɑ=0.1. So we consider the quadratic 
model better than the cubic model. 

(2) In the simulation of discharge of solid waste, correlation coefficient R2 of quadratic 
model and cubic model are close to each other, but the coefficients of  
quadratic model are obviously more significant than those of cubic model. The 
quadratic model is obviously better than the cubic model. 

    

Fig. 1. The result of regression for exhaust gas    Fig. 2. The result of regression for solid waste 

From the results above, we see that the inverted U-curve does not appear in the 
discharge of industrial exhaust gas and solid waste. Though the indexes of them pace 
up and down when per capita of GDP are under 12000, they increase with GDP 
basically. As we see, Zhejiang Province didn’t pay enough attention to controlling the 
discharge of industrial exhaust gas and solid waste.  

(3) In the simulation of discharge of waste water, the correlation coefficient R2 of 
the cubic model is obviously larger, and the three coefficients are all significant 
under the level of ɑ=0.1. The linear term of regression equation of quadratic 
model is not significant, so the cubic model is better. 

Effluent discharges are under control when per capita GDP is less than 5000 
Yuan (1985-1993). The turn point appears at about 1994, when per capita GDP is 
between 5000 and 6000 Yuan, which means the problem of water pollution 
deteriorates. In the year of 2005 and 2006, the Kuznets inverted U-curve appears, 
which means that the effluent discharges is ameliorated with the economic 
increase. As we see, Zhejiang Province did better in controlling effluent 
discharges than the other two. 
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Fig. 3. The result of regression for waste water 

2.2   Analysis 

(1)  From the simulation results, we find that the discharge of waste water of Zhejiang 
is different from the others. There are several reasons. 

First, there are many rivers in Zhejiang, and coastal cities which have highest 
income discharge most of industrial waste water of Zhejiang. So it is easy for 
Zhejiang government to control the effluent discharges and govern the water 
pollution.  

Second, river, lake and scream----water is always a point for Zhejiang to 
attract the tourists. So the Province government has enacted a lot of laws to 
protect water, and they also held activities to appeal to stop the water pollution. 

(2)  The economic increase of Zhejiang was based on the cost of environmental 
damages. This is a general phenomenon in developing countries. 

3   Conclusions 

From the study above, we can draw a conclusion that the Environmental Kuznets 
Curve is not significant in the economic increase of Zhejiang Province, and we cannot 
just lay the problem of environmental damage to the increase of economy. We 
therefore give some suggestions.  

First, develop the recycling economy, which is not only a sufficient method to 
realize the harmonic development between people and nature, but also an important 
way for Zhejiang to achieve the target of constructing an environmental province.  

Second, pay more attention to developing the tertiary industry, because technical 
industry and service industry would cause much less environmental damages than 
agriculture and industry. 

Third, invest more on environment protection. According to the science experience 
of developed countries, a high speed developing country can only control the 
environmental damage by investing 1% to 1.5% of its GDP on environment protection, 
and ameliorate the quality of environment by investing more than 3%. However, the 
investment of Zhejiang on pollution controlling was quite small. This investment of 
Zhejiang was only 1.11% of GDP in 2006.  
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As stated above, the study of relationship between economic increase and 
environment pollution is meaningful to our country. Through examining the Kuznets 
Curve with data of Zhejiang Province, we find some different features between China 
and the West. We hope that China can maintain healthy development through 
regarding the environment protection based on the success stories of the West.  
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Abstract. Collaboration among multiple travel agencies and with scenery 
administration bureaus is vital for small or medium sized travel companies to 
succeed in the fierce competition of the tourism industry; business processes such 
as regrouping individual travelers between different agencies prove to be difficult 
and unpleasant user experience; tourists want to be more informed and have more 
initiative. To address these issues, proposes an integrated tourism e-commerce 
platform for travel agencies and scenery administration bureaus as well as tourists 
to interact in a more smooth way; this platform is constructed upon J2EE 
framework, provides online collaboration & coordination for companies and 
information services (such as self-navigation using Google Map etc) for tourists. 
A running implementation of this platform has been put into real business for a 
small travel company.  

Keywords: tourism e-commerce, regrouping of tourists, self-navigation, 
traveling online store. 

1   Introduction 

With the development of Internet and e-commerce, traditional business model has 
been changed profoundly. In view of its characteristics of service style and content, 
tourism industry is very much suitable for online processing. Compared with 
traditional industries (such as book shops, electronic products, etc), the tourist 
industry has more advantages in e-commerce, for example, it is a kind of intangible 
product, which does not need the support of a logistics center. Its essence is 
information communication between the providers and the consumers[1]. So travel 
service providers can provide consumers with more convenience, efficient service via 
the Internet. Concluding from the current trends of domestic tourism industry and the 
present situation of international competition, e-commerce can be the new driving 
force for China’s tourism industry development. It is a question worthy of 
consideration on how to utilize e-commerce platform to win one place of our own 
among the competitive tourism market. 

2   Current Situation of Tourism E-Commerce 

The definition of travel e-commerce most widely used internationally is as follows [2]: 
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Travel e-commerce is to improve internal and external connectivity of travel 
organizations by advanced information technology. That is to say, among different 
tourism enterprises, suppliers and tourists, communication and transactions could be 
improved. At the same time, the internal processes of the enterprises and knowledge 
sharing could also be promoted. 

The tourism e-commerce has been taking shape after ten years development. 
However, it has some defects such as its’ single form and serious homogeneous 
phenomenon in service content. Several specialized traveling websites as “Elong”, 
“Ctrip” and “Mangocity”[8,9,10] have more influence and relative fixed profit 
models, other traveling sites are falling into difficult situation, such as fierce 
competition and razor-thin profit in varying degrees. This situation has emerged 
because of many reasons, but the following factors can not be ignored[3,4,5]. 

1. Tourism enterprises devote deficient energy to the network marketing 
Many travel industries’ operators are all the traditional merchants, so several of them 
may realize the importance of Internet marketing. They usually pay attention to 
offline advertisement as newspaper which needs high expenditure. Then they will 
take such measures as reducing expenditure, cutting price and so on to increase profit. 
These measures not only affect the quality of service and the image of travel agency, 
but also achieve difficultly good sales performance. 

2. Under-developed information and lacking understanding of network in tourism 
enterprise. 
Many travel companies still manage their internal business using manual measures. 
Despite a growing number of travel agencies recognize the importance of the 
network, but most of usage still stay in the primary stage and limit to simple data 
processing and report processing which is far from the advantages of network. Not 
only that, since many travel companies do not realize that enterprise information is 
the premise of e-commerce. So in the case of lacking information development, 
eagerly to develop e-commerce sites will inevitably result in difficulties of 
information integration, unity function of sites and slow update of web information. 
In the current situations, it must be inevitable that the web sites can not effectively 
attract customers, and the online trading is lower and so on. 

3. Many small-sized tourism enterprises  
Most of travel industries are small-sized and each of them does their things in their 
own way in the development of electronic commerce, the consequence is that they 
can't form a large scale for effectively attracting users, it can also lead to 
reconstruction of the websites. So it is necessary to strengthen cooperation of the 
electronic commerce enterprises and integrate their own resource. 

4. Single marketing network model of travel agency 
Many electronic commerce websites concentrate on the releasing of traveling 
information, tourism products and single market price competition. They don't take 
full advantage of Internet information service to improve service quality and to meet 
the demands for user. So it leads to single marketing network and low rate of 
utilization. 

This paper explores an integrated solution for travel agency, tourist and scenery 
administration bureau based on the analysis of traveling e-commerce. This solution is 
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proposed closely around the three factors of tourism activities: travel agency, tourist 
and scenery administration bureau. In this solution strategy, small and medium-sized 
travel agencies can mutually deal with such complicated online transactions as  
regrouping of tourists from different tourist agencies, to improve their working 
efficiency. Tourists can utilize the system’s Google-Map functionality for self-
navigation and scenery administration bureaus can interact with each other as well as 
tourists via online store for coordination and collaboration for traveling activities. 

3   Integrated Tourism E-Commerce Solution 

3.1   Online “Regrouping of Tourists” Trading Model for Travel Agency 

China's tourism industry has been getting vigorously development in the fierce 
competition and its consumption market has been becoming flourishing. As actively 
main body of tourism market, travel agencies are called leading enterprise of tourism 
industry. They contribute to push a large-scale tourism activities and ensure that 
modern tourism is set up and run. 

Along with the rapid development of Chinese tourism industry, travel agency 
industries have been undergoing tremendous changes. Especially in recent ten years, 
many hotels, enterprises, individual components set up travel agency one after 
another, so the industry scale and the practitioners are becoming unceasingly 
distensible. At present, in addition to nearly four thousand relevant agencies of 
tourism, there have nearly forty thousand tourism agencies. But the major tourism 
industries are small-scale travel agencies. Therefore, the competition is increasingly 
fierce and the profits becomes lower than before. 

Due to the small-sized travel agency of absolute quantity, so it appears that the 
applicants of the same line have not meet the needs of requirements in different travel 
agencies. In order to improve the profits, regrouping of tourists becomes one 
important measure of mutual cooperation in different agencies. In accordance with the 
rules of trade standard, when the applicants are fewer than 16 person, travel agencies 
are permitted to use “regrouping of tourists” style with other travel agencies on the 
premise of unchanged service contents and standards guaranteed by them. This way 
may ensure the rate of success on group tour and increase the group frequency. Using 
the “regrouping of tourists” trading, tourists have more flexible choice on traveling 
time and the tourist agencies may widely use the resources. The mutual benefit makes 
“regrouping of tourists” become the willing accepted way to travel. 

Now the “regrouping of tourists” activities are usually offline, mainly via phone, 
fax and so on. It may lead to the narrow scope of “regrouping of tourists”, inefficient 
works and increasing travel expenses. 

Through online transaction of “regrouping of tourists”, it is possible that arbitrary 
travel agency can realize the “regrouping of tourists” business with others. For 
example, there are several travel agencies, name TA, TB, TC. Using tourism  
e-commerce platform, TA releases one 5-days’ travel line from Beijing to 
Huangshan(a), TB releases one 3-days’ travel line from Beijing to Shanghai(b), TC 
releases one 4-days’ travel line from Beijing to Xi`an(c), then TA can publish 
simultaneously line b and c, TB may issue line a and c, TC may issue line a and b. so, 
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TA and TB may transfer their applicants of line c which have not meet the 
requirements of the group to TC, TA and TC may transfer their applicants of line b to 
TB, TB and TC may transfer their applicants of line a to TA, and any other travel 
agencies can also use the platform to realize the “regrouping of tourists” function. 

3.2   Self-navigation and Traveling Online Store Model 

Tourists and scenery administration bureau, as two other main items of tourism  
e-commerce, play an import role in constructing tourism e-commerce solutions. 

1. Self-navigation function for tourism[8,9,10] 
Spreading extensive Internet tourism information provides an unprecedented living 
space for the freedom-loving travelers. Tourism “DIY”-do it yourself, is becoming 
mainstream in domestic tourism electronic commerce and finally promote tourism 
forward development. The solution strategy provides self-navigation function based 
on Google Map. utilizing the map, self-navigation groups can conveniently grasp the 
comprehensive information of traveling destinations in the aspects of catering, 
accommodation, transportation, traveling, shopping and recreation. So it may provide 
certain reference for DIY tour line and traveling activity. Meanwhile, DIY tour 
groups can also mark and discuss in the map based on their experience of the tourist 
destination. Finally, an integrated information database is built to realize its powerful 
navigation capabilities.  

2. Online store function for scenery administration bureau 
Unfortunately, most small and medium-sized domestic scenery administration bureau 
didn’t realize the importance of the network effect. For example, they only pay 
attention to such traditional and expensive promotion way as newspaper, television 
and radio and so on. To resolve above disadvantages, the scheme can provide a 
independent website by online store model, i.e., a sub-website using secondary 
domain name. Through the online store, more comprehensive information can be 
issued by scenery administration bureau, which owns the authority of management. It 
can thus realize the interaction with tourists. In addition, tickets booking function is 
achieved in the scheme. 

4   Profit Model 

Scenery administration bureau and travel agency play an important role in the profit 
model of the tourism e-commerce solution. The premise of the profit model is mainly 
providing more convenient and more personalized service for visitors via self-
navigation function, which can attract more individual users to use the platform. That 
is to say, subscribers of system may guarantee the network traffic of the platform, 
which means increasing individual applicant for travel agency. On this basis, the 
enthusiasm, which utilize the platform to participate online “regrouping of tourists” 
trading, will be further enhanced. A charge scheme is formulated, for instance, travel 
agency need to pay 300 RMB per year after 6-months free use.  

The scheme of profit model mainly comes from big advertising fees of scenery 
administration bureau, its traditional advertisement costs are high and the influence is 



182 Z. Liang and S. Wang 

 

narrow, which may delay its further development. In this system platform, information 
is spreading rapidly to increase its attraction and reap huge profits. Therefore, the 
scenery administration bureau will consider transferring some offline advertising fees to 
online promotion, which is main incoming resource. The scheme provides one operation 
platform so as to realize the mutual profit between the scenery administration bureau 
and the platform operator.  

5   Software Architecture and Typical Implementation 

5.1   Software Architecture 

When designing the architecture of an e-commerce platform, the following principles 
are commonly considered: firstly, Views should be separated from business operation. 
Secondly, apply commonly used design patterns for application architecture. Thirdly, 
platform should be separated from underlying database. 

In the light of these designing principles above, we have adopted a three-layered 
architecture (named view layer, business layer and entity layer) to use with our J2EE 
application. The advantage of a three-layered architecture is that it separates the user 
interface from the application logic, which means easy to maintain when new UIs are 
needed, and separates the business logic from the underlying data, so when new 
business flow is introduced, there is no need to reconstruct all the data structure. It 
also helps the software engineer to focus on the essential technical aspects and ignore 
the diversity of client. Moreover, this architecture gives more efficiency and 
consistency in team cooperation when developing the system, with a high cohesion 
and a low coupling. 

As for now, there is no industry-standard model implementing this 3-layered 
architecture, but some of the special ones have been widely used and still on active 
progressing. Considering the cost performance accessibility of the candidate 
frameworks, we choose the open source implementation, using Struts in the view layer, 
Spring in the business layer and Hibernate in the entity layer. 

5.2   Typical Implementation 

The Laike network (http://www.laike.cn) [11] is a typical implementation for this 
solution. It realizes an integrated tourism e-commerce platform among tourist, travel 
agency and scenery administration bureau. Not only does it satisfy individual needs, 
but also provides a platform for their mutual communication. 

For travel agency, using Laike network, it can realize the following business 
functions: it can release its own traveling line information, trade with any travel 
agency via online “regrouping of tourists” model, release more detailed and 
comprehensive information via its own online store and carry out traveling-line 
booking and inter-communication among different cyber-friends. 

For DIY tourist, using Laike network, it can realize the following self-navigation 
function: it can help DIY visitor to formulate traveling line and to grasp traveling 
information such as food, housing, transportation, traveling, shopping and amusing; it 
also can help DIY visitor to mark and discuss in Google-Map according to their own 
experience.  
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For tour group, it can search such information as traveling –line, travel agency and 
travel data and so on. it also can realize their inter-communication with travel agency. 

For scenery administration bureau, it can release its scenery information using the 
online store function. At the same time, it also can realize their inter-communication 
with cyber-friends. 

With the help of the three-layered open-source J2EE architecture, we have 
established a tourism e-commerce platform, integrated with technologies like Spring, 
Hibernate, Struts, Ajax, Google-Map Api, trigger, transaction control, etc. 

The tourism e-commerce platform has been running in the software environment of 
Microsoft Windows Server 2003, SQL Server 2000 and Tomcat 5.0.26. Figure 1 is a 
snapshot of laike.cn Network’s home-page; Figure 2 for map’s marketing page; 
Figure 3 for background trading page of travel agency. 

 

           

         Fig. 1. Home page of laike.cn                          Fig. 2. Map’s marketing page 

 

Fig. 3. Background trading page of travel agency 

6   Conclusion 

Tourist, travel agency and scenery administration bureau are integrated via the 
scheme of tourism e-commerce. Adopting J2EE architecture technique, we developed 
a tourism e-commerce platform “laike.cn” network. At present, this platform has 
entered into operation stage and the registered information is as follows: 1000 for 
travel agencies, 8000 for tourists, 500 for scenery administration bureaus. Currently, 
the platform is running smoothly and the further business expansion has been carrying 
out. 
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Abstract. Regional economic disparities have been a hot topic in recent aca-
demic world. This paper explores the feasibility of coefficient of variance (CV) 
and exploratory spatial data analysis (ESDA) in investigating the spatial dy-
namics of regional disparities at county level in Yangtze River Delta by analyz-
ing per capita GDP data from 1999 to 2008. Empirical results show that the 
overall spatial disparities of regional economy in Yangtze River Delta have 
been increasing throughout the study period. The polarization effect is beyond 
its spread effect, which indicates the spatial heterogeneity of the whole regional 
economy into two different clubs through the process of cumulative causation. 

Keywords: regional economic disparities, CV, ESDA, spatial autocorrelation, 
Yangtze River Delta. 

1   Introduction 

Regional economic disparities, influenced by the natural resources, are inevitable and 
necessary in the course of economic development. With the rapid economic develop-
ment in Yangtze River Delta, the problem of regional disparities has become a hot 
spot in the social economy development and has attracted general attention in the 
academic community. Some domestic scholars have made substantial basis for further 
research on regional economic disparities in China by Theil index and wavelet analy-
sis, such as Xu Jian-hua [1], Li Xiao-jian [2] etc. However, the economic growth in 
each region not only depends on its own characteristics, but also on those of the re-
gions that from the neighborhood to which it belongs [3]. Growth poles theory or 
core-periphery pattern suggests that different spatial interactions between a region and 
its neighbors can enlarge or lessen regional disparities [4]. But the traditional ap-
proaches to regional disparities suppose that each region is independent from others, 
so they just evaluate the regional disparity variations of isolated regions and can’t tell 
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the dynamics of interrelated regions. Economic development is a dialectical process 
of spatial concentration and dispersion, viewed from the spatial perspective. 

Since the traditional methods of measuring regional economic disparities lack spa-
tial perspective, it is difficult to truly reflect the changes and mechanisms of regional 
disparities. The combination of coefficient of variation (CV) and exploratory spatial 
data analysis (ESDA) can further explore the spatial mechanism which brings about 
the regional economic disparities enlargement or shrinkage. The theoretical refine-
ments and software developments have grounded new analytical tools in theory and 
made them reasonably accessible to data analysts not specifically trained in the geo-
sciences. Space Stat, the software used to perform ESDA in this paper, is one of these 
tools. 

2   Methodology 

2.1   Coefficient of Variation 

There are many statistical indicators used to measure the difference or the disequilib-
rium of regional development. Coefficient of variation is one of the most commonly 
used [5]. Its formula is: 
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Where CV is the coefficient of variation; Y  is the mean per capita GDP; n is the num-
ber of the regions; 

iY  is the per capita GDP of region i. The regional economic dispari-

ties increase with the variation of coefficient. However, the CV can only reveal the 
total differences of development, and it ignores the connection and interaction be-
tween counties. So in this paper, the author combined CV with ESDA to analyze the 
regional economic disparities. 

2.2   Exploratory Spatial Data Analysis 

ESDA is a collection of methods and techniques for spatial data analysis. With the 
core of spatial correlation measurement, it aims to discover the spatial agglomeration 
and anomaly, and to reveal the spatial interaction mechanism between objects by 
describing and visualizing the spatial distribution patterns of matters and phenomena. 
Currently, it has got more and more attentions in many research fields such as spatial 
data mining, digital image processing, epidemiology, natural disasters, regional eco-
nomics, and criminology and so on. It has also provided scientific basis and methods 
for the analysis of regional economic disparities [6]. 

1) Outlier maps: An important aspect of ESDA is the visualization of extreme val-
ues. In traditional exploratory data analysis (EDA), a standard tool is the box plot, 
which shows the median and four quartiles, as well as an indication of extreme values 
defined with respect to the inter-quartile range. A box map is an extension of the box 
plot to the map domain. It is a choropleth-map with six categories: four quartiles, as 
well as special categories for the lower and upper outliers. A box map is an example 
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of an outlier map, which allows for easy identification of both the location and the 
value of extreme observations. An important concept in ESDA is the principle of 
linking. It means that any observation highlighted in one of the views on the data is 
also highlighted in all others. Linking is a fundamental technique in high-dimensional 
data visualization and underlies the exploratory approaches in Space Stat. 

2) Global spatial autocorrelation: Spatial autocorrelation can be defined as the co-
incidence of value similarity with locational similarity. Therefore there is positive 
spatial autocorrelation when high or low values of a random variable tend to cluster in 
space and there is negative spatial autocorrelation when geographical areas tend to be 
surrounded by neighbors with dissimilar values. The measurement of global spatial 
autocorrelation is based on the Moran’s I [7] statistic, which is the most widely 
known measure of spatial clustering. Moran’s I is defined as follows: 
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Where It stands for Moran index of period t. xi, xj are observations of region i and re-
gion j, respectively. wij is the element of the spatial weight matrix W. This matrix con-
tains the information about the relative spatial dependence between the n regions. The 
elements wii on the diagonal are set to zero whereas the elements wij indicate the way 
region i is spatially connected to the region j. If region i and j are adjacent, then  wij =1, 
otherwise wij =0.  

The maximum and minimum possible values of Moran’s I are constrained to lie in 
the (-1, 1) range [8]. Positive values of Moran’s I suggest spatial clustering of similar 
values. Negative values suggest that high values are frequently found in the vicinity 
of low values. At a given level of significance, if Moran’s I approximates 1, which 
indicates that regions with high economic development levels tend to cluster in space 
and low-valued ones similarly tend to show geographic clustering. And in the cluster-
ing area, if the values of Moran’s I tend to decrease, it indicates that the regional eco-
nomic disparities tend to dwindle. But negative values of I indicate that the economic 
development level of the region is quite spatially different from the ones of its 
neighbors, and regional economic clustering gradually disappears. When values of 
Moran’s I approximate the expected value E(I)=-4/(n-1), which indicates that the 
observations are mutually independent and randomly distributed in space. 

3) Local spatial autocorrelation: Moran’s I statistic is a global statistic: it cannot 
appreciate the regional structure of spatial autocorrelation. The analysis of local spa-
tial autocorrelation is carried out with the so called Moran scatter plot, which is used 
to visualize local spatial instability, and local indicators of spatial association (LISA) 
[9], which are used to test the hypothesis of random distribution by comparing the 
values of each specific localization with the values in the neighboring localizations. 
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Inspection of local spatial instability is carried out by means of the Moran scatter 
plot, which plots the spatial lag Wx against the original values x. The four different 
quadrants of the scatter plot correspond to the four types of local spatial association 
between a region and its neighbors. This provides an easy way to categorize the na-
ture of spatial autocorrelation into four types, corresponding to spatial clusters and 
spatial outliers: 

i)  HH, a region with high economic development level surrounded by similar 
regions (Quadrant I in top on the right). 

ii)  LH, a region with low economic development level surrounded by dissimi-
lar regions (Quadrant II in top on the left). 

iii) LL, a region with low economic development level surrounded by similar 
regions (Quadrant III in bottom on the left). 

iv) HL, a region with high economic development level surrounded by dissimi-
lar regions (Quadrant IV in bottom on the right). 

Specifically, observations in the LL and HH quadrants represent potential spatial clus-
ters (values surrounded by similar neighbors), whereas observations in the LH and HL 
quadrants suggest potential spatial outliers (values surrounded by dissimilar neighbors). 

Anselin defines a local indicator of spatial association as any statistics satisfying 
two criteria [10]. First, the LISA for each observation gives an indication of significant 
spatial clustering of similar values around that observation; second, the sum of the 
LISA for all observations is proportional to a global indicator of spatial association. 

The local version of the Moran’s I statistic for each region i can be written as  
following: 
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Where It is Local Moran’s I of region i , the implications of the other variables are the 
same as those in (2) and (3). A positive value for It indicates clustering of similar val-
ues (high or low) whereas a negative value indicates clustering of dissimilar values. 

The local Moran statistic provides a means to assess significance of local spatial 
patterns [11]. Significance is typically based on a conditional permutation approach. 
The LISA cluster map shows locations with significant local Moran statistics classified 
by types of spatial correlation, and aims to identify interesting locations and assess the 
extent to which the spatial distribution exhibits spatial heterogeneity.  

3   Results and Discussion 

Yangtze River Delta is one of the most creative and rapidly developing areas in China. 
With the rapid economic development, the intra-regional disparities are constantly 
expanding. In 2008, the per capita GDP of Kunshan City in Southern Jiangsu rose to 
217,303 yuan, while the per capita GDP of Xianju County (16,292 yuan) was only 
7.5% of Kunshan City’s.  

In order to analyze the regional economic disparities in Yangtze River Delta, the au-
thor took data from Chinese Statistical Yearbook Database. The spatial analytical scale 
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is 94 counties (cities and municipal districts), including 16 provincial cities and 78 
counties (cities). The time series is from 1999 to 2008. The analysis variable is per 
capita GDP at county level (current price). 

By using the SpaceStat software designed by Anselin, the author calculated 
Moran’s I and CV of per capita GDP at county level in Yangtze River Delta from 
1999 to 2008 shown in Fig.1. Overall, CV for inter-county disparities exhibits a rising 
pattern. It declines in 2001, but rises substantially after 2002. The regional economic 
disparities keep increasing during these years. From 1999 to 2002, the value of 
Moran’s I is increased. But from 2002 to 2008, it keeps stable or even declining. 
Throughout the whole study period, the estimated values of Moran’s I are all positive, 
which indicates regions with high (low) economic development level tend to cluster. 
The increase of CV indicates that regional economic disparities are expanding. As the 
values of Moran’s I decrease, spatial agglomeration in economic activities diminishes, 
but is still positive.  

The author discovered the spatial agglomerations of better developed counties 
(Quadrant I) and less developed ones (Quadrant III) in 2008 are stronger than those in 
1999. Local autocorrelation types and membership changes of intra-county economies 
in Yangtze River Delta from 1999 to 2008 are shown in Fig.2 and Tab.1. 

In order to better compare the local changes and patterns of the county level 
economic spatial disparities in Yangtze River Delta from 1999 to 2008, the author 
drew the LISA box and percentage map (Fig.3) in GIS, at the significance filter of 
p<0.05. The local spatial heterogeneity patterns of county economy can be divided 
into four types as follows: 

 

 

Fig. 1. Moran’s I and CV for per capita GDP
at county level in Yangtze River Delta, 1999-
2008 and significance filter of P<0.05 

 

Fig. 2. Moran scatterplot for per capita GDP at 
the county level in Yangtze River Delta, 1999 
and 2008  

Table 1. Local autocorrelation types and membership changes of intra-county economy 

Numbers of clustering members 
Spatial agglomeration patterns of regions 

Numbers in 1999 Numbers in 2008 

HH 28 30 
LH 15 7 
LL 41 47 
HL 10 10 
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• Counties with minor spatial differences, high development levels and similar 
neighbors (HH), most of which lie in Southern Jiangsu and Shanghai. 

• Counties with minor spatial differences, low development levels and similar 
neighbors (LL), most of which lie in outlining areas. 

• Counties with large spatial differences, high development levels and dissimilar 
neighbors (HL), most of which lie in some provincial cities. 

• Counties with large spatial differences, low development levels and dissimilar 
neighbors (LH), most of which lie in the periphery of provincial cities in Cen-
tral Jiangsu and Zhejiang. 

After 10 years of development, the spatial patterns of the economic disparities in 
Northern Yangtze River Delta have made some changes shown in Fig.4 as follows:  

• Significant HH regions extend from Suzhou, Wuxi to Jiangyin Wujiang and 
Shanghai. Those regions, such as Shaoxing, Hangzhou provincial city, for-
merly belonged to significant HH regions gradually evolve into non-significant 
regions.  

• Significant LL regions extend to Lin’an, Anji, Baoying and Gaoyou, and are 
still concentrated in the Central Jiangsu. 

Fig. 3. LISA box and percentage maps of per 
capita GDP at county level,1999-2008. A 
hinge of 1.5 was applied. 

 

Fig. 4. LISA cluster maps of per capita GDP 
for at county level, 1999-2008, based on 999 
permutations and significance filter of P<0.05 

 
Compared with the Shanghai, Southern Jiangsu and Zhejiang Province, there are still 
large development gaps between regions of the outlining areas of Yangtze River 
Delta. County economy and technological interchange in Yangtze River Delta in-
crease obviously, but those regions with comparatively weak economic foundation 
and relatively undeveloped counties nearby are still backward. 

4   Conclusion 

Region is an open system. The economic growth in each region not only depends on its 
own characteristics, but also on those of the regions that from the neighborhood to 
which it belongs. This paper explores the feasibility of ESDA in analyzing regional 
economic disparities, such as coefficients of variation, ESDA to incorporate spatial 
effects. The analysis results show that the overall county-level spatial disparities of 
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regional economy in Yangtze River Delta have increased and then decreased over time. 
Moreover, the regions and their neighbors tend to have the similar trends towards 
enlarging the spatial agglomeration of regional economy, especially among the coun-
ties (or cities) in Shanghai, Zhejiang, Southern and Central Jiangsu. The significant 
spread or trickling-down effect has been observed across Southern Jiangsu and Shang-
hai since 1999. But its polarization effect is beyond its spread effect because significant 
lagging areas located in outlining area have appeared with the growing up of southern 
Jiangsu and Jiangsu. This fact gives evidence that the coordinate development of re-
gional economy has a long way to go in Yangtze River Delta.  

This paper can provide useful references for related government departments and 
decision-makers to carry out effective, scientific regional economic plans. The author 
chose county-level data to perform the analysis. The results may vary if city-level data 
are used, and data from different years can be used to analyze the regional economic 
disparities. Anyway, the author provided a point of departure for further research. 
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Abstract. There has been growing interest in studying combinatorial optimiza-
tion problems by clustering strategy, with a special emphasis on the traveling 
salesman problem (TSP). TSP naturally arises as a sub problem in much trans-
portation, manufacturing and logistics application, this problem has caught 
much attention of mathematicians and computer scientists. A clustering ap-
proach will decompose TSP into sub graph and form cluster, so it may reduce 
problem size into smaller problem. Impact of hierarchical approach will be in-
vestigated to produce a better clustering strategy that fit into Euclidean TSP. 
Clustering strategy to Euclidean TSP consist of two main step, there are; clus-
tering and tour construction. The significant of this research is clustering ap-
proach solution result has error less than 10% compare to best known solution 
(TSPLIB) and there is improvement to a hierarchical clustering algorithm in or-
der to fit in such Euclidean TSP solution method.  

Keywords: Hierarchical Approach, Clustering, Dendogram, Tour Construction  
Euclidean TSP. 

1   Introduction 

Nature inspired problem solving is become popular approach in last decade. This work 
inspired by human problem solving and particle movement such as Brownian Motions. 
Human beings possess the natural ability of clustering objects. This is a capability to 
organize the data which is received everyday into cluster, so that they may draw impor-
tant conclusions. However making computer to solve clustering problem is quite diffi-
cult and demanding the attentions of computer scientist and engineers all over the 
world till now.  

The task of computerized data clustering problem has been approached from di-
verse domains of knowledge like graph theory, statistics, artificial neural network and 
so on. The most popular approach in this direction has been the formulations of clus-
tering as an optimization problem. There has been growing interest in studying com-
binatorial optimization problems by clustering strategy, with a special emphasis on 
the traveling salesman problem (TSP) [2][3][4]. TSP naturally arises as a sub problem 
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in much transportation, manufacturing and logistics application, this problem has 
caught much attention of mathematicians and computer scientists. 

Traveling salesman problem (TSP) is a combinatorial optimization task of finding 
the shortest tour of n cities given the intercity costs. In a more formal way the goal is 
to find the least weight Hamiltonian cycle in a complete graph G. The TSP problem is 
a ‘NP-hard’ problem [5]. An NP-hard problem is extremely unlikely to have a 
polynomial algorithm to solve it optimally although it is not proved that the worst 
case exponential solution running times are unavoidable. Good approximation algo-
rithms can produce solutions that are only a few percent longer than an optimal solu-
tion and the time of solving the problem is a low-order polynomial function of the 
number of cities. Some approximating algorithms produce tours whose lengths are 
close to that of the shortest tour, but the time complexity is substantially higher than 
linear. 

The primary objective of this research is to investigate impact of hierarchical ap-
proach to produce a better hierarchical clustering strategy that fit into such Euclidean 
TSP solution method. The current research in hierarchical clustering to solve Euclidean 
TSP mostly producing their best algorithm with the running time near O(n2) while this 
approach is expected to be at most near O(n3) and average final TSP solution is more 
than 10% compare to the best known solution.  

The rest of this paper will describe about motivation of this study regarding 
Euclidean TSP in section 2, objective this study will be described in section 3. Litera-
ture background will be described in section 4 and section 5 describes methodology. 
Preliminary result is presented in section 6 also final section discussion and conclu-
sion written in section 7 and 8. 

2   Literature Background 

A clustering algorithm is expected to discover the natural grouping that exists in a set 
of pattern. In hierarchical clustering, the data are not partitioned into a particular clus-
ter in a single step. Hierarchical clustering may be represented by a two dimensional 
diagram known as dendrogram, which illustrates the fusions or divisions made at each 
successive stage of analysis.  

Among the most popular hierarchical clustering algorithms, BIRCH [6] can typi-
cally find a good clustering in a single scan of the data and improve the quality further 
in a few additional scans. It is also the first clustering algorithm that handles noise 
effectively. CURE [7] represents each cluster by a certain number of points selected 
from a well-scattered sample and then shrinking them toward the cluster centroid by a 
specified fraction. It uses a combination of random sampling and partition clustering to 
handle large databases. ROCK [8] is a robust clustering algorithm for Boolean and 
categorical data. It introduces two new concepts:  a point’s neighbors and links, and to 
measure the similarity/proximity between a pair of data points. 

Haxhimusa et. al formulated a pyramid algorithm[1] for E-TSP motivated by the 
failure to identify an existing algorithm that could provide a good fit to the subjects 
data. More recently, hierarchical (pyramid) algorithms have been used to model mental 
mechanisms involved in other types of visual problems. The main aspects of the  
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models are (multi resolution) pyramid architecture and a coarse to fine process of suc-
cessive tour approximations. This algorithm was motivated by the properties of the 
human visual system has main idea to use agglomerative (bottom up) processes to 
reduce the size of the input by clustering the nodes into small group and top-down 
refinement to find an approximate solution, as same as Graham do in [3].  The size of 
the input (number of vertices in the graph) is reduced so that an optimal solution can be 
found by the combinatorial search. A pyramid is used to reduce the size of the input in 
the bottom-up processes. 

In bottom-up clustering, cities are close neighbors are put into the same cluster us-
ing greedy approach. These clustered cities are considered as a single city at the re-
duced resolution. Graph pyramid strategy use MST using Bouruvka algorithm. MST is 
used as natural lower bound for TSP solution. In the case TSP with triangle inequality 
which in the case for the Euclidean TSP, MST can be used as to prove the upper 
bound. 

Graph pyramid solution give good approximation while is compared to TSPLIB. 
Solution error for this solution tends to linear around 12%. Time performance is quad-
ratic for this solution especially while number of cities more than 600. 

3   Hierarchical Approach in Clustering 

A clustering algorithm is expected to discover the natural grouping that exists in a set 
of pattern. In hierarchical clustering, the data are not partitioned into a particular clus-
ter in a single step. Hierarchical clustering may be represented by a two dimensional 
diagram known as dendrogram, as shown in Figure 1. Figure 1 shows dendogram 
which illustrates the fusions or divisions made at each successive stage of analysis.  

Among the most popular hierarchical clustering algorithms, BIRCH [6] can typi-
cally find a good clustering in a single scan of the data and improve the quality further 
in a few additional scans. It is also the first clustering algorithm that handles noise 
effectively. CURE [7] represents each cluster by a certain number of points selected 
from a well-scattered sample and then shrinking them toward the cluster centroid by a 
specified fraction. It uses a combination of random sampling and partition clustering to 
handle large databases. ROCK [8] is a robust clustering algorithm for Boolean and 
categorical data. It introduces two new concepts:  a point’s neighbors and links, and to 
measure the similarity/proximity between a pair of data points. 

An agglomerative hierarchical clustering procedure produces a series of partitions of 
the data, Cn, Cn-1, ......., C1. The first Cn consists of n single object 'clusters', the last C1, 
consists of single group containing all n cases. At each particular stage the method 
joins together the two clusters which are closest together (most similar). Differences 
between methods arise because of the different ways of defining distance (or similar-
ity) between clusters.  

Number of clusters that is generated in hierarchical clustering is automatically. In 
this work, it is defined a threshold R [2], where  

n
AR

 Vertices ofnumber  The
Cluster  of Area

 
(1)
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Fig. 1. Dendgram of Complete Linkage Method for Dantzig42.tsp 

This threshold will act as guidance to split one cluster to several and result basic 
clusters. Basic cluster have small size number of nodes. This threshold also prevent 
clusters overlapped one to others.  

Clustering algorithm  should  contains function to compute linkage distance for a set 
of clusters C and the linkage distance function will vary depend on linkage method. 
Here is several technique of linkage between the clusters used in this study: 

1. Nearest linkage: The distance between two clusters is the minimum distance  

{ }),(min),( sVrVWsGrGd =  (2)

2. Complete linkage: The opposite of nearest linkage, maximum distance 

{ }),(max),( sVrVWsGrGd =  (3)

3. Average linkage: The distance between two clusters is mean distance between 
all possible pairs of nodes in two clusters.  
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4. Median Linkage: The distance between two clusters is their weighted centroids 
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 is the weighted centroid of r. If r was created from clusters p and q, 
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5. Centroid linkage: The distance between two clusters is their centroid as calcu-
lated by arithmetic mean 

2

~~
),( sr VVsGrGd −=  (7)

Where x~  is the centroid of r, by arithmetic mean: 
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6. Ward’s  linkage (Sum Square Method): The distance between two clusters, is 
how  much the sum squares will increase when merge them 
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Where rV
~

center of cluster r and nr is is number of points in cluster r. 

4   Clustering Result and Impact on Euclidean TSP 

This research use TSP Lib [9] (70 sample problem with node size between 29 and 
3038) and randomized sample data to test the algorithm. All linkage distance function 
show uniform result except nearest linkage. Nearest linkage result a chained effect 
clusters and this effect tend to worst result on Euclidean TSP, while other methods 
generate compact size clusters. Number of nodes per clusters between 2 – 4 nodes in 
these linkage distance function, see figure 2 below. 

Ward’s and completes linkage distance function are promising method when com-
pared to TSP Lib best known result. The result on average is less than 7%. Tour con-
struction that is used in this research is cheapest insertion method and result refined 
by 2-opt exchange move. There are 75% samples which has consumed up to 50% 
concorde running time from TSP Lib using 2.6 GHz Processor. Longer running time 
is consumed by TSP Lib sample problem about 14%. Figure 3 show distribution of 
running time consumption level. 

The research has adopt and develop several algorithm and each algorithm has com-
plexity started from O(n2) and the worst case is O(n3). Clustering process is divided 
into two main algorithms, linkage and clusters generation. Complexity of clustering 
process at the worst case is O(n3). Tour construction and improvement  has O(n2 log n) 
time complexity. The overall of the algorithm complexity for this work has O(n3). 

The clustering process has identified the best method to cluster the Euclidean TSP 
into smaller with compact size clusters. Complete and Ward’s Linkage has shown as 
the best method of all linkage method. Both linkage methods have good result in 
running time and percentage of gap compared to TSP Lib.  Some method has shown 
potential result and the drawback lay on running time in tour construction. Several 
method result overlap clusters and big size cluster such as average and centroid link-
age method. Overlap and big size cluster have the impact to tour construction and 
running time. Bigger cluster size result longer running time and quality of tour con-
struction, as well as overlap clusters. 
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Fig. 2. Number of nodes per clusters fror random sample with n=10 

 

Fig. 3. Number of nodes per clusters fror random sample with n=10 

5   Conclusion 

There has been a long-term interest in the field of operations research in devising 
economical procedures for finding solutions that approximate the optimal, and many 
such heuristic techniques have been developed and compared. To achieve “reason-
able” approximations to an optimal solution to within a few percentage points above 
the shortest path, such procedures generally need to perform on the order of n3 calcu-
lations [10]. Based on explanation above, the primary objective of this development is 
to produce a better hierarchical clustering strategy that fit into such Euclidean  
TSP solution method. This approach has been successfully achived the objective  
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i.e. algorithm most near )( 3nO  and average final TSP solution is about 6% compare 

to the best known solution. 
This research has result contribution in term of Euclidean TSP and manufacturing 

problem. The contribution to Euclidean TSP is new solution approach using hierar-
chical clustering. The result of this research implemented to development automatics 
compact PCB Drilling machine that can be applied to Small Medium Industry. The 
algorithm is combined to this machine to establish that drilling order in shortest and 
effective ways. Time and cost saving will be resulted by this machine.  

This research had resulted some new idea and improvement in clustering process and 
Euclidean TSP approach. The objectives of this research had been achieved with several 
notes. Outcome of this research had been produced for several areas such as clustering 
method, heuristics for Euclidean TSP and implementation to manufacturing problem. 

References 

1. Haxhimusa, Y., Krospatch, W.G., Pizlo, Z., Ion, A.: Approximate Graph Pyramid Solution 
of the E-TSP. Image and Vision Computing Journal (2008) 

2. Abu, N.A., Sahib, S., Suryana, N.: A Novel Natural Approach to Euclidean TSP. In: Pro-
ceeding of The 3rd International Conference on Mathematics & Statistics (ICoMS) (2008) 

3. Graham, S.M., Joshi, A., Pizlo, Z.: The Traveling Salesman Problem: a Hierarchical 
Model. Journal of Memory and Cognition 28(7), 1191–1204 (2000) 

4. Vickers, D., Butavicius, M., Lee, M., Medvedev, A.: Human Performance on Visually Pre-
sented Traveling Salesman problems. Journal of Psychological Research 65, 34–45 (2001) 

5. Punnen, A.P.: The Traveling Salesman Problem: Application, Formulations and Varia-
tions. In: Putin, G., Punnen, A.P. (eds.) The Traveling Salesman Problem and Its Varia-
tions, p. 22. Springer, Heidelberg (2007) 

6. Zhang, T., Ramakrishnan, R., Livny, M.: BIRCH: an efficient data clustering method for 
very large databases. In: Proc. ACM SIGMOD Int. Conf. on Management of Data, Mont-
real, Canada (1996) 

7. Guha, S., Rastogi, R., Shim, K.: CURE: An Efficient Clustering Algorithm for Large Da-
tabases. In: Proc. ACM SIGMOD Int. Conf. on Management of Data, Seatle, WA (1998) 

8. Guha, S.: ROCK: A Robust Clustering Algorithm for Categorical Attributes. Journal of In-
formation System 25(5), 345–366 (2000) 

9. Reinelt, G.: TSPLIB–A Traveling Salesman Problem Library. Informs Journal on Comput-
ing 3, 376–384 (1991) 

10. Golden, B., Bodin, L., Doyle, T., Stewart, W.: Approximate travelling salesman algo-
rithms. Operations Research 28, 694–711 (1980) 



G. Shen and X. Huang (Eds.): ECWAC 2011, Part I, CCIS 143, pp. 199–204, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

The Application Study of MCU in Visual Classroom 
Interactive Teaching Based on  
Virtual Experiment Platform 

Diankuan Ding and Lixin Li 

College of Physics & Electrical Engineering, Anyang Normal University,  
455000 Anyang, China 

ddk@163.com, lilixin@sina.com  

Abstract. Because many students are lacking in perceptual knowledge of MCU, 
they are difficult to engage themselves in classroom activities. The paper there-
fore offers an interactive teaching mode of proteus-based MCU virtual labora-
tory. The teaching mode is of help in arousing students’ interests, improving their 
learning efficiency and practical abilities, and promoting the teaching reform of 
MCU subject. 
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1   Introduction 

With the rapid development of electronic technology, MCU are widely used in indus-
trial enterprises and household appliance field. More and more attention are given to 
the MCU course which is a obligatory and practice course because there are many work 
opportunities need the knowledge of MCU. In present most universities carry on the 
course using the method that students learn theoretical knowledge in class and doing 
experiments after class which causes many problems such as students’ lacking of 
perceptual cognition, hard to combine software development with peripheral circuits of 
MCU and limited of students’ motivation in class. Research indicates that participation 
in learning is an important part of effective learning, active student participation and 
interaction for the promotion of knowledge and understanding capacity generation is 
very important. So it is significant that how to set up a visible teaching platform of 
MCU course which can enhance closer interaction between teachers and students.   

Also associated with computer software and hardware technology, the rapid de-
velopment in various fields has shown a variety of simulation systems, using computer 
simulation software, can make full simulation, such as hardware design and other 
practical engineering problems,but also the abstract presentation from the content more 
flexible, more difficult problem to simplified. The research and develop of MCU 
require researchers have basic knowledge of hardware design (analog circuits and 
digital circuits) and abilities of programming using assembly language or C language. 
But according to our investigation and research some students lack of perceptual 
cognition, can’t design circuit of MCU system or program which is a waste of time and 
teaching resource. So setting up a platform of MCU simulation experiment is becoming 
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an instant need. As one product of Labcenter Electronics company the Proteus which is 
becoming more and more popular is a simulation platform of analog circuit, digital 
circuit, microprocessor with which we can do the whole design of system including 
design, analysis, simulation of hardware, microcontroller code debugging, system’s 
testing and design of PCB. This paper gives a research on how to enhance class inter-
action and improve quality of classroom teaching. 

2   Instruction of Proteus Technology and Virtual Platform’s 
Characteristics 

2.1   Virtual Platform’s Characteristics 

Virtual platform was proposed by professor William Wolf in the University of Vir-
ginia. Virtual experiment platform which using simulation technology, digital model-
ing technology and multimedia technology on a computer to partly or fully replace the 
traditional experiment environment provide user a experiment teaching, technology 
interaction and team study platform through network. As the third way of research and 
design virtual experiment is a completely new science research and engineering design 
method based on computer virtual system. Resent yeas the virtual platform got a rapid 
development in teaching and engineering design for solving the problem of visible 
interaction between teachers and students. 

2.2   Instruction of Proteus Technology 

Protues software is a electronic design teaching which consist of ISIS and ARES, 
experiment and innovation platform including function of electrical laboratory, elec-
tronics laboratory SCM application lab. 

The Proteus software by ISIS and the ARES two software constitutions, is an elec-
tronic design teaching platform, experimental platform and innovative plat-
form,covered the electrician electron laboratory, the electronic technology laboratory, 
the MCU to apply the laboratory and so on complete function. 

The software with which we can not only do principle circuits design, PCB design 
and circuits simulation but also program on MCU’s virtual model can work with Keil 
C51, Wave and other simulation platform. Using this technology we can test the circuit 
while designing through virtual dynamic input and output such as virtual buttons, 
signal generator, LED, logic analyzer, oscillation and so on.  

According to Proteus’s function that it can not only simulate circuits with or without 
the MCU system’s working, the Proteus’s joining in class can give students a dynamic 
and visible show of MCU course knowledge including design of peripheral circuits, 
software programming. From the Angle of perception, it accords with people’s cogni-
tive regularity that students' various senses and study result is positive correlation. 
While simulating and program debugging, it is easily understand and master the 
knowledge for students. In a sense, contradiction, the disjoining of teaching, learning, 
experiments and engineering application, is alleviated. 
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3   Teaching Reform of MCU Course 

For the beginning of interactive teaching is participation, we need master some 
teaching skills and design the content of class to encourage students taking part in the 
teaching process. After several years’ exploration, we propose a heuristic, prob-
lem-posing, discussing; summative and catechetical visible interactive teaching mode 
to replace the old spoon-feed one which was used for many years. The application of 
this new mode will cause a teaching reform of MCU course. 

First we can no longer use the mode teaching all the content in class which causes 
the students’ resistance for learning in class and application in engineering. Second the 
content must be suitable for simulating students’ interest to learn MCU and imply the 
knowledge to engineering. Third the content must be systematized.  

Thing about the aforementioned, after our research group’s discussions we re-planed 
and adjusted the MCU course. In new course the content were remained. The knowl-
edge of MCU was divided into several parts: basic knowledge, minimum system, 
general I/O, interruption, timing, communication, expand part and display. As Fig.1 
show, the steps of every part including hardware designing, programming, program 
instructions explanation and notes in debugging could be shown to students by the 
visible virtual platform. The platform not only helps the teacher to elaborate the 
knowledge from easy parts to hard parts with interactive method but also help students 
systematize their knowledge. The course consists of several parts interconnected and 
centered on 51 MCU. 

 

Fig. 1. The block diagram of SCU knowledge 

4   Proteus Tech-Based Study of Visual Classroom Interactive 
Learning 

MCU course is a very practical course which is not only relating to inner structure of 
the microprocessor, programming instructions and hardware design of peripheral 
circuit but also comes down to problems easily encountered in engineering practice. So 
repeating what the books say in lecturing should be avoided; a dynamic integrate 
classroom instruction system with inside resources of MCU, peripheral circuit, soft 
ware and hardware should be produced. In this respect, the Proteus tech-based virtual 
visual teaching platform plays a very effective role. 
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Teachers can fully motivate students’ learning interest through visual interactive 
learning and clarify teaching objects of the target course from the supportive module of 
the subject. So teachers should not only grasp the class material as well as the teaching 
process but also give full play to organization, instruction, inspiration and regulation & 
control of students. Here is an illustration of visual classroom interactive learning 
process with Proteus tech-based virtual platform.  

This part is mainly devoted to expounding the function of MCU I/O port. Most 
students who have the initial contact with small MCU system and design of peripheral 
circuit would find it difficult to understand the knowledge about it if teachers only 
repeat what books say about the structure of MCU I/O port, let alone instructions, 
application and peripheral circuit design. So, when lecturing, teachers should spend a 
reasonable part of time elaborating theoretical knowledge and start up the Proteus 
software when students feel confused. Teachers should on the one hand recall the 
content which was just elaborated, on the other hand, enlighten students to review 
digital and simulate electrical knowledge when calling out the relevant components 
from Proteus platform. 

(1) Firstly, teachers should find out MCU from the Proteus component library, then 
inspire the students and introduce each pin intuitively with combination of spe-
cific pin on MCU; students go over what they have just learnt for the first time.  

(2) Teachers introduce the crystal oscillator circuit to students. Teachers introduce 
this circuit with combined knowledge of machine cycle and introduction cycle 
through questioning, and then students recall the learnt knowledge points again. 

(3) Then, teachers introduce the reset circuit; similarly, teachers introduce the design 
of the reset circuit by illustrating the operating principle of MCU and the selected 
parameter of general circuit components, ask students to look back on the simu-
late electrical knowledge. 

(4) Teachers should enlighten students about “What is also necessary if the MCU 
wants to function properly?”, and then guide students to put forward the concept 
of power supply. “Whether a 5V power is ok or not?”, teachers should guide 
students to think about Anti- interference, then put forward filter circuit. Until 
now, teachers talk about the reliability and anti-inference of MCU with close 
integration of project practice; students can grasp the knowledge which may not 
be learnt from books unconsciously.  

(5) What is to be the second necessity besides small MCU system? Teachers should 
ask students to think about different electric equipments used daily time about 
“how can we figure out weather they are under power or not?”, then guide stu-
dents to put forward the design of indicator light, meanwhile call students atten-
tion to the necessity of a LED and a current limiting resistance. Teachers should 
guide students to figure out the resistivity as well as recalling the knowledge of 
digital and simulate electricity. In such a way we can get the perfect system which 
is also generally used in engineering projects. During the whole teaching process, 
students can catch the sight of specific condition of circuits visually. Until now 
the prerequisites of functioning a MCU is fully introduced. This is all about the 
“three necessities” of the small MCU system schematic diagram. 
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(6) Having the basic structure at hearts of all the students, teachers should lead them 
to design the circuit of trotting horse lamp next step. It is quite simple with the 
previous preparatory knowledge, but the drive capacity and other matters needing 
attention should be immediately emphasized about MCU now. Imprint students 
with these matters as the foundation for the following module design. 

5   Application Effect Study on Visualized Classroom Interactive 
Learning 

From the spring of 2009, our college has gradually applied Proteus-tech into classroom 
teaching, at the same time, relevant reform in education has been carried out step by 
step. 

(1) Study on classroom teaching effectiveness 
According to the practical enrollment situation of our college, we began to track sur-
veying the students’ learning progress of MCU from the fall of 2008. Here is the 
comparison of different teaching effects between applying MCU virtual visualized 
classroom interactive learning or not. (As is shown in Table 1) 

Table 1. The teaching effects 

Studied semester  Fall of 
2008 

Spring of 
2009 

Fall of 
2009 

Spring of 
2010 

Number of students 43 45 88 43 
≥70marks（%） 34.8 51.1 79.5 90.6 

≤70marks（%） 65.2 48.9 20.5 9.4 

remarks before 
application 

After 
application

After 
application 

After 
application 

 
(2) Study on second classroom teaching effectiveness 
Students’ desire and interest of hand-on work have been greatly stimulated since the 
Proteus tech-based MUC virtual visualized interactive learning method has been 
adopted; many took advantage of off-hours to DIY small works and took part in the 
various electronic design contests and “challenge cup” activities held by school posi-
tively. In 2009, the number of students who participated in the “An shi Cup” electronic 
design contest and the number of works, both of the two, peaked. Moreover, students 
benefiting from this kind of experience went in for the 20th National Undergraduate 
Electronic Design Contest and actually won the second prize. 

(3) Study on the effectiveness of graduation projects 
It is very clear to see that the effectiveness of students’ works has been greatly en-
hanced by comparison of works done in the previous years from the view of difficulty, 
integrity and relation to teachers’ projects after adopting this new kind of teaching 
method.  
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(4) Track surveying on students’ employment program 
It is surveyed most students who ever taught by this method took the occupations of 
research and development of MCU software or hardware and grew to the technological 
backbones of the companies quickly.  

6   Conclusions 

Through the study of Proteus-tech based virtual visualized classroom interactive 
learning platform, we can see students would join more in the teaching process, their 
interest is obviously increased, their knowledge of the foundation course is consoli-
dated and strengthened, their self-confidence is improved, the ability of hand-on work 
and engineering consciousness are overall promoted.  

At the same time, this teaching model can be a tool for thought-inspiration, con-
cept-clarification, knowledge hierarchy-consolidation and cognitive conflict- solution. 
Not only can it enhance students’ participation, promote their understanding of 
knowledge, but also create positive involvement atmosphere, increase their interest as 
well as improving concentration. As for teachers, it improves the architecture of MCU 
course more and promotes the education reform on MCU curriculum instruction. 
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Abstract. Adopting AT89C52 as the main controller, ENC28J60 as the con-
troller chip, Ethernet formatted encapsulation and demodulation are realized 
according to the deal IEEE 802.3 in this design. According to the design, the 
application programs of ARP、ICMP、TCP are carried out, meanwhile it puts 
forward the application circuit of data conversion of ENC28J60, and carries out 
the conversion of data to the formatted style, then home appliance network is 
achieved. 
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1   Introduction 

Ethernet technology gets obvious development with the popularization of internet 
technology and development of embedded system; it is gradually applied in the fields 
of instrument and meter, industrial control system and intelligence application (IA). 
The key point of studying household network lies in how to share the information 
coming from home appliance network with MCU as the core and how to use the 
well-developed internet technology, 8-bit low-cost MCU and Ethernet controller chip 
to connect Ethernet without using PC or top grade MCU. 

As the most comprehensive deal ever, TCP/IP is a very huge protocol family with 
comparative high system source consumption, so how to realize TCP/IP on monolithic 
system becomes a difficult point for the household internet with the application of 
Ethernet on monolithic system. In the design of this essay, the Ethernet controller is 
ENC28J60 which is in line with Deal IEEE 802.3, and it can achieve correspondence 
with MCU through standard SI, meanwhile it occupies fewer resource of MCU I/O 
port. With all its advantages, ENC28J60 is propitious to realize the function of Ethernet 
on MCU and then to bring about household internet. 

2   System Design 

The whole design thought of household networking is to set up LAN (local area net-
work) with family as the basic unit and then connect household LAN to Ethernet as in 
Fig.1. To realize the connection between Ethernet and home appliances with MCU as 
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the core, we should figure out how to achieve data conversion from MCU to Ethernet 
data format.  

The aim of this design is to solve the problem of the mismatch between the data 
frame of MCU and that of Ethernet and to work out data conversion module between 
the two, thereby, we can realize the assumption of household networking through 
terminal equipment connection between MCU and Ethernet. The network switch 
module of this design is shown in Fig.2. Resources of MCU I/O port can be saved with 
the connection between MCU and data conversion module through serial port. The 
formatted data is transformed to the terminal equipment of Ethernet through standard 
RJ port. 

 

Fig. 1. Sketch map of household network 

 

Fig. 2. Sketch map of network conversion module 



 Research of Home Appliance Network System Design Based on ENC28J60 207 

3   System Design on Home Appliance Network 

3.1   Hardware Design 

Network switch module is composed of the functional module by MCU and data 
conversion module by Ethernet format. 

There are three tasks of functional module: first, it is responsible for data acquisition, 
data control and data presentation; second, functional control module controls network 
switch module and makes it initialized; and the third one is to encapsulate the sending 
data partially and make a full preparation for the encapsulation of Ethernet format of 
frame about data conversion module. Functional module is the control center of 
household network system. 

The fictional module of this design is composed by small MCU system with 
AT89C52 as the core. The data of household appliance which is shown by LED and the 
data which is sent by Ethernet terminal equipment are transmitted by SPI serial delivery 
mode through the port of Ethernet formatted data switch module. In this way, the 
limited I/O resource of MCU can be saved.  

The major function of this module is to make a full encapsulation of the partially 
encapsulated data that is transmitted by functional module. Data sent by the module 
should be in complete accordance with the Ethernet format, and all the data which is 
suitable for Ethernet transition is sent to the designated Ethernet terminal equipment 
through Ethernet; at the same time, this module is in charge of the Ethernet formatted 
data which is transmitted by Ethernet terminal equipment and demodulates it to the 
formatted data that can be recognized by MCU with the purpose of offering informa-
tion for the inquiry of master MCU control. The SPI port dive circuit is the two way 
communication interface circuit of the data conversion module of Ethernet format and 
MCU module. The dive circuit is responsible for the two way communication.  

(1) Choice of Master Chip of Ethernet Formatted Data Conversion Module. The 
28-pin independent Ethernet controller—ENC28J60 which is pushed out by Microchip 
Technology is now the smallest world wide controller and it fits the 802.3 protocol; 
moreover, it needs only 4 cables to connect the master MCU by adopting standard SPI 
serial port. With all these advantages, together with the free-issued microware stack 
used for MCU by Microchip, make it the top choice as the smallest embedded chip to 
be applied to Ethernet network. 

(2) Circuit Design of Data Conversion Module shown in Fig.3.We can link up low 
level current to the reset pin of ENC28J60 to make it enter reset mode. There is weak 
pull-high register on the inner side of reset pin; we can attach 10KΩ pull-high register 
at designing or install certain software through SPI to realize soft reset. The operating 
frequency of ENC28J60 is 25MHz, which needs parallelly cut crystal to function, as for 
the AT bar-typed crystal oscillator, we can install a small register at pin-OSC2 to help 
starting oscillation. In order to reduce systematic noise, we usually put a small resis-
tance neutral grounding at pin-OSC2. In the design, we use passive parallelly-cut 
crystals in the whole connection. We can realize the restoration of pin-LEDA and 
pin-LEDB by automatic polarity detection, either by direct drive or current drive. The 
exact restoration is carried out according to the default setting of PHLCON, meanwhile 
the connection of LED is detected ENC28J60. LEDB is lightened by sourcing current 
in the design. 
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Fig. 3. Circuit of data conversion functional module 

Ethernet circuit is connected to MUC through SPI, and the communication between 
ENC28J60 and MUC is realized by lead wire which can block the connection of pins. 
We should add a driving circuit to make MCU functional at interface circuits. And this 
driving circuit should have CMOS gate circuit 74HC32 to drive the TTL level current 
of MCU. 

The connection between the two pairs of UTP of 10BASE-T and ENC28J60 as well 
as network port through is achieved by network transformer. The functions of network 
transformer are as follows: it can separate direct current and alternating current to 
prevent the operating point of network card chip being interfered by direct-current level 
from UPT; it can suppress high frequency interference by the its universal frequency. 
To order to save space, it adopts HR911105A network transformer chip which is 
integrated by network transformer and RJ45 port. 

3.2   Software Design 

The system software is programmed by both C language and Assembly language, but 
only Assembly language is responsible for initialization of monolithic system and 
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network switch module as well as the delivery of link layer data concerning with 
network module. All the networking protocols are carried out by the exoteric C lan-
guage TCP/TP protocol stack. 

The realization course of the main program is shown in Figure 4. 
System initialization includes the initialization of MCU AT89C52, network inter-

face ship and all the flag registers of TCP/IP stack. 
The major function of ARP processing module is to receive ARP requests and send 

ARP responses. ARP responses are realized by unicast messages by ARP responses 
messages. 

 

Fig. 4. Main program flow chart 

The definition of ARP Header Structure: 
 
Struct APR-Header { 
U16  ARP_HWType;   //definition of hardware type 
U16  ARP_PRType;     //protocol type 
U08  ARP_HWLen;     // HLEN 
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U08  ARP_PRLen;          //delivery length 
U16  ARP_Op;                  //operation code 
U08  ARP_SHAddr[6];     //MAC source address 
U32  ARP_SIPAddr;         //IP source address 
U08  ARP_THAddr[6];     // MAC destination address 
U32  ARP_TIPAddr; ///IP destination address}； 

 
(3)The major unction of ICMP processing module is to carry out echo requests and 

only the PING response is dealt with by it. Internet message control protocol which 
helps all the panel points be diagnosed simply and sends back error message is an 
attachment of IP, it is often used by IP or other high layer protocols. 

(4) The major task of TCP processing module includes two parts: the task of sending 
end is to establish connections with the receiving end, and to cut the data stream into 
small units which can be numbered and sent one by one; the task of receiving end is to 
await the arrival of all different units sharing the same process and check up and deliver 
the units without any error, then send them to receiving layer as a data stream. And this 
linkage is closed by transport layer when the whole data stream is delivered completely. 

4   Conclusion 

After debugging, the encapsulation and demodulation of Ethernet data format can be 
achieved by this system which is in correspondence with IEEE 802.3 protocol, the data 
transportation between home appliance and Ethernet terminal equipment, as well 
asnalogous home appliance network can be actuallized, too. Tidy system circuits, 
stable working process, less hardware occupation, together with convenient inserting 
schedule, this system provides very serviceable  technical proposal for the realization of 
home appliance network. 
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Abstract. Vehicular ad hoc network (VANET) is an application of mobile ad hoc 
technology in transportation systems, it has become an important part of ITS. 
Since multi-hop link is hard to set up in sparse VANET, a traffic-aware routing 
(TAR) protocol is proposed which estimates vehicle average neighbors (VAN) of 
roads by exchanging beacon messages between encounter vehicles. Road with 
high VAN is preferred to be selected as part of forwarding path at intersection. 
Packets are forwarded to the next intersection in road in a greedy manner. 
Simulations show that TAR outperforms the compared protocols in terms of both 
packet delivery ratio and average end-to-end delay. 
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1   Introduction 

Vehicular Ad Hoc network (VANET) refers to the mobile ad hoc networks, composed 
of corresponding with each other between vehicles in the road, which can provide a 
variety of services such as emergency alerts, vehicle data sharing and vehicle col-
laboration, has become an important part of the Intelligent Transportation System [1,2]. 
As Mobile Ad hoc technology applying in the field of transportation, VANET has a 
very high scientific value and broad application prospects, it has attracted world wide 
attention in the field of academia and industry, and launched a number of related 
research engineering projects [3-5].  

Vehicle Ad Hoc network is very different from the usual wireless ad hoc networks, 
for example, the node trajectories are entirely restricted to the road, nodes mobile 
high-speed, in addition, the network nodes are often able to positioning itself through 
GPS, and it can obtain the support of basic e - Maps. VANET is vulnerable to time 
(such as daily routines, holidays, etc.), bad weather and so on. In some period, vehicles 
are often scarce and have uneven distribution on the road, in addition, in the initial stage 
of the VANET deployment, Vehicles equipped with wireless terminals may be only a 
small part, a complete chain of multi-hop communication between vehicles is difficult 
to establish in the sparse distribution of these vehicles, it also challenges the design of 
routing protocols. Generally, sparse ad hoc networks of vehicles are a larger end to end 
transmission delay, so how to reduce the transmission delay under the success of a high 
transfer rate of data packet is the problem to solve for the routing protocol. This paper 
proposed the routing protocol, which is based on Traffic-aware Routing (TAR), by 
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perceiving the various sections of the traffic flow, so that the forward path contains the 
large traffic volume roads as far as possible. On these road sections, data packet can be 
transmitted as the wireless multi-hop by choosing the highest possible probability, 
rather than carrying forward by moving the node. The experiments prove that TAR 
protocol has a low-end packet delay and higher successful delivery rate. 

2   Network Model  

Network model protocols has the following assumptions: (1) vehicles (ie nodes in the 
network communication environment, the two words General Motors, the text is no 
longer to distinguish between the two concepts) can be real-time access to their own 
GPS location, and equipped with a simple electronic map, so that vehicles in the 
process can be able to master the surrounding road topology information; (2) the source 
node has already known the location of the destination node through the location-based 
services before sending packet forwarding; (3) network of roads in the scene are 
two-way street. To assess the packet forwarding delay, define variables as follows: (1) 
rij: roads from the junction of Ii to Ij; (2) lij: length of road rij; (3) vij: average speed of 
vehicles on the roads; (4) Rw: Vehicle coverage radius of wireless nodes; (5) dij: Data 
Packet rij on the roads look for an opportunity to forward the process of the estimated 
delay, then: 

(1 )ij ij
ij w w

w ij

l C l
d P P

R v

⋅
= ⋅ + − ⋅

 . 
(1)

Where, C is a constant that forwards packets forwarding node processing 
time-consuming, this value is much smaller compared to lij / vij; Pw is the probability 
of transmiting packet on the roads in wireless mode，it can be seen that, the greater of 
its value，the smaller of the data packet transmission delay on the roads. Assumed that 
X is the distance between adjacent vehicles, it is exponentially distributed, E (X) = 2Rw 
/ Nij, then: 

/ 2( ) 1       0ijN

w wP P X R e X−= ≤ = − >  . (2)

Which, Nij is the average number of neighbors (vehicle average neighbors, VAN) for 
all vehicles on the road rij, it reflects the size of the traffic flow of the section. from 
equation (1) and (2)，we know that，in order to find the smallest delay path for packet 
forwarding, routing protocols should be close to the destination node location of the 
road as far as possible and select the large value of VAN node on the path as a for-
warding node. 

3   Tar Agreement 

3.1   Protocol Overview 

In the process of forwarding, the forwarding node in the model of the road calculate  
the road traffic volume VAN targets to perceive information, at the junction mode, 
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collecting the other road VAN value and select the greatest value of the path as the 
forward path. Thus, on the whole, the agreement is always trying to choose a relatively 
large traffic volume on the road to carry forward the node group, in the sparse network, 
it can effectively reduce the end-to-packet transmission delay. But it's worth men-
tioning that traffic is heavy because of the separate along the road has been forwarded, 
in extreme cases, it would be farther and farther away from the destination node, it is 
necessary to take measures to restrict the region of the forward, for the sake of sim-
plicity, forwarding region is defined as a circular region which has the destination node 
as the center of the circle, the destination node and the distance from the source node 
with an offset distance is the radius of the circular region, the offset distance varys from 
the network sizes. 

3.2   The Mode of the Road-Inside  

When the node is neither in the junction area nor in the areas of destination, the node is 
in the mode of the road-inside. in the driving process, the nodes periodically broadcast 
beacon messages (beacon) in a fixed interval of △t, and to estimate the value of the 
road VAN by  exchanging the message when meeting with the head node. VAN value 
of the message header for the main field of statistics includes: current velocity vector v 
of node, position pos, ID current Road Id of the current section, the number of vehicles 
within the NoIn Opposite of  traveling the opposite direction of the current sections in 
the last △t, the number of Neighbours of the current section's own statistics (both 
directions) neighbors; the ID last Road Id of the last section of road, the average 
neighbor number of vehicles last Neighbours on a road (both directions).  

By information exchanging, the node for the section in which the number of vehicles 
of average of neighbors are carried out in a statistical mode, when the node gets into a 
new road, the related variables should be re-initialized and updated relevant to statis-
tical last Road Id and last neighbours. 

The interval △t of beacon message broadcast can not be set too small, it is because 
the number of neighbors counted in a very short period of time has not changed. As-
sume that the average speed of the node is 15m/s (54km/h), Rw=250m, in theory, the 
direct communication time of the two nodes when meeting is 16.7s; if met for at least 
two times each beacon exchanging, and completing during 16.7 * 0.6 = 10s, then the 
more appropriate benchmark for the time interval is 4-5s. In order to further reducing 
the network overhead without affecting the estimation accuracy, two kinds of dynamic 
strategies can be used to adjust △ t: 1) When the estimated average number of 
neighbors of vehicles exceeds a certain threshold, and, then the possibility of multi-hop 
transmission takes place between pairs of signals considered on the road is already 
quite large, eliminating the need for accurate statistics, the interval △t time could be 
increased. if the threshold value is set to 4, according to formula (2), when the average 
neighbor number is 4, all vehicles on the road can be connected by the probability of 
86.5%. 2) According to the changes frequency of the average number of neighbors to 
adjust the △t, if average number of neighbors over several consecutive cycles changes 
little, then increase the △t, otherwise decrease △t, but it should ensure that the value of 
△t in the interval fluctuates near the baseline. In this paper, the second approach is 
adopted to optimize △t dynamicly. 
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When the nodes in the road forward data packets, the greedy forwarding strategy 
based on location is used, choosing the node in the neighbor list from the section closest 
to the next exit (intersection) as the next hop, if such a node is not found, then the 
current forwarding node has to carry the group to move forward until the opportunity is 
coming to further forward. 

3.3   Intersection Mode 

When the node is located at the intersection zone, at the intersection mode. When the 
TAR agreement chooses the next stretch of road to forward, a basic principle is to select 
a  section which having large value of VAN. when Forwarding nodes in the intersec-
tion, analyzing their own neighbor table, according to the node record of nodes on the 
section connected to the junction in the neighbors table to estimate the VAN of the 
section, select the sections having the largest value of VAN. Forwarding node for  
the neighbors in the table at the junction area, but being away from the junction center 
vehicles, it should be considered in this node is that the estimated average number of 
neighbors belongs to road last Road Id, rather than the current path. If the neighbor 
table, there are multiple neighbor information to estimate a common road, then the 
average of these estimates is as the average number of neighbors by the forwarding 
node. Fig.1, the current vehicle X is located in the road forward R3, the arrows indicate 
the direction of motion of the vehicle, the last time, the location of the node A is de-
noted with the dashed line. Suppose X neighbor in the table at this time on the road to a 
neighbor on the other log-related items is shown in Table 1, it judges the average 
neighbor number of other road as Van (R1) = (2.250 2.281) / 2 = 2.266, Van (R2) = 
1.570, Van (R4) = 0. Therefore, X data packets are forwarded directly to the road R1 on 
node B. 

Table 1. Related felds of neighbor list 

Neighbor 
Id 

Current 
RoadId 

Neighbors 
Estimated 

Last 
RoadId 

lastNeighbors 
Estimated 

A R2 1.121 R1 2.250 
B R1 2.281 Rx x.xxx 
C R2 1.570 Rx x.xxx 

4   Simulation 

4.1   Experiment Environment 

Simulation platform for use ns-2.29 [6], experimental vehicles, the node movement 
model can be used to reflect a more realistic road environment, vehicle movement 
pattern Manhattan [7] model, the simulation scenario shown in Fig.2, a rectangular 
region that contains eight bi-directional roads, such as the probability of the node at the 
intersection of selection and crossing the road connected to each other. Experiment, in 
order to characterization of different vehicles on the road to uneven distribution, select 
a certain percentage of the total number of nodes (hereinafter referred to as the pro-
portion of road vehicles, EF) of the nodes only on the road between EF movement, also 
choose four pairs of nodes were fixed in the S1, S2, and D1, D2 and from the four 
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regional movement, the length of the four regions are 300m, Si (i = 1,2) within the two 
nodes Di respectively, within the two nodes send CBR packets. The remaining nodes 
initially uniformly distributed, simulation, according to Manhattan after the start of the 
trajectory model generation mobile.      

Experiment with the successful packet transmission rate (packet delivery ratio, 
PDR), the average end to end delay (average end-to-end delay, AED) indicators will 
TAR protocol GPSR [8] and GPCR [9] protocols are compared. Two comparison 
protocols are of widespread concern in VANET routing protocol, GPSR uses greedy 
forwarding protocol strategy forward, GPCR according to the characteristics of urban 
road scenes specifically designed for the sake of fairness, we compare the agreement in 
the two by adding an opportunity for wait mechanism (curve, respectively GPSR-opp, 
GPCR-opp indicated), or to extend the data packet time-out, three protocol data packet 
time-out time is set to 30s, if not in this period of time to find a forwarding group 
opportunities will be discarded. 

 

             

Fig. 1. Intersection mode                             Fig. 2. Simulation scenarios   

  

             Fig. 3. Packet delivery ratio                                  Fig. 4. Average end-to-end delay 
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4.2   Experimental Analysis 

Fig.3 indicated that the three kinds of agreements with the PDR value of the ratio of 
vehicles on the road EF changes, we can see, all three of the PDR maximum value 
compared to TAR, the maximum 42% higher than GPSR, it is because the agreement to 
forward the process to select a TAR node, the node density on the road to forward 
packets, a large number of data packets through the forwarding nodes on the section of 
a relatively good network connectivity to improve the success of the packet transmis-
sion rate. GPSR protocol using geographic greedy forwarding strategy, due to scarcity 
of forwarding nodes around the node has to frequently into recovery mode, reducing 
the rate of packet sent successfully. With GPSR, compared, GPCR agreement due only 
in each section on the use of greedy mode to forward packets to enter recovery mode 
decreases the probability, packet success rate was slightly higher to send. To note is that 
as the number of vehicles on the road EF increased, TAR protocol sub-component 
power slowly increasing, while the GPCR, and GPSR is dwindling. This is because the 
TAR protocol packet node density of vehicles along the main road (ie, EF) for for-
warding, while the GPSR and GPCR did not consider the node density, only based on 
the distance from the destination node to select the forward path, when the rise in the 
number of vehicles on the road when the EF the other vehicles on the road to decrease, 
an increase of these two protocols in the next forwarding node because they can not 
jump-fat nodes and the probability of dropping packets. Fig.4 indicated that the TAR, 
GPSR and GPCR agreement, the average end to end packet delay with the increase in 
the proportion of road vehicles, EF changes, compared with the three, TAR agreement, 
the minimum delay, GPCR, and GPSR second, this is because TAR in the forwarding 
process as we choose the path of node density on EF nodes to relay packets, forwarding 
nodes have more opportunities to directly after the receipt of packet forwarding to the 
next hop node, and therefore achieved a smaller end-extension time. In contrast, GPCR, 
and GPSR protocols are in line with geographical location select a distance to the 
destination node forwards near the road, the roads and road EF compared to the vehicle 
density of less forwarding node but often need to rely on their own mobile division, and 
look for opportunities to bring forward to the next hop node, such an opportunity to be 
smaller compared to TAR, and this has led to an average of end to end latency increased 
significantly. 

5   Conclusion 

This paper proposes a traffic-aware routing protocol to estimate the average number of 
neighbors on the vehicle section of the node by using beacons exchanged between 
vehicles in order to perceive the traffic flow. Forwarding node in the junction area 
selects the largest average neighbor number of sections as the forwarding path. The 
vehicle in the forward section finds the next hop forwarding node, which chooses the 
next intersection as a target node using greedy strategy to. Simulation results show that 
the TAR has a higher success rate and lower packet transmission delay, compared with 
other protocols, and it can satisfy communications needs of the city sparse Vehicle Ad 
Hoc Network. 
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Abstract. The major problem of blind source separation in frequency domain is 
the permutation ambiguity between different frequency bins, which is the key 
factor to recover the original sources correctly. A new idea is to consider the 
frequency components from the same source as a multivariate vector with a 
certain probability density function, and the vectors from different sources  
are independent each other. An algorithm based on this idea is proposed to solve 
the permutation ambiguity problem of BSS in frequency domain, and some 
approximate cost functions are compared with the existing algorithm in 
frequency domain. The computer simulations to two true speeches with strong 
reverberation are shown to verify the efficiency of the proposed algorithm. 

Keywords: Blind Source Separation (BSS), Strong Reverberant Environment, 
Multivariate PDF, KL Divergence. 

1   Introduction  

Blind signal separation (BSS) is to separate real unknown signals from some observed 
data when the channel responses are also unknown, only in terms of statistical 
independence of signals. BSS has many applications in communications, speech 
enhancement and image processing, and many effective algorithms under different 
assumptions are proposed [1-4]. For speech processing, the observed data recorded by 
microphones are often modeled as the convolutive mixture of multiple speeches with 
room impulse responses (RIRs), and the length of room impulse response is often large 
and determined by the surrounding environment, such as the material of wall, the 
location of microphones and the size of room.  

Most algorithms for BSS of speeches [3,5] will transform the recorded data into 
frequency domain by short time Fourier transform (STFT) in order to avoid deconvolution 
with a long filter in time domain, which will result in large computational complexity and 
slow convergence. With suitable data window, the convolutive mixture in time domain 
will be expressed as the instantaneous mixture in frequency domain and some 
sophisticated algorithms for instantaneous mixture can be applied directly, such as the 
independent component analysis (ICA) [1-3], the original speeches can be 
reconstructed with the processed data by another inverse STFT. A serious problem is 
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the amplitude and permutation ambiguity in different frequency pins, which is an 
inherent property of frequency BSS problem [2,3], so most algorithms in frequency 
domain are focusing on how to solve ambiguity. 

The methods to solve permutation ambiguity can be categorized into two kinds, one 
is to assume the amplitude relationship between two close frequency bins from the 
same source should be smooth and related closely, like [4]. Another is based on the 
assumption that the direction of arrival (DOA) of the same source should be fixed 
during short intervals and all original speeches are from different directions, such as 
[3]. Some methods, called as joint method to permutation problem, improve the whole 
performance by combining advantages of two methods [5,6]. However, the 
nonstationarity of speeches and small number of microphones in application make the 
correct permutation in frequency bins very difficult.  

In this paper, the idea of the multivariate vector is introduced and the algorithm 
based on this idea is derived. Some simple PDFs are provided and two examples are 
used to verify the better ability of this algorithm to permutation ambiguity. 

2   The Model of BSS in Frequency Domain 

Assume that the signal ( )jx t  received by M  microphones is the mixture of N  

speeches ( )ks t , which can be written as: 

( ) ( ) ( )
1

, 1, ,
N

j jk k
k l

x t h l s t l j M
=

= − =∑∑ … . (1)

where ( )jkh t  is the impulse response of the channel from the k’th speech to the j’th 

microphone. The goal of BSS is to obtain an estimate ( )iy t  to the original speech 

( ) ( )is t∏  from all observed data ( )jx t , and the conventional method is to separate the 

observed data by a demixing FIR filter, 

( ) ( ) ( )
1

1 0

M D

i ij j
j l

y t w l x t l
−

= =

= −∑∑ . (2)

and the maximal length of the filter ( )ijw l  is D. The ideal BSS is that the relationship 

between the estimated signals and the original speeches is  

( ) ( ) ( ) ( )i i i
l

y t l s t lα ∏= −∑ . (3)

where ( 1, , )i NΠ = …  is a new permutation to {1, , }N… and ( )i lα  is the scaled 

number. From (3), the recovered signal can be considered as the filtered version of the 
original speech by ( )i lα and the order of ( )iy t  is different from ( )ks t , that is, the 

amplitude ambiguity and permutation ambiguity of BSS. Compared with the 
permutation ambiguity, the amplitude ambiguity is often solved easily by the minimal 
distortion principle in [7] if the correct permutation can be obtained, 
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( ) ( )i iia l h l= . (4)

so we will focus on how to solve the permutation ambiguity in the remaining paper. 
The BSS methods in frequency domain are often dealt with the short time Fourier 

transform (STFT) with length L,  

( ) ( ) ( ) ( )
1

0

, exp 2
L

j j
t

X f r win t x rT t j ftπ
−

=

= + −∑ . (5)

where ( )win t  is the window function and T is the sliding length for each data block, r 

is the index of the block. Then the demixing process in (2) can be expressed in vector 
and matrix forms as  

( , ) ( ) ( , ), 1, ,H
i iY f r f X f r i N= =w … . (6)

3   The Algorithms to Permutation Ambiguity 

3.1   Multivariate PDF Models 

The speech in time domain can be modeled as random process with certain PDF, so a 
natural idea is that the speech in frequency domain is also considered as a random 
vector due to the linear property of STFT, and the mathematical model for the observed 
data infrequency domain is  

( ) ( ) ( ), 1, ,i i if f f i L= =X H s … . (7)

where r is ignored for convenience. The estimated signals at different frequency bins 
can be written as  

( ) ( ) ( ) , 1, , .i i if f f i L= =Y W X … . (8)

Define ( ) ( ) ( )1 2, , ,i i i i LS f S f S f
Τ

= ⎡ ⎤⎣ ⎦S  as the vector from the i’th speech, which 

consists of L  frequency bins at the r’th block. We reconstruct the estimated output as 

( ) ( )1 , ,i i i LY f Y f
Τ

= ⎡ ⎤⎣ ⎦Y  and [ ]1 2, , , M

Τ=Y Y Y Y , which is a M L×  matrix. For a 

perfect BSS, the estimated outputs are the scaled and permutated copies of the 
original speeches, so each column vectors in Y  should be independent with each 
other if all original speeches are assumed to be independent. A good measure to 
independence is the Kullback-Leibler (KL) divergence, which measure the distance of 
the joint PDF pY  and the product of all marginal PDF 

i

p∏ iY , that is,  

i

C KL p p
⎛ ⎞

= ⎜ ⎟
⎝ ⎠
∏ iY Y . (9)

Note that the cost function in (9) is different obviously from it for these conventional 
ICA algorithm in frequency domain, which only measure the distance at each 
independent frequency bin [3]. 
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Minimization the cost function in (9) is equivalent to the maximization of negative 
entropy, which is  

( ) ( )( )log .i i
i i

C N E p const⎡ ⎤= = +⎣ ⎦∑ ∑Y Y . (10)

where ( )ip Y  is the PDF of the i’th speech and it can be modeled in prior, and the 

expectation operation {}E ⋅  can be computed by the average of multiple data blocks. 

In order to simplify the PDF in(10), a nonlinear function is used to approximate 

( )log( )ip Y The orthogonalization must be executed after each iteration on the whole 

demixing matrix to avoid divergence, 

( ) ( ) ( )( ) ( )
1 2H

f f f f
−

← ⎡ ⎤⎣ ⎦W W W W  . (11)

After the convergence of the iterative process, the final demixing matrix ( )fW  is 

used to reconstruct the estimated outputs in frequency domain and the waveform in 
time domain can be obtained by another inverse STFT. 

3.2   Approximation to Joint PDF 

The nonlinear function {}G ⋅  is used to approximate the joint PDF of the vector from 

the i’th speech. Essentially, the true joint PDF is very difficult to obtain and sometimes 
changes a little with different speakers. Here two nonlinear functions are verified to 
approximate efficiently the joint PDF in [9]: 

Spherically Symmetric Exponential norm density (SEND): 

( )
2

4

1

2

ˆ
i

d

d

e
p

−

−=
z

S z
z

 . (12)

Spherically Symmetric Laplace density (SSL): 

( ) ( ) 2
2 1ˆ

i

d
p e

− += z
S z

 . 
(13)

and d  is the size of the vector z , 2d L=  in this case. Another available cost 
function in [11] is  

( ) 2
log i

i f

E Y f
⎡ ⎤⎛ ⎞
⎢ ⎥⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

∑ ∑  . (14)

which is called as semi-nonparameter function (SNP). 

4   Computer Simulations 

Two speeches with 10s, one male and female, are mixed with the room impulse 
responses, which are generated by the imaging source method (ISM) software 
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developed by Eric Lehmann [10]. Fig.1 shows the room size and the location of two 
microphones and sources. The FastICA algorithm with joint permutation in [5], is 
compared with the proposed algorithm. In order to compare their performance to 
permutation ambiguity, the correlation coefficients between the original speeches 

( )( ), 1, 2iS f r i =  and the estimated outputs ( )( ), 1,2iY f r i =  in all frequency bins are 

computed and compared with a threshold (here is 0.8). The frequency bin is labeled as 
‘T’ if the coefficient at this bin is larger than the threshold, or is labeled as ‘F’ if not.  

We simulate room impulse responses with reverberation time 150ms and 300ms, 
respectively, and different nonlinear functions are compared with the FastICA 
algorithm. The permutation results with reverberation time 150ms are shown in Fig.1, 
and the sampling frequency is 16kHz, the length of STFT is 1024. From two figures, 
the proposed algorithm with different nonlinear function approximations can obtain 
more accurate permutation than the FastICA algorithm if frequencies are above 
400Hz. Another interesting phenomenon is that different nonlinear functions can 
result in a very slight difference on permutation order. Change the room reverberation 
time with 300ms and the length of STFT with 2048, and repeat this simulation again. 
The permutations at all frequencies are shown in Fig. 1 and 2, respectively. The same 
conclusions can be drawn only except that there are more wrong permutations as the 
room reverberation time increases, which can be understood easily. 
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Fig. 1. The permutation with reverberation time
150ms 
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Fig. 2. The permutation with reverberation 
time 300ms 

5   Conclusion 

The method, which considers the vector consisted of all frequency bins from the same 
source as a multivariate PDF, can rebuild up the relationship of the same source 
between frequency bins. Some possible approximations to the multivariate PDF are 
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provided and an iterative algorithm proposed. Two original speeches with the 
simulated room impulse responses with different reverberation times are demonstrated, 
and the efficiency and performance of this new algorithm is verified by comparison 
with the existing algorithm in frequency domain. The new model and algorithm 
proposed in this paper can improve permutation ambiguity efficiently, especially to the 
observed speeches with strong reverberations.  
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Abstract. Analysis method based on support vector machine and finite element 
combined with Monte Carlo is applied for the parts in complex external conditions 
or surroundings, it is difficult to built reliability model of the parts in complex the 
external conditions or surroundings and it is difficult to establish stress and 
intention distribution and joint probability density because they work in an 
uncertain environment, the support vector machine has a good generalization 
ability prediction ability, integration algorithm based on support vector machine, 
finite element and Monte Carlo can solve the questions and can excellently use for 
reliability simulation and calculation for complex and certain system. It is used  
for reliability analysis of catenary parts in the high-speed electrified railway, 
integration algorithm mathematic model of reliability analysis for location hook  
is built, and the outside parameter influence on wrist-arm of location hook is 
analyzed by the model. 

Keywords: Integration algorithm, support vector machine, location hook, complex 
the external conditions or surroundings, Reliability analysis, catenary. 

1   Introduction 

Catenary system works in complex external conditions or surroundings, and the fault in 
the high-speed electrified railway mainly results from catenary system, and the fault 
mainly caused by its low reliability. The reliability analysis of critical force-bearing 
parts of catenary system is an important task in catenary design [1].  

Analysis method based on support vector machine and finite element combined 
with Monte Carlo is applied for force-bearing parts of catenary system in complex 
external conditions or surroundings, it is difficult to built reliability model of the parts 
in complex the external conditions or surroundings and it is difficult to establish stress 
and intention distribution and joint probability density because they work in an 
uncertain environment, the support vector machine has a good generalization ability 
prediction ability, integration algorithm based on support vector machine, finite 
element and Monte Carlo can solve the questions and can excellently use for 
reliability simulation and calculation for complex and certain system. An example are 
given for reliability analysis of location hook in this paper, integration algorithm 
mathematic model of reliability analysis is built, and the outside parameter influence 
on wrist-arm of location hook is analyzed by the model. 
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2   Integration Algorithm Mathemation Model of Reliability 
Analysis  

2.1   Stress-Intention Interference Model 

Every components of mechanism part maybe invalid because all kinds of complex 
static loads and dynamic loads lead to internal stress exceed material intensity limit, the 
failure probability can be obtain by (1) according to stress-intention interference 
theory[2-4].  

dsdsfSPP
D

Sf δδδ δ ),()0( ∫∫=≤−= . 
(1)

Where )....,,,( 321 iXXXX δδδδδδ= , ),...,,,( 321 SjSSS XXXXSS= . ),( sf S δδ  is stress and intention 

joint probability density of every components, 
iXδ
 is structural intention, 

sjX  is stress.  

If T
nXXXX )....,,( 21= is random parameters vector, then state function is 

Expressed as: 

)()()( XSXXg −=δ . (2)

The components will invalidate if 0)( ≤Xg  according to (2) and probability and 

statistics theory, failure probability and reliability can be calculated in a certain 
amount of random numbers δ and S.  

2.2   Reliability SimulationStep of Integration Algorithm 

Reliability simulation step of Integration algorithm is as follows [3-4]. At first, Critical 
factors that influence the reliability of the parts are established. 

Then N groups of random data are generated according to statistical distribution for 
selected parameters, maximum stress in dangerous section for each group of 
parameters are calculated by the finite element[5]. After selecting the fragment 
structure unit, characteristic analysis of typical unit is necessary, relationship of any 
point displacement is derived by nodal displacements. 

)(}]{[}{ euNw =  (3)

Where }{w  is column vector of any point displacement in the unit, )(}{ eu  is column 

vector of nodal displacement, ][N  is shape function matrix. The relationship of unit 

strain and unit stress and unit balance equation are obtained by equation (3). 

)(}]{[}{ euB=ε  . (4)

)(}]{][[}{ euBD=σ . (5)

)()()( }{][}{ eeE ukP = . (6)
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Where }{ε is strain column vector of any point in the unit, ][B is unit strain matrix, 

][D is elasticity matrix, dxdydzBDBk Te ]][[][][ )( ∫∫∫= , )(}{ eP is force column 

vector of unit equivalent node. 
The next, the N groups of data are acted as support vector machine training 

samples, input-output relation between external parameter and interior stress is built 
by support vector machine intelligent algorithm [6-9].  

Finally, material intensity distribution is established by testing and statistical data in 
document. Messenger wire bearing reliability is calculated by numerical simulation-Monte 
Carlo, Monte Carlo method is that state function g is calculated by random sample, and  
g<0 is judged, the parts is considered failure if maximum stress exceeds limit state[10]. If 

failure total number is L, failure probability fP is NL /  and reliability R is 
fP−1 . 

3   Example Analysis 

It is used for reliability analysis of catenary parts in the high-speed electrified railway, 
integration algorithm mathematic model of reliability analysis for wrist-arm of X type 
and location hook is built, and the outside parameter influence on wrist-arm of X type 
and location hook is analyzed by the model [3-4].  

Critical factors that influence the reliability of wrist-arm of X type and location 
hook are established, they are pull F, ice load (ice-covering thickness d) and wind 
speed W, N groups of random data are generated according to statistical distribution 
for selected parameters, maximum stress in dangerous section for each group of 
parameters are calculated by the finite element[5]. Forty groups of basic variables are 
randomly generated according to the mean and variance of basic variables, then the 
stress S of each groups of basic variables are calculated by finite element software 
ANSYS[11], Thirty-five groups data are acted as training samples, and five groups 
data are acted as testing data. In finite element calculating, entity model is turned into 
PARASOILD format, then it is lead into ANSYS software and solid92 tetrahedron 
unit is used, 121342 units 203451 nods are obtained for wrist-arm of X type and 2708 
units 4976 nods are obtained for location hook by free-dividing meshes. Finite 
element analysis model are shown in Fig. 1. The stress variation with external loads 
of location hook is shown in Fig. 2  [11]. 

Relative error between testing value and calculating value of finite element are 
shown in Fig. 3 after support vector machine is trained, it is clear that theory values 
and support vector machine output values is very close. 

Reliability of location hook is calculated by reliability analysis model of 
integration algorithm, the mean value and deflection coefficient of material intensity 
limit value of location hook is obtained according to according to statistics. Reliability 
calculating result is 0.99911, relative error is only 0.017% comparison with 
calculating result of JC method.  

It is analyzed that distribution deflection coefficient of external parameter have an 
effect on reliability of location hook by the program, relation curve is shown in Fig. 4. 
Distribution deflection coefficient of pull F has a great influence on reliability, and 
the external climate has also a great influence on wrist-arm reliability, so reliability 
optimal design is necessary to reduce catenary failures.  
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a) Entity model b) Finite element model 

c) Whole stress cloud imagery 
 

d) Stress cloud imagery of arc transition region 

Fig. 1. Finite element analysis of location hook 

(a) (b) 

Fig. 2. The stress variation with external loads 
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Fig. 3. Relative error between testing and calculating
value of finite element 

Fig. 4. Relation curve between deflection 
coefficient and reliability 

4   Conclusion 

Analysis method based on support vector machine and finite element combined with 
Monte Carlo is applied for the parts in complex external conditions or surroundings, it 
is difficult to built reliability model of the parts in complex the external conditions or 
surroundings and it is difficult to establish stress and intention distribution and joint 
probability density because they work in an uncertain environment, the support vector 
machine has a good generalization ability prediction ability, integration algorithm 
based on support vector machine, finite element and Monte Carlo can solve the 
questions and can excellently use for reliability simulation and calculation for complex 
and certain system. It is used for reliability analysis of catenary parts in the high-speed 
electrified railway, integration algorithm mathematic model of reliability analysis for 
location hook is built, and the outside parameter influence on wrist-arm of location 
hook is analyzed by the model. 

In reliability design model, stress-intention distribution model reveals clearly fault 
cause and the essence of reliability design, but it is difficult to establish stress and 
intention distribution and joint probability density function of because it works in a 
complex and uncertain environment. In this paper, reliability of location hook are 
analyzed based on support vector machine and finite element combined with Monte 
Carlo, reliability calculating result is 0.99911, relative error is only 0.017% 
comparison with calculating result of JC method, and the outside parameter influence 
on wrist-arm is analyzed by the model. It provides a new way for reliability design 
and research in complex railway system. 
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Abstract. CNC technology is the core of advanced manufacturing technology, 
and CNC software system is the very important part of numerical control system. 
The entire CNC system will not work normally, once the potential failure makes 
the software invalid. As to the current study of CNC sysytem, in use of the 
FAULT glitch tree, established a glitch tree for the CNC system; find the 
minimum cut sets with Fussed method and then according to the probability of 
several common glitches, make quantitative analysis in the reliability of the CNC 
system so that scientific ways can be provided for the reliability design, 
maintenance and management of the CNC system. 

Keywords: CNC Sysytem, The Fault Tree Analysis, Minimum Cut Sets, Reliability, 
Quantitative Analysis. 

1   Introduction 

CNC software system is the core component of CNC machine tools. The reliability of 
CNC software system is directly related to the reliability of CNC Machine Tool [1-5]. 
However, the reliability analysis of CNC software system has is more important to the 
improvement of numerical control system reliability [1]. Fault Tree Analysis (FTA) is a 
kind of systematic and detailed investigation and prediction method for failure. It uses 
deduction to find all the possible causes that lead to failure. Analyze the reliability of a 
series of CNC software system through fault tree analysis (FTA), and determine the 
various factors that may break the system down. thus, to determine the possible 
combinations of the causes for system failure and the probability of its occurrence .So as 
to calculate the probability of system failure. After finding a variety of possible causes 
for system failure, corrective measures can be taken to improve system reliability. 

2   Fault Tree Analysis 

Fault tree analysis aims to analyze the probability of failure event (also known as the 
top event) through branching diagram which is drawn by the logical symbols and 
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Project of Zhejiang Province of China (NO. 2009R424009). 
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gradually unfolds like a tree starting from the system [4]. Fault tree analysis searches all 
the failure modes for the system failure, that is to find all the minimum cut sets of fault 
tree based on a given system failure, Forecast the probability of system failure, that is 
the probability of top event by the failure probability of basic event. Therefore, the 
process of fault tree analysis includes the establishment, qualitative and quantitative 
analysis of the Fault Tree.  

2.1   Tablishment of the Fault Tree 

Correctly building the system fault tree is the advance of qualitative and quantitative 
analysis of the system by Fault tree analysis. Steps to establish the Fault Tree are as 
follows: Firstly, analyze the system and determine the system failure. Analyze the 
system that needs to establish the fault tree, and get an exact knowledge of the system 
failure and the causes for the failure. Therefore, it is necessary to understand the 
function of the system and working processes, while collecting and checking the 
information and data about the system. On this basis, evaluate the impact on the system 
caused by each failure, and identify the various causes for the failure. 

Secondly, determine the top event of fault tree. After mastering the specific 
circumstances of the system, select the fault tree top event according to the actual 
situation, then expand from this top event and start to research. After determining the 
top event, define the boundary conditions reasonably, in order to make it convenient 
to definite the range of the fault tree establishment[2].  

Thirdly, establish the fault tree by deductive method. Putting the top event on the 
top of the fault tree, all direct causes of top event are written below it and connected 
by correct logical symbols with top event. Analyze each direct cause that leads to the 
top event. If the event can be further decomposed, then take the event as the output 
event of the next level, put the reasons for the failure below it. Continue decomposing 
the intermediate event till the end of the event. 

2.2   Qualitative Analysis of Fault Tree 

The aim of qualitative analysis of fault tree is to determine the fault tree minimal cut 
sets by the analysis of fault tree, so as to find the weakest link in the system[3]. Minimal 
cut set is a cut set of end event, which can not be cut anymore. A minimal cut set 
represents a fault mode that results in the top event. Through the qualitative analysis of 
fault tree, we can identify all the minimal cut sets, which means we find all the fault 
modes that results in the top event of the fault tree. 

2.3   Quantitative Analysis of Fault Tree 

The purpose of quantitative analysis of FAULT tree is to calculate the probability of top 
event by quantitatively analyzing the probability of System basic fault event, which is 
convenient to evaluate the reliability index of the system. Therefore, before the 
quantitative analysis of the fault tree, we need to get the probability of occurrence of the  
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end event through the scientific method. Then, using the inclusion-exclusion principle, 
and calculate the events plus and the events plot to obtain the probability of top  
event [2]. 

3   Reliability of CNC Software System 

CNC machine tool plays an increasingly important role in the modern machinery 
manufacturing industry, and its input is so high. If a part goes wrong, it will lead great 
loss to the production. Thus, making accurate judgments in time when the fault of CNC 
machine tools happens, identify the fault position, and find out causes of the 
malfunction and remedy methods can greatly reduce the blindness and improve the 
economy and security. Yet software reliability is more complicated than hardware 
reliability. Hardware invalid is due to the focus of a large number of components and 
the wear and tear of them. But the software is on the opposite side. Strictly speaking, 
there is no wear and aging for the software. The reliability of software is related to the 
input data, it is mostly determined by people. Therefore, reliability analysis of CNC 
system software is the fault analysis of each CNC software function module. 

3.1   Ware Modules of CNC System 

According to the analysis of the numerical control system software, CNC software can 
be divided into 11 modules, and take seven modules with the highest frequency, as 
shown in table 1 [1]. 

Table 1. The highest failure rate for CNC system 

Software 
module code 

Software fault module Software 
module code 

Software fault module 

SA Initialization module SG Real-time management 
module 

SB Decoding Module SI Input Module 
SC Pre-processing module SF PLC Module 
SE Position Control Module   

 

The module functions 

Initialization module: Including the procedures that initialize the peripheral drivers 
and interface chip and initialize the system parameter. 

Decoding Module: Compiling the input program into purpose process that can be 
executed by the CPU. 

Pre-processing module: Including process of coordinate transformation, knife fill, 
auto-acceleration and deceleration. 

Position Control Module: Position completely controlled by the software, but also 
adjust the position loop gain, pitch error compensation, backlash compensation 
procedures and so on. 
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Real-time management module: Including procedures that deal with time, task and 
memory management, internal communications, interrupt management and various 
processing chip management. 

Input module: The procedures that handle with the information from the input of the 
keyboard and the external memory. 

PLC Module: it is the display control program that Used to enter the program, 
machine operation status and troubleshooting information displayed on the CRT / 
LCD monitor.  

3.2   Establish the Fault Tree of the CNC Software System 

Establish the fault tree according to the fault occurred and the reasons for failure of the 
CNC system, the fault tree is shown in Fig.1 (a)-(j).  

 

 

(a) (b) 

 

 

(c) 
 

(d) 
 

Fig. 1. Fault tree of the CNC system 
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(e) 
 

(f) 

 

(g) (h) 

 

(i) (j) 

Fig. 1. (Continued) 
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Find minimal cut sets of fault tree by upwards, seeking the minimum cut set of fault 
tree, fault tree in Figure 1, the lowest level is:  

M11=M6 ∪ M2 ∪ M3 ∪ M1 . (1)

M12=M1 ∪ M2 ∪ M3 ∪ M4 . (2)

M13=M1 ∪ M3 ∪ M5 . (3)

So, M14, M15, M16, M17 can also be expressed. 
Up level, push the top event of failure expression for D: 

D= M11 ∪ M12 ∪ M13∪ M14 ∪ M15∪ M16 ∪ M17 . (4)

Put(1), (2), (3) into (4): 

D={(M6∪M2∪M3∪M1)∪(M1∪M2∪M3∪M4)∪(M1∪M3∪M4)∪(M1∪
M2∪M5)∪(M1∪M3∪M9∪M10)∪(M1∪M3∪M7∪M10)∪(M1∪M3
∪M8)} 

Simplification can be obtained: 

D=M1∪M2∪M3∪M4∪M5∪M6∪M7∪M8∪M9∪M10. 

So, the minimal cut sets of CNC software system are: 

{M1}, {M2}, {M3}, {M4}, {M5}, {M6}, {M7}, {M8}, {M9}, {M10}. 

This indicates that any one event happens to fail,it can cause system failure. 

3.3   Analysis the Reliability of System  

Through quantitative analysis of fault tree, we can analysis the reliability of the system. 
Since the minimum cut set of the events are independent, the probability of system 
failure probability can be calculated by independent events probability calculation 
method. CNC software failure probability can be expressed as: Ps=1-(1-x1) (1-x2) 
(1-x3)…(1-xn) (x1, x2, x3 ... represent the probability of the end of the event M1, M2, 
M3...). 

Through the data provided by a variety of materials, the probability of the end of the 
incident as follows: parameter setting error: 0.4786; programming unreasonable: 
0.1429; Variable is modified: 0.0952; external interference: 0.0952; Loss program: 
0.0476; Loss of module function: 0.0476; Fault tolerance is not strong: 0.0476; 
Unknown:0.0476[1]. 

Put the data into Ps, the availability of CNC software probability of failure is: 
0.69898; System reliability is: 0.30101; 

Through the above analysis, the numerical control system software failure is mainly 
related with the input data caused by software errors. Therefore, by reducing the 
probability of failure mode of occurrence, such as parameter error, programming 
unreasonable, improper operation and so on, in order to improve the reliability of the 
CNC system. 
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4   Conclusion  

Though the FAULT analysis, ensure a variety of factors that cause the system failure, 
and analyze them, then draw the logic diagram (FAULT tree), so as to determine the 
cause of system failure and their possible combinations or their probability. Then 
calculate the system failure probability. So, we can take corrective measures to improve 
system reliability. 
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Abstract. In this paper, a Harnack-type inequality for convex functions on the 
anisotropic Heisenberg group is proved by using iterative methods based upon 
the structure of the group. 

Keywords: anisotropic Heisenberg group, convex function, Harnack-type inequality. 

1   Introduction 

In recent years, fully nonlinear subelliptic equations appeared extensively in CR 
geometry, stochastic control, and other fields. The corresponding convex function 
theory has been concerned about[1-4]. Among things, an interesting and important 

result is a Harnack-type inequality for convex functions on the Heisenberg group 1H  
by C. Gutierrez and A. Montanari[5].  

The aim of this paper is to prove a Harnack-type inequality for the convex 

functions on the anisotropic Heisenberg groups 1( ) ( 0)n n
j j ja a= >H . If 

1( 1, , )ja j n= = … , 1( )n n
j ja =H  is exactly the usual Heisenberg group nH . We 

denote the group 1( )n n
j ja =H  by ( )n aH  below. The major difficulty to be 

overcome is how to select proper iterative sequences and make appropriate estimates. 
To explain the main results, we first give some notions and basic facts. The 

anisotropic Heisenberg group ( )n aH  is isomorphic to Heisenberg group nH , but 

the associated subelliptic geodesic structure on ( )n aH  is qualitatively different from 

the one on the Heisenberg group nH  unless all the ja  are (1). We will denote an 

arbitrary point in ( )n aH  by 1 1( , , , , , , )n nx x y y tξ = … …  with 2, n∈x y R , 

t∈R . The non-commutative group law on ( )n aH  is 

1 1 1 1( , , , , , , ) ( , , , , , , )n n n nx x y y t x x y y tξ ξ′ ′ ′ ′ ′ ′= … … … …
. 

(1)
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Clearly, 
1ξ ξ− = − . The group dilations are given by 

2
1 1( ) ( , , , , , , )n nx x y y tλδ ξ λ λ λ λ λ= … …

. 
(2)

and the quasidistance of homogeneous of degree one related to the dilations has the 
following form 

1
2 4

2 2 2

1

( ) ( )
n

i i i
i

a x y tρ ξ
=

⎡ ⎤⎛ ⎞= + +⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦
∑ . (3)

Moreover, we denote by (0) { ( ) : ( ) }n
RB a Rξ ρ ξ= ∈ <H  the ball with center at 

the origin of radius R  with respect to ρ  and 1( , ) ( )d ξ ζ ρ ζ ξ−=  the 

quasidistance between arbitrary two points ,ξ ζ  in ( )n aH . Then we have 

( ) ( ,0)dρ ξ ξ= . 

Consider a point 0 0 0 0 0 0
1 1( , , , , , , ) ( )n

n nx x y y t aξ = ∈H… … . 

0

0 0 0
1 1

1

{ ( , , , , , , ) ( ) : 2 (
n

n
n n i i i i i

i

H x x y y t a t t a x y x yξ ξ
=

= = ∈ = + −∑H… …
. 

(4)

Denote 0 0 1(( ) )λ λξ ξ δ ξ ξ−= , for every 
0
, 0Hξξ λ∈ ≥ . The Lie algebra of 

( )n aH  is 1 2V V= ⊕g , where 1V  is spanned by the following 2n  left-invariant 

vector fields 

2 ,   2 ,   0,  1, , ,j j j n j j j j
j j

X a y X a x a j n
x t y t+
∂ ∂ ∂ ∂= + = − > =
∂ ∂ ∂ ∂

…
. 

(5)

2V  is spanned by T
t

∂=
∂

. We note that the non-trivial commutators are 

, 4 ,   1, , .j n j jX X a T j n+⎡ ⎤ = − =⎣ ⎦ …
. (6)

Let ( )n aΩ⊂ H  be an open bounded domain with 1C  boundary, 2 ( )u C∈ Ω . The 

horizontal Hessian of u  is defined by 2 2( ) [ ]X n nHess u u ×= , where 

,   , 1, , 2 .
2

i j j i
ij

X X X X
u i j n

+
= = …

. 
(7)

Obviously, ( )XHess u  is symmetric. 
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We list two equivalent definitions of convexity introduced by D. Danielli, N. 
Garofalo and D. Nhieu in [2]. 

Definition 1.1. A function 2 ( ) : ( )nu C a∈ Ω →H R  is called convex, if for every 
0ξ ∈Ω  and 0 1λ≤ ≤ , we have 

( ) 0

0 0( ) ( ) ( ) ( ) ,   .u u u u Hλ ξξ ξ λ ξ ξ ξ≤ + − ∈ ∩Ω
 

(8)

Definition 1.2. A function 2 ( )u C∈ Ω  is said convex, if the symmetrized horizontal 

Hessian ( )XHess u ξ  is positive semi-definite at every ξ ∈Ω . 

The main result of this paper is the following. 

Theorem 1.3 (Harnack-type inequality). Let u  be convex and 0u =  on (0)RB∂ . 

Given 0 (0)RBξ ∈ , then for every 0 1δ< <  there exists a positive constant C  

depend only on 0( , (0))Rd Bξ ∂  and δ , such that 

0(0) ( ).u Cu ξ≤  (9)

Corollary 1.4 (local Harnack-type inequality). Let u  be convex and 0u =  on 

(0)RB∂ . Given 0 (0)RBξ ∈ , then for every 0 1δ< <  there exists a positive 

constant C  depending only on 0( , (0))Rd Bξ ∂  and δ , such that 

(0)(0)
sup inf .

RR
BB

u C u
δδ

≤
 

(10)

2   Preparatory Propositions 

We describe and prove two propositions here.  

Proposition 2.1. Let 2 ( )u C∈ Ω  be convex on ( )n aH . Then 

sup sup .u u
Ω ∂Ω

≤  (11)

Proposition 2.2. Let 0 (0) ( )n
RB aξ ∈ ⊂ H , 0 (0)RH B

ξ
ξ ∈ ∩ . 

Let 0λ ≥  be such that 0

0 0 1(( ) ) (0)RH Bλ ξ
η ξ δ ξ ξ−= ∈ ∩ . Suppose that u  

is convex in (0)RB  and 0u =  on (0)RB∂ . Then 

(1) If 0 0 0 0 0 0 0
1 1( , , , , , , ),  (0, ,0,0, ,0, )n nx x y y t tξ ξ= =… … … … , then 2λ ≥  and 
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01
( ) ( )

2
u uξ ξ≤ . (12)

(2) If 0 , 1α β α β< < + < , 0( ) Rρ ξ α≤ , 0( , )d Rξ ξ β≤ , then 
1 αλ
β
−≥  

and 

01
( ) ( ).

1
u u

α βξ ξ
α

− −≤
−

 (13)

Proofs: First of all, we prove 2λ ≥ . Let 

01 1( , , , , , , ) (0)n n Rx x y y t H B
ξ

ζ = ∈ ∩… … , Then 0 0 1(( ) )λη ξ δ ξ ζ−= . In 

particular, taking 0

0(0, ,0,0, ,0, )t H
ξ

ζ = ∈… … , one has 

0 0 0 0 0
1 1((1 ) , ,(1 ) ,(1 ) , ,(1 ) , ).n nx x y y tη λ λ λ λ= − − − −… …  (14)

Hence from (0)RBη∈∂ , we get |1 | 1λ− ≥ , and then 2λ ≥ . 

To prove (1 ) /λ α β≥ − , it is enough to use 

0 1 0 1

0 0 1 0 0

( ) (( ) ) ( (( ) ))

( ) (( ) ) ( ) ( , ) .

R

d R R

λρ η ρ ξ ρ δ ξ ξ
ρ ξ λρ ξ ξ ρ ξ λ ξ ξ α λβ

− −

−

= ≤ +

= + = + ≤ +
. (15)

Next we give the proofs of Eq.12 and Eq.13. By the selection of η , we have 
0 0 1

1 (( ) )λξ ξ δ ξ η−= . Since ( ) 0u η =  and 2λ ≥ , it follows from Definition 1.1 

that 

01
( ) (1 ) ( ).u uξ ξ

λ
≤ −  (16)

Therefore, Eq.12 holds from Proposition 2.1, since 0u ≤  in (0)RB . Similarly, 

Eq.13 is true from Definition 1.1 and Eq.15. 

3   Proof of the Main Theorem 

Denote 
1

n

ii
aθ

=
=∑  and 0 0 0 0 0 0

1 1( , , , , , , )n nx x y y tξ = … … .Obviously, 

0

1 0(0, ,0,0, ,0, )t H
ξ

ξ = ∈… …  and 1 0 0( , ) (0, )d d Rξ ξ ξ≤ < . Using(12) gets  

1 01
( ) ( ).

2
u uξ ξ≤  (17)
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We shall prove that there exists a constant 1 0C >  depending only on the 

quasidistance from 1ξ  to (0)RB∂  such that 

1
1(0) ( ).u C u ξ≤  (18)

To do so, we assume 1 0ξ ≠  and consider two cases. 

If 0 0t > , define 0 2tκ θ=  and construct an iterative sequence. Since 

4Rκ θ≤ , we have 

2 3 4 54 4( ) 17 4, ( ) 8 4, ( ) 4, ( ) 0,R R Rρ ξ ρ ξ ρ ξ ρ ξ≤ ≤ ≤ =  

 And    1 2 2 3 3 4 4 5( , ) ( , ) ( , ) ( , ) 4.d d d d Rξ ξ ξ ξ ξ ξ ξ ξ θκ= = = = ≤  
(19)

Hence (0),  2, ,5i
RB iξ ∈ = … . In order to use Proposition 2.2, we still need to 

show that 1 ( 1, , 4)i

i H i
ξ

ξ + ∈ = … . By letting 4 8 4,  1/ 4α β= = , then 

4
4 3 3

4

1 8 4 1/ 4 3
( ) ( ) ( )

51 8 4
u u uξ ξ ξ− −≤ =

−
. (20)

4   Conclusion 

In this paper, a Harnack-type inequality for convex functions on the anisotropic 
Heisenberg group is proved. This result is expected to provide some theoretical basis 
for further studying the properties of convex functions on higher-dimension 
Heisenberg groups and the regularity of higher-order nonlinear subelliptic equations. 
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Abstract. In order to solve congestion of IP over WDM network using time-
division switching, and to meet the demands of different services, we presented 
a channel assignment scheme named queuing algorithm. The main idea was 
adding queuing caches and controller in each HUB, which can assigned wave-
length channels and time-slots dynamically according to different transmission 
priorities, the higher the transmission priority, the better was the opportunity to 
be assigned more wavelength channels. The theory of this algorithm was intro-
duced, and the performances were analyzed by building random queuing model. 
The results appear that it is an efficient way to improve QOS and the usage of 
wavelength channels with low latency. 

Keywords: WDM, time multiplexing, QOS, time-slot, dynamic wavelength  
assignment, queuing algorithm, network congestion. 

1   Introduction 

T. S. Peter Yum and Frank Tong proposed a new routing architecture of IP over 
WDM network using time-division switching, as shown in Figure 1 [1]. Suppose the 
number of HUB is L, each HUB is connected to K REX, the time-slot orders of HUB 
are shown in Figure 2. At REX level, IP packets are assigned to different transmission 
queues according to their respective labels, the transmission from each queue onto the 
optical backbone network are then organized into transmission cycles, with each sub-
divided into wavelength burst periods using WDM [1]. However, if the number of 
REX is lesser than the number of available wavelengths, blank time-slot must be 
filled. On the other hand, because of quantitative restriction on wavelengths, if the 
number of REX exceeds the number of available wavelengths, network congestion 
will happen, so the channel competing algorithm must be provided. Besides, to sup-
port the varying Quality-of Service (QOS) requirements, we must define different 
transmission priorities.  

This paper is structured as follows: we present a channel competing algorithm to 
solve congestion in section 2, the performance of this algorithm is analyzed by  
random queuing model. In section 3, we give a scheme to assign wavelength channels 
drastically to some special services according to their transmission priorities. In  
section 4, some useful conclusions and further research issues complete the paper. 
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Fig. 1. IP over WDM network using TDM switching 

 

Fig. 2. Time-slot orders between HUB 

2   Queuing Algorithm 

2.1   Introduction of Queuing Algorithm 

Firstly, we define some variables: 

L:   the number of HUB, it is also the number of time-slots. 
K:  the number of available wavelengths. Wavelengthsλ1,λ2……λK can be used  
      circularly to every REX in permission time-slots, but in the same subdivided  
      time-slot, wavelengths used by different REX must be differentiated.  
Aij: K×K wavelength assignment matrix. It denotes the assignment results of  

wavelength channels, i is the number of the source HUB, j is the number of  
destination HUB. 

The main idea of our algorithm is shown in Figure 3. Setting a channel distributor in 
each HUB, it is consists of L queuing caches and a central controller, queuing cache 
m is intended for storing requests to HUB m from different source REX, controller is 
intended for assigning channels. Before transmitting data, every REX must send an 
access request to HUB’s distributor through public wavelength channel λ0, distributor 
records its request into queuing caches. Controller reads access requests from queuing 
caches periodically, and then, calculates wavelength assignment matrix Aij according 
to the ruler of first come first served. At last, HUB i must broadcast the contents of 
matrix Aij to every destination HUB. We can broadcast Aij through synchronization 
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Fig. 3. Architecture of channel distributor in hub 

channels [1]. Permitted REX encapsulates data into specified wavelengths in subdi-
vided time-slots, and then delivers it to HUB i. De-multiplexing can be accomplished 
by destination HUB and its REX according to wavelength assignment matrix. If 
L=10, K=4, queuing cache 3 in HUB 1 is as shown in Tab 1, we can obtained assign-

ment matrix is

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−−−−
−−−−
−−−−
−−−−

=

16,13,38,25

23,73,91,66

19,52,22,11

92,36,14,21

13A . 

The third time-slot of HUB 1 is the time-slot of HUB1 to HUB 3. This time-slot is 
subdivided into wavelength bursts periods as shown in Fig 4. 

Table 1. Partial Comtents of Queuing Cache 3 of HUB 1 

 source REX     destination source REX     destination 
rex1* hub3-rex2 rex6* hub3-rex6 
rex4 hub3-rex1 rex1* hub3-rex9 
rex6 hub3-rex3 rex3 hub3-rex7 
rex2* hub3-rex9 rex3* hub3-rex2 
rex1* hub3-rex1 rex5 hub3-rex2 
rex2 hub3-rex2 rex8* hub3-rex3 
rex2* hub3-rex5 rex3 hub3-rex1 

rex9* hub3-rex1 rex6* hub3-rex1 

 

Fig. 4. Wavelength channels in subdivided time-slots between HUB1 to HUB3 
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2.2   Performance Analysis of Queuing Algorithm 

If n is the number of requests arriving at HUB from REX, λ is average arrival rate, τ 
is transmission period of wavelength bursts, μ=1/(KLτ), M is the number of REX in 
each HUB. The Chapman-Kolmogorov equation of steady-state [2] is  
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Let the length of wavelength bursts is 1M bit, the bandwidth of optical fiber is 10G 
bps, Figure 5 shows E[N] in different conditions. From these results, the performance 
of our queuing algorithm can be evaluated. Network latency that queuing algorithm 
brings to us is low, it is an effective to solve bottleneck. But with increase of network 
load (i.e. M, L, λ is large), latency is also increase. on the other hand, the steady con-
dition of queue system is (MλKLτ)<1, so network scale must be restricted. 

 

Fig. 5.  Relationship between E [N] and λ with different L 

3   Scheme to Assign Wavelength Channels Dynamically 

To support varying QOS requirements of different applications, we present a scheme 
to achieve differentiated service. Besides basic wavelengthsλ1,λ2……λK, we add  
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extra wavelengthsλK+1,λK+2,……λK+S, theses extra wavelengths can be assigned 
dynamically to some high priority services. The scheme has two steps: 

Step 1: Generating wavelength assignment matrix Aij according to service types in 
queue caches. In order to improve the usage of extra wavelengths, channels of high 
priority services must be assigned at the top of columns in matrix Aij. If high priority 
services are more than KS, we can’t meet each high priority’s wavelength demands.  
Suppose there are two priorities in queue caches, high priority services are marked 
“*” in Tab 1, we have two extra wavelengthsλ5 and λ6, according to our scheme, 

the matrix A13 is
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Step 2: Generating basic wavelength assignment matrix Bij and extra wavelength 
assignment matrix C(λm). Bij is used to denote wavelength number of corresponding 
sub time-slot in matrix Aij, C(λm) denotes the assignment results of extra wavelengths, 
if Cij=1,it denotesλj is assigned to corresponding sub time-slot in matrix Aij, otherwise 
Cij=0. Like matrix Aij, Bij and C(λj) also can be broadcasted to REX of destination 
HUB through synchronization channels before data transmission. In our example, 
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The subdivided time-slots of wavelength bursts periods are shown in Fig 6. Using our 
scheme, most of the high priorities can obtain two wavelength channels in its sub 
time-slots, but two high priorities only obtain one wavelength channel in its sub time-
slots, these are REX 8 of HUB 1 to REX 3 of HUB3, and REX 6 of HUB 1 to REX 1 
of HUB 3. We can solve this problem by adding the number of extra wavelengths, or 
cutting down wavelength requirements of high priorities.  

Let average arrival rate of high priority servers is λh,, the number of requests of 
high priority is X(t), it is a Poisson processes , and can be analyzed by Markov chain 

[3],its probability distribution is
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If E[X(t)]=MλhKLτ is more than KS, network bottleneck will appear, it means some 
high priority services can’t be assigned necessary extra wavelength channels in corre-
sponding sub time-slots, their QOS requirements are not satisfied. We also can work 
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From equations above, we can calculate the number of optimal extra wavelengths. 
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Fig. 6. Subdivided time-slots between HUB1 to HUB3 using scheme of dynamic wavelength 
channels assignment 

4   Conclusions 

In this paper, we introduce an IP over WDM network using time-division switching, 
and then, present a scheme named queuing algorithm to assign wavelength channels 
and time-slot channels. Performance of this algorithm are analyzed, the result shows 
that it is an efficient way to improve the usage of wave channels with low latency. In 
order to meet the varying requirements, we define two transmission priorities, wave-
length channels can be assigned dynamically according to different priorities. High 
priority services can obtain two wavelength channels in their transmitting time-slots, 
so their QOS can be supported. But if the number of high priority servers is too large, 
some QOS requirements can not be supported, how to solve this problem and to keep 
high transmitting efficiency of network is our further researching work. On the other 
hand, transport characteristics of optical fiber (such as data transmitting rate, BER, 
noise, transmitting distance etc) produce an effect on network performances, these are 
also our further research work. 
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Abstract. The past method to make code planning in TD-SCDMA system is only 
based on the correlation of scrambling codes, the recent research shows that, 
however, the more effective strategy is to make composite code planning, so it is 
very important to study the correlation of composite code. In this paper, we make 
code planning for the new cells based on the correlation of composite codes, and 
then estimate the performance of planning result. Finally, we can make a con-
clusion that it is effective to do code planning with the strategy in the paper, and 
this is valuable to make code resources planning in TD-SCDMA system. 

Keywords: TD-SCDMA, code planning, composite code, correlation. 

1   Introduction 

In TD-SCDMA system, there are four kinds of code mainly used: Spreading code, 
Scrambling code (SC), Midamble code, downlink synchronization code (SYNC-DL), 
uplink synchronization code (SYNC-UL), each one plays a special role in communi-
cation. And the code resources are shown in [1]. 

Each cell will be allocated one SC when we make code planning, and because the 
correlation of SYNC-DLs can satisfy the need of any neighbor cells, so it can guarantee 
the performance of net as long as the SYNC-DLs of neighbor cells are different. Then, 
the key of code resources planning is to make SC planning (SCP).  

There are 128 Scrambling code sequences in TD-SCDMA system, each one is the 
sequence with 16 bits, and they can be divided into 32 groups with 4 codes in each 
group. Because SC has the features of less quantity, shorter sequence and more re-
markable correlation, what mainly considered is that composite code is the product of 
spreading code and SC, and the correlations of the composite codes are not uniform 
absolutely. To reduce the interference between the neighbor cells, it is necessary to 
study the correlation of composite codes intensively [2].  

2   Composite Code of TD-SCDMA 

The OVSF (orthogonal variable spreading factor) codes used in TD-SCDMA system 
can be defined using the code tree and the rule of using the code that are shown in [1]. 
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The process of spreading and scrambling of data bits is shown in Fig.1.  

 

Fig. 1.  The process of spreading and scrambling of data bits 

The signal transmitted is composite code which is the product of OVSF code and 
SC. Although the orthogonality of SCs is good enough, the composite codes of each SC 
may be identical. Thus, when making code planning, the useful matter we should 
consider is the correlation of composite codes, but not the SCs’, then the more effective 
strategy of code planning is based on composite code [3]. 

3   The Correlation of Composite Codes 

The correlation of two codes x and y is shown in Eq. 1 [4]. 
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In Eq. 1, )(R xy m  denotes the correlation of x and y in delay of m chips, N describes 

the length of code. 
In fact, however, because of the multipath signal, that is, the signal received will 

often has some delays, we should study the correlation of composite code in some 
delays [5]. The maximum correlations of composite code of SC 11 and one of SC 12 in 
delays from 0 to 15 chips are shown in Fig. 2. 

 

Fig. 2. The correlation (max value) of composite codes of SC 11 and 12 
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The result we can see from Fig. 2 is that the distribution of correlations of composite 
codes of SC 11 and 12 is almost linear; the maximum value is 1, appears at the delay of 
chip 0; and the minimum one is 0.0625, appears at the delay of chip 15. 

Composite code is the product of OVSF code and SC, so the orthogonality of them 
are not always good, and they may be identical. We should classify the SCs into some 
groups, and then the SCs from one group should not be assigned to neighbor cells. The 
group based on identical composite code of SF=16 is shown in [3]. 

In the 12 basic SC groups (BCG), the composite code of SC in any group is not the 
same as one of other groups, based on this, if we do not allocate SCs from one group to 
neighbor cells, then we can avoid the identical composite code. 

Although we can avoid the situation mentioned above, the correlation between two 
different groups still may be remarkable, that is to say, the value of correlation is bigger 
enough. The maximum correlations of composite code of SC 20 and one of SC 96 in 
delays from 0 to 15 chips are shown in Fig. 3. 

 

Fig. 3. The correlation (max value) of composite codes of SC 20 and 96 

In Fig. 3, however, we can see the distribution of correlations of composite codes of 
SC 20 and 96 is discrete; the maximum value is 0.9375, appears at the delay of chip 1; 
and the minimum one is 0.0625, appears at the delay of chip 15. Because SC 20 belongs 
to BCG 2, and SC 96 belongs to BCG 9 [3], we can infer from Fig. 3 that the maximum 
correlation of BCG 2 and BCG 9 is not less than 0.9375. 

Based on the conclusion of Fig. 3 and the BCG, we can calculate the correlation of 
any BCGs, and any SC of each BCG is feasible. The results are shown in Table 1. 

Table 1. The Maximum Correlation (maxCorr) of BCGs 

BCGs maxCorr BCGs maxCorr BCGs maxCorr 
1,2 0.5625 3,5 0.5625 5,12 0.9375 
1,3 0.8750 3,6 0.6875 6,7 0.8750 

…… …… …… …… …… …… 
2,12 0.8125 5,10 0.8125 10,12 0.7500 
3,4 0.7500 5,11 0.5625 11,12 0.6250 
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What we can see from Table 1 is that the maxCorr of some BCGs is too bigger than 
others, such as 0.8750, 0.9375, and that means the correlation of the two BCGs is 
remarkable, if we allocate SCs from these BCGs to the neighbor cells, the interference 
between the cells will be greater; sometimes it will reduce the QoS of the net [4]. 

4   Code Planning Based on Correlation of Composite Codes 

The goal of code planning is to avoid the greater interference between neighbor cells 
[2], so it is key to guarantee the calling of users, and more effective strategy is needed. 

The analysis of code planning to the new cells in the net is shown as follows.  
First of all, the information of new cells includes the cell ID, geographical positions 

and neighbor cells of each one should be ready. Then, we carry out the algorithm of 
code planning based on correlation of composite codes to the new cells. In the end, we 
estimate the performance of planning result conforming to Eq. 2. 
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In Eq. 2, i is the number of cell to be planned, N(i) is the quantity of the neighbor cells 
of cell i, (i,k) describes the neighbor cell k of cell i, M is the quantity of the planning 
cells; maxCorr(i,k) denotes the maximum correlation of cell i and its neighbor cell k; 
cellMaxCorr(i) denotes the maximum correlation of cell i and all neighbor cells of it; 
netMaxCorr shows the maximum correlation of the net and netMeanCorr shows the 
mean correlation of the net. 

The maximum correlation of each cell and its corresponding neighbor cells are 
shown in Fig. 4, cellMaxCorr is the maximum correlation of each cell, and netMaxCorr 
is the maximum one of the net. 

 

Fig. 4. The maximum correlation of each cell and its neighbor cells 
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As we can see, the result of code planning to the new 15 cells in Fig. 4 is that, the 
maxCorrs of cell 1, 2 and their neighbor cells is 0.875, and the maxCorrs of cell 5, 6, 13, 
14 and their neighbor cells even achieve 0.9375, they are remarkable. However, the 
majority of ones are still not bigger than 0.75. If the correlation is more slender, the 
block error rate (BLER) of the system will be kept in a lower level [6]. Thus, to ensure 
high performance of planning, we should avoid the remarkable correlation, and of 
course, the identical composite code of SCs should not be used. 

The mean correlation of each cell and its corresponding neighbor cells are shown in 
Fig. 5, and netMeanCorr is the mean one of the net. 

 

Fig. 5. The mean correlation of each cell and its neighbor cells 

Although there are some cells with remarkable correlation, the mean ones in Fig. 5 is 
not bigger than 0.75, and the netMeanCorr of the net is only 0.65781, by consulting the 
maxCorrs of any BCGs in Table 1, the minimum one is 0.5625, so we can make a 
conclusion from this aspect, the performance of code planning to the new cells is 
workable. 

5   Summary 

The strategy of code planning based on the correlation of composite codes is critical in 
research, and it contains two parts, one is that the identical composite code of SCs can 
not be allocated to the neighbor cells, and the other is that the remarkable correlation of 
BCGs should be avoided to assign to the neighbor cells with our best. From the analysis 
in part 4, the algorithm of code planning still needs to be improved in the next study, for 
example, we should reserve some codes to the new cells [7]; and maybe we should 
provide a interface, through which we can allocate codes manually to some cells 
needed to be reallocated after assign codes by software to the whole cells, it can further 
improve the performance of the net by reducing the interference of neighbor cells. 
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Abstract. Facebook is one of the renowned social networking sites (SNS) on 
the Internet. As compared to the conventional SNS, it not only provides social 
interaction features, but has more entertainment elements on the website. Many 
Facebook users use the website for the purpose of playing the embedded games 
rather than use its original social features, i.e., individual’s perceived values 
about the usage of Facebook may have changed. Consequently, it is an interest-
ing issue to know individual’s perceived values and satisfaction toward con-
tinuance usage of the new style SNS like Facebook. Based on prior literatures, 
three different value orientations, including social orientation, entertainment 
orientation and fashion orientation, were adopted in this study to examine their 
influence on individual’s satisfaction and continuance intention to use Face-
book. An empirical survey and partial least squares (PLS) technology was util-
ized to test the proposed hypotheses. Several empirical results were found. Both 
academic and practical implications are discussed. 

Keywords: Continuance Intention, Facebook, Perceived Values, Satisfaction, 
Social Networking Sites (SNS). 

1   Introduction 

Facebook is one of the renowned social networking sites (SNS) on the Internet. Today 
many phenomenon of the usage of Facebook have emerged, and it indeed changed 
our thought about how SNS been used. Conventionally, SNS only served social fea-
tures on their websites so as to allow individuals to create as well as maintain their 
relationships. However, the prevailing of Facebook provides social features as well as 
embedded entertainment features. Many people join Facebook for playing the embed-
ded games, instead of using its social features. That is, the values that individuals 
expected to obtain through Facebook usage may be somewhat different as compared 
to the conventional SNS. 

SNS have indeed received extensive attention for both academic and practice re-
cently. However, most of prior research on Facebook mainly focused on its social 
features. For instance, Lampe et al. [1] explored how college students using Facebook 
to maintain their offline relationships. Ellison et al. [2] examined the effect of Face-
book usage on formation as well as maintenance of social capital. Young et al. [3] 
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focused on the relationship between individual’s intention of using Facebook and 
her/his Facebook profile contents. Conversely, relatively little attention has been 
given to its prominent game features in prior literature. As a result, it is expected to 
have better understanding on individual’s Facebook usage behavior through a more 
comprehensive view. 

2   Related Work and Hypotheses Development 

Perceived value was a widely discussed issue in prior marketing domain literature. 
Zeithaml [4] defined this concept as customer’s overall evaluation process between 
the perceived benefits and costs from a specific product. The taxonomies on individ-
ual’s shopping values in prior consumer behavior literature were generally been di-
vided into two orientations: utilitarian-oriented and hedonic-oriented [5-6]. Hirchman 
and Holbrook [5] indicated that hedonic aspect refers to “consumers’ multi-sensory 
images, fantasies and emotional arousal”. Restated, consumers who were hedonic-
oriented may gain intrinsically pleasure through their consumption behavior. Con-
versely, utilitarian aspect refers to goal-oriented consumption which regards shopping 
as a work [6]. Consumers who were utilitarian-oriented may seek for the extrinsically 
outcome through their consumption behavior. Although these two aspects were quite 
different, both of them may motivate consumers to engage in a specific shopping 
behavior [7]. 

Based on prior consumer behavior research, Van der Heijden [8] suggested that in-
formation systems can be also classified into either hedonic or utilitarian systems. 
Hedonic systems on its nature aim to provide self-fulfillment value to the user, while 
utilitarian systems offer user with instrumental value [8]. Considering the context of 
Facebook in which not only provide social features but also have many embedded 
browser games. Consequently, this study suggested that both hedonic and utilitarian 
value existed to motivate individuals to engage in using Facebook. Restated, indi-
viduals may either perceive entertainment value (hedonic-oriented) through playing 
embedded games or perceived social value (utilitarian-oriented) through using its 
social features. 

Besides these two value orientations, this study suggested the third value orienta-
tion named fashion orientation. Since Facebook is a new web application, it provides 
many new features that conventional SNS do not have. Of these new features, the 
embedded games are the most renowned feature on its website. Many people join 
Facebook for playing the embedded games like, Happy Farm, Pet Society, or Restau-
rant City, etc., which let using Facebook became prevailing. Alternatively, as the 
concept diffusion of innovation indicated, the “innovators”, i.e., the first individuals 
to adopt an innovation, have played a critical role on the diffusion of such innovation 
[9]. This kind of individual is generally very social-oriented, and likes to interact with 
peer group [9]. In this context, “innovators” of Facebook may let others in the peer 
group think that Facebook is a cool stuff, and using it is a prevailing trend. Since this 
value orientation may not belong to either entertainment-oriented or social-oriented, 
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therefore, this study expected that in addition to the effect of entertainment-oriented 
or social-oriented value, the fashion orientation may also motivate individuals to 
engage in using Facebook. 

Alternatively, expectation disconfirmation theory indicated that user’s satisfaction 
is jointly determined by her/his disconfirmation and initial expectation toward the 
outcomes of behavior [10]. Disconfirmation results from individual’s overall evalua-
tion between initial expectations and post-experiences. In other word, it represented 
individual’s perception on the performance of a specific behavior and which may be 
greater than, equal to or smaller than the initial expectations. Cadotte et al. [11] indi-
cated that consumer’s satisfaction is determined by whether the perceived perform-
ance fulfill her/his needs, wants, or desires. In this context, the perception of benefits 
toward Facebook usage may influence the satisfaction one perceived. Many studies 
on either marketing domain or IS domain also provided evidences that individual’s 
perceived values, such as hedonic or utilitarian values was positively related with the 
degree of satisfaction [12-14]. Therefore, it is expected that all three value orienta-
tions proposed in this study may be related with individual’s satisfaction of Facebook 
usage. This leads to the following hypotheses. 

Hypothesis 1. Entertainment orientation is positively related with individual’s 
satisfaction toward Facebook usage. 

Hypothesis 2. Fashion orientation is positively related with individual’s satisfaction 
toward Facebook usage. 

Hypothesis 3. Social orientation is positively related with individual’s satisfaction 
toward Facebook usage. 
 

The effect of individuals perceived values on behavior intention have been widely 
discussed in prior research. As the extension of technology acceptance model pro-
posed by Davis et al [15] indicated, either perceived enjoyment (hedonic-oriented) or 
perceived usefulness (utilitarian-oriented) have related with individual’s behavioral 
intention to use computers in the workplace. Many empirical studies in IS literature 
also confirmed both the influences of hedonic-oriented and utilitarian-oriented [8, 12, 
14]. Based on this perspective, this study expected that either entertainment value or 
social value may influence individual’s continuance intention on Facebook usage. 
Furthermore, as expectation disconfirmation theory indicated, user’s satisfaction to-
ward a product or service is positively associated with her/his intention to continued 
adopting [10]. In this context, individuals with related high satisfaction toward Face-
book may therefore have relatively high intention to further using it. According to the 
above discussion, this study proposes the following hypotheses. 

Hypothesis 4. Entertainment orientation is positively related with individual’s con-
tinuance intention of Facebook usage. 

Hypothesis 5. Social orientation is positively related with individual’s continuance 
intention of Facebook usage. 
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Hypothesis 6. Individual’s satisfaction toward Facebook is positively affect intention 
to continued using it. 

3   Methodology 

3.1   Instrument Development and Data Collection 

A questionnaire survey was conducted to examine the proposed model. Three differ-
ent value orientations, including social orientation, entertainment orientation, and 
fashion orientation, were tested in this study. Social orientation was measured using a 
scale modified from [16]; entertainment orientation and fashion orientation were 
measured using a self-developed scale based on previous literature and the context of 
Facebook. Besides, individual’s satisfaction and continuance toward Facebook usage 
were also surveyed in this study. Both the items for measuring satisfaction and con-
tinuance intention were adapted from Bhattacherjee and Premkumar’s [13] work with 
minor modifications to fit our research context. All items were measured along a five-
point Likert-type scale, ranging from 1 for “strongly disagree,” to 5 for “strongly 
agree.” 

The university students were selected as subjects in this study since they are the 
mainly population of Facebook users. The study was administered to 205 students 
from one university in Taiwan. Subjects were asked to evaluate how strongly they 
disagree or agree to the statements that presented in the questionnaire. Of these sub-
jects, 64 students had no experience on Facebook usage and excluded from this study. 
128 respondents fully completed questionnaires were accepted for valid samples and 
input for data analysis. 

Among these respondents, 71 (55.5%) were female and 57 (44.5%) were male. 75 
(58.6%) subjects stated that they have less than one year experiences on use Face-
book. On average, these subjects reported using Facebook 4 to 5 days each week, and 
spending less than 1 hour on Facebook per day. 

3.2   Reliabilities and Validation 

To measure the reliability, the five scale dimensions were measured using composite 
reliability (CR). As Fornell and Larcker [17] suggested, an acceptable CR value must 
be larger than 0.7. Since the CR value of five scale dimensions were all well above 
the acceptable value; thus, the reliability of this study has been confirmed. 

Whereas, the discriminant and convergent validity was measured through average 
variance extracted (AVE). Fornell and Larcker [17] suggested that the AVE value of 
each scale dimension should exceed 0.5 for ensuring the convergent validity, while 
the AVE value of each dimension should exceed the squared correction among other 
scale dimensions to confirm discriminant validity. As Table 1 shows, the AVE values 
for all scale dimensions were well above the 0.5 threshold, and the square root of all 
AVE values in the diagonal were larger than the correlation coefficients in the corre-
sponding rows and columns. Therefore, both discriminant and convergent validity 
were confirmed in this study. 
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Table 1. Correlations and Square Root of AVE values. (* Significant at 0.05 level). 

 Soc Ent Fas Sat CI 

Social orientation (Soc) 0.81     

Entertainment orientation (Ent) 0.41* 0.92    

Fashion orientation (Fas) 0.37* 0.39* 0.81   

Satisfaction (Sat) 0.53* 0.49* 0.47* 0.84  

Continuance Intention (CI) 0.39* 0.46* 0.50* 0.63* 0.89 

4   Results 

The proposed model was examined using partial least squares (PLS) in this study. 
PLS in is a component-based structural equation technology which can be used to 
analyze the proposed model with minimal demands, and therefore, is suitable used in 
exploratory research. The SmartPLS 2.0 was utilized as an analytic tool, and 100 
iterations of bootstrap re-sampling were used to examine the significance of paths in 
the proposed model. The results of PLS analysis are shown in Fig. 1. 

 

Fig. 1. Results of PLS Analysis 

Hypotheses 1, 2, and 3 were all supported in this study. The analytical results 
showed that all three individual value orientations proposed in this study are posi-
tively associated with individual’s satisfaction toward Facebook usage. Specifically, 
individuals driven from entertainment value have relatively high satisfaction on Face-
book usage. Restated, the entertainment of embedded games provided in Facebook 
may directly influence individual’s satisfaction. Whereas, the social value is relatively 
weak in these three value orientations, although it still has significant influence on 
individual’s satisfaction toward Facebook usage. In other word, individuals may not 
feel too much satisfaction for the ordinary use of social interaction features. The so-
cial interaction features may become an essential but non dominant function in Face-
book. Furthermore, fashion orientation also plays an important role on individual’s 
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satisfaction. As posited, individuals may think Facebook as a cool stuff, and using 
Facebook may let them been consider as fashionable people in the peer group. As a 
result, individuals driven from fashion orientation also significantly influence their 
satisfaction toward Facebook usage. 

Further, considering the influence of entertainment orientation (H4) and social ori-
entation (H5) on individual’s continuance intention, only social value orientation has 
significant and positive influence on individual’s continuance intention on Facebook 
usage. As Dhar and Wertenbroch [18] indicated in marketing domain, individuals 
tend to choose the task with higher utilitarian benefit. In our research context, when 
individuals think about whether they will continue on Facebook usage, the social 
value may be the primary consideration instead of entertainment value. Consequently, 
only H5 was supported in this study. 

Finally, regarding the influence of individual’s satisfaction on continuance inten-
tion, H6 was also supported in this study. The analytical results revealed a positive 
relationship between individual’s satisfaction and the continuance intention. The 
results were consistent with prior literature which suggested that user satisfaction is 
related to the information technology use [12]. Individuals with high satisfaction on 
Facebook are more likely to have higher tendency of continuing to use Facebook. 

5   Discussions and Conclusions 

The aim of this study was to examine the influence of different individuals’ perceived 
values on their satisfaction and continuance intention toward using Facebook. Based 
on prior literature, several value orientations were proposed. An empirical survey was 
conducted, and the PLS was utilized to analyze the proposed model. Several analyti-
cal results were drawn which may contribute to our collective understanding of indi-
vidual’s perception about Facebook usage. First, all three value orientations proposed 
in this study were positively related with individual’s satisfaction. Specifically, enter-
tainment value seems to have the highest effect on individual’s satisfaction among the 
three proposed values. Conversely, social value has relatively weak influence on indi-
vidual’s satisfaction. Individuals may feel satisfaction from either perceived fashion 
feeling or embedded game enjoyment, instead of using social features. The nature of 
SNS may have changed. However, compared to the influence of entertainment value 
and social value on individual’s continuance intention, only social value has posi-
tively direct effect on continuance intention of using Facebook. That is, the most 
important reason of driving individual to continue using SNS is still related to  
its social features probably because individuals may lose zeal for playing the embed-
ded games. Finally, in line with expectation disconfirmation theory, individuals who 
were more satisfied with Facebook tend to have relative high intention to continue on 
using it.  
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Abstract. The emergence of personalized recommendation system provides an a 
powerful tool to solve information overloading. We use web data mining prin-
ciples (fuzzy clustering algorithm) proposes a personalized recommendation 
system architecture. It contains user fuzzy clustering and web pages fuzzy clus-
tering. And we respectively describe the implementation processes. 

Keywords: Web fuzzy clustering, Web user clustering, Web page clustering, 
Data mining, personalized Recommendation. 

1   Introduction 

Due to network service is inability to communicate with users face to face more likely 
to face a lack of personalized service. Different levels and purposes of the users are 
only interested in specific information and do not want to spend too much time to find 
and mine information. 

Personalization technology is better to understand the users, found hidden interests 
of users and the laws of user's behavior. According to the user's personal information 
we recommend, greatly improving the efficiency of the Internet, benefiting the users. 

2   System Structure 

Through Web data mining technology, the personalized service system improves the 
effectiveness of the information to individual user. An ideal personalized service 
system request display format, logical structure and physical structure independent 
from each other. From the technical point of view, system operation, function and 
expansion is designed for needs of the user, and based on user needs composing and 
changing at any time. 

Based web data mining system contains the following elements: user, data, and the 
relationships between them. The system contains three modules: data preprocessing 
module, data mining module and recommendation engine module.  

Web Data Mining-Based Personalized System is shown as figure (1): 
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Fig. 1. Web fuzzy clustering processing model 

Data collection is the most basic part of data mining. It identifies data source. The 
data what Client Access server left on the server is the direct source of data. 

Data preprocessing module is the basis of data mining and prerequisite for effective 
mining algorithm. It has a very important position in the design of personalized service 
system. This module contains four operations: data cleaning, user identification, ses-
sion identification, path congruent. It will complement Web log into a reliable, com-
plete and accurate data source. 

The data source form is shown as an example:  
 

{'User-IP':{;}'' User-IP-Agent':{;}' User-ID':{;}' User-name':{;}' User-Session-ID': 
{;} 'Page-ID':{;}' Request-Time':{;}' Stay-Time':{;}' Page-url':{;}' Page-url':{;}}    

 

Data mining module is application of Web data mining clustering. It is including user 
clustering, page clustering. 

3   Data Mining Module 

Data mining module is the key of personalized service system implementation. It is a 
set of rules. According to different requirements, we can choose the most effective 
database mining algorithms. The system mainly uses fuzzy clustering algorithm. Based 
on user’s behavior researches, we can analyze the characteristics of various groups. 
According to the content, we cluster Web users and Web pages. 

3.1   The Algorithm of Web Fuzzy Clustering 

The data object of web fuzzy clustering is the web source matrix which represents the 
data objects attributes of the given web data set, but the direct processing data object of 
web fuzzy clustering is web fuzzy similarity matrix or web fuzzy equivalence matrix. 
So we should abstract web source data firstly, get web data matrix representing web 
objects attributes, and then transform it into web fuzzy similarity matrix or web fuzzy 
equivalence matrix which is suitable for web fuzzy clustering. In the end, we use web 
fuzzy clustering method on web fuzzy similarity matrix or web fuzzy equivalence 
matrix to obtain clustering results. The web fuzzy clustering processing model is shown 
in Figure 2. 
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Fig. 2. Web fuzzy clustering processing model 

Key algorithm 

Data Standardization. In the real world, different data have different dimensions. In 
order to enable the different data comparing with each other, we must standardize the 
data of the web data matrix according to the definition of the web fuzzy matrix and 
condense the data into the range of [0, 1]. 

Demarcation. The main task of this phase is to establish the web fuzzy similarity 
matrix based on the web fuzzy matrix. The key to this task is to determine the similarity 
degree ( )jiij xxRr ,=  web objects 

ix and 
jx  according to the ways of the traditional 

fuzzy clustering.  

Clustering method. After the demarcation phase above mentioned, we get a web fuzzy 
similarity matrix R .Now, we sort the elements ijr  into a new number list 
( )ml λλλ >>= 211  according to the number. 

3.2   Web User Clustering 

User model. Suppose that { }ncccC ,,, 21=  are the web users set respectively. The 
( )mjnixij ,2,1;,,2,1 == represents the number of web user 

ic and jc accessing Web 
pages. 

User model Clustering. And then we get the ( )
mnijxR
×

=0 , the original web data 
matrix. After the data standardizing and demarcating phases of web fuzzy clustering, 
we obtain the web fuzzy similarity matrix ( )

nmijrR
×

=′ and then process it with web 
fuzzy clustering methods, and thus we get the result of web user clustering. We can 
classify web pages into the most related user, the more related user, less related user, 
and not related user according to the factorλ , and we considerλ  the related degree of 
the web pages. 
3.3   Web Page Clustering 

Page model. Suppose that { }mpppP ,,, 21=  is the web page set and 
( )mjnixij ,2,1;,,2,1 ==  represents the total number of access pages ip and

jp .  
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Clustering Page model. We can get the original web data matrix ( )
mnijxR
×

=0
. After the 

data standardizing and demarcating phases of web fuzzy clustering, we obtain the web 
fuzzy similarity matrix ( )

nmijrR
×

=′ and then process it with web fuzzy clustering 
methods, and thus we can get the result of Web user clustering. We can classify web 
users into firm relation pages, hypo-firm relation pages, hypo-infirm relation pages and 
infirm relation users according to the factor λ , and we consider λ the correlative 
degree of the web pages. 

4   Recommended Engine Module 

Recommended algorithm through double loop, it loop over pages browsed by users and 
their most similar pages. The algorithm is shown in figure 3. And then we can get the 
rankings from highest to lowest. 

 

Fig. 3. Page similarity-based recommended algorithm 
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User similarity-based recommendation is similar with page-based recommendation. 
It is easier to implement and requires no extra steps, it is usually more suitable for 
smaller data sets. 

In the case of large amounts of data, page similarity-based recommendation can 
come to better conclusions. And it allows us to implement a large number of computing 
tasks in advance, so it can give the recommended conclusion faster. 
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Abstract. The development of the Internet of Things will occur within a new 
ecosystem that will be driven by a number of key players. The public security 
as one of the key players is going to make real-time communications will be 
possible not only by humans but also by things at anytime and from anywhere. 
This research will present the advent of the Internet of Things to create a pleth-
ora of innovative applications and services, which will enhance quality of life 
and reduce inequalities. 

Keywords: Implementation, Internet of Things, Food Security. 

1   Introduction 

From the application view, the Internet of Things will connect anything to computer 
internet, such as industrial products, everyday objects, even a tree or corn, which can 
exchange information from each other [1, 2]. In fact, with the benefit of integrated 
information processing, industrial products and everyday objects will take on smart 
characteristics and capabilities. They may also take on electronic identities that can be 
queried remotely, or be equipped with sensors for detecting physical changes around 
them [3]. Eventually, even particles as small as dust might be tagged and networked. 
Such developments will turn the merely static objects of today into newly dynamic 
things, embedding intelligence in our environment, and stimulating the creation of 
innovative products and entirely new services [4].  

From technology view, there are three kind of technologies must be utilized into 
the Internet of Things, which are ubiquitous networks, sensor technologies and 
nanotechnologies [5]. First, in order to connect and process everyday objects and 
devices to large databases and networks, Radio-frequency identification (RFID) is 
utilized for ubiquitous networks. The data about the things and the information with 
the things can be exchanged from each other [6]. System manager can monitor the 
processing from control center. Second, using sensor technologies, data collection 
will benefit from the ability to detect changes in the physical status of things. Embed-
ded intelligence in the things themselves can further enhance the power of the net-
work by devolving information processing capabilities to the edges of the network. 
Finally, advances in miniaturization and nanotechnology mean that smaller and 
smaller things will have the ability to interact and connect [7]. A combination of all of 
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these developments will create an Internet of Things that connects the world’s objects 
in both a sensory and an intelligent manner [8]. 

From public security view, it is much closely with life of everybody, it is a major 
task of any government in any country on this world as well, and it presents ability of 
management for one country [9]. Actually, since a large various foods from various 
venues, it is so difficulty to monitor all of them. Further more, in order to gain largest 
benefits, business man always do somewhat of illegal things. The addition of all of 
these factors to make the existing system of government management is punished 
system, rather then prevented system. The hurt of life is going to be occurred in  
anywhere and anytime. In order to establish the prevention and real-time monitor 
system, this research will present the implementation of the Internet of Things on 
public security. 

2   Literature Review 

RFID technology, as the key technology in ubiquitous networks, provides items  
identify which connected into the Internet of Things and tracks the items in real-time 
to yield important information about their location and status [10]. These kinds of 
applications include from automatic highway toll collection, supply-chain manage-
ment, pharmaceuticals and e-health to sports and leisure to personal security. RFID 
tags are even being implanted under human skin for medical purposes, but also for 
VIP access to bars. E-government applications such as RFID in drivers’ licenses, 
passports or cash are under consideration [11]. RFID readers are now being embedded 
in mobile phones. Of course, RFID can be used to track any materials such as food in 
real-time to yield their information and effective management can be controlled and 
monitored [12].  

Step by step, the food materials movement has been solved and controlled through 
RFID technology. To gathering the information from the food materials still is a chal-
lenge. Since the food materials which called things can not conduct their information 
such as location and status automatically. A new device named sensor must be stalled 
into those things to make them intelligence. Embedded intelligence in food materials 
themselves will distribute processing power to the edges of the ubiquitous network, 
offering greater possibilities for data processing and increasing the resilience of the 
ubiquitous network. This will also empower food materials and devices at the edges 
of the ubiquitous network to take independent decisions. In this case, the information 
of location and status about the food materials can be collected and exchanged into 
system severs so that system manager can monitor and control the entire  
processing [13].  

Another challenge occurs during the processing. Since some things are so small, it 
is quite difficult to install the sensor device make them intelligence, such as corns, 
beans etc. nanotechnology has been developed to try to solve this problem and to 
make the things miniaturization.   

From these technologies view, it is possible for implementation of the Internet of 
Things on food security [14].  
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3   Advantages and Issues Related with the Internet of Things for 
Public Security 

From the section 1 and 2 above, we can see that there are several advantages through 
the Internet of Things to deal with public security such as food security and some of 
them are presented as follows.  

3.1   Lower Costs  

It is easy to see that government does not have to invest huge sums of money into  
setting up infrastructure such as huge application servers, data servers, database ad-
ministrators, people resources for managing such critical systems including back up 
and  recovery, etc. Instead, the government is just to pay for services based on usage. 

3.2   Coverage of Everywhere 

The Internet of Things is based on computer networks which has been established and 
utilized everywhere. Some countries have still not yet applied in countryside, but they 
can do some work through mobile networks. This kind of coverage of everywhere is 
advantage for government to manage the residents who are distributed far away from 
big city or the center of public management. 

3.3   Coverage of Everything  

The Internet of Things is connected with everything that means everything can be 
connected into computer network. In this case, the management of government is 
much easer to gathering the information from the residences where the population, the 
environment and the public security in real time.  

3.4   Reliability 

The Internet network of Things  and  data  access are  guaranteed  to  be  reliably  
maintained  as  the service by local government provides  are  professional in  main-
taining  the infrastructure and  such  reliability  is backed by the center of government 
public security.  

3.5   Flexibility 

Service consumers have the flexibility to managers and the residents who need to 
keep contact with government managers, since they are online anytime and anywhere 
by anyway. It becomes a natural fit for residents to effectively collaboration with the 
local government managers or the government information center.  

4   Privacy and Security 

The Internet of Things allows users to connect every thing and every service to com-
puter networks to access the useful information and change information from each 
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other in real time. This will put their proprietary information on a public-access way. 
From a practical point of view, does the information still remain proprietary if it is 
stored on a public server? What laws will protect such private information? Anyone 
who exchanges the private information on the Internet theoretically can access at 
locations from outside their space? How is security of the information handled in this 
case? These works should be done by government. In fact, there need to be standards 
governing regulations which ensure uniformity in how this information is exchanged. 
But the works are quiet difficulties, because from both privacy and security points of 
view, the more restricted the exchange to the information is, the easier is to protect it. 
In order to ensure fast exchange to this information from each other, an information 
center has to be established to store the information and to prevent the loss of infor-
mation in case of failure.  

5   Information Servers 

The applications of Internet of Things have been developed and reliable services 
delivered though information centers and built on servers with different levels of 
virtualization technologies. The information centers are the physical form of Internet 
of things. The idea is to execute computing and gather information from devices 
where a huge collection of servers, storage systems and network equipments. The 
information centers are not only a warehouse like a building with thousands of serv-
ers, but also a remote control center. All of information is collected through the net-
work equipments and analyzed by the information center and then delivered them to 
government managers in real time. The decision can be made at once in this case. 

6   Conclusions 

The Internet of Things is currently gaining popularity as an inexpensive way of  
providing rail-time and widest information from anywhere for government. A new 
paradigm of computing has started to evolve in recent times. As wireless broadband 
connection options grow the Internet of Things allows governments to establish to 
gather public information and use the useful information to make decision quickly. In 
this case, a wireless network system is necessary. Once the wireless network coverage 
is everywhere, the gathering information and the reflecting action are possible.  

In order to establish the Internet network of Things, the most important equipments 
are sensor. That is why we call this kind of network is sensor network. Anywhere or 
anything is equipped with the sensor,. The information can be collected and trans-
ferred to the wireless center through the wireless system. After received the informa-
tion, government makes a judgment quickly and gives an action.  

From technology view, the simple Internet of Things can be realization and pro-
vide services right now. Some of equipments still are on developing and the higher 
Internet of Things will be coming on future. Therefore, the key idea in this paper 
focuses on information gathering and properly action taking.  

The future Internet of Things will focus on controlling center and distribute re-
sources for public accident management.  
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Abstract. This paper introduces the application of intelligent controller used in 
the semi-active control of cable vibration mainly and details the design of the 
controller and cable - damper system’s components. Matlab is used for the 
simulation of cable-damper system and the simulation results show that intelli-
gent controller can reduce the response of cable vibration and achieve better 
control effect. 
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1   Introduction 

Cable is the main part of cable stayed bridge. Because of it’s great flexibility, low-mass 
and low-damping characteristics, large amplitude vibration is easy to happen under the 
effects of every kinds of loads[1]. Sometimes the maximum amplitude may reach 5 to 
10 times of its diameter, and the overlarge amplitude is bad to the cables’ application 
life and the safety of the bridge. So, how to control the cable vibration effectly is being 
a very important problem. Currently, the most common method of controling the 
vibration is installing MR damper at a certain position to increase the equivalent 
damping ratio of cable system[2]. Though the method is effectively, the MR damper is 
a nonlinear semi-active control equipment and the cable - damper system is a very 
uncertain system, so the key factor of getting ideal control effect is an appropriate 
semi-active control algorithm. 

2   Intelligent Controller 

Intelligent Controll is an automatic control technology which means that the intelligent 
machine can be independently drived without people’s operating to achieve the control 
objective. With the development of information and computing technology, intelligent 
control system has become a trend. Intelligent controller is a controller which has an 
intelligent control algorithm. According to the characteristics of cable vibration, this 
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paper selects intelligent neural network PID controller which is robust, real-time and 
adaptability to control the cable vibration[3]. It combines the advantages of neural 
network and conventional PID, can learn and adapt to the dynamic characteristics of 
uncertain systems. The best linear combination of PID can be found with the ability of 
neural network’s nonlinear system. 

The neural network PID controller consists of two parts, as shown in Figure 1: 

 

Fig. 1. Shows that conventional PID controls the plant with closed-loop control directly and the 

control parameters is the line adjustment mode. The neural network regulates the parameters 
based on the running states of the system to reach the optimized target. By means of the NN’s 
self-learning and adjusting the weighting coefficient to make the output of NN is the controller’s 
parameters which corresponds to some kind of optimized control law. 

 

Fig. 2. Shows a typical NN consists of three layers 

3   Cable -Damper System 

More precise dynamic model of MR damper is one of the key factors of getting ideal 
control effect. Currently, the modle proposed by Spencer, etc [4] which is based on the 
parametric mechanical model of Bouc-Wen Hysteretic model can grasp the dynamic 
characteristics more accurately. The modle can predict the damping force accurately  
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Fig. 3. Shows the modle of MR damper 

according to the MR damper’s displacement, speed and output voltage. At the present 
time, it has the highest fitting accuracy and has been used popularly. 

The damping force generated by this modle can be described as follows: 

)()( 011 xxkyctF ddd −+=
•

 (1)

•

dy = ])([
1

00
10

•
+−+

+ dddd xcyxkz
cc
α  (2)

)(|||)(|||| 1
••••

−
•••

−+−−−−= ddd
n

dd
n

dd yxAzyxzzyxz dd βγ  (3)

And the dα , 1c , 0c
, du  are given by the following relations: 

 
(4) 

And the 0V  is the voltage added to the damper. 

And the nonlinear dynamic equation of the cable-damper system can be got by 
means of Hamilton principle[5]: 

)(tFfKqqCqM Ddu ϕ+=++  (5)

In the equation,M is the n-order mass matrix, C is the n-order damping matrix, K is the 

n-order stiffness matrix, uf is the n-order array of uniformly distributed load, )(tFD is the 

force of the damper, dϕ is the n-order matrix of damper’s force. 
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Fig. 4. Shows the cable-damper system 

4   Simulation Analysis 

In this paper, a random signal is used as the random load of the cable, as shown in 

Figure 5. 

 

Fig. 5. Shows the random input load 

The load is distributed uniformly on the cable and the observation point is at the 20% 
of the cable’s length. The parameters of cable is shown in table 1. 

Table 1. Parameters of Cable 

position of damper 0.02L 

length of cable 144.3m 

tension of cable 4500kN 

angle of cable 27° 

mass of cable 83.7kg/m 
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The structure of neural network is 8-14-3, learning rate is 0.21, inertia factor is 
0.035, weighting coefficient is a random number in [-0.5，0.5]. The output of the NN 
is the three parameters of PID. The voltage on the damper is controlled by the PID to 
control the force given by the damper.  

Matlab is used for the simulation of the system and the results is as follows: 

 

Fig. 6. Shows the area chart of displacement response 

 

Fig. 7. Shows the area chart of acceleration response 

The results show that semi-active control of MR damper with NN-PID reduces the 
vibration amplitude and the acceleration response of the cable and the control effect is 
obvious. And the control algorithm also increases the controllability of the damper. 
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Abstract. In this paper, the existence of analytic solutions of an iterative 
functional differential equation is studied. We reduce this problem to finding 
analytic solutions of a functional differential equation without iteration of the 
unknown function. For technical reasons, in previous work the constant α  
given in Schroder transformation is required to fulfill thatα is off the unit circle 
or lies on the circle with the Diophantine condition. In this paper, we break the 
restraint of the Diophantine condition and obtain results of analytic solutions in 
the case ofα at resonance, i.e., at a root of the unity and the case ofα near 
resonance under the Brjuno condition.  

Keywords: functional differential equation, Schroder transformation, analytic 
solution, resonance, Brjuno condition. 

1   Introduction 

Iterative differential equation, as a special type of functional differential equations, in 
which the deviating arguments depend on the state, attracted the attention of 
researchers recently [1-6]. In [4, 5], analytic solutions of iterative functional 

differential equations [ ] [ ]2
1 2( ) ( ) ( ) ( )m

mx z c x z c x z c x z′ = + + + are found, where 
[ ] [ ]1( ) ( ( )) .i ix z x x z−=  In [6], analytic solution of the second-order iterative functional 

differential equation 

                  [ ] [ ]2
0 1 2( ) ( ) ( ) ( ),m

mx z p z p x z p x z p x z′′ = + + + +                           (1) 

are considered, where m is a positive integer greater than or equal to 2 and 

0 1, , mp p p  are complex numbers such that 
0

0.
m

i
i

p
=

≠∑
 
As in our previous work [3-6], 

our strategy remains to reduce the equation (1) with the Schroder transformation 

                        1( ) ( ( ))x z y y zα −=                                                  (2) 

to the auxiliary equation 

             2 3

0

( ) ( ) ( ) ( ) ( ( )) ( ),
m

j
j

j

y z y z y z y z y z p y zα α α α α
=

′′ ′ ′ ′′ ′− = ∑                   (3) 
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where iteration of the unknown function is not involved but an indeterminate 
complexα needs to be discussed. For technical reason, in [6], the constantα given in 
the Schroder transformation, is required to fulfill that α is off the unit circle, i.e., 
0 1α< < , or α is on the circle with the Diophantine condition: | | 1,μ = μ  is not a root 

of unity, and 1
log log ,

| 1|n T n
μ

≤
−

 2, 3,n = for some positive constant .T  Roughly 

speaking, the Diophantine condition requiresα to be far from all roots of unity. 
In this paper, we break the restriction of the Diophantine condition, and obtain the 

existence of local analytic solutions of Eq. (3) in the case ofα at resonance, i.e., at a 
root of the unity and the case ofα near resonance under the Brjuno condition. In this 
paper, the complexα in (2) satisfies one of the following conditions: 

(H1) 2 ie π θμ = , where θ ∈ R\Q is a Brjuno number [7,8], i.e., ( )B θ =  

1

0

log k

k k

q

q

∞
+

=
∑ ,< ∞  where { / }k kp q  denotes the sequence of partial fraction of the 

continued fraction expansion ofθ , and is said to satisfy the Brjuno condition. 
(H2) 2 /iq pe πα =  for some integers p∈N with 2p ≥ and q∈Z \{0} , and 2 /il ke πα ≠  for 

all 1 1k p≤ ≤ −  and l∈  Z \{0}.  
Observe thatα is a p-th unit root in the case of (H2), while the case (H1) contains a 

part ofα near resonance. 

2   Auxiliary Equation Case (H1) 

We now discuss the existence of an analytic solution of (3) in the initial condition 

                      (0) 0, (0) 0.y y η′= = ≠                                               (4) 

First, we discuss the existence of analytic solutions of (3) under the Brjuno condition. 
To do this, we now recall briefly the definition of Brjuno numbers and some basic 
facts. As stated in [9], for a real number θ   we let θ denote its integer part and let 
{ } [ ].θ θ θ= −  Then every national number θ  has a unique expression of the Gauss' 

continued fraction 0 0aθ θ= + 0
1 1

1
,a

a θ
= + =…

+
denoted simply by 0 1[ , , , , ],na a aθ = … …  

where ja 's and jθ 's are calculated by the algorithm: (a) 0 [ ],a θ= 0 { }θ θ=  and (b) 

1 1

1 1
,n n

n n

a θ
θ θ− −

⎡ ⎤ ⎧ ⎫
= = ⎨ ⎬⎢ ⎥
⎣ ⎦ ⎩ ⎭

 for all 1.n ≥  Define the sequences ( )n np ∈Ν  and ( )n nq ∈Ν as follows: 

2 1 1 21, 0, ;n n n nq q q a q q− − − −= = = +  2 1 1 20, 1, n n n np p p a p p− − − −= = = + . It is easy to show 

that 0 1/ [ , , , ].n n np q a a a= …  Thus, for every θ ∈ R\Q we associate, using its 

convergence, an arithmetical function 1

0

log
( ) .n

n n

q
B

q
θ +

≥

=∑  We say that θ is a Brjuno 

number or that it satisfies Brjuno condition if ( ) .B θ < +∞  The Brjuno condition is 

weaker than the Diophantine condition. For example, if 1
na

na ce+ ≤ for all 0n ≥ , where 

0c >  is a constant, then 0 1[ , , , , ]na a aθ = … …  is a Brjuno number but is not a 
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Diophantine number. So, the case (H1) contains both Diophantine condition and a 
part of μ  ``near'' resonance. 

In order to discuss the existence of the auxiliary equation (4)  under (H1), we need 

to introduce Davie’s Lemma. First, we recall some facts in [10] briefly. Let 
\R Qθ ∈  and ( )n nq ∈ be the sequence of partial denominators of the Gauss's 

continued fraction for θ  as in the Introduction. As in [9], let 1
{ 0 | },

8k
k

A n n
q

θ= ≥ ≤   

1max( , ), .
4
k k

k k k
k

q q
E q

E
η+= =  Let *

kA  be the set of integers 0j ≥ such that either kj A∈ or for 

some 1j  and 2j  in ,kA  with 2 1 ,kj j E− < one has 1 2j j j< <  and kq divide 1.j j−  For 

any integer 0n ≥ , define 1
( ) max (1 ) 2, ( ) 1 ,k k n k

k k

n
l n m n

q q
η η

⎛ ⎞
= + − + −⎜ ⎟

⎝ ⎠
where 

*max{ | 0 , }.m j j n j A
n k
= ≤ ≤ ∈

 
We then define function :h

k
N→ R + as follows: 

*

*

1, if

( ), if

,

.

n k
n k k

k

k n k k

m n
m q A

q

l n m q A

η+⎧ − + ∈⎪
⎨
⎪ + ∉⎩

 

Let ( ) : max ( ), ,k k
k

n
g n h n

q

⎛ ⎞⎡ ⎤
= ⎜ ⎟⎢ ⎥⎜ ⎟⎣ ⎦⎝ ⎠

 and define ( )k n by the condition ( ) ( ) 1.k n k nq n q +≤ ≤  

Clearly, ( )k n  is non-decreasing. Then we are able to state the following result:  

Lemma 1. (Davie’s Lemma [10]) Let 
( )

1
0

( ) log 2 ( ) log(2 ).
k n

k k
k

K n n g n q +
=

= +∑
 
Then 

(a) There is a universal constant 0γ >  (independent of n and θ ) such that 
( )

1

0

log
( ) ,

k n
k

k k

q
K n n

q
γ+

=

⎛ ⎞
≤ +⎜ ⎟

⎝ ⎠
∑  

(b) 1 2 1 2( ) ( ) ( )K n K n K n n+ ≤ +  for all 1n  and 2n , and  

(c) log | 1| ( ) ( 1).n K n K nα− − ≤ − −  

Now we state and prove the following theorem under Brjuno condition. The idea of 
our proof is acquired from [9]. 

Theorem 1. Suppose (H1) holds, then equation (3) has an analytic solution ( )y z of the 
form 

                 0 1
0

( ) , , .n
n

n

y z b z b s b η
∞

=

= = =∑                                         (5) 

in a neighborhood of the origin. 

Proof. As in [6], the equation (3) may be written in the form 

2
0

( ) ( ) ( ) ( ) 1
( ) ( ),

( ( ))

m
j

j
j

y z y z y z y z
y z p y z

y z

α α α α
α =

′′ ′ ′ ′′− ′=
′ ∑  

or 
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0

( ) 1
( ) ( ).

( )

m
j

j
j

y z
y z p y z

y z

α α
α =

′′⎛ ⎞ ′=⎜ ⎟′⎝ ⎠
∑  

Since we have assumed that (0) 0,y η′ = ≠ by integration, we obtain 

            
0

0

1
( ) ( ) ( ) ( ) ( ) .

mz
j

j
j

y z y z y z y s p y z dsα α
α =

′ ′ ′ ′= + ∑∫                                 (6) 

Substituting (5) into (6), we see that 1b is arbitrary, and 

 

2
2( 2)( )n

nn bα α+
++ − ( )

1 1
0 0 0

( 1)( 1)
, 0,1, .

( 1)

n n k m
j n k i

j k i n k i
k i j

i k
p b b b n

n k
α

−
− −

+ + − −
= = =

⎛ ⎞+ += =⎜ ⎟− + ⎝ ⎠
∑∑ ∑     (7) 

Let 0 (0)b y s= = and 1 (0) 0,b y η′= = ≠  then by (7), we may determine { } 0n n
b

∞

=
 uniquely in 

a recursive manner. 
We need to show that ( )y z defined by (5) has a positive radius of convergence. 

Note that ( )

0 0

( 1)( 1)
,

( 2)( 1)

m m
j n k i

j j
j j

i k
p p

n n k
α

α
− −

= =

⎛ ⎞+ + <⎜ ⎟+ − + ⎝ ⎠
∑ ∑ for 0 k n≤ ≤ and 0 .i n k≤ ≤ −  

Let
0

,
n

j
j

M p
=

=∑ then 

               2 1 11
0 0

, 0,1, .
1

n n k

n k i n k in
k i

M
b b b b n

α

−

+ + + − −+
= =

≤ =
− ∑∑                     (8) 

We define a power series 

                         
0

( ) ,n
n

n

G z B z
∞

=

=∑                                                       (9) 

by 0 1,B s B η= = and 2 1 1
0 0

, 0,1, .
n n k

n k i n k i
k i

B M B B B n
−

+ + + − −
= =

= =∑∑ Then  

2 1
0 1

0 0

( ) ( )( )n n
n n

n n

G z B B z B z
∞ ∞

+
+

= =

= +∑ ∑ 1
0 1

0 0 0

( ) ,
n

n n
n k n k

n n k

B B z B B z
∞ ∞

+
+ −

= = =

= +∑ ∑ ∑  

3 1 1
0 1 0 1

0 0 0 0

( ) ( )( ( ) )
n

n n n
n n k n k

n n n k

G z B B z B B z B B z
∞ ∞ ∞

+ +
+ + −

= = = =

= + +∑ ∑ ∑ ∑  

   2 1 2
0 0 1 1 1

0 0 0 0 0 0

2 ( ) ( )
n n n k

n n n
n k n k k i n k i

n n k n k i

B B z B B B z B B B z
∞ ∞ ∞ −

+ +
+ − + + − −

= = = = = =

= + +∑ ∑ ∑ ∑ ∑∑  

2 2 2
0 0 0 2

0

1
( ) 2 ( ( ) ( )) n

n
n

B G z B G z B G z B z
M

∞
+

+
=

= + − + ∑  

2 2
0 0 0 0 1

1
( ) 2 ( ( ) ( )) ( ( ) )B G z B G z B G z G z B B z

M
= + − + − −  

2 22 1 1
2 ( ) ( ) ( ) ( ),s G z s G z z s

M M
η= + − − +  

that is 

           23 2 1 1
( ) 2 ( ) ( ) ( ) ( ) 0.G z s G z s G z z s

M M
η− − − + + =                (10) 
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Let  

        23 2 1 1
( , ) : ( , ; , , ) 2 ( ) ( )F z F z s M s s z s

M M
ω ω η ω ω ω η= = − − − + +        (11) 

for ( , )z ω from a neighborhood of (0, ).s  Since (0, ) 0,F s = 1
(0, ) 0,F s

Mω
′ = − ≠ there 

exists a unique function ( ),zω analytic on a neighborhood of zero, such that (0) ,sω =  

(0) 0ω η′ = ≠ and satisfying the equation ( , ( )) 0.F z zω = From (9) and (10) we have 

( ) ( ),G z zω= then the power series (9) is analytic on a neighborhood of zero. Hence 
there is a constant 0T > such that , 0,1, .n

nB T n≤ =  Now we prove 

                     ( 1) , 1, 2, ,n
n nb B e nΚ −≤ =                                         (12) 

where :K N → R is defined in Lemma 1. In fact 1 1,b cη= = we assume that 
( 1) , 1.j

j jb B e j nΚ −≤ = + From Lemma 1 and (8) we obtain 

( ) ( ) ( 1)
2 1 11

0 01

n n k
k i n k i

n k i n k in
k i

M
b B B B e

α

−
Κ +Κ +Κ − − −

+ + + − −+
= =

≤
− ∑∑  

( 1)
1 11

0 01

n n k
n

k i n k in
k i

M
e B B B

α

−
Κ −

+ + − −+
= =

≤
− ∑∑

( 1)

21
.

1

n

nn

e
B

α

Κ −

++
≤

−
             

Note that 1( 1) ( ) ( 1) log 1 ,nn n n α +Κ − ≤ Κ ≤ Κ + + − the ( 1)
2 2 .n

n nb B eΚ +
+ +≤ So we have 

( 1) ( 1).n n n
n nb B e T eΚ − Κ −≤ ≤ Note that ( ) ( ( ) )n n B θ γΚ ≤ + for some universal constant 0,γ >  

then ( 1)( ( ) ) ,n n B
nb T e θ γ− +≤ that is,  

1 1
( ( ) ) ( )lim sup( ) lim sup( ) .

n
B

Bn n
n

n n
b Te Te

θ γ θ γ
− + +

→∞ →∞
≤ =  

This implies that the convergence radius of the series (5) is at least ( ) 1( ) .BTe θ γ+ −
 This 

complete the proof. 
In case (H2) the constantα is not only on the unit circle in C but also a root of 

unity. In such a case, both Diophantine condition and Brjuno condition are not 
satisfied. The difficulty encountered is overcome with an idea acquired from [11]. 

Let { } 0n n
D

∞

=
be a sequence defined by 0 1,D s D η= = and 

           2 1 1
0 0

, 0,1, 2 ,
n n k

n k i n k i
k i

D M D D D n
−

+ + + − −
= =

= Γ =∑∑                           (13) 

where { }1
max 1, 1 , 1, 2, , 1 ,i i pα

−
Γ = − = − M is defined in Theorem 1.  

Theorem 2. Suppose that (H2) holds and p is given as above. Let { } 0n n
b

∞

=
be 

determined recursively by 0 ,b s=  1 0b η= ≠ and 

          2
2( 2)( ) ( , ), 0,1, 2 ,n

nn b n nα α α+
++ − = Ω =                           (14) 
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where  

( )
1 1

0 0 0

( 1)( 1)
( , ) .

1

n n k m
j n k i

j k i n k i
k i j

i k
n p b b b

n k
α α

−
− −

+ + − −
= = =

⎛ ⎞+ +Ω = ⎜ ⎟− + ⎝ ⎠
∑∑ ∑  

If ( 1, ) 0pν αΩ − = for all 1, 2, ,ν = then Eq.(3) has an analytic solution ( )y z in a 

neighborhood of the origin such that (0) ,y s= (0) ,y η′ = and ( 1)
1(0) ( 1)! ,p

vpy pν ν η+
+= +  

where all 1p sνη +
′ are arbitrary constants satisfying the inequality 1 1p pDν νη + +≤

 
and the 

sequence { } 0n n
D

∞

=  
is defined in (13). Otherwise, if ( 1, ) 0pν αΩ − ≠  for some 1, 2, ,ν =  

then the Eq.(3) has no analytic solutions in any neighborhood of the origin. 

Proof. As in the proof of Theorem 1, we seek a power series solution of (3) of the 
form (5). Substituting (5) into (3), then (7) or (14) holds. If ( 1, ) 0pν αΩ − ≠ for some 

natural numbers ,ν the equality (7) or (14) does not hold, when 1n pν= − . This is 
because 1 0,pνα α+ − = then such a circumstance equation (3) has no formal solutions. 
When ( 1, ) 0pν αΩ − = for all natural numbers ,ν for eachν the corresponding 1pbν + in (7) 

or (14) has infinitely many choices in C, that is, the formal series solution (5) define a 
family of solutions with infinitely many parameters. Choose 1 1vp vpb η+ += arbitrary such 

that 1 1, 1, 2, ,p pDν νη ν+ += = where 1pDν + is defined by (13). Now we prove the power 

series (5) converges in a neighborhood of the origin. When 1,n pν≠ − 1 1 ,nα + − ≤ Γ then 

          2 1 1
0 0

, 1, 1, 2, ,
n n k

n k i n k i
k i

b M b b b n pν ν
−

+ + + − −
= =

≤ Γ ≠ − =∑∑               (15) 

where M is defined in Theorem 1. We consider the implicit function equation 

                      ( , ; , , ) 0,F z s Mϕ η Γ =                                                    (16) 

where F is defined in (11). As the proof in Theorem 1, we can prove that there exisis a 
unique function ( ; , , ),z s Mϕ η Γ analytic in a neighborhood of the origin such that 

(0; , , ) ,s M sϕ η Γ = (0; , , ) 0,z s Mϕ η η′ Γ = ≠ so ( ; , , )z s Mϕ η Γ can be expanded into a 

convergent power series 

               0 1
0

( ; , , ) , , .n
n

n

z s M D z D S Dϕ η η
∞

=

Γ = = =∑                             (17) 

Moreover, by induction we can prove that , 1, 2, .n nb D n≤ = So the series (5) 

converges in a neighborhood of the origin. The proof is complete. 

3   Analytic Solution of Equation (1) 

Having knowledge about the auxiliary equations (3), we are ready to give analytic 
solution of equation (1). 
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Theorem 3. Under the conditions of Theorem 1 or 2, the equation (1) has an analytic 
solution of the form 1( ) ( ( ))x z y y zα −= in a neighborhood of the number s such that 

( ) , ( ) ,x s s x s α′= = where ( )y z is an analytic solution of the equation (3) in a 
neighborhood of the origin. 

Proof. By Theorem 1 or 2, equation (3) has a solution ( )y z which is analytic 

near 0. This solution is of the form (5), where { } 2n n
b

∞

=
is defined by the recurrence 

reaction (7). Since (0) 0,y η′ = ≠ thus by the analytic inverse function Theorem, the 
inverse function 1y− is analytic in a neighborhood of the origin. Let 1( ) ( ( )),x z y y zα −=  

then
1

1

( ( ))
( ) ,

( ( ))

y y z
x z

y y z

α α
α

−

−

′′ =
′

and [ ] 1( ) ( ( )), 1,2, .j jx z y y z j mα −= = Thus from (3), we have 

2 1 1 1 1

1 3

( ( )) ( ( )) ( ( )) ( ( ))
( )

( ( ( )))

y y z y y z ay y z y y z
x z

y y z

α α α− − − −

−

′′ ′ ′ ′′⋅ − ⋅′′ =
′

 

1 [ ]

0 0

( ( )) ( ).
m m

j j
j j

j j

p y y z p x zα −

= =

= =∑ ∑  

From (0) , (0) 0,y s y η′= = ≠ then 1( ) 0,y s− = and 1( ) ( ( )) (0) ,x s y y s y sα −= = =    
1

1

( ( ))
( ) .

( ( ))

y y s
x s

y y s

α α αη α
η

−

−

′′ = = =
′

 These show that ( )x z is an analytic solution of (1), 

and s is a fixed point of ( )x z . The proof is complete. 
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Abstract. For an embedded control system, different requirements often need 
be satisfied at same time, and some of them make the system to act conflicted. 
Conflict tolerant specification is provided to denote this situation. In such a 
system, there often exist probabilistic and non-deterministic behaviors. We use 
Markov Decision Process (MDP) to denote these features. We study the 
controller synthesis for MDP over conflict tolerant specification. We extend 
PCTL star by adding past operator to denote the conflict tolerant specification 
succinctly. We use CT-PLTL to denote conflicted actions and PCTL to denote 
the specification for probability demand. We first synthesize a controller on a 
base system over CT-PLTL and then use it to prune the corresponding MDP of 
the system model. We use the resulting sub-MDP as the model to further 
synthesis a controller over PCTL. The whole controller for MDP is a 
conjunction of the two controllers obtained. 

Keywords: Markov Decision Process, controller synthesis, conflict tolerant, 
embedded control system, PCTL star. 

1   Introduction 

Embedded control systems exist universally at present, from the factory to home and 
entertainment. The typical equipments, for example, are air-conditioners, building 
automation systems, automotive control systems and railway crossing controller [1]. 
In these systems, equipments’ running are influenced by more than one requirement at 
the same time. It is not rare that these requirements conflict with each other in one 
moment. These phenomena also always happens in telecommunication field known as 
feature interactions [2]. 

To deal with the conflicted requirement especially in control systems, [3, 4] use the 
notation of “conflict-tolerant specification”, denote it using temporal logic CT-LTL, 
and analysis and verification of the specification on base system. Inspiring by [5], 
how to deal with the situation on a probabilistic and non-deterministic system, is also 
an interesting topic to study.  
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In a control system, we can use LTL to denote a sequence of events happening. 
Since one event always occurs because of something happened in the past, so LTL is 
extended to LTL with past operator to express these phenomena naturally and 
succinctly [6]. We will use this logic extension in our study. As LTL cannot express 
probability constraint for a system, we use PCTL to do it. For a full description of the 
specification, PCTL* with past is employed. 

In order to describe the events happening in a control system, we adapt normal 
definition of MDP. In the normal description, from one state to the next, “action” is 
decided according to a kind of strategy. In our expression, “event” is used instead of 
the action, that is to say, a system is reactive by an event from one state to another. 
This process is used in dealing with conflicted actions. But in the probability 
calculation, we can still regard “event” as “action” or neglect the difference between 
them, as there is one to one corresponding.    

Totally in this paper, we extend the work in [4] in system model from base system 
to probabilistic and non-deterministic system — accurately, Markov decision process 
(MDP) with our view, and in specification description from CT-LTL to CT-CTL* 
with past operator (CT-PCTL*), and then study the controller synthesis problem for 
MDP against CT-PCTL*. It is a nontrivial question, since we must not only deal with 
the controller synthesis problem like [4] for conflicted requirements, but also let the 
controller drive the system to behave satisfying the PCTL specification as in [7]. 

2   CT-PPCTL*: A Logic of Conflict Tolerant Specification 

PCTL* is a probabilistic variant of Computational Tree Logic, which can be used to 
denote quantitative stochastic quality of a system. The system can be modeled as 
discrete time Markov Decision Process. PCTL* includes state formula and path 
formula, and can be explained over the states and paths of the system. PCTL and LTL 
are sub-logic of PCTL*. LTL is the path-formula fragment of PCTL*, where atoms 
are atomic propositions, rather than arbitrary state formulas. LTL can be used to 
describe a sequence of events occurring with some logic relationships. PCTL can be 
used to denote the normal probability demand on the system. Since temporal logic 
with past is more succinct, more natural and easier than pure-future temporal logic 
[6], LTL with past is being paid more attention nowadays. In this paper, we will 
extend PCTL* to PPCTL*, which let LTL extend to LTL with past operator (we will 
call it PLTL later). Similar work is [8], which extended CTL* logic with past 
operators.  

Definition 1 (PPCTL*). The syntax of PPCTL* can be defined using state formula 
and path formula as follows: 

 :: tt| | | | ( )pa ϕ¬
∝Φ = Φ Φ∧Φ Ρ  

:: | | | | | X | L | U | Saϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ¬=⊥ ∧ ∨   

In above formulas, tt means true. For an alphabet ∑ , a∈∑ . { , }∝∈ ≤ ≥ . 0p ≥  

denotes a probability bound. Notice that PCTL formula does not include the operator 
L and S. Readers can obtain the semantics of the operators in PPCTL* in [8].  
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In PPCTL*, we use PLTL to denote conflict tolerant specification focusing on 
possible conflicted actions, and let PCTL denote the normal discrete time and 
probability demand on the system. Similar to [4], we can give the definition of  
CL-LTL with past operator, called it CT-PLTL. Naturally, we call it CT-PPCTL* for 
PCTL* while using CT-PLTL instead of PLTL. 

3   The Controller Synthesis Problem for MDP of CT-PPCTL* 

In an embedded control system, the system is driven by a series of events. We can 
classify them as “system” events and “environment” events. “System” events are 
controllable or system events, we use sE represent their set. “Environment” events are 

uncontrollable events, always coming from environment, and we use eE  to denote 

their set. For the whole event set E , there exists s eE E E= ∪ . In this context, we will 

first give a description for base system, and then adjust the normal definition of MDP, 
using Event Set instead of Action Set between states, and we can ignore the difference 
of the two notations later in section 5.  

Definition 2 (base system). A base system is a finite-state transition system, which 
are driven by a sequence of events E , especially system events sE  interleaving with 

environment events eE  and ( )s eE E E= ∪ . 

Definition 3 (MDP). A discrete time Markov Decision Process (MDP) Μ  is a tuple 
(S, Event, P, inits , AP, L) where S is a finite set of states, Event is a finite set of events 

which are interleaved by system events and environment events, and 
: [0,1]P S Event S× × →  is a transition probability matrix such that 

'
( , , ') {0,1}

s S
P s sα

∈
∈∑  

for all states s S∈  and events ( )Event sα ∈ , and inits  is the 

initial state in S. AP is a finite set of atomic propositions, and AP: 2L S →  a labeling 
function which assigns to each state s S∈  the set ( )L s  of atomic propositions.     

In a base system (a more strict definition is definition 2 of [4]), one always design a 
controller for one requirement or feature. While facing with more than one 
requirement and some of them are conflicted with each other, we can synthesis a total 
controller for the all requirements like [4].   

In a MDP, from one state to the next, there may be several events occurring. Each 
event incurs a probabilistic distribution, which means that a state skip is going on at 
first one event must be occurred (or must be selected) according to a type of strategy, 
then a transition is performed probabilistically. For a given specification, such as from 
the initial states following some featured paths, whether the system safety can be 
assured with 99.9% in limited steps, we should judge if such a controller exists, and 
how we synthesis the controller if it exists.  

In total, the question we want to solve is, given a specification expressed as  
CT-PPCTL* F under a probability bound p, and a probabilistic and nondeterministic 
system denoted as a discrete time Markov Decision Process (MDP) M, whether there 
exists a controller in the MDP satisfying the specification F, if does, synthesis one 
such controller.  
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4   Controller Synthesis for CT-PLTL on a Base System 

In this section, we will at first transform PLTL to general buchi automaton and 
simplify Markov Decision Process to base system, secondly present the synthesized 
controller for base system over CT-PLTL and the conditions for its validation.  

4.1   The Automaton Representing (a part of) the Conflict Tolerant Specification 

There are several ways to translate PLTL to automaton [6, 9]. Here we adopt the 
method in [9], which translate PLTL to generalized Buchi Automaton (GBA) via 
progressing two-way very-weak alternating automata (2VWAA) efficiently.  

Definition 4. A Generalized Buchi Automaton (GBA) is a six-tuple 

0, , , , ,G S S Tδ=< ∑ ϒ >  where 

—∑  is a finite alphabet, 
— S  is a finite set of states, 
— 0S S⊆  is a set of initial states, 

— S Sδ ⊆ ×  is a transition relation, 

— :T S → ∑  is a labeling function, 

— 1{ ,..., } 2s
kϒ = ϒ ϒ ⊆  is a set of accepting conditions, in which Γ∈ϒ  is an 

acceptance set and | | 1ϒ > . 

In a GBA, the accepting conditions are defined by a set of sets of states. A run is 
accepted by the automaton if it visits at least one state of every set of the accepting 
condition infinitely often. 

From [9], we can present the following theorem: 

Theorem 1 (From PLTL to GBA). Given a PLTL formula ϕ , we can get for this 

formula a GBA G  with at most | | 12ϕ +  states. 
In a GBA, the acceptance conditions imply which states the automaton will stay 

infinitely often there, so we can think them giving the final states of a GBA. In the 
context of conflict tolerant controller synthesis, a GBA can be considered as a normal 

formula automaton 0, , , , ,G S S T Fδ=< ∑ > , where F  represents the set of final 

states. So, we can think a GBA as a normal transition system, and can use G  instead 
of G  as the automaton transformed from PLTL in the following. 

4.2   The Base System Transformed from MDP 

For a given system M=(S, Event, P, inits , AP, L), while we ignore the element of 

probability in the system, we can obtain a concurrent transition system 
( , , )initN S s= →  over ∑ , where 2SS α→ × ×：  for α ∈∑ . Apparently, the transform 

of M to N do not change the events and the possible transitions from one state to its 
next in M.  
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4.3   The Synchronized Product of Two Transition Systems 

Definition 5. For two transition systems 1
1 1 1( , , )initN S s= →  and 2

2 2 2( , , )initN S s= →  
over ∑ , the synchronized product 1 2||N N  of 1N  and 2N  can be defined as 

1 2
1 2(( ), ( , ), )init initS S s s× →  over ∑ , where 1 2 1 2(( , ), , ( ', '))s s s sα ∈→  iff 1 1 1( , , ')s sα ∈→  

and 2 2 2( , , ')s sα ∈→ . 

4.4   The Form of Conflict Tolerant Controller 

For a given system N, we can try to design a controller C to control the choice of 
possible next system events available to the base system. These system events maybe 
drive the system to act in conflict ways, which denoting as CT-PLTL. We call this 
kind of controller as conflict-tolerant controller. While conflicted actions should be 
adjudged, the controller choose the most proper action to take, in the meaning time, it 
also keeps track of the other actions not taken temporarily, and based on these to 
control the subsequent behavior of the system. We use conflict-tolerant transition 
system to model conflict tolerant controller as [4]. 

A conflict-tolerant transition system (CTTS) over an alphabet ∑  is a tuple 
' ( , )N N= , where N is a transition system, ⊆→  is a subset of transitions →  

representing the transitions occurred by the not-taken actions conflicted with the taken 
action.    

4.5   The Synthesis and Verification Method for Conflict Tolerant Controller 

According to [4], the synthesis and validation method for conflict tolerant controller is 

presented as follows briefly. Assume iG  is the automaton obtained from iϕ  of  

CT-PLTL formula Ω  as in the definition 2. Assume iC  is the synthesized controller 

by i i( )ϕ ψ⇒ , then it can be denoted as:   

( , )ii iC G=                                                           (1) 

where i  is defined as follows: let s, s’ be states in iG  and α ∈∑ . Then 

( , , ') is sα ∈  iff iα ψ¬ . The whole controller C for the system N over a conflict 

tolerant specification Ω  is:  

1 || ... || kC C C=                                                        (2) 

To make sure if C  is valid controller for N iff for every state (n, c) in ( || )N C , the 

following two conditions hold: 

◆ C is non restricting: There does not exist an event e∈∑  such that  is 

enabled at n in N but                     ( ,0)
i c iϕ ψ¬
∈∧ ;                                                (3) 

◆ C is non blocking: If there is an event ∈∑  which is enabled at n in N, then 
                                                        ( ,0)

i c iϕ ψ∈∧ .                                                 (4) 
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5   The Controller Synthesis for Pruned MDP of PCTL 

In this section, we use the validating conditions of the synthesized controller for the 
base system, to prune the system and obtain a subsystem. According to the subsystem, 
we can recover a new MDP as a part of original MDP according to the original one. 
Then we synthesize a controller for the new MDP over PCTL.  

5.1   The Validation of Conflict Tolerant Controller and the Pruning of Base 
System 

To test if the synthesized controller C is a valid controller for N, we need test every 
event  in N using conditions (3) and (4) in section 4. In order to go further 
synthesizing a controller satisfying PCTL in original model MDP, it’s a natural and 
delicious idea to prune N using these two conditions, then the obtained part is the one 
satisfying the CT-PLTL specification under the synthesized controller C.  

5.2   The Controller Synthesis on MDP M  with PCTL 

In a MDP, a transition from one state to next state(s) is occurred by an event. We can 
regard that if a system is driven by a system event or an internal event in a state, then 
the system goes to a controllable state; oppositely, if it is driven by an environment 
event, it goes to an uncontrollable state.   

Based on the original MDP M, we can recover a MDP M  from N . In fact, M  is a 

sub-graph of M. According to [7], we can synthesize a controller C’ for M  over 
PCTL, a part of the whole specification CT-PCTL*. The whole controller is  

C C C'= ∨ .   

6   Conclusion 

In this paper, the controller synthesis for MDP over conflict tolerant specification is 
discussed. We use CT-PPCTL* to denote the whole specification, which lets CT-PLTL 
to denote the conflicted actions and PCTL the probability demands. We transform 
PLTL to formula automaton via general buchi automaton. After transforming a MDP to 
a base system, we obtain a basic controller. The process of making sure the synthesized 
controller is valid for the system, is skillfully arrived through pruning the original 
system using the controller. The whole controller is synthesized by further conjunction 
with the controller over PCTL on the pruned MDP.        

In this paper, we don’t extend PCTL by adding past time operator. In next step, we 
will try to do it as in [8] and study the controller synthesis problem over it on MDP.  
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Abstract. Measurement and control system is main section of friction & wear 
testing machines. But current measurement and control systems have low 
versatility and high design cost. To solve these problems, this paper designed an 
Ethernet-based measurement and control system, which can be used in most 
types of friction & wear testing machines with a few modifications of programs. 
The DSP processor and touch screen system were successfully integrated into the 
presented measurement and control system. The functions and implementation 
processes of each module were introduced in detail, and a reconfigurable 
software system was designed according to ideas of virtual instruments theory.  

Keywords: friction & wear testing machine, measurement and control system, 
embedded Ethernet, touch screen. 

1   Introduction 

Friction & wear testing machines are machines specially used for friction and wear test 
which purpose is to determine best friction-related parameters meeting special 
applications by studying the phenomenon essence of friction and wear [1, 2]. The 
friction and wear phenomenon is much more complex and friction and wear tests 
should be conducted under certain conditions according to various test methods, so 
different types of testing machines are needed. Measurement and control system is a 
key part of testing machines, which can achieve data collection, transmission and 
processing [3].  

Most measurement and control systems of testing machines have similar functions 
and basically include three function modules. The first one is control function module, 
which is used to control test conditions (such as test load, speed, temperature and etc.) 
of friction and wear test within setting ranges. The second one is data collection module 
which is used to collect test parameters (including friction force or torque, speed, 
temperature and so on) in real-time. The last module is data processing module, used to 
calculate performance of friction & wear with data collected according to formulas 
corresponding to different testing methods. 

The measurement and control system design includes hardware design and software 
design. The functions of hardware include: (1) analyzing and processing sensor signals to 
convert it to measurement values; (2) outputting control signals to control heater, load, 
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rotate speed and other servo systems. The functions of software are showing 
measurement values in real-time and dealing with data collected to generate a test report. 

Aiming to reduce design cost and enhance versatility of measurement and control 
system, this paper designed an Ethernet-based measurement and control system 
suitable for conventional friction & wear testing machines. On hardware design, the 
presented system used DSP as processor and successfully integrated touch screen into 
system as user interface. On software, a reconfigurable software system was designed 
according to ideas of virtual instruments theory. Functions and implementation 
processes of each module were introduced in detail.  

The reminder of this paper is organized as follows. Section 2 introduces the 
configuration of the presented measurement and control system for conventional 
friction & wear testing machines. Section 3 presents the details of hardware circuit 
design. Section 4 gives the communication interface design of touch screen system. 
Section 5 introduces the principles and methods of software design, and the last section 
gives the conclusions of this paper. 

2   Software and Hardware Configuration of System  

A measurement and control system for friction & wear testing machines can be divided 
into two parts namely hardware and software. Basic function modules are shown in  
Fig. 1. The hardware system, using TMS320LF2407 DSP as processor, includes analog 
signal input-output channels, pulse signal input-output channels and communication 
interfaces (such as serial communication interface and Ethernet communication 
interface). Data collecting software collects measurement values from hardware in 

 

 

Fig. 1. Basic modules of testing machine 
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real-time via Ethernet interface, and displays data collected in designed virtual 
instruments. By automatically analyzing all data collected, a test report can be designed 
and generated automatically. Touch screen and hardware circuit can communicated with 
each other through RS232 serial communication interface by Modbus protocol, so the 
operator can control and watch the running states of testing machine on touch screen. 

3   Hardware Circuit Design 

The circuit includes input channels, output channels and communication interfaces. 
The input channels can read and process signals from sensors and convert them to 
measurement values, and output channels can output different types of signals which 
are used to control motor, heater or other servo systems. With communication 
interfaces, the measurement and control system can send or receive information to or 
from other devices.  

3.1   Analog Signals Input and Output 

Analog signals from the sensors should be converted into digital signals, which can be 
input into DSP. As the voltage of analog signals from sensors is every weak, it must be 
proceed by sequential amplifying, filtering and A/D conversion. To improve the 
versatility of the presented measurement and control system, this design used two-stage 
gain-controllable amplifier to amplify the sensor signals. The first amplifier used 
PGA202, which gain can be switched to 1,2,4,8 by programming. The second amplifier 
used PGA203, which gain can be switched to 1,10,100,1000 by programming. So the 
combination gain of the two- stage amplifier can be changed to 16 classes among 
1-8000, which can meet the need of sensors with different output voltage.  

In most cases, the signals measured (such as temperature, load, speed and so on) in 
friction & wear testing machines are low frequency signal, so classic low-pass filters 
were adopted in this design. The 24-bit precision A/D converter ADS1256 was used to 
convert 4 channel analog signals into digital signals in time-sharing manner. The 
connection diagram between DSP and ADS1256 is shown in Fig. 2(a), Input reference 
voltage of ADS1256 (VREFN and VREFP in Fig. 2 (a)) are connected to +2.5V and 
-2.5V respectively. Through serial peripheral interface protocol, the digital values can 
be transmitted to DSP for displaying and processing. 

Output analog signals are to be used to control friction & wear testing conditions 
such as speed of servo motor, heater and loader. Analog signal output circuit includes a 
D/A converters and amplifiers. This design used 12-bit DAC7625 chip as the D/A 
converter. The connection diagram between DSP and DAC7625 is shown in Fig. 2(b), 
As reference voltage of DAC7625 are connected to +2.5 V and -2.5V respectively, the 
voltage of the output analog signals is be restricted within 2.5V  and -2.5V. In order to 
meet the voltage requirements of different control system, this design used 4052-type 
analog multiplexer and AD623 amplifier to form a gain-programmable amplifier, With 
which, the output analog signals from DAC7625 can be amplified by 1,2,4 and 8 times. 
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Fig. 2. A /D and D/A converter interface 

3.2   Ethernet Control Interface Design 

With the development and popularity of network technologies, Ethernet interface 
becomes a popular communication interface for measurement and control systems [4]. 
This paper used highly-integrated Ethernet chip named RTL8019AS as Ethernet 
controller to design an embedded Ethernet-based measurement and control system. 
With the embedded Ethernet interface, data collected from sensor can be sent to the 
host computer by TCP/IP protocol for virtual instrument displaying. The connection 
diagram between DSP and RTL8019AS is shown in Fig. 3. In which, 20F001N is the 
twisted-pair driver/receiver, which was used for improving anti-jamming capability of 
Ethernet communication. On the right of 20F001N is a standard RJ45 Ethernet 
interface, which will be connected with RJ45 plug. 

 

Fig. 3. DSP and 8019AS connection diagram 

4   Touch Screen Interface Design 

Touch Screen is a new man-machine interface, which not only can intuitively display a 
variety of parameters and states but also enable operators to modify parameters directly 
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and conveniently. So it has been widely used in industry area [5]. This paper designed a 
touch screen system for testing machine, in which the touch screen was used as host, 
and hardware circuit was used as slave. Then a Modbus protocol-based asynchronous 
serial communication method between DSP and touch screen was realized. 

Modbus protocol is a serial master-slave communication protocol which is widely 
used in industry measure and control area. It has two information transmission modes, 
namely ASCII mode and RTU mode. With the same baud rate, RTU mode can transmit 
more information than ASCII mode. So in application of this design, we hope to 
transmit more information within the same time interval, so the RTU mode was 
adopted. The basic communication unit of Modbus protocol is known as packets. Each 
packet includes three parts, namely packet header (such as address, command code and 
the number of bytes), data and Cyclic Redundancy Check (CRC). Table 1 shows the 
format of RTU packets. 

Table 1. RTU packets format 

Device address Function code Data CRC  

1 byte 1 byte N bytes 2 bytes 

 
Device address: Each slave machine has a unique device address code, which is used 
to receive information from host machine or send information to host machine. When a 
slave machine receives information, only information with its address code is validated. 
At the same time, information sent from slave machine to host must begin with its 
address code, so the host machine can recognize the source of information.  

Function code: The function number of Modbus protocol can be defined with the code 
from 1 to 127. With function code, host machine can inform slave machine what to do, 
and slave machine can inform host machine what has been done according to the 
request of host machine.  

Data area: Data area represents contents of command from host machine or contents 
of response from slave. 

CRC: CRC can distinguish error messages transmitted between host and slave from 
right messages. So the data safety and effectiveness of communication can be 
enhanced.  

Both DSP and touch screen used in this design do not provide Modbus protocol for 
communicating with each other. So in order to realize serial communication between 
touch screen and DSP, the Modbus protocol must be implemented in both touch screen 
and DSP. On touch screen, The Macro commands are used to implement Modbus 
protocol. On DSP, the Modbus protocol program is carefully coded using C language 
according to the workflow shown in Fig. 4. 
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Fig. 4. Flowchart of Modbus protocol implementation on DSP 

5   Software Design 

In accordance with the theory of virtual instrument, this paper developed a 
measurement and control software using VC + + platform. A virtual oscillogram 
widget and some virtual instrument widgets were developed to display data collected in 
real-time. Meanwhile an application programming interface (API) for secondary 
development of EXCEL system was used to make the data can be saved in “excel” 

 

 

Fig. 5. Main graphic interface of the software 
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formats, so the operator can edit or analyze the data conveniently. One thing to be 
pointed out is that the data collected can also be saved in text and bitmap formats in the 
designed software. This design provides operators with a user interface to edit the 
template of test report in Excel at their pleasure. The main graphic interface of the 
software designed in this paper is shown in Fig. 5. The graphical interfaces of touch 
screen can be designed in special software named Screen Editor. 

6   Conclusions 

To reduce design cost and enhance the versatility of measurement and control system, 
this paper designed an Ethernet-based measurement and control system for friction & 
wear testing machines. The DSP processor and touch screen system were successfully 
integrated into the presented system. And a reconfigurable software system was 
designed according to ideas of virtual instrument theory. The hardware and software 
designed in this paper have been used in a number of friction & wear testing machines. 
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Abstract. This paper explains a small power photovoltaic control system based 
on PLD. And a new way is applied to trace the maximum power point based on 
the improved accelerating simplex method. The system perfects the manage-
ment and protection for the charge and discharge of storage battery also for the 
load and solar power supply. It's very important part that the techniques of 
maximum power point tracking and islanding protecting, but also the technique 
for inverter to connected with grid are discussed at emphasis. This system 
scheme can be made use of in several photovoltaic products and obtain the  
satisfied result.  

Keywords: photovoltaic, PLD, solar power, SPWM.  

1   Introduction 

In resent years, solar energy is especially concerned because of its high efficiency and 
free pollution. Many countries attach great importance to developing solar photo-
voltaic (PV) system. Solar PV system has more reliable ensure in stabilities and low 
running costs, and can work continuously compared with power grid. With the devel-
opment of technology, solar power generation technology into people's daily life has 
become a reality. With the solar cell efficiency and reduction in the prices of PV sys-
tems, PV power generation increasingly wide range of applications and its market is 
getting bigger and bigger. So the PV power generation increasingly is showing the 
bright prospect. The core of photovoltaic system is logical link control that not only 
responsible for the entire system of state control but also ensure the safe operation of 
the system, at the same time it provides the necessary interface Human-Computer 
Interaction. Rational design of logical link control can ensure not the perfect  process 
of electrification but the system life cycle. With the popularization of  PLD in the  
field of electronics that high performance/price ration gradually exhibits  its superior-
ity. This paper mainly introduces the design of a small power photovoltaic control 
system based on PLD. 

1.1   Checking the PDF File 

Kindly assure that the Contact Volume Editor is given the name and email address of the contact 
author for your paper.  The Contact Volume Editor uses these details to compile a list for our 



 Research on a Photovoltaic Control System Scheme 299 

production department at SPS in India. Once the files have been worked upon, SPS sends a copy 
of the final pdf of each paper to its contact author. The contact author is asked to check through the 
final pdf to make sure that no errors have crept in during the transfer or preparation of the files. 
This should not be seen as an opportunity to update or copyedit the papers, which is not possible 
due to time constraints. Only errors introduced during the preparation of the files will be corrected. 

This round of checking takes place about two weeks after the files have been sent 
to the Editorial by the Contact Volume Editor, i.e., roughly seven weeks before the 
start of the conference for conference proceedings, or seven weeks before the volume 
leaves the printer’s, for post-proceedings. If SPS does not receive a reply from a par-
ticular contact author, within the timeframe given, then it is presumed that the author 
has found no errors in the paper. The tight publication schedule of LNCS does not 
allow SPS to send reminders or search for alternative email addresses on the Internet.  

In some cases, it is the Contact Volume Editor that checks all the pdfs. In such 
cases, the authors are not involved in the checking phase. 

2   PV System Summary 

The Grid-connected PV system is divided into two categories according to function: 
one is non-scheduling type without battery; another is schedulable type with battery. 
In this paper, the  main research object is the latter. The schedulable Grid-connected 
PV system has significant expansion and improvement than the non-scheduling sys-
tem in the way of  function and  performance. First, the core controller generally con-
sists of two main parts - Grid inverter and battery charger. Its function is not only to 
be able to inverter DC after the transmission to the grid, but also to charge the battery. 
Second, the system is equipped with the main switch and an important load switches. 
When the AC power grid power is interrupted the core controller disconnect the grid 
main switch, but the important load switch remains closed so as to the DC power 
provided by solar arrays and batteries still supply important AC loads. 

Generally, in PV system the control core is made up of DSP or SCM which disad-
vantage is that the whole system has more separate components and bad stability. In 
this paper, an alternative system architecture based on PLD is provided to replace the 
above-mentioned. PLD has many advantages such as large-capacity, high speed, low 
power consumption and so on, and the SCM or DSP controller core can be embedded 
in PLD. So PLD can greatly improve system integration, enhance system reliability, 
and reduce system cost. 

3   PV System General Scheme Based PLD 

As shown in Figure 1, the grad PV system is schedulable type, and its control core is 
PLD which complete all control and operation work. PLD unit consist of several 
modules: MCU, SPWM and data process, etc. In which MCU module is responsible 
for coordination throughout the system control, such as Human-Computer Interaction 
Information Processing, to control battery charging and discharging, to control 
SPWM and to process other emergencies; SPWM module's function is under the 
control of the MCU to generate SPWM signal, which is delivered to convertor to 
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convert the DC from storage battery to AC, which can directly drive AC loads or be 
added to the power network after phase synchronization; Data process module is used 
to compute the parameter’s value, which contains direct voltage, direct current, direct 
current power, storage battery charging and discharging state, power network phase, 
MPPT(maximum power point tracking), island monitoring, the system’s total gener-
ated energy, etc. 

This paper adopts the current control method based on SPWM, which can be 
gained through processing the sampling signal and can be used to drive the former 
MOSFET and the latter IGBT. The System's overall work process is relatively simple. 
The first is system initialization, which contains PWM initialization, capture initiali-
zation and A/D is initialized. And then the timer is started to enter the loop waiting for 
interrupts. 

 

Fig. 1. System hardware architecture 

3.1   Inverter Function Strategy 

There are many ways to achieve inverter function in PV system, in which full-bridge 
method based on SPWM is usually adopted. The important link in this scheme is 
pulser and genlock, so the control system is relatively complex. There is also a rela-
tively new control strategy that the power network voltage signal is used the given 
signal to trace current, and the sinusoidal output current in phase with the power  
network voltage can be gained. 

3.2   AC Parameters Sample Strategy 

The way of sampling AC parameters generally contains synchronous sampling, quasi-
synchronous sampling, non-synchronous sampling, non-integer-period sampling, etc. 
Among them, synchronous sampling is also called interval the whole cycle of sam-
pling, which contains hardware synchronous sampling and software synchronous and 
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is a more common method to measure AC parameters. In this system software syn-
chronous sample scheme is implemented through the MCU module which is the part 
of PLD. MCU measures the power network cycle through capturing level changing 
and Calculates the sampling time interval, and then gives the synchronous pulse to 
start sampling. 

3.3   Grid-Connected Current Control Strategy 

Controller's output current and the power grid must be in phase with the same fre-
quency in order to achieve generation system’s power is added to the power network 
safely. So this system adopts a control strategy which combines dual-loop phase-
locked and synchronization. Inner loop phase control system is used to real-time track 
current. Outer loop phase control system is used to eliminate the error generated by 
inner control. Synchronous phase-locked loop is used to generate synchronized with 
the grid voltage reference current signal. 

4   Conclusion 

This paper presents a PV grid-connected control system scheme based on PLD, which 
expanded the scheme to build solar power generation system and can effectively con-
trol the battery charging and discharging and the power to be added to network. In 
addition, due to the PLD as the core building control system makes the system has 
more compact and simple structure, which improves the stability, while reducing 
power consumption.  
 
Acknowledgments. This work is supported by important foundation of Leshan 
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Abstract. This paper proposed a new approach to the provision of nonsimple 
node-protecting p-cycles in survivable WDM mesh networks. The traditional 
designs of non-simple p-cycles model the problem as an Integer Linear Program 
(ILP), and require the pre-enumeration of all possible p-cycles. The resulting ILP 
becomes less tractable for a large network because there may exist a huge 
number of p-cycles. We proposed a new solution method using large scale op-
timization tools, i.e., Column Generation (CG). With CG, p-cycles are generated 
dynamically when needed. Numerical results show clearly that our new proposed 
method has a big advantage over the existing one in the capacity efficiency. 

Keywords: Non-simple p-cycles, node protection. 

1   Introduction 

Survivability is a paramount requirement for WDM mesh networks. To ensure the 
survivability, all kinds of protection approaches have been proposed. Among them, 
p-cycles [1] are most attractive thanks to its exclusive properties, i.e., ring-like recovery 
speed and mesh-like capacity efficiency. A large number of studies have been done on 
the design of p-cycles. However, most of studies deal with a single link failure; only a 
few studies investigate node protection. Node-encircling p-cycles are proposed in [2] 
for node protection. An enhanced APS protocol is present in [3] to provide methods of 
node protection with p-cycles. The authors in [4] proposed a two-hop-segment strategy 
for node protection using p-cycleswhile retaining the simplicity of the operation. All of 
these studies are all based on simple p-cycles for node protection.  

Non-simple p-cycles are proposed in [5] which can visit an on-cycle node or link 
more than one time. Here we only consider non-simple p-cycles which can only go 
through an on-cycle node multiple times because we consider an undirected network. 
Non-simple p-cycles can be of a great interest for node protection based on the 
two-hop-segment strategy for efficiently use spare capacity. 

The conventional way to design non-simple node-protecting p-cycles is to model 
the problem as Integer Linear Program (ILP). The associated solution methods require 
the pre-enumeration of all possible p-cycle candidates. Then, the resulting ILP be-
comes less tractable for a large network instance where a large number of p-cycles 
may exist. On the other hand, the solution quality may not be guaranteed if only a 
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subset of candidates is considered. A scalable approach is proposed in [6] where can-
didates are generation dynamically when needed. However, the design in [6] is re-
stricted which only allows a non-simple p-cycle to protect one affected working path 
from a single node failure. 

In this paper, we propose a new design approach to the provision of nonsimple 
p-cycles for node protection. The objective is to minimize the spare capacity cost in 
such a way that a WDM mesh network can survive from a single failure of a link or a 
node. Note that for a node failure, only the working paths passing through the node 
are considered for recovery. In contrast with the design in [6], our new proposed  
design approach enable a p-cycle to recover multiple simultaneously disrupted work-
ing paths against a single node failure as long as the associated protection paths are 
disjoint (see Section 2). We also develop a new design method using large scale opti-
mization tools, namely, Column Generation (CG). With CG, our approach generates 
p-cycle candidates on-line when needed in the course of the optimization process.  

The rest of the paper is organized as follows. Section 2 illustrates the new proposed 
design of non-simple p-cycles for node protection. In Section 3, a CG model is de-
veloped for the provision of non-simple node-protecting p-cycles. Simulation results 
are present in Section 4. Conclusions are drawn in Section 5.  

2   Non-simple Node-Protecting p-Cycles  

The authors in [4] proposed a two-hop-segment strategy for node protection with 
p-cycles. A 2-hop segment of a path consists in the two links which are on the path and 
are adjacent to the relay node of the path. If the two end nodes of a 2-hop segment sit on 
the same p-cycle as each other, then this p-cycle can protect the related path against the 
failure of the relay node. If the relay node sit on the same p-cycle as its end nodes of the 
2-hop segment, the p-cycle provides one protection path; otherwise, the p-cycle pro-
vides two protection paths. In the same way, non-simple p-cycles can also be used for 
node protection. 

Fig. 1 illustrates non-simple p-cycles for node protection. Fig. 1(a) shows an  
example network with three demands routed on paths w1, w2 and w3, respectively. Fig. 
1(b) shows an optimal solution of the design [6]. Upon the failure of node A, end nodes 
B and D of the path w1 switch the traffic to the protection path D-E-C-B on the p-cycle 
c1. The design in [6] only allows a non-simple p-cycle to protect ONE affected working 
path from a node failure. Thus, two pcycles c1 and c2 are required to protect paths w2 
and w3 from the failure of node E. The spare capacity usage is nine units, and the  
redundancy is 9 ÷ 6 = 150%. 

2.1   A New Design Approach 

The new proposed design enables a non-simple p-cycle protect multiple affected 
working paths against the single node failure only if the associated protection paths are 
link disjoint. An optimal solution of the new design is present in Fig. 1(c). Only one 
p-cycle c1 is employed to protect all traffic against a single failure. Upon the failure of 
node E, protection paths A-D and B-C on c1 are available to reroute the affected paths 
w2 and w3 respectively. The spare capacity usage is six units, and the redundancy is  
6÷6 = 100%. Obviously, the new design can achieve a big improvement in capacity 
efficiency over the existing one.  
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Fig. 1. Link and node protection of p-cycles 

3   A Column Generation Model 

 
In the design of non-simple node-protecting p-cycles [6], a p-cycle is only used to 

recover one affected working path upon a node failure. In contrast with this design, our 
design enable a p-cycle to protect multiple simultaneously affected working paths 
through the failed node as long as the associated working paths are link disjoint. We 
propose an optimization method based on a large scale optimization tool, i.e., column 
generation (CG) for the provision of non-simple p-cycles. The objective is to minimize 
the spare capacity utilization such that 100% survivability can be guaranteed against a 
single failure of a node or a link. With CG, our proposed optimization method generates 
non-simple nodeprotecting p-cycles when needed in the course of the optimization 
process. Then, the design problem is decomposed into two subproblems: the master 
problem and the pricing problem. The master problem calculates an optimal solution 
using the p-cycles, each of which is generated dynamically by the pricing problem at 
each iteration of the CG algorithm. 

3.1   The Master Problem 

The master problem takes care of selecting candidates for protecting against a single 
failure. The objective is to minimize the total spare capacity usage.  
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Constraints (1) ensure that all traffic units are protected against a single link failure. 
Constraints (2) ensure that all demands are protected against a single node failure. 
(Note that only the associated relay-node failure is considered here.) Constraints (3) 
are variable domain constraints. 

3.2   The Pricing Problem 

The pricing problem corresponds to the optimization problem with the objective of 
minimizing the so-called reduced cost of the master problem. The reduced cost can be 
written as follows. 

 

The pricing problem includes the two parts of constraints. The first part defines a 
non-simple p-cycle, and identifies the protected on-cycle links and straddling links. The 
second part of the constraints is used for determining a set of working paths protected 
against the associated relay-node failure by the cycle satisfying the first part of the 
constraints. Due to the space limitation, the detailed constraints of the pricing problem 
are omitted. 

4   Experimental results 

Extensive experiments have been carried out on four network instances for evaluation 
and comparison.We compared our proposed design approach (NPC-MUL) with the one 
(NPC-UNI) in [6]. There, non-simple p-cycles are also exploited for full node protec-
tion. The designs NPC-MUL and NPC-UNI were all implemented in C++ and were 
solved by CPLEX 11.0.1 MIP solver. 
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4.1   Data Instances 

The network instances are presented in Table 1. For each instance, the table presents 
network name for reference, the number of nodes, the number of links, average nodal 
degree for approximately representing connectivity. Moreover, the table presents the 
number of demand relations and working capacity usage (the number of wavelength 
channels) for each instance. Each demand relation is routed a priori on the shortest path. 

 

4.2   Numerical Comparisons 

In Fig. 2(a), we present the comparisons of the capacity redundancy of NPCUNI with 
NPC-MUL over four network instances. The capacity redundancy is defined as the 
ratio of the spare capacity cost over the working capacity cost. We can observe clearly 
that NPC-MUL is much more capacity efficient (less capacity redundant) than 
NPC-UNI. The differences of the capacity redundancy range from ∼8% to ∼29%. The 
differences of the redundancy between NPC-UNI and NPC-MUL become larger with 
the increase of the network density. 

Fig. 2(b) shows the average size of the solutions of NPC-UNI versus NPCMUL, 
which are measured as the average number of on-cycle links. For each network, in 
general, the average length of the p-cycles calculated by NPC-MUL is longer than 
NPC-UNI. The larger the p-cycle is, the more likely it is to enable working paths share 
the protection path against a single node failure. Thus, the resulting solutions are more 
capacity efficient. 
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5   Conclusion 

This paper investigates the provision of non-simple p-cycles for node protection in 
WDM mesh networks. The new proposed design method enable a non-simple p-cycle 
to protect multiple simultaneously failed working paths from a node failure as long as 
the associated protection paths are disjoint. We cope with the scalability issue using 
large scale optimization tools, i.e., Column Generation (CG). In contrast with the tra-
ditional non-simple p-cycle designs, our new proposed CG-based method calculates the 
promising set of p-cycle candidates on-line when needed. Extensive experiments have 
been conducted on four network instances. Numerical results show clearly that our 
proposed design method outperforms the existing one in terms of capacity efficiency. 
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Abstract. As is known to us all, the resources of memory detection of the em-
bedded systems are very limited. Taking the Linux-based embedded arm as 
platform, this article puts forward two efficient memory detection technologies 
according to the characteristics of the embedded software. Especially for the 
programs which need specific libraries, the article puts forwards portable mem-
ory detection methods to help program designers to reduce human errors,  
improve programming quality and therefore make better use of the valuable 
embedded memory resource. 

Keywords: memory detection, embedded, arm, Linux. 

1   Summary 

With the development of software and hardware technologies, the embedded systems 
have been widely used in our daily life. More and more people go in for the develop-
ment of the embedded products. As one of the core techniques in the embedded sys-
tems, embedded software has more requirements about reliability and stability, which 
are very important to the embedded memory in the designing process.  

As a result of the wide use of Linux operating system, this article provides some 
memory test methods in connection with the embedded arm platform and some  
practical examples. 

2   Introduction of Memory Problems  

The incorrect use of the memory is one common problem in program developments. 
The mistakes may bring us many unpredictable problems when we are going on code 
debugging, and we may also waste much of our time to deal with the mistakes. Among 
the mistakes, heap corruption and memory leak are the two main ones.  

2.1   MemoryLeak 

Memory leak means that we don't us some memories because the programs fail to be 
released due to our negligence and mistakes. It doesn't mean the physical disappearance 



310 H. Sun and J. Chu 

of memory. It refers to the waste of memory because of the lack of some memory 
control resulting from our design mistakes.  

Memory leak may impair the computer quality because it can reduce the available 
memory. In the worst case, the excessive loss of the available memory may lead the 
whole equipment or part of the equipment to stop work or lead to the application 
breakage.  

2.2   Heap Corruption    

Heap Corruption means when the memory input exceeds the pre-allocated space, it will 
cover the latter period of storage area, which may cause the system to be abnormal. 
There are many unusual phenomena, for example, codes suddenly perform in irrelevant 
area, access exceptionally or provide wrong data in normal operation, and so on.  

2.3   Memory Detection Methods    

With regard to memory leak and heap corruption, there are many memory detection 
tools that can help program designers to find out more memory problems. Therefore we 
can improve our efficiency of product development with time saved. However, the 
embedded memory detection tools are still few at the moment. In connection with the 
codes to be performed on the embedded arm platform, this article provides two relative 
methods, as follows:  

(1) To test the codes independent of a specific library or platform, it’s required to 
compile the codes into the executable file in the PC. First, use the PC memory 
detection tools to detect the codes, and then cross-compile the debugged modes 
into the executable file of the arm platform;  

(2) During the software development, the written programs often rely on manufac-
tures to provide the compiled library files based on a specific platform. In this 
case, we can only use the memory detection technologies which are not related to 
the platform instead of the first method.  

3   Memory Detection Tools based on Linux 

In terms of the first case 2.3, one memory detection tool based on Linux in the PC is just 
enough. The open source software-Valgrind is adopted in this article. 

3.1   Introduction of Valgrind  

Valgrind is a highly modular suite of Linux-based program debugger and parser soft-
ware. It runs on the following platforms: X86/Linux, AMD64/Linux, PPC32/Linux, 
PPC64/Linux, and X86/Darwin (Mac OS X). Valgrind contains a core that provides a 
virtual CPU running the program and a series of tools, which you can use to run your 
program to monitor the memory use of the compiled binaries in its environment, thus 
completing the testing, analysis and other similar tasks.  
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Valgrind has a great function. It can detect most of the relative memory leaks and 
heap corruptions, especially the followings: 

(1) Use of uninitialized memory;  
(2) Reading/writing memory after it has been freed; 
(3) Reading/writing off the end of malloc'd blocks;  
(4) Reading/writing inappropriate areas on the stack; 
(5) Memory leaks -- where pointers to malloc'd blocks are lost forever; 
(6) Mismatched use of malloc/new/new [] vs free/delete/delete []; 
(7) Overlapping src and dst pointers in memcpy () and related functions. 

3.2   Memory Detecting Process of Valgrind 

(1) For more information about Valgrind installation process, see Reference [3].  
(2) To edit files in the computer, as shown in Fig. 1: 
(3) Execute the following command; executable file-valtest can be generated now 

 

(4) Using Valgrind tools for code testing 

 

Then the test results will appear on the screen. You can also add ---log-file  
parameter, and output the test results into the specified file.  

 

Fig. 1. 

3.3   Cautions for Valgrind  

(1) Valgrind supports a number of tools: memcheck, addrcheck, cachegrind, massif, 
helgrind and callgrind, etc. When running Valgrind, you must specify which tools 
to use. For example, use the following parameters:  
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---tool=memcheck: use memcheck to analyze the programs   

Regardless of which tool t use, valgrind will always obtain your control of the 
programs before starting them and read the debugged information from the ex-
ecutable library association .And then run the programs in a virtual CPU provided 
by valgrind. Valgrind will deal with the codes according to the chosen tools which 
can add test codes into the codes and return the codes to Valgrind core as the final 
codes. At last, Valgrind core runs these codes.   

(2) Some compiler optimization options (eg-O2 or higher optimization options) may 
make the wrong uninitialized memcheck reports submitted. Therefore, in order to 
make Valgrind reports more precise, it’s better not to use the optimization  
options.   

(3) If the program is started by the script, modify the code in the boot, or use pa-
rameter option -trace-children=yes to run the script.  

3.4   Description of Valgrind's Porting to Arm Platform 

Valgrind is a powerful tool for memory testing. Unfortunately, Valgrind does not 
currently support arm structure, but there is a brief porting description of the docu-
ments from the source files such as ../docs/internals/porting-to-ARM.txt, which we 
can use for reference.  

The following is a Valgrind-based memory detection method that introduces port-
ing to arm platform. It can be used to detect memory leaks and help improve program 
development efficiency, although it's not as powerful as Valgrind.   

4   Portable Memory Detection 

Memcheck is an open source memory error detection tool. It provides results, logs 
and records and can detect double-free, erroneous free, unfreed memory, over-
flow and underflow and so on. Memwatch is free from platform restrictions, and can 
be ported on different platforms. It is just a set of C codes, without requirement of 
installation, so when compiling the program, just links it. 

4.1   Porting Method of Memcheck  

(1) Download the source file memwatch-2.71.tar.gz  

(2) Use the following command to extract  

 

 
(3) Edit the source file memtest.c which is to be tested in the PC, and copy memwatch.c 

and memwatch.h files from memwatch-2.71 .As shown in Fig 1.  
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(4) Run the following command 

 

 Then the executable file -memtest is generated on the arm platform. 

 

(5) Copy the executable file memtest into the arm development board, and run 
./memtest.  

Then memwatch.log document is generated which can record memory prob-
lems in this process, as shown in Fig. 2:  

 

Fig. 2. 

4.2   Analyze Log Files 

Memwatch.log contains the following parts: 

(1) Test date; 
(2) Information of status collector;    
(3) Use the output function of MemWatch or macro (such as TRACE, etc.); 
(4) The wrong information captured by MemWatch ;  
(5) The whole information about memory use includes four parts: ○1 The number of 

memory allocation; ○2 Maximum memory usage; ○3 The amount of memory  
allocated; ○4 The amount of Memory for the release.   
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4.3   The Operation Instructions of Memcheck   

As memwatch requires no special configuration and installation, it will be able to show 
clearly the location of memory leaks and memory size by the generated logs. So 
memwatch can provide the memory test for all the codes ported to arm platform, but it 
also has some disadvantages: 

(1) It will slow down the speed of the program, especially when it releases the 
memory for a large number of checks; 

(2) It mainly detects the memory leak, but can not detect the heap corruption.     

5   Summary 

Embedded systems resources are relatively limited. The importance of memory  
resources is out of question. How to use the limited memory to the fullest becomes 
programmers' key problem. The memory leak and the heap corruption which tend to be 
different to be detected are the two common problems during memory processing.  

This article discusses the two arm-based embedded memory testing methods, which 
greatly simplify the testing process and identify memory problems, therefore improv-
ing software development efficiency. And because the second method has portable 
quality, it makes the memory test of the codes that are to be ported on the arm platform 
possible. 
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Abstract. In order to get the target model of semi-structured data rapidly, effec-
tively and accurately, by combining the related nature of label path in the paper, 
this paper proposes an algorithm that can extract target model from the OEM 
model of semi-structured data directly. The basic idea of the Algorithm is: Using 
a Depth_First Search to get all of the label path expressions, with the help of the 
nature2 in this paper can reducing the number of path matching, we can generate 
all frequent label path expressions by layer. Finally, with the strategy of deletion 
we can get all of the longest frequent label path expressions effectively. Theo-
retical analysis and Experimental result shows that this algorithm can improve 
the accuracy of target model and reduce the size of candidate sets in pattern ex-
traction. 

Keywords: Semi-structured data, frequent patterns mining, OEM, the longest 
frequent label path. 

1   Introduction 

With the development of the network technology and its maturity, rapid growth of the 
Web data, E-commerce and the application of heterogeneous data integration, there 
generated a lot of semi-structured data. Semi-structured data is a type of 
self-descriptive data between structure-less natural raw data (such as voice, image files) 
and traditional database with strictly structured data [1]. The structure of 
Semi-structured data is hidden, irregular, lack of strict type constraints, and dynamic 
variable. Therefore, lack of a predictable, clear and fixed external schema that is 
separated from data store, which leads to inefficiency in querying, optimizing and 
integration of Web data. Therefore, it was hoped that Web data can be operated effec-
tively by data structures just as conventional database, and we can found the data 
structure and the relationship between data objects of Semi-structured data. So it needs 
a technique to extract the structural pattern from semi-structured data, which is named 
as scheme extraction. In order to extract scheme from semi-structured data, the fore-
most problem is to describe semi-structured data. OEM (Object Exchange Model) 
model which is based on graph is a classic way of describing semi-structured data, and 
it provides a tool and carrier for semi-structured data. 
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2   The Basic Concepts, Definitions and Nature of OEM Model  

The OEM model (which can contain ring) was proposed by professor Papakonstanti-
nou of Stanford University, it has nests and tags, and a main feature of OEM is that it 
is self-describing object exchange model, we need not define in advance the structure 
of an object, and there is no notion of a fixed schema or object class [2], it was de-
signed for the expression of semi-structured data, and it is very useful in integration of 
heterogeneous data sources. The model which consists of object vertices and directed 
edge labels can be viewed as a directed graph. Each vertex represents a data object, 
and the label represents the level of reference between the two vertices. In this paper, 
we adopt OEM example model form literature [3] to illustrate related concepts and 
algorithms. 

2.1   The Relevant Natures of OEM Model 

Nature 1. lp is a frequent label path expression, but if there is a frequent label path 
expression lp1 which contains lp, then the lp is not a maximal frequent label path ex-
pression [5]. 

In order to reduce the number of matching label path expression and improve the 
efficiency of the algorithm, in this paper we propose nature 2.  

Nature 2. In the OEM graph, there is a label path lp= l1,l2,…,ln, if sup(ln)< min_sup( the 

support of ln which is the n-layer label of lp ),then also the support of lp sup(lp) < 

min_sup. 

2.2   Scheme Extraction 

The aim of Scheme extraction is to get the target model of semi-structured data and 
find the relationship among data objects, so we are more interested in label which 
links object and its child objects than the object itself. Simple path expression is cho-
sen over data path dp. This is because the former better reflects the general structure 
of semi-structured data, while the latter node is associated with object node and can 
only reflect the local characteristics of data. A label path expression can describe the 
relationship among data objects, so in order to find communal and complete internal 
structure, Scheme extraction needs to find out the entire longest frequent label path 
expressions (lflp) form semi-structured, the set of all of the longest frequent label path 
expressions in OEM is defined as target model. 

3   Analysis of Related Work 

Literature [4] [5] exist two serious problems: produced a large number of candidate 
sets and needed to scan the database repeatedly.  

Literature [6] used MFRO (Minimal Full Representative Objects) to succinctly ex-
press semi-structured hierarchical data schema. But the schema is too large and ex-
tremely time-consuming. 
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All of the literatures used the pruning strategy which based on Apriori nature- Na-
ture 1.Used Apriori nature to prune in two ways: method 1 saw OEM model diagram 
as a transaction database, it used Apriori nature top-down to prune strategy. Method 2 
generated the longest frequent label path expression from the OEM model directly, if 
the support of label path (lp) is less than min_sup, then it deleted all of the supersets of 
lp. But used the nature of Apriori to prune did not apply to the OEM which its branch 
paths contain the same label. If used method 1 to prune, it leads to count repeatedly. If 
used method 2 to prune, it can not extract the target mode accurately. Therefore, this 
paper presents an algorithm of semi-structured scheme extraction; it can address the 
following issues effectively: 

① How to resolve problem of the impact by branching path effectively? 
② How to select an efficient prune strategy to improve the accuracy of scheme 

extraction? 
③ How to reduce the number of scanning database and the size of candidate 

sets? 

4   Algorithm for Scheme Extraction 

4.1   The Storage Structure of OEM Model 

In order to find out all of the longest frequent label path expressions (lflp) directly by 
using a Depth-first traversal strategy, this paper uses variant adjacency list to store 
OEM model, the structure of head node and arc of adjacency list shown in Figure 1: 

The head node 

The arc        

Fig. 1. The structure of head node and arc 

The head node, OID is the object identity (object-id); label is a label which points to 
OID; height is the height-storey of OID; Visited is a mark of visit; first-arc is a pointer 
which points to the first arc form vertex OID. The arc, OID is the object-id of vertex 
which leads from this arc; next-arc is a pointer which points to the next arc.  

4.2   The Thread of Scheme Extraction Algorithm 

Because the hierarchy of OEM model, so we use a Depth-first traversal strategy since 
the root node from short to long to get all the label path expressions serially, then ac-
cording to the min_sup which was set by the user and using the Nature 2 to reduce the 
number of path matching, then deleting all non-frequent label path expressions. Finally, 
using the Nature1 to judge whether label path lp is a subset of other label paths and get 
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all the longest frequent label path expressions. The specific thread of Scheme extraction 
algorithm as follows: 
 

① Using a Depth-first traversal strategy to traversal OEM model and deal with 
loop path, marking the height of each node from top to down by the layer, 
the root node as the first layer, Obtaining all the label path expressions from 
the root node to each layer. lphi is a label path expression of layer (h) 
(1<h≤n, i≥1), n is the height of OEM model which through loop handle. The 
approach to deal with loop is: in the process of traversal OEM model, if an 
object node V points to the next object node Vi which has been traversed, so 
the object node Vi is not necessary to traverse again, continue to traverse the 
next object node Vj which leads from object node V. 

② Firstly, using Nature 2 to match label path expressions, if the support of the 
last label path labelhi of lphi is less than min_sup (sup (labelhi) <min_sup), 
then delete the label path expression lphi, else continue to match until com-
pletion of all of the label path expressions. Then count the number (count) of 
the label path expression lphi appears in the same layer, according to the 
min_sup, if count ≥ min_sup, so the support of lphi sup (lphi) ≥ min_sup, 
then save the label path expression lphi, else delete it, at last get all of the 
frequent label path expressions. 

③ According to the Nature1, if the label path expression lp is a subset of an-
other label path expression lp1, then delete the label path expression lp, fi-
nally, we get all of the longest frequent label path expressions. 

This algorithm can use a Depth-first traversal to get all of the unique label 
path expressions by layer, so each label path expression was counted only 
once, it can avoid to repeat the count of the public path of label path expres-
sion effectively, after that it only needs to operate on the label path expres-
sion, so it can solve the problem of the branch path on the impact of support 
effectively; Because the algorithm did not use Apriori nature to prune, it also 
avoids when OEM's branch paths contain the same label on the impact of 
accuracy of target model, so that it can improve the accuracy of target 
model; At the same time used Nature 2 can reduce the number of the label 
path expression matching, it can improve the efficiency of the algorithm.  

5   Experimental Results and Analysis 

The algorithm was used in the OEM model [3]; it could get the corresponding model by 
setting different min_sup. The algorithm in this paper can compensate for the shortage; 
it can improve the accuracy of the target model.  

In order to evaluate the performance of the algorithm, the experiment environment 
used in this paper is: Intel (R) Core (TM) 2 CPU, memory 1.00GB, Windows XP, the 
algorithm used C# to implement. Experimental data sets were taken from the Chinese 
Movie Database (www.dianying.com). Under the same experiment environment, each 
method was implemented 10 times independently, taken the average time of 10  
experiments to compare as shown in Table 1:  



 An Algorithm of Semi-structured Data Scheme Extraction based on OEM Model 319 

Table 1. Execution time comparison between algorithms 

min_sup        time Literature[5] SHDP-mine Algorithm Algorithm in this paper

1 4317s 3551s 2476s

500 2325s 1877s 839s 

1000 1472s 993s 174s 
ï

6   Conclusions 

In this paper, the algorithm used a Depth-first traversal strategy to get all frequent label 
path expressions; finally, it used Nature 1 to obtain all of the longest frequent label path 
expressions. It solves the branch path on the impact of support effectively; it avoids 
using the Apriori nature to prune on the impact of target pattern; thus it improves the 
accuracy of the target model, meanwhile reducing the size of candidates and improving 
the efficiency of the algorithm. 
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Abstract. KNN algorithm which is one of the best methods of text classifying in 
the vector space model (VSM) is a simple, example based and none-parameter 
method. But in the KNN algorithm, the fixed K value ignores the influence of the 
category and the document number of training text. So, selecting the correct K 
value can achieve better classification results. This paper proposes a kind of 
dynamic obtain k-valued for KNN classification algorithm, experimental results 
show that the dynamic obtain k-valued KNN classification algorithm with high 
performance. 

Keywords: KNN classification algorithm, k-valued, dynamic obtain. 

1   Instruction 

KNN classification algorithm is widely used in the field of machine learning and data 
mining, and has been proved to be one of the best text classification methods under 
vector space model (VSM) [1]. However, KNN algorithm has inherent disadvantages 
[2]: (1) When the training sample set is too large or too many feature items, the algo-
rithm's complexity of time and space is high, its time complexity is O (n*m) (n is the 
characteristic dimension, m is the sample set size), leading to the efficiency of KNN 
algorithm will be decreased; (2) There is not a strong basis for the selection of the value 
of K, when the value of K is small, the neighbors’ interference is small, but following 
low accuracy; when the K value is large, the method has good accuracy, but the  
interference of neighbor is very large. 

For the lacking of KNN classification algorithm, domestic and foreign scholars put 
forwards some improves, which can be divided into three categories: (1)Sample cut-
ting;(2)Reducing the dimension of high-dimensional vectors, such as the method based 
on Latent Semantic Analysis (LSA) [3], the method based on feature vector  
polymerization [4]; (3)Improving the feature selection method. 

In the KNN classification algorithm, many experimenters use a fixed K value. This 
value is an empirical value, which is the result of a large number of experiments and has 
no reliable theoretical basis. If the K value is too large, the text tends to belong to the 
class which contains more texts, classification performance is poor; If K value is too 
small, text has too few neighbors, this will reduce the classification accuracy. Almost 
all of the calculations have taken place in the classification stage, and the classification 
results depend on the K value. Therefore, how to select appropriate K values is critical 
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to improve the performance of KNN classification algorithm and it will be a research 
focus in the field of data mining. Then this paper proposes a kind of dynamic obtain 
k-valued for KNN classification algorithm. 

2   Classical KNN Classification Algorithm 

KNN classification algorithm is based on the examples and the parameters of text 
classification method, which is a relatively mature theory of simple machines for 
learning algorithm [5]. The method has simple idea: According to the traditional vector 
space model, the content of the text is formalized as the weighted feature vector in 
feature space, as D=D(T0, W0; T1, W1; ...; Tn, Wn),the various dimensions of the various 
features used to corresponding to characterize properties of the document. Calculate the 
similarity that between the test text vector and the training set vector, then by sorting 
the similarity to select the K most similar to the test text. Accumulate the same type of 
text similarity; the test text belongs to that obtaining the maximum similarity. The 
algorithm steps are:  

(1). Using the collection of features items to descript the training text vectors. 
(2). Upon the test text’s arrival, using the word segmentation to process the test text, 

determining its vector representation. 
(3). Calculate the similarity between the test text vector and the training set vector, the 

formula as follows: 
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Where, di is the text feature vector under test, dj is the text feature vector for the j     
type, aik, ajk for the K-dimensional vector corresponding to the first.  

(4). According to the similarity of text, select the K most similar to the test text.  
Calculate the weight of each class according to the following formula: 

( ) ( ) ( )xjjix CdyddsimCi ,,,P ∑=  

Where, ( )xj Cdy ,  is class attribute function, if dj belongs to class Cx, the function 

value is 1, otherwise the function values is 0. 
(5). Comparison of the various weights, the test text was assigned to the class that has 

the maximum weight. 

3   The Selection of K Value 

The selection of K value has relationship with the class of texts and the number of texts 
in every class. Taking different categories with the different number of texts into  
account, this paper proposes a dynamic obtain K value. 

Suppose the class of training text is N, the total number of the text is M. Each class 
contains different number of text. We use this training set to classify the test text X and 
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still use the Euclidean distance between the two calculation methods to calculate the 
similarity between X and other training texts. 
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Where, dx is the text feature vector for X, di is the text feature vector for the i type, axk, aik 
for the K-dimensional vector corresponding to the first. S is the number of dimension. 

Taking different categories with the different number of texts into account, the paper 
proposes using the number of various types of training set and the average similarity to 
fix the selection of K value. Can avoid large different numbers of training texts leads to 
the results of classification for test text tend to the class which has the larger number of 
training texts. 

 We use formula (1) to calculate the similarity between X and other training texts. 
After the similarity calculation with one class, we use the number of the training texts to 
fix the total value of similarity. The formula as follows: 
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Where, j is the type of training set, n is number of training texts for j types, M  is the 
total number of the text. In formula (2), the class containing a larger number of training 
text, the value of n / M is larger, and the value of is smaller. Using (1-n/M) to fix the j 
type’s similarity values, can eliminate the classification results are not accurate because 
of the number of training text is too large or too small. 

From the formula (2), we can get the amendment similarity of the various types of 
training text. Then cumulate the amendment similarity, we can get an average of SIM 
(avg), as shown in formula (3), where N is the class of training text. 

∑
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N

jN 1

Sim(j)
1

SIM(avg)                              (3) 

To SIM(avg) as a standard, we can divided the similarity which between X and other 
training texts   into two parts. One sim is greater than SIM(avg), the other part’s sim is 
less than SIM(avg). We reserve part which has larger values. We calculate the number 
of texts in this part, and then assigned the value of this number to K. Therefore, we 
obtain the dynamic K value. 

4   Experimental Results and Analysis 

4.1   Experimental Data 

This experimental data is provided by Tan Songbo who is the doctor form CAS  
Institute of Computing. This corpus is divided into two layers, the first layer of 12 
categories, and the second layer of 60 categories which collects 14,150 documents. We 
select 8 categories of document data which from the first player to test. There are 1647 
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documents, including finance, geography, computers, property, education, automobile, 
health, entertainment. The training set has 896 documents and the test set has 751 
documents (Table 1). 

Table 1. Experimental data 

Category The training set The test set 

Finance 120 95 

Geography 80 70 

Computers 130 110 

Property 95 80 

Education 125 90 

Automobile 100 93 

Health 156 138 

Entertainment 90 75 

4.2   Experimental Results 

This paper uses two kind of KNN classification algorithm to classify the selected 
documents, one is the fixed K value KNN classification algorithm, the other is the 
dynamic obtain K value KNN classification algorithm. For the first method, we assign 
8, 20 to K, because the large number of experiments show that assign 8 or 20 to K, the 
classification can get better accuracy. 

Internationally accepted the basis of the evaluation for the classification results are 
the recall (R), precision (P) and the value of F1 [6]. 

 

Fig. 2.  
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Fig.2 shows the comparison of F1, which from two kinds of KNN classification 
algorithm, and one of the K value is 8 or 20, and the other’s k value is obtained by a 
dynamic method. From the line chart, in the KNN classification algorithm, the F1 value 
of the dynamic K value is higher than that of the fixed K value. From table1, we know 
that, the geography’s number of training set and test set is about twice more than that of 
health category .As shown in chart4.3, when K=8 or k=20, the F1 values of the two 
categories are varied. For geography category, when k=8 there is better classification 
results, but for health category, it will get better classification results when 
k=20.However, the dynamic obtain k value algorithm can get the best classification 
results. For property category and education category, there is little difference in their 
numbers of training set and test set. Using the fixed K value algorithm, the F1 values of 
the two categories are varied, too and the dynamic obtain k value algorithm can get the 
better classification results. Therefore, we conclude that the dynamic K value for the 
classification algorithm can effectively avoid the impact of the size of the training text 
set and the test text set and has high classification efficiency. 

5   Conclusion 

Based on the analysis and studying classical KNN classification algorithm, this paper 
proposes a kind of dynamic obtain k value for KNN classification algorithm. In this 
new method, after the similarity calculation with one class, we use the number of the 
training texts to fix the total value of similarity, then cumulative the amendment simi-
larity of each class; we can get an average of SIM (avg). We assign the number of the 
text whose value of similarity is larger than the SIM (avg) to K. Experimental results 
show that the dynamic obtain k-valued KNN classification algorithm can effectively 
avoid the impact of the size of the training text set and the test text set and can get high 
classification efficiency.  
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Abstract. In recent years, with the increase of intensity of coal mining, a great 
number of major accidents happen frequently, the reason mostly due to human 
factors, but human's unsafely behavior are affected by insecurity mental control. 
In order to reduce accidents, and to improve safety management, with the help 
of application security psychology, we analyse the cause of insecurity psycho-
logical factors from human perception, from personality development, from 
motivation incentive, from reward and punishment mechanism, and from secu-
rity aspects of mental training , and put forward countermeasures to promote 
coal mine safety production,and to provide information for coal mining to im-
prove the level of safety management. 

Keywords: Safety Psychology, safety management, perception, personality de-
velopment, motivation incentives, incentive mechanism, Security psychological 
training. 

1   Introduction 

Modern coal mine safety management is an important part of enterprise management 
that reflects the level of overall quality of coal mine. Mine safety not only depend on 
human's behavior but also depends on physical security the security environment, and 
human's security behavior relates to psychology closely.Safety management is mainly 
to people, to equipment and to mine protection management of the natural environ-
ment , and people management is the most important.  

Safety Psychology is a subject that research on handling the relationships between 
"man - machine - environment" correctly in security organization.with the application 
of management in coal mine safety system,it directly reflects the main features of 
project management: advanced prevention. In accordance with the laws of human 
psychology and objective laws of development of safety precautions, the introduction 
and application of psychology means to provide better services for the mine safety 
management, on this basis, to establish a new security management system. Coal 
mine production safety in coal mine refers to legitimate security configuration be-
tween "man, machine and environment" in the cycle of operation, in order to achieve 
human security act, ultimately achieve the production of safe state. Because people 
are the core of the operation of safety factors. Security Management focus on research 
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and control the people with great degrees of freedom during production activities, 
which is the basic premise of safety production. Coal mine accidents, in addition to 
environmental and underground equipment and other factors, mainly man-made acci-
dents and duty accidents, to avoid man-made accidents, we must use the principles of 
safety engineering psychology, to develop and to improve mine workers self-control 
standard operation quality to reduce errors gradually, thereby reducing the unsafety 
acts of people to avoid accidents. 

2   Perception Used in Safety Production 

Percertion plays an important role on the aspect of safe protection.Because the aware-
ness level of the attributes on objective things has a direct impact and restrict. on w 
human behavior.Miners work underground, how to work efficiently and safety, of 
course is a special cognitive processes, primarily through a series of perception on 
complex objects and special environment underground, and to reach adaptation and 
coordination on human and character, production and and security. Only clear and 
objective perception on the environment underground lays foundation on eliminating 
hidden dangers. Meanwhile, only the miners perceived the hidden dangers can ensure 
safe production. Accordance the miners should follow the laws of perception to  
understand and observe underground environment, specifically as follows. 

2.1   Useing the Strength to Increase Irritation 

Things to be perceived can achieve a clear perception must have a certain strength. In 
general, a strong stimulus can be perceived easily, while the weak stimulation are 
easily overlooked. During mine safety management, we should adapt to the use of 
sensitive features on the strength of perception, building more safety signs, and en-
gaging in some relative strength, such as static and dynamic, white and black, etc., 
and to suggest the miners to pay attention to enhance the perceived effect.We should 
take full advantage of reflecting the perception of the strength of law, to improve and 
perfect the mine safety signs, in order to improve the safety vigilance of miners 
furtherly in the process of management. 

2.2   Useing Contrast to Enhance a Sense Impression 

In order to enhance attention of staff on the safety, it is important to usecontrast on 
different things consciously to enhance people's perception impression in the man-
agement Such as comparison of different colors, different shapes, different voices, 
different environments, etc., these can enhance the security perceived impression of 
the staff ,and to enhance the ability to observe the security risks. ntribution, with 
numbers enclosed in parentheses and set on the right margin.  

2.3   Useing Synergies to Enhance the Effective sense 

In the course of safety education, we should apply principles of synergy, mobilizating 
of the senses, to participate in awareness campaign, and to a more effective level on 
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people's perception. Psychological research shows that thing that you listened can 
only be remembered 15%, and you saw can be remember 25%. Therefore, safety 
education should be engaged in various forms, not only the ears listening,the eyes 
seeing,but also the hands reaching. Particularly, the operation of new equipment and 
new technologies should be jioned in conduct test operations and pre-job training. 

3   Safe Behavior in Personality Development 

(1). According to the different character of the miners to allocate work.Personality 
can be divided into inward and outward, lazy stagnation and aggressive 
type,calm and impatient type from different angles Weak strong sense of respon-
sibility and accountability, etc. Useing scientific management to establish a 
management mechanism through analysis of the character of each miner, accord-
ing different personalities of operators, to transfer a favorable safety positions. 
For example, a man who have a strong sense of responsibility can be under-
ground gas inspectors,and blasters need a man who is calm. 

(2). We should choose different management methods in the coal mine safety man-
agement according to different character of the miners.From the technical point 
of view of science, it is not the same in dealing with the relationship between se-
curity and miners,as the character of miners are different.After careful analysis-
ing according to different objects, use different management methods with their 
different personalities.So the positive role of personality can be played effec-
tively, and to ensure workplace safety. For example, underground coal mine 
should establish safety mental effective configuration management system, re-
searching and analysising on psychological law and changes on esch min-
ers,timely adjusting the work position in order to reduce the probability of the 
potential emergence.  

(3). Setting a reasonable team members according to the miners personalities. for the 
coal mining enterprises, each team is the most basic safety production units un-
derground, the stability of their work is directly related to the whole security 
situation. In our security management process, setting a reasonable team  
members is a very important part.Miners with the same character, interests and 
hobbies should be dived into one team.So that the team work strong complemen-
tarity,and there is more mutual aid, and also fully team spirit,so they are easily to 
reduce operational errors and  to achieve the purpose of safety production. 

4   Safety Incentive Motivation Behavior 

Security motive is an internal motivation to promote the safety of miners produced.It 
promote staff to focus on security, security energy concentration achieveing a high 
degree, and making a directional force. Whether the employee safety motivation suits 
for safety production requirements or not, can they really put safety first as the pro-
duction needs,can they correctly handle the contradiction between safety and produc-
tion, all depend on their employees insisting on the implementation safety system 
make in the production of every aspect of operation. By predicting the motivation to 
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improve miners miners safety motivated behavior, mainly in the following two ways, 
from the perspective of coal mine safety management.   

(1). Strengthen the goals of the appeal. We can carry out the "Hundred Days safety 
rectification", "no accident Season," "Safety Month" activities in practice. Dif-
ferent types of work proposed by different objectives and requirements, such as 
types of machinery carring out "1,000 days of safe operation" ,while individuals 
carring out"security model", "Top Ten security experts" and "safe Hongqi Shou" 
and so on. The objectives to be implemened must be strengthened, so the staff 
can be actived, so that they can produce positive, strong reactions and feelings.  

(2). External pressure increased security motivation. Carring out the "Safe Home", 
"security assistance and education" activities, and the family of the miners 
should "knocked the safety bell, the wind blowing security", "provide hope of 
security," and so on, the safety of miners have some form of motivation  
effect. 

5   Incentive Mechanism and the Relationship between Coal Mine 
Safety Management 

American psychologist Skinner believes that people will influence future behavior. 
though learning the results of past actions and behavior.When the behavior results in 
his favor, they will tend to repeat it.while,if the behavior results against him, that act 
would tend to be weaken or disappear. This situation is called " reinforcement " in 
psychology.And " positive reinforcement " is to further strengthen there actions by 
giving grant reward for individual behavior. Positive reinforcement methods include 
bonuses, recognition of achievement, recognition, improved working conditions, 
promotion, arrangements challenging work, given the opportunities to learn and grow. 
Negative reinforcement is to punish the behavior that who do not meet the organiza-
tional goals,in order to weaken until the disappearance of these acts. Negative rein-
forcement methods include criticism, discipline, demotion, and sometimes no reward 
or lessen reward is  also a negative reinforcement. 

Negative reinforcement is a basic means of coal mine safety management, it can 
promptly correct the unsafety behavior of miners and ensure an effectiveand safety 
organizations operation.But,if it is taken inappropriately, not only can not mobilize 
the enthusiasm and creativity of the miners, but also will seriously dampen the enthu-
siasm of employees,and will affect the communication between security managers 
and employees, or even appearing some extreme behavior. Therefore, the application 
of negative reinforcement should be scientific, and insisting on the principle of comb-
ing positive reinforcement with negative reinforcement. 

(1). Security wages.That is, and to quantitative evaluation indexes safe behavior, and 
its positive,and to carry on positive and negative reinforce on the material 
through evaluating personal accident, significant rectification of non-physical 
risks, safety inspection and other indicators monthly. 

(2). Security risk mortgage payment. Namely it is to take a certain proportion 
monthly mortgage from each independent system units and relevant leaders re-
spectively. That is,who conform to the examination conditions will reach the 
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guaranty amount as monthly mortgage for reward, while,fail to meet the appro-
priate assessment criteria required deposit should be deducted.  

(3). Security fine.Mainly the responsible person should be fined related to the ratio 
of the basis of "three violations" level and "three violations"  

(4). Safety bonus points. That is to arouse area teams and management cadres the 
initiative on catching security production,by integral evaluation and point plan 
prize in order to give positive incentives area teams and management cad-
res,which will enable them to directly calculate the amount of money received.  

In the implementation of strengthen theory measures we also should adhere to 
the principle of fairness, adhere to the combination of punishment and human 
concern. 

6   Conclusion 

In the process of coal production, people's mental affect by human perception, per-
sonality development, motivation, incentive, reward and punishment mechanism, it 
plays a vital role impact on coal mine safety management. Psychology is an important 
theoretical basis for safety production.For a person's mental activity is based on its 
external behavior and the driving force within,behavior is manifested in his internal 
mental activity, dominated by the internal psychological. so people’s behave must 
have psychological causes. If abnormal psychology, behavior will go wrong, can lead 
to accidents. Therefore, researching on the rule of mental activity and external factors 
ompacting on workers psychological, strengthen the security psychological guidance 
of employees, and to identify positive and effective response measures, is important 
to ensure safety production in coal mines.  
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Abstract. The application of the Peng-Robinson equations of state (PR EOS) 
using Matlab and Mathematic has already been demonstrated. In this paper, 
using Mathematic to solve Soave-Redlich-Kwong (SRK) EOS, as well as the 
estimation of pure component properties, plotting of vapor-liquid equilibrium 
(VLE) diagram and calculation of chemical equilibrium, is presented. First the 
SRK EOS is used to predict several pure-component properties, such as liquid 
and gas molar volumes for isobutane. The vapor-liquid isobaric diagram is then 
plotted for a binary mixture composed of n-pentane and n-hexane under the 
pressures of 2*10^5 and 8*10^5 Pa respectively. 

Keywords: Applied Thermodynamics, Soave-Redlich-Kwong Equations of 
State, Mathematic. 

1   Introduction 

The Soave-Redlich-Kwong EOS has become the most popular equation of state for 
natural gas systems in the petroleum industry. SRK EOS conserves the temperature 
dependency of the attractive term and the acentric factor of SRK EOS. SRK EOS has 
a better performance near critical point than SRK EOS, thus is suitable for calculating 
temperature, pressure, compressibility factor and density of liquid. Parameters of the 
EOS are defined in terms of the critical properties and the acentric factor. Coeffi-
cients “a” and “b” of the equation are functions of the critical properties by imposing 
the criticality conditions.  

Mathematic is one of the industry-standard mathematics-based technical calcula-
tion tools for professionals, educators and college students worldwide. Mathematic 
helps engineers design and document engineering calculations simultaneously with 
comprehensive applied math functionality and dynamic, unit-aware calculations. 
And it provides excellent coverage of numerical methods while simultaneously 
demonstrating the general applicability of Mathematic to problem solving. 
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2   Estimation of Pure Component Properties 

The Soave-Redlich-Kwong equation of state [1-3] is  
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Fig.1. shows isotherms (of the P/V relationship) for isobutane at temperatures ranging 
from 273.15K to 313.15K. Isobutane’s critical temperature and pressure and acentric 
factor [3] are shown as follows: 

Pc=3.468*10^6, Tc=408.1, ω=0.176 

 

Fig. 1. Isotherms for isobutane with spacing of 10 K 

In Fig.2, we can read the vapor pressure as well as the liquid and gas molar volumes 
at different temperatures using the tracking options from context menu of Mathematic. 
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To get the properties of isobutene, we assumed that the two shaded areas in the picture 
are equal.  

The reason for the equality is that the area in the P-V diagram corresponds to me-
chanical work, and the change of free energy, ΔA(T,V), is equal to that work. As a state 
function, the change of free energy A(T,V) is independent of the paths [1]. Thus, the 
work from point A to point B on the horizontal line drawn by Maxwell and work by the 
isotherm obtained from SRK EOS are equal. The flat line portion of the isotherm now 
corresponds to liquid-vapor equilibrium. The point A (0.000129577, 1.654e+006) 
represents liquid phase state parameters, while the point B (0.001264, 1.6611e+006) 
represents vapor phase state parameters. 

     

Fig.2. Isotherm at 363.15K (two areas   Fig. 3. Vapor pressure versus temper- 
are equal)                                                                ature for propane 

Fig.3. shows the relation between the vapor‘s pressure and temperature. The curve 
agree with the results calculated by the modified Antoine equation from HYSYS 3.2, a 
major process simulator by Aspen Technology, which is 

3
5 23.4905510

exp(53.3785 6.10875ln( ) 1.11869*10 )*1000satP T T
T

−= − − + . (7) 

3   Vapor-Liquid Equilibrium Diagram for Binary Mixtures 

In this part, the vapor-liquid isobaric equilibrium diagram for the binary mixture 
composed of n-pentane and n-hexane is plotted using the SRK EOS. In this case, 
K-values are functions of pressure, temperature, and composition. Therefore, the pro-
gramming function in Mathematic is employed to solve the problem. The program 
scheme for calculating vapor-liquid equilibrium of binary mixture [3, 4] involves two 
loops, with the inner loop for y and the outer for T. The mole fraction of vapor is de-
termined by the following equilibrium relation:  
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 1  2i i iy K x where i or= ⋅ = . 
(8) 

Where Ki is the equilibrium constant. 
The SRK EOS can be written in cubic equation form by using the mixing and 

combining rules. The compressibility factor, Z, is a solution of the following cubic 
equation for a multi-component mixture. 
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For each component, the reduced pressure and temperature are defined by 

, ,/r i c iP P P= and , ,/r i c iT T T= , and ai is given by an equation similar to Eq.(2) for 

the pure component case. The binary interaction parameter, kij, is assumed to be zero. 

The equilibrium constants are obtained using the φ-φ method as follows, 
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A similar expression is obtained for the liquid phase fugacity coefficient, ,l iφ , by  
replacing the gas phase compressibility factor, Zv with its liquid phase counterpart,  
Zl. These two compressibility factors are the largest and smallest roots of Eq. (9),  
respectively. 

Fig. 4 and 5 are obtained at pressures of 2*10^5 and 8*10^5 Pa. These results agree 
with those given by ASPEN. These two figures show that the binary mixture is ideal at 
low pressure since both n-hexane and n-pentane are non-polar molecules.  
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Fig. 4. Isobaric VLE diagram for n-pentane         Fig. 5. Isobaric VLE diagram for n-pen-
/nhexane mixture at 2*10^5pa        tane/n-hexane mixture at 8*10^5pa 

4   Conclusion 

The advantages of the numerical and graphical capabilities of Mathematic have been 
shown in this paper. “Given-find” function and programming in Mathematic are ap-
plied to solve problems. When the initial data, such as critical pressure and temperature 
and acentric factor is given, the results agree with the experimental data. Like Matlab 
and Mathmatic, Mathematic can also be successfully used in applications of SRK EOS. 
It can simplify the procedure and solve it in a clean, expressive, readable way. 
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Abstract. Taking a C3 distillation column as the base case, possible configura-
tions for Thermally Integrated Distillation Columns (TIDC) are proposed and 
compared to a conventional column and a column with a vapor recompression 
system (VRC). Thermal efficiency of the TIDC appears to be strongly sensitive 
to column configuration and a highly efficient asymmetrical configuration with 
stripping section stages thermally interconnected with the same number of stages 
in the upper part of the rectifying section emerges as the most promising option. 
The relationships among pressure ratio of rectifying section to stripping section 
and energy consumption were also discussed. 

Keywords: Thermal Efficiency, Configuration, Thermally Integrated Distilla-
tion Column. 

1   Introduction 

Distillation column, the workhorse of process industries is notorious for the ineffi-
ciency with respect to energy consumption. A possibility for a breakthrough in this 
direction is the adoption of the internally heat integrated distillation column concept 
known as TIDC[1-2], a well-known but due to complexity never implemented column 
configuration.  

Fig. 1 illustrates schematically the operating principles of a conventional column 
(CC), a column with the direct vapor recompression system (VRC) and a TIDC. In case 
of a TIDC, the rectifying section operated at elevated pressure/temperature fulfils the 
role of a reboiler. Namely, the heat released during continuous condensation along the 
rectifying section is used to effect a roughly the same amount of progressive evapora-
tion of liquid to maintain continuously increasing vapor traffic along the stripping 
section. 

A potential problem with practical implementation of TIDC is the fact that an ideal 
TIDC inherently requires symmetrical distribution of stages, i.e. equal number of 
stages in both sections. Namely, this is conflicting with optimum feed position. So the 
main conceptual design question is how to arrange a TIDC with different number of 
stages in rectifying and stripping sections. Possible configurations, compared in this 
study are shown in Fig. 2. 
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Fig. 1. Schematic illustration of the operating principle of a conventional column, a column with 
the direct vapor recompression (VRC) and a TIDC 
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Fig. 2. Other possible configurations of the TIDC, in addition to that (TIDC_middle)  
shown in Figure 1 

TIDC_middle, shown in Fig. 1 is the fully symmetrical configuration configuration 
as known from the literature[1-2]. TIDC_optimum middle is the modification of 
TIDC_middle where the feed is introduced on the stage. TIDC_upper and TIDC_lower 
represent two extreme asymmetric configurations, with the stripping section stages 
connected with the same number of stages in the rectifying section in the respectively 
upper and lower part of the rectifying section. Finally, TIDC_all can be arranged to 
have equal length of the sections, simply by adapting the stripping section tray spacing 
accordingly. 
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The objective of the current work is to present the results of a thermal analysis study 
indicating a strikingly strong effect of TIDC configuration on the exergy consumption 
of a hypothetical PP-splitter. 

2   Base Case Configurations 

Table1. summarizes operating conditions of seven PP-splitter configurations compared 
in this study. The thermal analysis of the PP-splitter configurations evaluated in this 
study was carried out using ASPEN Plus facilities. 

The conventional distillation column uses the heat added into the reboiler as the 
separating agent. In case of both the VRC and TIDC, the only energy supplied from 
outside is the electrical energy used to drive the compressor. To account properly for 
the difference in the qualities of thermal and electric energies the exergy analysis was 
adopted employing the following relation: 
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−=
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T
QEx

B
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where ExR is the exergy of reboiler [kW], QR is the reboiler duty [kW], T0 is ambient 
temperature [K], TB is bottoms temperature [K], and ∆T is the temperature difference in 
the reboiler [K]. 

Table 1. Operating conditions of the TIDC 

Configurations CC VRC TIDC_middle TIDC_opt. 

middle

TIDC_upper

TIDC_lower

TIDC_all

No. of stages
Rectifying section 138 140 91 91 138

Stripping section 44 42 91 91 44

Feed stage 139 141 92 125 139

Top rectifying pressure, PR/10-1MPa 18.34 9.15 18.34 18.34 1.834

Top stripping pressure, PS/10-1MPa 13, 15 13, 15 1.3, 1.5

Pressure drop per stage/ 10-3MPa 8 8 8 8 0.008

Feed flow rate/(kmol/s) 100 100 100 100 100

Feed mole fraction
(Propylene) 0.5 0.5 0.5 0.5 0.5

(Propane) 0.5 0.5 0.5 0.5 0.5

Feed thermal condition q 1 1 1 1 1

Top propylene mole fraction 0.995 0.995 0.995 0.995 0.995

Bottom propylene mole fraction 0.04 0.04 0.04 0.04 0.04
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3   Results and Discussion 

Fig. 3 shows the energy and exergy consumptions of the VRC (column with vapor 
recompression system) and the TIDC relative to that of the conventional column. As 
expected a VCR enables a huge energy saving with respect to conventional column and 
the asymmetric TIDC with upper part of rectification section coupled thermally to the 
striping section seems to be the best configuration in this respect. As expected, each of 
TIDC configurations with lower compression ratio (TIDC(15), PR/PS = 1.2) consumes 
less energy/exergy than its counterpart operating at the higher compression ratio 
(TIDC(13), PR/PS = 1.4). Striking is the extent of bad performance of the TIDC with 
the bottom part of the rectification section coupled to the stripping section 
(TIDC_lower). The relative exergy consumption plot shown in Fig. 3 indicates that the 
exergy efficiency of this configuration is more than factor two worse than that of the 
conventional column. An explanation for the difference in the performance of five 
TIDC configurations, particularly the extreme one, is suggested in Fig. 4 which shows 
vapor flow rate profiles for each configuration, with stage number increasing from the 
top to the bottom of the column. Namely, in addition to the compression ratio, which is 
equal for all TIDC configurations, the compressor duty depends also on the mass flow 
rate of the vapor. As indicated in Fig. 4 the latter one varies considerably, in one case 
extremely, depending on the configuration. It should be noted that the vapor flow rate 
in a TIDC increases from say zero at the bottom of stripping section to the maximum at 
the top of the stripping section. The vapor flow that enters the rectification section starts 
to decrease continuously while ascending through the rectification section reaching the 
minimum rate at the top, which is equivalent to that of the distillate product.  

   

Fig. 3. Relative energy (left) and exergy (right) consumption compared to the conventional 
column (TIDC with bottom section pressure of respectively 13*10-1MPa and 15*10-1MPa) 

The peaks of vapor rate curves shown in Fig. 4 indicate the compressor load asso-
ciated with TIDC configurations considered here. It can be seen that the vapor flows 
through compressors of TIDC(13)_upper, TIDC(13)_optimum middle, TIDC(13)_all, 
TIDC(13)_middle and TIDC(13)_lower are 1.7, 2.4, 2.4, 3.1 and 7.5 times of that of the 
VRC, respectively. Therefore it is not surprising that in some cases a TIDC consumes 
more energy/exergy than the VRC.  



 Research on Configurations of Thermally Integrated Distillation Column(TIDC) 339 

 

An inspection of the propylene composition profile along the column for two 
asymmetric TIDC’s and the conventional column shown in Fig. 5 indicates that in case 
of TIDC(13)_lower the separation effort is concentrated in the thermally coupled part 
of the column. In fact, this part of the column operates with a rather low number of 
theoretical stages, which must be compensated by correspondingly increased internal 
reflux ratio (roughly 75!). This is needed to compensate effectively for highly ineffi-
cient performance of the upper. As shown in Fig. 4, the vapor flow in the normally 
operating lower part of the rectification section is somewhat larger indicating corre-
spondingly larger internal reflux (around 24.5). As indicated in Fig. 5, this leads to 
somewhat enhanced separation performance in this part of the column, which com-
pensates certain loss in the thermally coupled part of the column.  

 

  

Fig. 4. Comparison of vapor flow profiles for
the high compression ratio TIDC in vapor along
the column 

      Fig. 5. Comparison of propylene fraction 

4   Conclusions 

The performance of a TIDC with different number of stages in rectifying and stripping 
section depends strongly on the configuration chosen. For the PP-splitter, the best 
option appeared to be a configuration with stripping section stages thermally inter-
connected with a corresponding number of stages in the upper part of the rectifying 
section, with the lower part of rectification section operating as a normal column. With 
this configuration it appears possible to reduce the energy consumption associated with 
a heat-pump distillation column by nearly 25~40%. 
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Abstract. This paper mainly compares two methods thermal aging and VSR for 
structural parts of the hydraulic support. VSR using the spectrum harmonic vi-
bration aging technology has the same effect in the elimination of stress with 
thermal aging, and is superior to thermal aging in stabling dimensional accuracy 
and increasing payload capacity of the works. 

Keywords: support, structural parts, Vibratory Stress Relief, thermal aging. 

1   Introduction 

With the increasing amount of mine output, hydraulic support requires a higher qual-
ity of working resistance and reliability on the coalface. It is imperative that the struc-
tural parts of hydraulic support needs high strength steel products with 550Mpa, 690 
MPa and 890 MPa tensile strength. On the assumption of strength proof, we can re-
duce the weight of hydraulic support, and save the cost. However, high strength steel 
plates are weak in notch sensitivity, and weldment always causes rupture, snap and 
low fatigue strength in use. Aging treatment after high strength steel plates welding 
makes the key point in increasing using reliability and working life of hydraulic sup-
port[1]. So it is much more important to choose suitable high strength steel plate and 
welding technology in support design to ensure the support strength. Welding is the 
key technology in hydraulic support production in fully-mechanized coal face. The 
character of material weldability decides the special welding technology for each 
steel, and aging treatment after high strength steel plates welding makes the key point 
in increasing using reliability and working life of hydraulic support. At present, there 
are two methods-thermal aging and VSR-of aging treatments after high strength steel 
plates welding [2]. 

2   Vibratory Stress Relief 

VSR is short for Vibratory Stress Relief. It makes use of controlled vibrational energy 
to treat metal work-piece, in order to eliminate remaining stress of the work-piece. 
VSR has good effect in stabling dimensional accuracy of the work. In the working 
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practice, VSR can not only eliminate remaining stress of the work-piece, but also in-
crease strength indicators of work-piece[3].VSR technology has the obvious advan-
tages of high efficiency, energy conservation and environmental protection. However, 
the traditional technology calls for strict requirements of supporting point, excitation 
vibration point, vibration picking point and direction, etc., constantly sweeping fre-
quency and adjusting position. In addition to unstable stress relief and high pitch of 
noise, VSR can not be widely applied in industrial production[4]. 

3   Comparison between the Spectrum Harmonic Vibration Aging 
Application and Thermal Aging Application 

With spectrum analysis, the spectrum harmonic aging technology can automatically 
make a vibration treatment, analyze and collect harmonic frequency of work-pieces, 
select 7 optimum vibration frequencies, automatically treat 5 frequencies and elimi-
nate remaining stress in many vibrations and dimensions. It solves high rigidity and 
high natural frequency problems of work-piece in traditonal subresonance method, 
and the handle frequency is under 6000 r/min. In some cases, it reduces the noise, 
saves sources and protect environment[5].In this test, VSR treats two work-pieces: 
upper beam and caving shield, and thermal aging treats chassis and caving shield.The 
whole working process of vibration aging strictly follows mechanical industry stan-
dards of The People’s Republic of China-Vibrations Age Effect Evaluation Method. It 
uses spectrum harmonic method to treat 5 harmonic frequencies and ensures the two 
frequency accelerations between 30m/s2� 70 m/s2. The work-pieces are steadily sup-
ported by rubber matting before aging. In vibration aging destressing, we take two-
point excitation vibration on upper beam and one-point excitation vibration on caving 
shield[6].The following charts are three-dimensional distribution of each check point 
stress before and after work-piece vibration. X-axis is path length of work-piece(mm); 
Y-axis is the number of channels. Z-axis is gradient change of magnetic field dH/dX, 
the unit is (A/m)/mm, and the right number is gradient of each point. 

The following charts are three-dimensional distribution of each check point stress 
before and after work-piece VSR.Fig. 1 and Fig. 2 show the three-dimensional distri-
bution of upper beam check point before and after VSR. 

 

Fig. 1. Distribution of upper beam check point before VSR 
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Fig. 2. Distribution of upper beam check point after VSR 

Fig. 3 and Fig. 4 show the three-dimensional distribution of caving shield check 
point before and after VSR. 

 

Fig. 3. Distribution of caving shield check point before VSR 

 

Fig. 4. Distribution caving shield check point after VSR 

The following charts are three-dimensional distribution of each check point stress 
before and after work-piece thermal aging.Fig. 5 and Fig. 6 show the three-
dimensional distribution of chassis check point before and after thermal aging. 
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Fig. 5. Distribution of chassis check point before thermal aging 

 

Fig. 6. Distribution of chassis check point after thermal aging 

Fig. 7 and Fig. 8 show the three-dimensional distribution of caving shield check 
point before and after thermal aging.  

 

Fig. 7. Distribution of caving shield check point before thermal aging 
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Fig. 8. Distribution of caving shield check point after thermal aging 

4   Data Statistics 

Before and after VSR on upper beam, the average decreasing ratio of ︱gradeH︱is 
43.8%; while on caving shield, the average decreasing ratio of ︱gradeH︱is 43.53%; 
before and after thermal aging on chassis, the average decreasing ratio of ︱gradeH︱
is 40.32%; while on caving shield, the average decreasing ratio of ︱gradeH︱is 
40.00%. 

5   Conclusion 

By checking the magnetic stress before and after vibration elimination stress test, it is 
found that before vibration elimination stress, magnetic field gradient is unevenly 
distributed and the gradient magnitude is much higher, which indicate that the remain-
ing stress is unevenly distributed in the inner part and there still exists stress concen-
tration in some parts; after vibration elimination stress, leakage magnetic field is 
evenly distributed and the amplitude is relatively decreased, which indicate that the 
remaining stress is gradually distributed, and remaining stress concentration is  
eliminated. From the gradient magnitude chart, it is seen that both the max gradient 
magnitudes are decreasing inordinately before and after vibration, and the stress is 
obviously decreased. What’s more, from the decreasing rate of gradient magnitude, 
both thermal aging and VSR have the approaching magnetic field decreasing rate, and 
the same effect in vibration elimination. However, spectrum harmonic aging is supe-
rior to thermal aging in stabling dimensional accuracy and increasing payload capac-
ity of the works. Consequently, the new spectrum harmonic technology (VSR) can 
take place of thermal aging aiming at the elimination of stress, especially applied in 
high strength steel plate after welding of hydraulic support. 
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Abstract. The barcode technology has become an important way in the field of 
information input and identify automatically. With the outstanding features of 
big storage capacity, secure, rich encoding character set and fast decoding, the 
two-dimensional(2D) QRcode(Quick Response Barcode) has become an impor-
tant choice of commerce barcode. The development of wireless communica-
tions technology and the popularization and application of mobile device has set 
the foundation of 2D barcode used in business. In this paper, the characteristics 
and the compositions of 2D QRcode are described, the secure validation work-
flows and contents of QRcode in goods express delivery are discussed, the en-
coding process of QRcode is showed, and the system framework is analyzed 
and established. At last, the system compositions and functions of each part are 
discussed. 

Keywords: QRcode, mobile commerce, barcode validation. 

1   Introduction 

The barcode is a emerging technology on the basis of computer and information tech-
nology, has become an import means in the process of information automatically 
input and validation. The barcode has the following characteristics: (1) fast input 
speed and high efficiency; (2) high reliability; (3) low cost in production and use; (4) 
practical and flexible.  

In recent years, with the development and application of wireless technology and 
with the improving of people’s living standards and with the needs of social intercourse, 
mobile phones and other mobile devices has become an important communication and 
entertainment. The promotion of mobile phones equipped with camera and the function 
of MMS (Multimedia Messaging Service), and the rapid growth of mobile communica-
tion services, make it possible that 2D barcode can be used in mobile phones. The 2D 
barcodes used in mobile phone means that encoding the useful information into a bar-
code image file, transmit and store it in the way of multimedia message. The 2D  
barcodes saved in the mobile phone can be recognized by using the external scanning 
device, or can be decoded by the embedded or downloaded decoding software, so  



 Application Research of QRCode Barcode in Validation of Express Delivery 347 

 

people can get the information encoded in the barcode image. According to [1], 2D 
barcodes can be used to support pre-sale, buy-and-sell, and post-sale activities for mo-
bile commerce transactions. 

On the basis of studying the encoding and decoding, the 2D QRcode is used in se-
curity validation process of cargo express delivery to ensure the delivery safety of 
goods, and improved the information reading and processing efficiency. 

2   Brief Introduction to QRcode 

The research of 2D barcode technology on the world began from late of 1980s, and 
has developed a variety of 2D barcode types. According to [2], different approaches 
can be classified into composite codes, stacked codes, dot codes and matrix codes. 
QR codes are a variation of matrix codes.  

QRCode is a 2D matrix code symbol, developed by Denso corporation of Japan in 
September 1994. QRcode not only has the merits of one-dimensional barcode, but 
also has the advantages of the other 2D barcodes, such as large capacity, high reliabil-
ity, can encode Chinese words and images effectively, strong confidentiality and anti-
counterfeiting, etc.. The most outstanding characteristics are super-fast decoding (it 
can decode 30 QRcode image symbols which has the capacity of 100 codewords) and 
omni-directional to read(rotates 360 degree within a plane). QRcode has the maxi-
mum storage of 7089 digital data, or 4296 characters, or 2953 bytes data, or 1817 
Chinese words. The error correction of QRcode can be divided into 4 levels. The 
lowest correction level is L level, which can correct about 7% of codewords mistakes, 
and the lower correction level is M level, which can correct about 15% of codewords 
mistakes, and the higher correction level is Q level, which can correct about 25% of 
codewords mistakes, and the highest correction level is H level, which can correct 
about 30% of codewords mistakes. The QRcode is standardized in several interna-
tional bodies, i.e. AIM International, JIS and JAMA, ISO, Chinese and Korea Na-
tional Standard, Vietnam National Standard and further utilized in several application 
standards, i.e. ISO and IEC[2]. 

Fig.1 is the structure of QRcode.  

 

Fig. 1. The structure of QRcode 
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3   Related Works 

In recent years, the one-dimensional barcodes have been widely used all over the 
world in the field of supermarket, logistics, warehousing, books, etc.. By using data-
base and scanning device or software, the merchandise will be automatically and 
quickly recognized. The 2D barcode can store large amount of data, and the informa-
tion safety has been greatly improved, thus all the information of goods can be de-
coded and obtained directly from the 2D barcode, so made it to use more widely. In 
all 2D barcodes, QRcode is thought as the fastest conversational 2D barcode.  

As we all known, QRcode technology has been adopted in China’s railway ticking 
system, when people buy the railway ticket, the system will encode the buyer’s in-
formation, such as identification card number, ticket booth, starting railway station, 
destination railway station, distance, etc., and print the encrypted QRcode on the 
ticket. When passengers enter the waiting room or leave from the railway station, the 
QRcode will be read by using special equipment, and the passenger’s information will 
be compared by railway station staff. 

Besides encoding the goods name and manufacturer’s name, it can also encode the 
date, price, telephone number, email address and graphics into a QRcode image file, 
and the hypertext links can also be encoded with the support of network environment. 
For example, in Japan, QRcodes are attached to fruits or vegetables, providing infor-
mation on cultivation, used pesticides, crop and packing date[3]. 

In Japan and South Korea, many businesses encode the information of discounted 
goods or new goods with hypertext links into QRcode, and post it on the shop door-
way, so people can take photo via embedded camera of mobile phone and login the 
related website to query or browse the goods information after decode the QRcode by 
using the built-in or downloaded decoding software. 

In mobile ticketing the QRcode is used to transfer authorization information in a 
secure way and offers a paperless alternative to print-out tickets[4]. 

2D Barcode Medical Prescription System. The Taiwan government developed a 
2D barcode prescription system (2DBPS) for its National Health Insurance (NHI) [5]. 
With this system, doctors’ medical prescriptions are encoded as 2D barcodes and 
given to patients. When patients arrive at a pharmacy, the pharmacist only needs to 
scan the barcode to validate the prescription with the back-end server. 

4   Verification System 

At present, one-dimensional barcode system has been applied in the express delivery, 
and the barcode text is send to the company’s server and registered in system data-
base. But the storage capacity of one-dimensional barcode is limited, so the applica-
tion of one-dimensional barcode is mainly to resolve the real-time tracking of the 
goods by the shipper or consignee. Several shortcomings are listed as follows. 

(1) The sorting or recognition of goods still mainly depend on manual labor, so the 
labor intensity is not reduced. 

(2) As a result of limited capacity, it can not encode the consignee’s name, the 
shipper’s name, the address and other contact information. 

(3) The papery receipt is not convenient to carry, and is easy to damage or lost. 
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(4) There is only one check codeword, so if one-dimensional barcode is defaced, it 
will not be able to be read. 

(5) Each goods will be pasted several papers, so there will be some waste of pa-
pers. 

(6) The information validation process is fulfilled by people, so there will be some 
mistakes. 

When we use QRcode in express delivery, the sequential number of this delivery 
express process will be encoded into the QRcode image, and the shipper’s contact 
information, the consignee’s contact information, the shipment information, date 
time and the delivery company’s web site will be encoded into the QRcode image 
also. If you think there are some other important information should be encoded 
into the QRcode image, so you can input these important information by sequence 
into the user interface of the encoding software. During the process of goods de-
livery, there might be some damage to the QRcode image, such as covered with 
dust or scrapped by other things, etc. So the correction level should be set to the 
highest level in order to recover all the damaged codewords. After encoding the 
QRcode image, it will be sent to the shipper’s mobile phone by the means of mul-
timedia message as a receipt, or be sent to and the consignee’s mobile phone as 
evidence of receiving goods. If the mobile phone has setup QRcode decode soft-
ware or equipped with built-in decode hardware, people can decode the QRcode 
in the multimedia message, get the useful information, and then login the delivery 
company’s website to query the transportation status of goods. For the sake of 
security and avoid to falsely claim the goods, the shipper can set a password to 
the QRcode image file. 

The process of giving goods to consignee as follows. 

(1) The goods is transported to the destination. 
(2) The consignee go to the site carrying the mobile phone which stored the QRcode 

image file, and the courier receive the password input by the consignee through 
handheld devices, scanning QRcode graphics on the mobile phone, if the en-
coded information is decoded correctly and the information on system server 
shows that the delivery process is not completed, so the goods will be delivered 
to the consignee, and set a mark to the system database automatically at the same 
time which means the completion of this delivery process. 

5   System Design and Architecture 

The 2D QRcode validation system consists of three parts, the system server, the client 
and the terminal user. Each part is composed by different devices and communication 
protocols. The communication channel can divided into wireless and internet net-
work. The system framework is shown in Figure 2. 

The system server is composed by database server, print server, web server and 
application server, aims to receive the submitted delivery information and fulfill the 
query process by courier, and provide the online tracking of goods for the terminal  
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Fig. 2. The system framework 

user based on internet or GSM wireless network. The system administrator can main-
tain and view the system data.  

The client is mainly composed by portable computer, mobile handheld encoder and 
decoder, portable printer, etc.. The client device is used to encode the shipper’s con-
tact information, consignee’s contact information, goods description, expected time of 
arrival, and the other useful information into a QRcode graphics, so send the encoded 
graphics into the shipper’s or consignee’s mobile phone by MMS, and print the bar-
code as a receipt of delivering goods. 

The terminal user mainly means the shipper and the consignee and the potential 
users, they can login the delivery company’s application server to view the delivery 
position or status of the goods by using the website in internet explorer browser on the 
computer or on the mobile phone. 

6   Encoding Example 

In the test, we fill out the encoding information by the following sequence. Shipper’s 
name/ postcode/ address/ phone number/ Consignee’s name/ postcode/ address/ phone 
number/ Goods name and description/ fees / password mark ( zero means there is no 
password ), each part is separated by return key symbol. For example, Zhang san want 
to send an import letter from Shanghai to Beijing, and ask Li Si to pick the letter, the 
input information as follows. Zhang San/ 201100/ commercial street 1, Minhang dis-
trict of Shanghai/ 18918835998/ Li Si/ 100000/ Zhongguancun street 123, Beijing/ 
19812345436/ important letter ( commercial contract )/ 25.0Yuan/0. The QRcode 
encoded in Chinese words is shown in Fig.3(a), and the encoded QRcode in English 
words is shown in Fig.3(b). 
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Fig. 3. Two versions of QRcode 

7   Conclusion 

The development of wireless network and the popularization of mobile device such as 
mobile phone brought brilliant prospects for the commercial use of 2D barcode. At 
present, the commercial application of QRcode is in the preliminary stage. The busi-
ness process and system framework of QRcode used in the validation of goods ex-
press delivery is put forward in this paper, the security and operability are ensured, 
and the efficiency of validation process are also improved. This research also provides 
technical reference for commercial application of the other 2D barcodes. 
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Abstract. Based on the database of SQL Server, a new automated billing and 
management system was designed using a range of forms, menus and control 
room provided by VB. In this new design, WINDOWS registry and API func-
tions ware used, as well DAO and ADO data access and other advanced means. 
A good interactive interface was available and users could obtain a fresh and 
different feeling. Demonstrated by the application, the system provided accurate 
and reliable function and satisfied the needs of modern managements. The sys-
tem is suitable for automatic billing of colleges and internet cafes management.  

Keywords: digital library management, automatic billing, SQL Server database. 

1   Introduction 

With the rapid development of the digital library, numbers of users are growing, more 
and more users realize the rich network resources and the convenience exchange of 
information. However, due to purchasing figure resources and the computer network 
equipment spoilage and promotion cost, the use of the digital library must be com-
pensable, the consumer need to pay appropriate cost. Therefore, the billing manage-
ment is the important function that the computer network manages[1-2]. At present, 
the billing software is essentially standalone running under network environment. In 
case of this machine breakdown or interruption, the cost data would lose and cause 
the losses. Therefore, a good and mature billing management system can make the 
network healthy and steady development. 

2   System Design 

The accounting management system for internet bar used C/S model and included 
client and server end. Here we main analysis the function of client end. 

2.1   Digital Library Billing Management System Structure 

The accounting management system for internet bar used C/S model and the database 
was placed on the server side. The system was connects the database through cli-
ent[3]. The structure of accounting management system for internet bar was showed 
in Figure 1. 
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Fig. 1. System structure of billing management 

2.2   Digital Library Billing Management Systems Design Process  

2.2.1   The Customer Online Registration Module Design 
First of all, it needs to get the information how many idle machines for customers to 
choose in Internet cafe now. Through database query get free machine, and the infor-
mation added to the drop-down list box. Then, the system must receive the users’ card 
number and password before carry out the automatic settlement business .The system 
make user's card number and password checked in the data base. If correct, the data-
base preserved the machine number which user choose and card number (only identi-
fiers) and start time of Internet. If the user card number and password does not match, 
then prompt card name or password is not correct, and keep the page is changeless, 
make the user re-enter the card number and password. 

2.2.2   Referral Automatic Settlement Module Design  
First, the system gets information from database about which machines are using at 
present (including some off-line), add the information of card number into the drop-
down list box of "machine number". Transmit the user’s machine number and the 
current time from system (user can modify) to the database, settlement the time of 
online in this machine. 

In the database to start time and end time subtraction, get the time which machine 
use each time. The checking of the machine and the Internet card number were de-
pended on the online registration data. Use time depending on the machine, machine 
number (for each machine number, system can be designed for different charging 
method), calculate the amount payable, and automatically from this card to send in 
amount. The system make the machine number, card number, and use of the time, 
modem remaining sum returns to the front desk page that allows users to check card 
number and overage. 

2.2.3   Modem Design on the Card Overage Inquiry 
First, the system make user to input the card number and password of inquiry. Then 
system sent this card number and password to the database for checking. If card num-
ber and password match, then from the database query card overage and displayed it 

Client 

Data 
base 

Hubs

Client 

Client 
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on the front desk page. If card number and password does not match, indicate the card 
number or password is not correct, and then keep the page is changeless, let the user 
input again. 

2.2.4   Internet Records Inquiry Module Design 
First, the system make user to input the card number and password of inquiry and sent 
this card number and password to the database for checking. If the card number and 
password match, system for details about Internet records from the database and re-
turn it to the client, client use the List Control show the records. If card number and 
password does not match, indicate the card number or password is not correct, and 
then keep the page is changeless, let the user input again. 

3   The Establishment of Database of E-R Model 

According to the system design requirements, the information on the card, the  
machine information and the Internet business should be the main consideration, the 
designed system ER diagram, as shown in Figure 2. 

Number Price Using Remark

Machin

NetEnd Start 

Modem

Overag Number Passwo Credit Name
 

Fig. 2. ER diagram system 

4   Set Up the Database of Billing Management System in Internet 
Cafe 

4.1   The Table Design of Database 

According to the design of the ER diagram in the previous section, there are two enti-
ties, as well as a contact, so in the digital library billing management system should be 
designed including three tables, which are on the card information table, the machine 
information table, and online contact form, and all property from the ER diagram to 
extract. The forms required for the system design are as follows: save modem infor-
mation of table design as shown in figure 3; then save computer design of the ma-
chine information table shown in figure 4; finally, save the form for more information 
for Internet access event design shown in Figure 5. 
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Fig. 3. Card table design interface 

4.2   Database of Relationship Chart and View Design 

In SQL server, to establish contacts for the three tables shown in Figure 6 [4]. To read 
the machine state (from the Event table), the establishment view card of surfing inter-
net, as shown in Figure 7. To get the user's online time and the price of the machine  
 

       

       Fig. 4. Computer table design interface                 Fig. 5. Event table design interface 

 

Fig. 6. The connection between the table 
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     Fig. 7. ComputerIDView design interface         Fig. 8. TimeMoneyView design interface 

on the machine, the system established view TimeMoneyView, shown in Figure 8. 
Here, the system settings database connection user name is sa, password is blank. 
Since not much data, So there is no optimization of the database. 

5   System Graphic Interface Implementation 

In the process, the main function of the system is on the card balance inquiries, online 
records information, online registration and automatic billing, etc. under the ma-
chines. These features are the digital library billing management system functionality. 

5.1   Online Registration and Settlement Functions under the Automatic  

"On machine" menu item, when users register online, click "Use” the system can 
switch to the interface shown in Figure 9. 

        

           Fig. 9. Online registration interface              Fig. 10.  Offline automatic billing interface 
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               Fig. 11. Use the display interface                            Fig. 12. Inquiry interface 

Select a s ispare machine (Caution: "Machine number" drop-down list box displays 
the machines are idle, if a machine already in use, it is no longer displayed), then enter 
the card number, password; "Start Time" text box shows the system time, you can 
manually modified. Click "OK" button to complete the registration. 

"The plane" when the client under the machine, click the "Use” menu item, the sys-
tem will pop up the interface shown in Figure 10. 

Under the settlement interface will automatically display the current system time 
(which can be manually modified.) Click "OK" button, you can get the case of Inter-
net users, the interface shown in Figure 11. 

5.2   Recorded on the Card Check and Internet Search Functions 

"Records Search" menu→" balance inquiry" menu item or "query" Click "Search” 
item can pop the card number, password input screen shown in Figure 12. 

Click "OK" button to find the balance of this card, the interface shown in  
Figure 13. 

To view a detailed record of the Internet, click the "Search"  "Records Search" 
menu item, the system will pop up the interface shown in Figure 12, enter the card 
number and password, you can get a detailed record of the card access system inter-
face shown in Figure 14. 

           

       Fig. 13. Inquire the login screen        Fig. 14. User access records detailed query interface 



358 Y. Nie 

 

Design code to use as much as possible on the class designed to reduce the amount 
of code, database design also emphasizes data integrity and for the speed, after the 
actual operation, the system can be better applied to the count room fee management. 
However, the system is only designed a relatively simple client billing system can not 
fully meet the needs of practical applications. 

6   Conclusions 

Based on the database of SQL Server, a new automated billing and management sys-
tem was designed using a range of forms, menus and control room provided by VB. 
Demonstrated by the application, the system provided accurate and reliable function 
and satisfied the needs of modern managements. The system is suitable for automatic 
billing of colleges and internet cafes management. 
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Abstract. This study investigated the impact of contingent variables on the  
relationship between four predictors and employees’ behavioral intention with  
e-learning. Seven hundred and twenty-two employees in online training and 
education were asked to answer questionnaires about their learning styles, per-
ceptions of the quality of the proposed predictors and behavioral intention with 
e-learning systems. The results of analysis showed that three contingent vari-
ables, gender, job title and industry, significantly influenced the perceptions of 
predictors and employees’ behavioral intention with the e-learning system. This 
study also found a statistically significant moderating effect of two contingent 
variables, gender, job title and industry, on the relationship between predictors 
and e-learning system behavioral intention. The results suggest that a serious 
consideration of contingent variables is crucial for improving e-learning system 
behavioral intention. The implications of these results for the management of  
e-learning systems are discussed. 

Keywords: e-learning system, behavioral intention, quality perceptions. 

1   Introduction and Research Hypotheses 

There are many benefits to using e-learning systems; they can be used at any time and 
place, allowing learners to proceed at their own pace and facilitators to track the tra-
jectory of each learner’s progress more easily and objectively [1]. As the use of e-
learning has increased, so has research into the factors affecting learners’ behavioral 
intention with e-learning systems. One reason for gaining a better understanding of 
learners’ satisfaction with e-learning system is to help managers improve e-learning 
system quality and enhance learners’ behavioral intention. In other words, managers 
can improve these predictors’ quality so that e-learners’ behavioral intention can be 
enhanced. This model proposed three major determinants of IS satisfaction: system 
quality, information quality and service quality [2] [3]. Among them, Wang’s [4], 
Lu’s and Chiou’s model was selected because it provides a better mapping with the IS 
satisfaction model. This study combines the research from a designer’s viewpoint: 
interface friendliness (IF), content richness (CR), perceived flexibility (PF) and per-
ceived community (PC). Instead, management style and organizational structure are 
influenced by environmental aspects: the contingency factors [1]. In keeping with the 
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basic concepts of contingency theory, the premise of this study is that there cannot be 
‘one best way’ for attaining e-learning behavioral intention. This research identifies 
and investigates the impact of three contingency factors on e-learning system satisfac-
tion: gender, job title, and industry [5][6][7].  

On the basis of the research literature, four predictors of e-learning system satisfac-
tion and three contingent variables were selected for investigation. Figure 1 depicts 
the research model that examines the effect of perceptions of quality on e-learning 
satisfaction; to investigate the impact of three contingent variables—gender, job title 
and industry—on IF, PC, CR, PF and behavioral intention (BI); and to explore the 
moderating effects of contingent variables on the relationships among the four predic-
tors and e-learning system behavioral intention. Four groups of hypotheses are to be 
evaluated: the e-learners’ perceptions of quality mean IF, PC, CR and PF (see Fig. 1): 

H1: e-Learners’ perceptions of qualities are positively related to the BI. 
H2: e-Learners’ perceptions of qualities are correlated with the contingent variables of 

gender, job title and industry. 
H3: e-Learners’ BI is correlated with these three contingent variables. 
H4:These three contingent variables have moderating effects on the relationship be-

tween various perceptions of qualities and BI. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Research model 

2   Research Method 

2.1   Sample 

The 722 usable responses were received. These respondents were female (369), and 
male (353). Their job title was manager (119), and employee (603). These respondents 
were service industry (244), technology industry (245), and finance industry (233). 

2.2    Model Estimation and Hypotheses Testing 

Initial scale reliability and validity were verified. Finally, this study was assessed on a  
5-point Likert-type scale. In this study, interface friendliness is the degree to which 
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employees perceived the interface of the e-learning system as friendly, easy to use and 
stable in operation. Perceived community is the degree to which employees perceived 
that the e-learning system provided an easy communication platform to share learning 
content and collaborate with their classmates. Content richness is the degree to which 
employees perceived that the learning content provided by the e-learning system was 
rich, sufficient, relevant and updated. Perceived flexibility is the degree to which em-
ployees perceived that the e-learning system enabled them to control the pace and se-
quence of course progress, and to choose the learning content they preferred. 

3   Data Analysis and Results 

3.1   Analysis of Measurement Validity 

In verifying the scale for measuring these constructs, the coefficient alpha values for 
IF, PC, CR, PF and BI were 0.73, 0.79, 0.88, 0.86 and 0.90 respectively. Because the 
Cronbach’s alpha values were above the conventional level of 0.7, the scales for these 
constructs were deemed to exhibit adequate reliability. An SEM approach allows 
researchers to find the five latent variables. Composite reliability for IF, PC, CR, PF 
and BI were 0.73, 0.79, 0.89, 0.86, 0.90. Loading were between the 0.61-0.90. All 
goodness-of-fit indices (GFI = 0.92, CFI = 0.98, NFI = 0.98, RMSEA = 0.085, RMSR 
= 0.026) were within the acceptable range recommended by the previous researchers 
[8][9], suggesting that the research model provided a good fit to the data. Therefore, 
the research model fit was adequate to assess the results for the structural model. 

3.2   Hypotheses Testing 

The significance of each path from predictors to e-learning behavioral intention in the 
structural model was tested with data from the entire sample. The paths of all three—
interface friendliness-satisfaction (IF- BI), content richness-satisfaction (CR- BI) and 
perceived flexibility-satisfaction (PF- BI)—exhibited significant path coefficients of 
0.35, 0.37 and 0.27 respectively, while the path from perceived community to e-
learning satisfaction (PC- BI) was significant at a p-value of 0.05. 

The effects of gender, job title and industry on IF, PC, CR, PF and BI were exam-
ined using analyses of variance (ANOVAs). Table 1 shows the mean scores, standard 
deviations, together with significant F ratios. No significant differences were found in 
the gender, job title contingent variables. Finally, there were differences in perception 
among the industry, perceptions of all four predictors—IF, PC, CR and PF—and of 
BI. The path model was tested with the data from the entire data sample (i.e., all em-
ployees) and each of the contingent subsamples (for example, male and female). The 
comparison of path coefficients between predictors and e-learning system behavioral 
intention is shown in Table 2 for each contingent subsample. Significant differences 
were found in two groups of contingent subsamples. For manager versus employee, 
significant differences appeared in the path coefficients: IF-BI. Different industries 
also showed significant differences. In the CR-BI dimension, two path coefficients 
were significantly different, whereas in the PF-BI dimension, two path coefficients 
were significantly different. The testing result is shown in Table 3. Each group of 
hypotheses (H1, H2, H3 and H4) is partially supported. 
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Table 1. Descriptive statistics and ANOVAs testing results 

   IF PC CR PF BI 

Gender 

Male(n=353) Mean 3.588 3.554 3.732 3.665 3.749 
 SD .661 .698 .696 .765 .780 
Female(n=369) Mean 3.592 3.539 3.656 3.734 3.757 
 SD .648 .676 .684 .726 .772 
Significance of difference ( F ratios) ns ns ns ns ns 

Job title 

Manager(n=119) Mean 3.669 3.627 3.725 3.703 3.878 
 SD .640 .614 .668 .694 .698 
Employee(n=603) Mean 3.574 3.531 3.687 3.700 3.729 
 SD .656 .699 .695 .755 .788 
Significance of difference ( F ratios) ns ns ns ns ns 

Industry 

Service(n=244) Mean 3.515 3.441 3.570 3.551 3.648 
 SD .649 .643 .648 .704 .790 
Technology(n=245) Mean 3.731 3.739 3.841 3.884 3.908 
 SD .572 .642 .659 .628 .700 
Finance(n=233) Mean 3.521 3.455 3.667 3.664 3.702 
 SD .716 .734 .739 .855 .812 
Significance of difference ( F ratios) 8.756*** 15.128*** 9.912*** 13.104*** 7.814***  

*p <0.05;   ***p<0.001. 

Table 2. Comparison of path coefficients among predictors and satisfaction 

   BI IF-BI PC-BI CR-BI PF-BI 
2R  .520     

Entire sample 
γ   .349*** .186*** .142** .133*** 

2
1R  .525     

Male 
1γ   .445*** .099 .115 .138* 
2
2R  .524     

Female 
2γ   .270*** .264*** .160** .128** 

Gender 

differences 

Significant difference  * ns ns ns 
2

1R  .450     
Manager 

1γ   .184 .128 .333** .152 
2
2R  .536     

Employee 
2γ   .392*** .189*** .102* .127** 

Job title 

differences 

Significant difference  * ns ns ns 
2
1R  .488     

Service 
1γ   .357*** .185* .162* .089 

2
1R  .486     

Technology 
1γ   .269*** .255** .006 .271*** 
2

1R  .576     
Finance 

1γ   .401*** .136 .250** .038 

Industry 

differences 

Significant difference 
D1 

D2 

ns 

ns 

ns 

ns 

ns 

* 

* 

** 

**p<0.01; ***p<0.001. BI, behavioral intention; IF, interface friendliness; PC, perceived com-
munity; CR, content richness; PF, perceived flexibility; AC, abstract concept; CE, concrete 
experience; AE, active experiment; RO, reflective observation; D1 Service-other(technology and 
finance), D2 Finance-other(service and technology) ; ns, not significant. 
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Table 3. The significant differences among contingent groups 

 
Perception Contingent 

variable Result Relationship Contingent 
variable Result 

IF Gender ns IF-BI Gender male>female 
IF Job title ns IF-BI Job title employee>manager 
IF Industry technology>service, finance IF-BI industry ns 
PC Gender ns PC-BI Gender ns 
PC Job title ns PC-BI Job title ns 
PC Industry technology>service, finance PC-BI industry ns 
CR Gender ns CR-BI Gender ns 
CR Job title ns CR-BI Job title ns 
CR Industry technology>service, finance CR-BI industry service >technology 
PF Gender ns PF-BI Gender ns 
PF Job title ns PF-BI Job title ns 

PF Industry technology>service, finance PF-BI industry technology>service>
finance 

BI Gender ns 
BI Job title ns 
BI Industry technology>service, finance    

4   Discussion 

The findings of this study offer the following insights and suggestions. First, this 
study provides strong support for the industry difference in perceptions of all predic-
tors and e-learning system behavioral intentions. Technology industry’s ratings of all 
predictors and e-learning behavioral intention were higher than those of the service 
and finance industries. Second, this study provides strong evidence that males per-
ceived greater IF experienced more behavioral intention than females did, and job title 
provides strong evidence that employees who perceived greater IF experienced more 
behavioral intention than managers did. 
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Abstract. With the development of economic, the traditional performance 
mainly rely on financial indicators could not satisfy the need of work. In order to 
make the performance measurement taking the best services for business goals, 
this paper proposed Economic Valued-Added Comprehensive Scorecard based 
on research of shortages and advantages of EVA and BSC .We used Analytic 
Hierarchy Process to build matrix to solve the weighting of EVA Comprehensive 
Scorecard. At last we could find the most influence factors for enterprise value 
forming the weighting. 

Keywords: economic value-added, the balanced scorecard, economic  
valued-added comprehensive scorecard, performance measurement. 

1   Introduction 

Business performance evaluation refers to use specific indicators and benchmarks, and 
uses the scientific evaluation methods to make value judgments about enterprise's 
performance, the aim of it is to achieve enterprise strategic objectives and promote the 
sustainable development of enterprise. 

Traditional performance evaluation are single and passive, and largely focused on 
measurements of performance on financial aspects . In order to adapt to enterprises' 
development, performance appraisal should evaluate the type of financial indicators 
and non-financial indicators reasonable to evaluate the enterprise' performance . The 
another shortages is that the capital cost factors are ignored and may lead to business 
focuses on short-term goals., the traditional performance appraisals can not satisfy the 
modern enterprise to maintain the long term competition. 

This article proposed a new kind of performance evaluation method-Valued-Added 
Comprehensive Scorecard based on the research of EVA and BSC.  

2   EVA Performance Measurement System 

2.1   The Basic Principles of EVA 

Economic Value-Added is the profits that corporate income deducts total capital 
costs(include capital cost and debt cost). 
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EVA=NOPAT—NA0×WACC 

NOPAT is the net business profit after adjusted ;NA0 is the initial investment capital 
which include capital cost and debt cost; WACC is the rate of weighted average capital 
cost. 

2.2   The Advantages and Shortages of EVA Performance Measurement System 

EVA have the following advantages:(1) EVA makes up for the shortages of accounting 
profit that not considers total capital costs. EVA considers capital cost so that busi-
nesses should ignore to overestimate profit and can reflect the real wealth of own-
ers.(2)EVA can not be easily operated.. All the expenditures associated with profit look 
as investment not cost ,in the same time ,the all capitals look as the costs of capital 
whatever where is its source.(3)EVA can establish stimulant system effectively. Eva 
may set up a set of stimulant system which can have influence the owners, managers 
and staff and can integrate their interests.  

  EVA has the following shortages:(1) EVA force only on the financial indicators. 
EVA is calculated according to historical data so indicators for the next performance are 
difficult to predict.(2) EVA lead to easily short-term action. EVA is consequential in-
dicator and easy to make the operators concerns only for final results and ignores the 
effects of course, therefore, may make owners pursuit one-sided profits lead to 
short-term action.(3)EVA do not consider the interests of another related people. The 
objective of EVA is to maximize shareholders' wealth and do not consider the other 
stakeholders, such as customers, suppliers, etc. 

3   BSC Performance Measurement System 

3.1   The Basic Concents of BSC 

Balanced Scorecard includes four aspects of contents: customer, internal process, study 
and development and financial ability.(1)Customer. In the first time, how to meet the 
needs of the clients is the key to get to the sustainable development for enterprises. 
(2)Internal Process. It concerns the internal process that is important to achieve the 
organization's financial objectives.(3)Study and Development. Enterprises must keep 
up learning and innovating.(4)Financial Ability. Enterprise's final goal is to pursue 
profit. 

3.2   The Advantages and Shortages of BSC Performance Measurement System 

BSC has the following advantages:(1)The balance between financial and-
non-financial .It makes up for the shortages of the traditional performance appraisals by 
carring out strategic management form the four aspects of BSC.(2) The balance be-
tween result and reason. BSC associate result with reason so that organizations can 
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determine reasons of things and work out the plan of action.(3)The balance between 
long-term and short-term. BSC discloses short-term objectives form business strate-
gies.(4)The balance between external and internal. In BSC, the shareholders and cus-
tomers are external groups ,staff and internal process are internal groups. 

BSC has the following advantages:(1)Parts of the indicators to measure. Such as 
customer satisfaction and clients retention.(2)The complex problems of the distribution 
of weighting. BSC need to have a comprehensive consideration form four dimensions, 
this will increase complexity of BSC. 

4   Economic Valued-Added Comprehensive Scorecard 

4.1  The Overview of Economic Valued-Added Comprehensive Scorecard 

We can put EVA and BSC into together to constitute a new kind of index system-EVA 
comprehensive scorecard. EVA is placed in the top of the system and the final link of 
cause-and-effect relationship in BSC. Enterprise development strategy and business 
advantage is to achieve the growth of EVA ,under the goal , the departmental plans are 
not carried out alone but for the promotion of EVA . 

The structure steps of EVA comprehensive scorecard: 

(1) EVA is placeg the top of the comprehensive scorecard. 

(2) Making indicators form the four aspects of BSC and every indicators are asso-
ciated with the goals to achieve the growth of EVA. 

(3) Using the performance evaluation tables to estimate performance in the whole 
business. 

 

Fig. 1. 
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4.2   Using AHP (Analytic Hierarchy Process )to Build the Model EVA 

Comprehensive Scorecard 

AHP is the method which discloses elements associated with decision-making into the 

level of goals, principles and proposals.  
Build pairwise comparison matrix. The top of AHP is objective level, the bottom is 

normal level, the middle is index level. From the second floor of hierarchical model ,for 
all factors of the level belong to the last level, Using the method of 1-9scale ratio ,we 
compare every two indicators of each level by consulting experts and receive pairwise 
comparison matrix X=[X1，X2，…，Xn]

T, indicators belong to X1 is[Wi1，Wi2，…，
Win] (i=1，2……n), Wij show the relative importance of indicators i for indicators j. The 
following matrix is pairwise comparison matrix: 

11 12 1

21 22 2

1 2

...

...

...

...

n

n

n n nn

w w w

w w w
X

w w w

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦  

Calculate weighting. According to pairwise comparison matrix ,we calculate feature 
vector of each matrix so that we can obtain the weighting of each indicator. 

Table 1.The figure of 1-9 ratio scale 

Scale           Meaning 

1         i and j is equally important 

3         i is a little important than j 

5         i is important than j 

7         i is more important than j 

9         i is extremely important than j 

2,4,6,8     the median va1ue 

5   Taking Analysis from a Example 

H company has a large scale of production and strength, according to the actual 
conditions of business to establish the hierarchical model of EVA comprehen-
sive scorecard. The hierarchical model: the objective level A; the normal 
level(financial ability b1,customer b2,internal process b3,study and development b4); the 
index level sales growth ratec1,rate of return on investmentc2,asset turnover 
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ratec3,customer retention rate c4,consumer satisfaction rate c5,on time delivery rate c6, 
quality products ratec7,products refund rate c8,new product development time 
c9,research costs of the total income c10,the number of staff training c11,employee 
turnover rate c12,research cost growth rate c13. 

The following figure is the structure of EVA comprehensive scorecard of H company. 
Forming this figure we can see fairly the structure of EVA comprehensive scorecard. 

Each indicator is to implement the growth of EVA. 

 

Fig. 2. 

According to actual situation and AHP principle, we can get the pairwise compari-
son matrix by consulting experts. 

The pairwise comparison matrix between the objective level and the normal level. 

1 2 1/3 1/ 2

1/ 2 1 1/ 5 1/ 2

3 5 1 2

2 2 1/ 2 1

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦   

The feature vector of it is H=[0.18,0.12,0.45,0.25]. 
The pairwise comparison matrix between the normal level and the normal level. In 

the financial ability b1,the matrix among c1,c2,and c3 is k1.In the customer b2,the matrix 
among c4,c5and c6 is k2.In the internal process b3,the matrix among c7,c8,c9and c10 is 
k3.In the study and development b4,the matrix among c11,c12and c13 is k4. 
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1      1/2    3

2        1    4

1/3   1/4   1 

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦    k3 =

1 1/ 2 3 5

2 1 5 7

1/ 3 1/ 5 1 1/ 2

1/ 5 1/ 7 2 1

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦    k4 =

1    1/4   1/4

4      1     4

4       3    1 

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦  
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The following is feature vector of k1,k2,k3,k4 : 
H1=[0.544,0.347,0.109],H2=[0.342,0.526,0.132],H3=[0.336,0.087,0.159,0.518],H4=

[0.096,0.281,0.623].According to feature vectors of matrixs, we can calculate the 
weighting of each indicator. the following table is the weighting of indicator in EVA 
comprehensive scorecard. 

Table 2. 

The objective level Weighting The normal level Weighting Weighting  

sales growth rate 0.544 0.098 

rate of return on investment 0.347 0.062 

financial ability  0.18 

asset turnover rate 0.109 0.019 
customer retention rate 0.342 0.041 

consumer satisfactional rate 0.526 0.063 

customer 0.12 

on time delivery rate 0.132 0.016 
rate of quality products 0.336 0.151 

products refund rate 0.087 0,039 

new product development time 0.159 0.072 

internal process  0.45 

research costs of total income 0.518 0.207 

the number of staff training 0.096 0.024 

employee turnover rate 0.281 0.070 

study and   
development 

0.25 

research cost growth rate 0.623 0.156 

 

Forming the figure we can find that the indicator of internal process is best important 
for the growth of EVA, secondly is the indicator of study and development. 
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Abstract. Because of its own advantages, direct digital synthesis technology 
(DDS) is applied widely in traditional fields which need signal source. Based on 
the working principle of DDS, in the applying process, it is very important to 
calculate the frequency control word. To address the shortcoming of large 
computation, low efficiency of frequency setting, more storage space occupied or 
significant cumulative errors of frequency setting when calculating frequency 
control word with traditional methods, a novel calculation way for frequency 
control word is researched in this paper. This new method does not need large 
computation and more space and simultaneously it can decrease the error greatly, 
which plays an important role in improving the frequency setting speed and 
precision in signal generator.  

Keywords: Direct Digital Synthesis, Frequency Control Word, Adjustable 
Frequency, Signal Source. 

1   Introduction  

Direct digital frequency synthesis (DDS or DDFS) is a novel technology following 
direct synthesis, coherent phase-locked-type synthesis and digital phase-locked syn-
thesis technologies [1]. DDS is far beyond the traditional frequency synthesis in a series 
of performance indicators such as the frequency resolution, frequency hopping speed, 
frequency stability and so on. At the same time, because almost all elements in DDS are 
belong to digital circuit, it has advantages of easy integration, low power consumption, 
small size, light weight, high reliability, easily programmed, flexible usage, et al. 
Therefore, it is applied in many fields such as portable communications, radar systems, 
and frequency hopping communication [2].  

2   DDS Working Principle  

DDS chip consists of clock, phase increment register, phase accumulator, waveform 
memory, D/A converter and low-pass filter. The diagram of working principle of DDS 
is shown as Fig.1. Under the reference clock with certain frequency, the output fre-
quency can be changed by changing the phase interval represented by each reference 
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clock pulse (that is, M, shown in Fig.1). The working principle of DDS is described in 
Fig.1. The waveform memory usually is a read-only memory which is used to store the 
coded quantization value of waveform amplitude. The working process is as following. 
When the clock pulse arrives, the frequency control word will be added to the data 
stored in phase accumulator. And the output of phase accumulator is used as an ad-
dressing address of waveform memory after it is latched and the contents of this address 
unit is the amplitude of a waveform synthesis point. The amplitude value is converted 
by D/A converter and filtered by low-pass filter, and then the analog signal meet re-
quirement is obtained [3-6]. 

 

Fig. 1. The diagram of working principle of DDS 

If the reference clock frequency is fc and the bit of phase accumulator is N, the output 

frequency of DDS is 
N

c
out

fM
f

2

*
= .Here, M is the frequency control word and it value 

is preset by the external control circuit. When the frequency of reference clock fc and 

the number of phase accumulator bit is certain, the output frequency fout is decided by 

M. So, the frequency control word M is obtained as
c

out
N

f

f
M

*2
= . When M is equal to 

1, the lowest frequency of signal synthesized is fout=fc/2
N, which is the frequency 

resolution of DDS. The highest output frequency is determined by Nyquist sampling 

theorem and it is fc/2.  

3   The Usual Method of Calculating Frequency Control Word M 

When the reference clock frequency fc is equal to 2fHz, the bit of phase accumulator is N, 

and the range of frequency output is aHz～fHz and frequency resolution is tHz, the 

calculation of frequency control word M is analyzed. Under the above condition, there 

are (f-a)/t+1 optional frequency output which are aHz，(a+t)Hz,(a+2t)Hz,……,(f-t)Hz, 

fHz. Here the least frequency also should be the integral times of frequency resolution t.  
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3.1   One of the Usual Methods to Compute the Frequency Control Word 

At first, the value of frequency control word M written to frequency register corre-

sponding to (f-a)/t+1 frequency is calculated by hand calculation. And (f-a)/t+1  

numbers which are represented with N bits are stored into system memory. After the 

frequency setting value is accepted by the signal generator, the value chased down from 

(f-a)/t+1 numbers is written to frequency register.  

The advantage of this method is high setting frequency accuracy which can be up to 

frequency resolution of DDS chip,fc/2
N. However, when the system is designed, the 

amount of data needed to compute is large, speed frequency setting is low and storage 

space required is more.  

3.2   Another Usual Method to Compute the Frequency Control Word 

Another method is that the frequency control words are calculated by programming 
based on above formula. At first, the frequency control word M1 corresponding to 

Hzoutf t=  is computed, and then M1 is truncated and '
1M .is gotten. Then under a cer-

tain frequency, the value M is written into the frequency register is '
1*M B M= , where 

B(=1,2,3,…) is the quotient when a certain frequency is divided by tHz since t is the 
frequency resolution. Taking t=0.1Hz as an example, when the frequency is 35.4Hz, 
the value needed to be written to the frequency register is ’

1M*354=M . 
This algorithm has the advantages such as simple programming, small hand calcu-

lation working and little storage space. But there are accumulating error of setting 

frequency. With the frequency increasing, the absolute error of frequency Δ  is in-

creasing too and its value is 1 1

1

Hz
M M B

M

−
Δ =

’（ ）
. For example, if 2 Hzcf M= ,  

N=28, t=0.1Hz and the output frequency is 1KHz, the absolute error is about 31Hz. 

And such a large error in the instrument calibration applications is not allowed  

4   A New Method to Compute the Frequency Control Word 

To solve the problem of methods used in 3.1 and 3.2, a new algorithm to compute the 

frequency control word is put forward. The new method under the circumstance of no 

reducing the setting speed of frequency, a lot of storage space is saved and the absolute 

error of setting frequency is decreased clearly. 

At first, we will calculate the values of frequency control word M truncated corre-

sponding to the output frequency M1{t,2t, ……,9tHz},M2{10t, 20t, ……,90tHz}, 

M3{100t, 200t, ……，900tHz},……,Mi{10i-1×t, 10i-1×2t, ……,10i-1×9t Hz},……, 
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Mq{ tq ×−110 , tq 210 1 ×− , …, tq 910 1 ×− } and write them into the frequency register. 

Here, 10log f tq ⎡ ⎤= ⎢ ⎥ . And then all the values will be saved into q arrays such as M1, 

M2,…, Mi，……, Mq. Then the rounding part of M1~Mq data are going to be stored 

with q arrays. We can get the value of frequency control word M corresponding to mHz 

frequency from the following four steps. 

Step 1: calculate the multiple of m to t: B=m/t. Then the maximum of B is f/t(f is the 

largest output frequency) 

Setp 2: display B with an expression as 

112
321 10......10......1010 −− ×+×++×+×+= p

p
i

i nnnnnB , ,90 ≤≤ in  pi ≤≤1 , 0≠pn . 

Step 3: When the setting frequency is mHz, we can extract the value M1[n1] from M1, 

M2[n2] from M2,…, Mi[ni] from Mi, …, and Mp[np] from Mp and then add all these 

value, which means that M= M1[n1]+ M2[n2]+M3[n3]+…Mi[ni]+…Mp[np]. Here, 

when ni=0, there is no data extracted from Mi. 

Step 4: We can extract the value △1[n1] from △1, △2[n2] from △2,…, △i[ni]from 

△i, …, and △p[np] from △p and then add all these value, which means that △= 

△1[n1]+ △2[n2]+△3[n3]+…△i[ni]+…△p[np]. Then the result is rounded and is 

added to the result of step3, which is the data needed to write to the frequency register.   

Taking a=0.1Hz,f=1MHz，t=0.1Hz as an example, when the setting output fre-

quency m equals to 7893.4Hz, we can get the value of frequency control word M ac-

cording to the next four steps.  

Step 1: calculate the multiple of m to t: B=m/t=7893.4/0.1=78934. 

Setp 2: display B with an expression as B=4+3×10+9×102
＋8×103

＋7×104. 

Step 3: extract the value M1[4] from M1, M2[3] from M2, M3[9] from M3, M4[8] from 

M4 and M5[7] from M7 and then add all these value.  We can get that M= M1[4] 

+M2[3] +M3[9]+M4[8] + M5[7].  

Step 4: We can extract the value △5[7]from △5, △4[8] from △4, △3[9] from △3, 

△2[3]from △2 and△1[4]from △1, and then add all these value, which means that 

△=△1[4] +△2[3] +△3[9] +△4[8] + △5[7]. Then the result is rounded and is added 
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to the result of step3, which is the data needed to write to the frequency register, that is, 

the frequency control word.   

Summing up the above, we can get the advantages of this new method as following. 

(1) The data stored into memory is small. There are only 2×q groups, which mean 

2×9×q n-bit binary numbers. (2) Comparing to the method in 2.1, the speed of fre-

quency setting is much faster since the value is retrieved from only q groups instead of 

from (f-a)/t+1 numbers. (3) The new method significantly reduces the error accumu-

lating effect since each array is calculated by hands. So the maximum error is 0.5 when 

getting each array values of frequency control word M truncated corresponding to 

setting frequency. The absolute error of output frequency is less than Hz
2

5.0
N

cf× , which 

is the half of frequency resolution. When fc=2MHz and N=28, the absolute error of 

frequency is less than Hz003725.0
2

1025.0

2

5.0
28

6

＝＝

×××
N

cf .  

5   Conclusions 

DDS is an important means to synthesize frequency. Because it has superiority in a 
series of performance such as bandwidth, frequency conversion time, frequency reso-
lution, phase continuity and integration, DDS is used widely in a variety of instruments. 
To address the disadvantages of large computation, low efficiency of frequency setting, 
more storage space occupied or significant cumulative errors of frequency setting when 
calculating frequency control word with usual methods, a new calculation algorithm of 
frequency control word is developed in this paper. This new method does not need 
large computation and more space and simultaneously it can decrease the error greatly 
and improve the frequency setting speed and precision. The method can be employed in 
synthesizing adjustable frequency signal generators when adopting DDS technology.  
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Abstract. This paper, under 3–using principle in the philosophy of cali-
ber-oriented education to success (CETS), makes a tentative qualitative study on 
the application of task-based approach in the teaching of English-Chinese 
translation based on the web. Translation teaching is characterized by its prac-
ticality. Therefore, the task-based approach can be employed to guide the 
web-based content collection and the process of English translation teaching. In 
this way, the prospect for enhancing student’s translation ability is quite en-
couraging, which has been verified by one year’s teaching. 

Keywords: task-based teaching of translation, teaching content, teaching process. 

1   Introduction 

Translation teaching reform is urgently needed, for translation course is one of the core 
curriculum for English majors, and translation teaching plays a quite important role in 
the enhancement of students’ language competence as well as their translation ability, 
or caliber. As early as in 1996, delegates of the first National Translation Teaching 
Conference proposed that the teaching of translation must be based on some theory 
because the simple skill teaching is obviously difficult to meet the present teaching 
needs, and they also pointed out that equal emphasis should be placed on translation 
theory and practice in appropriate combination.  

However, the present translation textbooks, with no more than two types of given 
exercises of a long or short history, fail to meet such requirement and have lost their 
attraction in students who are curious and fashionable. Undoubtedly, new contents 
should be offered. But what are they? where are they from? How could they be ar-
ranged to satisfy the practicality of translation teaching? The answer is the web where 
you can find almost any information you want and the 3-using principle which can 
guide you collect appropriate information and arrange it logically.     

1.1   The 3-Using Principle 

It is hold in the CETS philosophy that caliber is basically innate and that its im-
provement is determined by education. In addition to the innate ones, caliber cannot be 
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transferred directly; internalization is the fundamental law of its formation and de-
velopment. Therefore, college education should be innovative in education models, 
mechanisms, content and methods, through the organization of autonomous learning, 
nurture, training, experience, practice sublimation, contributing to the internalization 
and enhancement of students’ success caliber. (Zuobin Zhao, 2009: 104)  

In the CETS philosophy, the most important principle in teaching is 3-using prin-
ciple, namely, being applicable, being enough, and being capable of using. Being  
applicable means that the course content should be applicable and conducive to the 
cultivation of students’ specialized caliber. Being enough means that the specialized 
education should be systematized and the teaching content should be enough to achieve 
the training objective. Being capable of using means the course content should be 
ensured to be mastered by students. The 3-using principle is a new requirement of 
caliber-oriented education for teachers in independent institutes, and it is also a kind of 
concrete CETS embodiment in teaching. The three items of this principle are not sim-
ply paralleled but intrinsically linked. The first one is the basic principle of the CETS 
teaching philosophy; the second one is the requirement for the amount of teaching 
material and it says the specialized education should be systematic.  

1.2   Task-Based Approach 

Task-based approach could be well employed in the teaching of translation. This ap-
proach, based on the education theory pragmatism by the American educator John 
Dewey, is student–centered, claiming learning by doing. Mr. John Dewey advocated 
that the center of teaching should be turned to students from the teacher and the text-
books and students should be guided to learn in various activities. Classroom teaching 
should be always started around the given tasks, which enables each lesson clear in 
purpose, practical in content, and best in effect(Jia Zhigao, 2005).  

Under this principle, the teacher has to substitute the traditional cramming teaching 
mode with a heuristic, interactive, and practical teaching mode, give full play to the 
autonomy of the students, and help them acquire applicable knowledge, enough skills 
and practical capability for the future in the teacher-student interaction. The paper 
below is mainly about the application of task-based approach to the English-Chinese 
translation teaching based on the web in terms of teaching content and process. 

2   Web-Based Collection of Teaching Content and Development of 
Teaching Program 

The beginning step is to summarize, according to the characteristics of translation 
teaching, translation methods and techniques accompanied by enough typical examples 
and exercises which include sentences, short passages and the materials for regular 
translation practice in teaching. As Table 1 indicates, most teaching contents are from 
the web because the information of the textbooks are out of date. Here the author has 
tried her best to make full use of the textbooks and network resources to get an exten-
sive collection of the translation teaching materials, such as syllabus and courseware, of 
the domestic colleges and universities. Then, under the guidance of the principle being 
applicable and enough in the CETS philosophy, the most widely used translation  
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Table 1. Percentages of teaching content from the textbooks and from the web 

Teaching content From the textbooks From the web 
theory (skills) 70 30 
examples 20 80 
sentence practices 40 60 
paragraph practices 0 100 
passage practices 0 100 

methods and skills are drawn from them based on her personal experience. These 
summarized methods and techniques are what students should master in the translation 
course, hence they could be regarded as tasks for the course.  

The second step is to stratify tasks according to the requirements of the task-based 
approach. The translation course, which is itself one task among the language teaching, 
is divided into several main tasks, such as translation methods and skills; the main tasks 
as translation methods are then subdivided into sub-tasks as liberal and literal transla-
tion or domestication and alienation. It should be clear that translation methods belong 
to the sub-task, literal and liberal translation to the sub-sub-tasks. The task chain should 
be consistent in logic and in difficulty with the principle of continuity according to 
Krashen’s “i+1” theory.   

With logic stratification of the summarized translation methods and techniques, the 
following step is to develop the teaching programs in accordance with the principle of 
“First practice, first exercises” and the practical features of translation (Bocheng Zhang, 
2008). The specific approach in the preparation of lesson plans for each task is to supply 
exercises which embody the relevant theory and technique in the beginning, then the 
theory summarized from the previous exercises, and finally curricular and extracurricular 
training materials for further consolidation and sublimation of the relevant technique. The 
teaching system should take sentence as the basic translation unit and take as the main 
line the translation in comparison between English and Chinese.   

3   Web-Based Teaching Process 

In the specific process of teaching, task-based approach is employed to deal with the 
content about methods such as translation methods and techniques except for the in-
tellectual content in the first part, the brief history of the Chinese translation, which is 
given by traditional lectures. 

3.1   The Basic Premise of the Task Implementation 

According to the practicality of translation course and requirements of the task-based 
approach, the class grouping is completed before the second lesson, which the monitor 
and the commissary in charge of studies are responsible for. The principle of free 
combination is adopted in the grouping. And after that, group members sit together in 
class, which facilitates the completion of group tasks. Usually the course subtasks are 
completed in groups.  
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The amount of exercises in each task depends on the acceptance of most students 
rather than the knowledge points included in the textbooks or in the subject. Therefore, 
proper adjustments should be made in the design of the task chain for each class ac-
cording to the completion of the previous and, or the immediate classroom tasks. In the 
following section, the author will take the task the technique negation in E-C translation 
as an example to illustrate the specific steps to implement the task. 

3.2   The Specific Steps to Implement the Task Based on the Web 

(1) Lead-in of the main task:  
At the beginning of each chapter, three to five sentences of “i” level are provided for 
students to translate rapidly, which is followed by a guided syntactic comparison be-
tween the original and the translated version, or a piece of bilingual news with pictures 
from the well-known website is displayed which is succeeded by a similar job to 
summarize the specific technique. For instance, the technique negation is introduced by 
“Most Unwanted Tattoos” from the Global Times. Seeing the picture, the students are 
quite excited. Reading the English text, they would take the initiative to think about the 
Chinese version and derive the technique after the bilingual comparison under the 
guidance of the teacher. 

(2) Presentation of the focal points of the main task in the form of questions for students 
to consider 
In the main task negation, there are the following five questions.  

1) What is negation in translation? 
2) What is the role of the technique negation in translation?  
3) How many categories can negation be divided into?  
4) What kind of positive English expressions should be rendered into negative 

Chinese expressions?  
5) What kind of negative English expressions should be converted into positive 

Chinese expressions? 

(3) Conduction of the subtask  
The subtask here is translation and discussion of the carefully selected sentences from 
the web in groups. During this process, the teacher should make random visit and give 
necessary guidance. Discussions between members are followed by between groups. 
One group report their final work and other groups make a comment, which part of the 
version is good if it is well translated and which part should be improved if it is a poor 
job. Group contests can also be adopted. For example, in the task negation, students are 
encouraged to offer the most positive expressions with negative meaning (verbs, nouns, 
adjectives, prepositions, etc.) which should be translated into negative forms in Chi-
nese. Sometimes, for the sake of efficiency, the teacher can comment directly, guide 
students to analyze the characteristics of language rendering and summarize the em-
ployed technique, and give detailed explanation of the cause and full illustration of its 
application.   

(4) Consolidation and sublimation of the technique in practice 
After the completion of the third task, students are required to translate a number of 
similar but slightly more difficult sentences (“i+1” level). And they are encouraged to 
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make conscious use of the skill summarized immediately just before. Finishing all 
relevant subtasks, a conclusion will be made to help students get the answers to the 
questions of the main task and conduct comprehensive exercises, most of which are 
from the language column of well-known newspapers online, in order to ensure the 
authenticity of the task. Sometimes, a quiz is given. The psychology of getting good 
grades can stimulate students to work hard.  

(5) Homework for consolidation of the technique through the web 
Homework is assigned by the online class group to consolidate the techniques gener-
alized in class. Upon completion of the after-school exercises, a passage of moderate 
difficulty should be provided monthly for students to do translation practice. At the 
same time the teacher should try to understand the students’ feedback. By marking this 
kind of exercises and practice, the teacher can find the student's progress and problems. 
And with communication with their caliber mentor and other teachers as well as with 
students themselves, he learns about the reasons for such problems, figures out possible 
solutions, and makes proper adjustments to the next task.  

4   Teaching Effectiveness 

After the implementation of web task-based approach in the translation course, students 
become more interested in learning, which can be easily drawn from their increasing 
lecture rate. Often some students have the initiative to require practice. Chief Inspector 
also expressed his recognition and encouragement for the approach. In this method, 
teachers encourage students’ free translation, and then guide them to analyze and 
summarize the common features of these sentences to obtain the corresponding trans-
lation theory and techniques, and after that give a detailed explanation of the technique 
sources and application and then offer enough exercises to students to practice until 
they can instinctively understand and use related skills. This teaching mode, warm-up 
practice - analysis and induction - understanding and comprehension - consolidation 
practice, is consistent with the student's cognitive process, and can therefore stimulate 
their thinking. This kind of teaching content highlights the translation practicality and 
follows the acquisition law of internalization by practice in the CETS philosophy. With 
enough practice, knowledge can be internalized and become part of a person, namely 
his caliber. Here in the translation course, knowledge mainly refers to the theory such 
as the translation methods and techniques, and practice refers to all kinds of exercises. 
Both are arranged and conducted in the form of tasks. It is safely to say such teaching 
content is quite applicable. 

5   Conclusion 

The application of web task-based approach to translation course, a specialized prac-
tice-based course guided by theory, can make an effective improvenment of the 
learners’ translation ability. All lectures are organized in the form of tasks. During the 
performance of a series of tasks, the learners often adopt the ways of participation, 
experience, interaction, communication, and cooperation, which give full play to their 
own cognitive ability and enable them to perceive, understand, and apply the target 
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language in practice by mobilizing the target language resources they already have. 
This is a kind of studying by doing and by applying. And this is a teaching model 
consistent with the 3-using principle in the CETS philosophy which advocates caliber 
internalization by practice. When a teacher guides his students to induce the technique 
from their exercises during his teaching process and adjusts his teaching plan according 
to his students’ feedback, his role in teaching has been completely changed, a shift from 
the traditional centre to a real guide and mentor; meanwhile, the learners own a 
dominant position in the learning activities in that they get to explore actively the 
knowledge rather than accept passively what the teacher or the textbook says. A famous 
educator Rogers believed that all the knowledge taught by others are relatively useless, 
and what influence the individual behavior is the internalized knowledge discovered by 
himself. In the task-based teaching of translation, the techniques which the students 
take the initiative to explore and induce from the exercises under the guidance of their 
teacher belong to what they discover and can become part of their own language 
schemata with appropriated amount of practice and internalization. This kind of 
teaching, can of course achieve the purpose enabling the learners to make use of what 
they get from the class.   

Of course, the model should be further improved systematically, the arrangement of 
specific practice under each task should be further adjusted according to the level of 
difficulty, in order to effectively meet the "i +1" principle; the examples as well as the 
exercises should be enhanced in their embedded value and the typical level to offer 
maximum benefit for students, arousing their learning interests, and facilitating their 
understanding, memory, and imitation. At the same time, empirical studies can be 
conducted to the feasibility of the model. 
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Abstract. Rural community is an important institutional innovation,which has 
important effect and edification to future new rural management.There are three 
new rural community management patterns in shandong province:divisions of 
the village community,many villages community and village merge community. 
This article not only introduce three models,but also compare them in four  
aspects: community scale, community management,infrastructure,resource utili-
zation.Pointing out the strength and weakness of three models.Drawing a  
conclusion that village merge community is the active reaction for rural urbani-
zation. And could be the important recommended breed. 

Keywords: rural community, divisions of the village community, many villages 
community, village merge community. 

1   Introduction 

Rural community is a gather life community based on style of rural life,which has many 
shortcomings.For example,small,simple construction,weak infrastructure, imperfect 
service.For the moment,Shandong province has discovered many effective community 
management.divisions of the village community,many villages community and village 
merge community are the very representative ones.This article not only introduce three 
modes,but also compare them in four aspects:community scale,community manage-
ment,infrastructure,resource utilization. 

2   Introduction of New Rural Community Management Patterns 

2.1   The Divisions of the Village Community 

Based on divisions of the village,Divisions Of The Village Community set up build a 
rural community and a comprehensive service center.,relying mainly on the old  
committee of the villagers and party committee. 
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Divisions Of The Village Community gaine prominence of nationwide rural 
community.Because it has high position accuracy distinguish the concept between 
urban community and rural community;without additions administrative level and 
cost;can realize community self-governing;it combines the committee of the villagers 
and Party Committee into one, which is beneficial to build closer relations between 
cadres and the masses;convenient services to meet the needs of everyday life.The 
flaw is that too small village in resources to waste but several villages are assembled 
together divided carefully. 

2.2   The Many Village Community 

Counted by villages and towns,Many Villages Community does not combine old vil-
lages.Based on economic powerful village or center village and focus on countryside 
community garden,bring about around five villages, community rely on the Commu-
nity Development Commission for managing. 

Many Villages Community only establish community service centers at the center 
village,so that  could concentrate the authority and budget.And this is the best approach 
to rural-urban basicpublic service equally.It is beneficial to led the villagers gathered to 
center village,and the Community Development Commission and Party Committee are 
favorable to cadre serve inhabitant face each other. The drawback is position impre-
cisely,and associate with community self-governing weekly.The pattern attaches great 
importance to community services but neglect.others of  the community construc-
tion.Moreover,extra staff increase the financial expenditure. 

2.3   The Village Merge Community 

Radius of the Village Merge Community isn't more than 3 kilometers,and scale covers 
three to six villages or 3000~6000 inhabits. Establishing community service centers 
and reorganizing functional districts by 5 types:centre project,resources complemen-
tary,historical origins, town promoting, strong-weak co-operation. 

The Village Merge Community rethought on in China Lin Yi and Wei Fang,which 
have the superior of the Divisions Of The Village Community and The Many Village 
Community.So it is  helpful to resources integration and utilization.However, the in-
tegration of assets and debts involve in collective assets and debts and the villagers' 
vital interests.The demolition bring up many questions,such as the villagers unwilling 
to leave their homelands,the  financial input on new houses,make it's difficult to 
pressing ahead. 

3   Comparison of Three Models 

This article compareabove-mentioned three models in four aspects:community 
scale,community management,infrastructure and resource utilization.Take 3-5 villages 
for instance(see Table 1). 
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Table 1. The situation of three community patterns 

 Community 
Scale 

Community  
Management 

 

Infrastructure Resource 
Utilization 

Divisions of 
the village 

small Construction  
Coordinating  

Committee anAd Party 
Committee  

3-5 groups low 

The Many 
Villages 

Community 

large Party Organizations and 
Community  

Development  
Commission 

1 group heigh 

The  
Village Merge 

Community 

large community general 
Party branch and 

neighborhood  
committee 

1group heigh 

3.1   In the Community Scale (See Figure 1) 

Every divisions of the village has its rural community,whose scale is different because 
of the difference between and the economic factors.But many villages community and 
village merge community establish community ineconomic powerful village or center 
village,so that they have relatively great scale. 

 

                                                   

 

 

 

 

Divisions of the village  The Many Villages Community   The Village Merge Community 

  mean the village,    mean the community service center,               mean movement 

Fig. 1. Three kinds of rural communities and service center 

3.2   In the Community Management 

The Construction Coordinating Committee of Divisions Of The Village Community is 
formed by representatives of Party branch work as director,director of villagers com-
mittees work as deputy director and personnel of various kinds  ,such as the People's 
Congress at different levels and the CPPCC Members, representatives of the unit, 
villager representatives,whiz at wealth,old cadres,old teachers,older Party mem-
bers.And using "University Student Village Officer";carrying out decision system of "4 
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authority",working system is Party make a decision   the villagers meeting and the 
villager congress vote it   villagers committees execute it    the masses and 
organizations above them supervise it. 

Party Organizations in the Many Villages Community is formed by Party branch of 
representatives of the Community Service Center,village Party organizations in the 
community and other unit in the community Party organizations.Party Organization 
isn't a leading body but a services agency.It mainly surround community service and 
construction.Party Organization integrate community resources by means of commu-
nication,coordination, guarantee,education and training.The relationship between 
Community Development Commission and villages in community isn't  led and be 
led.Commissiones work surrounding community service under the direct leadership of 
township Party committee,government. 

Divisions Of The Village Community repeal old Party branch and villagers com-
mittees,and reorganize community general Party branch and neighborhood commit-
tee,and explore on switch fromfour spheres: establish Residential Areas;set up party 
organizations at profession,group or industry chain,to form new organization system 
with the community general Party branch as the mainstay,Party branch of industrial 
associationas backbones, professional Party groups as the base;add peasant to Coop-
eration and particular way is cancelling the conventional villager groupadding  
Community Residents to trade, industrialization and group in kinds of coopera-
tion;strengthen democratic management,and particular way is carrying out"together put 
up and vote"in terms of group election,carrying out consultation service of decision and 
democratic decision and open invite bidding and bid in terms of affair  adminis-
ter,change "what be published by the village,what be known by the villagers" to "what 
be desired by the neighbourhood,what be published by the community". 

3.3   In the Infrastructure 

Divisions Of The Village Community establish service center in every community,take 
"neighborhood center" as the breakthrough point-which bring together Community 
Party building,civilization construction,villagers' autonomy,double support 
work,convenience service,cultural education, exercise and amusement-keep promoting 
the construction of public service of rural community in mind.So that villagers de-
mands could be resolved at their own door.  

The service center of Many Villages Community usually set up 8 service sta-
tion,such as medical and health,community policing, community sanitation, culture and 
sport,family planning,and a office hall.Because of  "all the townships are connected by 
roads" ,it is convenient for villagers to go to the service center in the center village. 

The Village Merge Community located in being supported by "one net and two 
platform" of supply and sales system,and establish service center in the large village 
community.By using reform of township mechanism,community decentralize power of 
7 station and 8 agency.Therefore 13 service are decentralized to service center,such as 
family planning,residence migration.All together,the Joyous Farmer’s House super-
market, the Rural Credit Cooperatives, professional cooperatives and postal savings are 
extended to the community could abundant the connotations of the service. 
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3.4   In the Resource Utilization 

Although villages in divisions of the village model lie in developed region of Shandong 
Bandao,there are varying degrees of villages.The small villages(less than four thousand 
inhabitants)are small,so it is  always comes forth the three appearance:villages scat-
tered and crowd in dimple type;the peasant household are scattered and weak,Scale and 
Industrialization are low;party organizations are not as one of a group.The utilization of 
resources is low.Land and other resources and debts are not change because the 
community is built on the spot. 

  Collective debts are not change because the Many Villages Community requiring 
no demolition.Leading the villagers gathered to center village.Thus will gradually form 
large a village even a jerkwatertown.And the utilization of resources will raise natu-
rally.But center villages have difficulty in designing,demolition and collecting land. 

  The Village Merge Community is beneficial to integration and utilization,for 
example Jvnan integrate assets,both real and personal property are put under the 
community.Community is beneficial to integrate the land and land contract isn't 
change,for example Xianggou Xiang give within 5 percent house sites, flexible 
sites,allowance sites for construction and 4 kings of wasteland to the community to 
govern. Community is also beneficial to integrate claims and debts,such as debts in-
side the community could be resolve each other,or else other original collective 
claims and debts could be undertaken by the community. 

4   Conclusion  

Overall,we shouldn't discuss 3 patterns in themselves,but should put them in the 
macroscopic broadview of entire modernizations:the reasonability and validity of any 
local system lie in the coupling,and whether construction logic of the modern 
state.Divisions Of The Village Community    suit larger villages ,otherwise it will 
cause the waste of resources.The Many Villages Community pay more attention to 
economy development,but because of leading the villagers gathered to center village. 
After a long development will inevitably form large villages,which resemble Divi-
sions Of The Village Community and need a relatively long time.Represent active 
reaction for urbanization and surpassing System of Villagers’ Autonomy make The 
Village Merge Community real modern meaning.So it is a ideal pattern of rural 
community that we could predict and adapts the economic development level of na-
tion should be recommended majorly.The question is debts and demolition in the de-
velopment should be active reaction by all levels. 
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Abstract. Most of the methods for calculation of the upper and lower approxi-
mations of a concept are presently based on static information systems. In fact, 
the information system usually evolves over time, including the change of its 
universe, attribute set and values of attributes. In this paper, from the point of 
view of matrix, an incremental updating method is proposed for updating β-
approximations under variable precision rough sets while the universe of infor-
mation system evolves with time. Furthermore, the theorems on updating the 
approximations of a concept by the tool of matrix are given. The process of cal-
culation on this updating method is presented. Finally, a numeric example is 
given to illustrate the correctness of the proposed incremental updating method 
based on the matrix point of view.  

Keywords: Matrix, approximations, incremental updating, variable precision 
rough set. 

1   Introduction 

The rough set theory [1] was proposed by Z. Pawlak in 1982. It is an effective method 
and tool to deal with inconsistent problems. Owing to no need of the priori knowledge 
in certain field, it has obtained successful applications in pattern recognition, machine 
learning[2]. The lower approximation and the upper approximation are two important 
concepts in rough set theory. At present, most of the methods for calculation of the 
upper approximation and the lower approximation are based on static information 
systems. In fact, the information system usually varies over time, including the 
change of its universe, attribute set and values of attributes. How to quickly compute 
the approximations of concept under a changing circumstance is a crucial task in dy-
namic knowledge discovery. When a new object insert into or delete from the uni-
verse of information systems, there are many results on how to update approximations 
incrementally while the universe varies over time under the classic rough set model[3-
5]. However, there are few reports on the research on the incremental updating ap-
proximations by the tool of matrix [11]. Ziarko introduced a probability value β and 
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proposed the variable precision rough sets (VPRS) model [6]. It has many applica-
tions in real-life world. In this paper, we use the matrix method to incrementally up-
date approximations in VPRS. 

The remainder of the paper is organized as follows. Section 2 provides the basic 
concepts of information system and the matrix representation of the subset, the lower 
approximation and the upper approximation. In Section 3, the incremental updating 
approach to calculate the approximations of a concept by the matrix method is pre-
sented. In Section 4, examples are employed to validate the proposed approach. The 
paper ends with conclusions and further research topics in Section 5. 

2   Preliminaries 

Basic concepts, notations and results of VPRS as well as the matrix representation of 
the subset of the universe are briefly reviewed in this section [7-10]. 

Definition 1. [7] A quadruple >=< fVAU ,,,S  is an information system, where U is a 

nonempty finite set of object; A is a nonempty finite set of attributes; A=C∪D, 
C∩D=∅, where C and D denote the set of condition attributes and the set of decision 
attributes respectively. a

Aa
VV

∈
= ∪ , aV  is a domain of attribute a, VAU →×:f   is an 

information function, which gives value to every object on each attribute. 

Definition 2. [8] Let U={u1, u2, ……, un} be a finite universe set, and X a subset of U. 
Thus X can be represented by a n-row matrix T

nn xxxX ),,,( 211 …=×  (T denotes the 

transpose operation), and
⎩
⎨
⎧

∉
∈

=
Xu

Xu
x

i

i
i ,0

,1
 

Here, we do not distinguish the subset X of U and its corresponding n-column  
boolean vector.  

For instance, if },,{},,,,,{ 43154321 uuuXuuuuuU == , then we write TX }0,1,1,0,1{= . 

Definition 3. [9] The matrix A is partitioned into many little matrices with some ver-
tical and horizontal lines and each little matrix is called the sub-block of matrix A. 
The nominal matrix whose elements is sub-block is called partitioned matrices. 

For example, A =
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

34333231

24232221

14131211

aaaa

aaaa

aaaa

. The method for partition is denoted as 

⎥
⎦

⎤
⎢
⎣

⎡
=

2221

1211

AA

AA
A ,where, ⎥

⎦

⎤
⎢
⎣

⎡
=

2221

1211
11 aa

aa
A , ⎥

⎦

⎤
⎢
⎣

⎡
=

2423

1413
12 aa

aa
A , [ ]323121 aaA = , [ ]343322 aaA =  

The operation law of partitioned matrices is similar to that of the ordinary matrix.  
In[10], we have proposed a new method for calculation of the approximations of 

rough sets based on the matrix method, namely, the column matrix of upper and lower 
approximations of a subset can be derived from the operation among the column ma-
trix of the subset, the induced matrix and the equivalence relation matrix. The method 
is shown as follows. 
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Theorem 1. [10] Let U={u1, u2, ……, un} be a finite universe set, R an equivalence 
relation on U, nnij ×)(m  a matrix representation of R, and X an arbitrary subset of U, 

)/1,...,/1,/1(
11

2
1

1 ∑∑∑
===

Δ

× =Λ
n

k
nk

n

k
k

n

k
knn mmmdiag  be the induced diagonal matrix of RM . Then 

the method for calculation of approximations based on the matrix is as follows. 

(1) The n-column boolean vector of β-lower approximation of  X: 
βββ −×− •Λ=••Λ= 111 )())(()( nR CXMXR  

(2) The n-column boolean vector of β-upper approximation of  X: 

βββ )())(()( 1×•Λ=••Λ= nR CXMXR  

where •  is the dot product of matrices, β−×•Λ 11)( nC is the(1-β)-cut of  

matrix )( 1×•Λ nC  and. β)( 1×•Λ nC  is the β-cut of  matrix )( 1×•Λ nC . 

3   An Incremental Method for Updating Approximations of VPRS 
While the Universe Evolves over Time 

In this paper, the case that only one object insert into or delete from the universe is 
considered, namely, the incremental updating method for computing approximations 
by the matrix is studied  only under this case and then only the incremental updating 
matrix XM R •  will be taken into account. 

3.1   One Object Is Deleted from the Universe 

Theorem 2. Let U={u1, u2, ……, un} be a finite universe set. The element deleted 
from the universe is ui (1≤i≤n). RM  and RM ′  are two n×n  matries representing the 
equivalent relation R before and after the element ui deleting from the universe re-
spectively; X  and X ′  are two subsets of U before and after the element ui deleting 
from the universe respectively. Then the matrix XM R

′•′  can derived form XM R •  
according to following methods. 

(1) Matrix RM ′  can be derived after all the ith row’s elements and all the jth col-

umn’s elements of matrix RM  are removed; 

(2) If Xui ∉ , then matrix XM R
′•′  can be obtained by deleting the ith row’s ele-

ments of matrix XM R • ; 

(3) If Xui ∈ , then XM R
′•′  can derived from XM R •  by two steps: a) If 

)1(1)( UrM riR ≤≤= , then the element 1)( rR XM •  minus one, else remained 

unchanged; b) Delete all the elements of the ith row of matrix XM R • . 

Proof  

(1) RM ′  can be derived after all the ith row’s elements and all the ith column’s ele-

ments of RM  are removed , this property can derived from the definitions of 
equivalent relation matrix RM and RM ′  easily. 

Denote )1()( 11 njXMc jRj ≤≤•= , )11()( 11 −≤≤′•′=′ njXMc jRj . 
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(2) Since Xui ∉ , namely, 0=ix . Then 

If ij < : 1

1

11
j
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1
j

1
j1 j

n

k
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n
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kjkii

i
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k
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Therefore, XM R
′•′ can derived from XM R •  by deleting all the ith row’s ele-

ments of XM R • . 

(3) Since Xui ∈ , namely, 1=ix . Then  

case 1 ij < : If 1)( =jiRM , this indicates that ]u[u ji ∈ : 

then 11 1

1

11

1

11
1 +′=+′′=++== ∑∑∑∑
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=+=

−

==
j
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k
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k
kjkj cxmxmxmxmxmc else 0)( =jiRM : 11 jj cc ′=  

case 2 ij > : If 1)( =jiRM  then 
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else 0)( =jiRM : 1)1(1 −′= jj cc .  overall,  proposition (3) can be demonstrated . 

The algorithm is shown as follows to update the β-approximations incre-
mentally based on the matrix while an object deleted from the universe : 

Input: The universe set U; The equivalence relation R on U; The subset X of 
U; Threshold value: β; The object iu which will be removed. 

Output: The β-lower approximation and the β-upper approximation of X ′  
after the removal of the object iu . 

Method 

Step 1. Delete the ith row and the jth column of matrix RM  and the matrix RM ′  

can be obtained. 
Step 2. The matrix XM R

′•′  can derived from the matrix XM R •  

Step 3. According to the definition of induced matrix the matrix )1()1( −×−Λ′ nn  can be 

obtained  
Step 4. Calculate the matrix representation of β-upper approximation and β-
lower approximation of subset X ′  after the deletion of object iu  respectively  

Step 5. Get the β-upper and the β-lower approximation of subset X ′ after the de-
letion of object iu  according to the meaning of matrix representation of X ′  . 

3.2   One Object Inserts into the Universe  

When a object inserts into the universe U, the matrix XM ′•′R  can be updated by the 

matrix’s block-divided method. For sake of convenience, let the inserted object be 
un+1. U={u1, u2, ……, un} be the original finite universe. X is the arbitrary subset of U. 
After the insertion of the un+1, the universe turns into U’={u1, u2, …, ui,…, un, un+1}. 

Theorem 3: Let U={u1, u2, ……, un} be a finite universe, X an arbitrary subset of U, 
the element which will be inserted into the universe U is un+1. RM  and RM ′  are two 

n×n  matrix representing equivalent relation R before and after the element un+1 is 
inserted into the universe, respectively; X  and X ′  are two subsets of U  before and 
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after the element un+1 is inserted into the universe, respectively. R and Q are denoted 
as follows: 

11)( ×R =[1] ,  
⎪⎩

⎪
⎨
⎧

=/

=
==

+

+
× njuRu

njRuu
qQ

jn

jn

nj ,,3,2,1   ,0

,,3,2,1    ,1
)(

1

1

11  

Thus: 1) ⎥
⎦

⎤
⎢
⎣

⎡
=′

RQ

QM T
R

RM , T denotes the transpose operation; 2) ⎥
⎦

⎤
⎢
⎣

⎡
•
•

=′•′
XQ

XM R
R XM . 

Proof: Firstly, construct matrices Q  and TQ  by using the relations between the in-
serted object 1+nu  and the original object )1( niui ≤≤ . Their orders are 1×n and n×1, 

respectively. 

Then, get the partitioned representation of RM ′  and the column matrix X ′ after up-

dating as follows by using RM  and subset X . 

⎥
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⎢
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⎡

•+•
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T

R , The order of XM ′•′R is (n+1)×1. 

The algorithm is shown as follows to update the β-approximations incrementally 
based on the matrix while an object insert into the universe U: 

Input: U; The equivalence relation R on U; The subset X of U; Threshold value: β;  
The object iu which will be inserted into the universe. 

Output: The β-lower and the β-upper approximations of X ′ after the insertion of 
1n+u . 

Method:  

After the insertion 1+nu , the partitioned representation of RM ′  can be obtained  

Step 1. Matrix XM R
′•′  can be obtained in accordance with Theorem 3. 

Step 2. The updated induced matrix )1()1( +×+Λ′ nn  can be derived from RM ′  according 

to the definition.  
Step 3. Calculate the matrix representation of β-upper approximation and β-lower 
approximation of subset X ′  after the insertion of object iu respectively.  

Step 4. Get the β-upper approximation and the β-lower approximation of X ′  after 
the insertion of 1+nu according to the meaning of matrix representation of X ′ .  

4   An Illustration 

Let },,,,,,{ 7654321 uuuuuuuU = ,the partitions of equivalent R on U  is: 

}}{},,,,{},,{{/ 7543261 uuuuuuuRU =  and subset of U is: TX }1,0,0,0,1,1,1{= , β=0.4. 

and )1,2/1,4/1,4/1,4/1,4/1,2/1(77 diag=Λ × . So, T
R XM }1,1,2,2,2,2,1{=• . 

Calculate the column matrix representation of β-approximations of X 
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Get the β-upper approximations of subset X  according to the meaning of matrix 

representation of subset X ′  . }{)( 74.0 uXR = , },,,,,,{)( 76543214.0 uuuuuuuXR = . 

The incremental updatoffing of β-approximations will be discussed respectively 
when an object deleted from or inserted into the universe U. 

Suppose object 3u will be deleted from U, namely, }{ 3uUU −=′ , },,{ 721 uuuX =′ . 

Firstly, 66)( ×′
RM  after update can derived from 77)( ×RM .  

Secondly, updated T
R XM }1,1,1,1,1,1{=′•′ can derived from XM R • . 

Thirdly, )1,2/1,3/1,3/1,3/1,2/1(66 diag=Λ′× . 

So the matrix representations of the β-approximations of X ′ can be calculated: 
TTT

R XMXR }1,0,0,0,0,0{}1,2/1,3/1,3/1,3/1,2/1{)}1,1,1,1,1,1{())(()( 6.06.0666.0664.0 ==•Λ′=′•′•Λ′=′ ××

TTT
R XMXR }1,1,0,0,0,1{}1,2/1,3/1,3/1,3/1,2/1{)}1,1,1,1,1,1{())(()( 4.04.0664.0664.0 ==•Λ′=′•′•Λ′=′ ××  

At last, the β-upper approximation and the β-lower approximation of subset X ′  are 
obtained respectively according to the meaning of matrix representation of subset  
X ′  . }{)( 74.0 uXR =′ , },,{)( 7614.0 uuuXR =′ . 

Suppose 8u will be inserted into U, namely, }{ 8uUU +=′ , },,,,,{ 87321 uuuuuX =′ . Let 

β=0.4. And suppose the partition of equivalent R on U after the insertion of 8u  is: 

}},{},,,,{},,{{/ 87543261 uuuuuuuuRU =  In accordance with the relations between 8u and 

the original object, Q  is constructed and Thus: [ ]10000001 =×nQ  

[ ]Tn
TQ 1000000)( 1 =×  and 11×R =[1] .So, 
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)2/1,2/1,2/1,4/1,4/1,4/1,4/1,2/1(88 diag=Λ′×  
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The column matrix representation of theβ-upper approximation and theβ-lower ap-
proximation of subset X ′ can be calculated respectively. 

TT
R XMXR }1,1,1,1,1,1,1,1{)}1,1,1,2,2,2,2,1{())(()( 4.0884.0884.0 =•Λ′=′•′•Λ′=′ ××  

At last, theβ-approximations of subset X ′  are obtained according to the meaning of 

matrix representation of subset X ′  : φ=′)(4.0 XR , },,,,,,,{)( 876543214.0 uuuuuuuuXR =′ . 

5   Summary 

The incremental updating method for computing approximations of VPRS by the ma-
trix while the universe varies over time was proposed in this paper. It may help to 
improve the efficiency of knowledge discovery by rough set theory. Our future work 
will focus on the development of algorithms to validate the proposed methods. 
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Abstract. According to the application of the planet detection, the kinematics 
model of six wheels rock-bogie robot was studied in this paper. A correspond-
ing robot movement simulation system based on stereo vision and virtual reality 
was developed. The system provided motion parameters of virtual robot to real 
robot by means of out-line teaching, which ensured the robot’s safety. The vis-
ual orientation theory and the simulation system realization based on OpenGL 
were introduced in detail. The simulation was finished based on synthesis ter-
rain and real terrain, and the results show that the system possesses preferable 
interactive characteristic, and will provide some key techniques for virtual 
navigation, teleoperation of planetary exploration robot.  

Keywords: Wheeled mobile robot (WMR), Kinematics model, Stereo vision, 
Off-line teaching. 

1   Introduction 

The motion of wheeled mobile robot (WMR) with appropriate suspension system is 
rapid and steady which will get a strong ability to adapt terrain, and it plays an impor-
tant role in planetary exploration and dangerous operation environment. In general, 
the working process of robot’s teleoperation system is as follows: The camera carried 
by robot will take the photos of its position, these photos and the status of robot itself 
will be sent back to control center. All of those will be passed to teleoperation system 
as well, then the system could generate environment model by using 3D reconstruc-
tion techniques. After that, a virtual robot which has the same geometrical model and 
kinematics model deduced from the real robot will be put into the 3D environment 
model, so as to the operator could act、trajectory planning and test off-line according 
to science mission. Then, the planned information of action and trajectory will be sent 
to control center, and the distal robot will execute the operation when it receives the 
information from control center[1,2]. The paper builds a visual and humanly teleop-
eration environment by use of stereo vision and virtual reality technique on the basis 
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of WMR kinematics model. The simulation results show that the scheme is effective 
and practical based on the synthesis terrain and the real terrain. 

2   The Simulation Platform for the Motion of WMR 

2.1   3D Terrain Modelling Based on Stereo Vision 

The raw data of terrain is composed of a series of 3D points; the initial data points are 
triangulated to represent the surface of terrain.  

2.1.1   Binocular Camera Calibration 
The calibration is processed on a high-precision calibration platform by using Tsai 
two-step method which is realized based on 3D re-projection error[3], it has stronger 
anti-interference ability for the noise of image coordinate.  

2.1.2   Image Dense Matching 
The paper adopted dense matching algorithm based on the max flow mini cut theory 
in graph theory[4].Image matching is equivalent to search for the minimum cut of net, 
and the curve surface which run through all edges of minimum cut is called minimum 
cut curve. The capacity (cost) of all edges on the curve is minimum[5], it is similar to 
variable curve of disparity d  in two images overlapping region following image 
coordinate ( )yx, . The global optimization function can be defined as: 

)()()()( fEfEfEfE smoothoccdata ++=  (1) 

Where, dataE  is data item which represents the degree of consistency of pixel match-

ing; occE  is penalty item which make sure each pixel could find its corresponding 

relationship; smoothE  is smooth item which restrain corresponding disparity between 

adjacent pixels. 

2.1.3   Generation of 3D Cloud Points on Object Surface 
3D cloud points could reflect object’s appearance, they could be obtained by triangu-
lation after dense matching, the paper adopts least square method to calculate 3D 
cloud points of terrain surface[6]. Then, triangulation and texture paste could generate 
a vivid terrain scene on computer screen. 

2.2   WMR Kinematics Modeling 

2.2.1   Mechanical Configuration of WMR 
Take series planetary exploration robot as example to modeling and simulation, which 
is six-wheel- rocker-bogie Rocky that developed by JPL of USA. Its basic structure is 
shown in figure 1. It consists of eudipleural rocker-bogie, two terminals of rocker 
connect to front wheel and bogie, and the two terminals of bogie connect middle 
wheel and rear wheel. 
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      Fig. 1. Mechanical configuration                Fig. 2. Coordinate frames for right side of WMR 

2.2.2   The Definition of Coordinate and Joint Angle 
The right side coordinate of six-wheel WMR is defined as figure 2: Left side coordi-
nate is similar to right side coordinate, the number of wheels from font to rear in the 
right side coordinate in order are 1、2、3; The left side are 4、5、6 that corresponds 
with the right side. The meaning of coordinate is as follows: R: the coordinate of car 
body; D: the coordinate of differential ream center; 21B ,B :the coordinate of right and 

left vice rocker; rf, lf: the steering coordinate of right and left front wheel; rr, lr: the 
steering coordinate of right and left rear wheel; 1X : the transitional coordinate of right 

and left rear wheel; iA :the wheel center coordinate of each wheels. 

2.2.3   Kinematics Model 
Kinematics model formula of WMR can be obtained by analyzing Jacobin matrix of 
wheel and combining with velocity projection method. Take the 3rd wheel as  
example: 

 

(2)

According to Jacobin matrix of 1st and 2nd wheel, we can get formula (3), (4): 

 

(3) 

 

 

(4) 

According to formula (2)、(3)、(4), the new form of kinematics model can be  
obtained: 
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(5) 

2.2.4   Model of Car Body 
We utilize Solidworks to generate accurate geometrical model of WMR, then import 
the model into code and generate accurate model by using OpenGL. The 3-D model 
of WMR is presented accurately in such a virtual environment. 

2.3   Simulation Mechanism 

The simulation process can be divided into four steps: 

(1) Initialize the position and orientation of car body, and rotation angle of rocker-
bogie to ensure that the wheel of WMR cling to ground in initialization status. 

(2) The inverse solution and integral for kinematics. 
(3) Matrix transformation: 

According to the relation between car body coordinate R and wheel joint 
point coordinate iC , we get the new position and orientation of joint point co-

ordinate. The transformation matrix from wheel joint point coordinates iC to 

world coordinate W: , , , ,( , , ) ( ) ( ) ( )W Ci i W R R Ai Ai Ci iT U q T U T q Tδ δ=  

(4) The terrain angle needs to be changed to get inverse solution from new kine-
matics if there is mutation, so that solve new structure status parameter of 
WMR to adapt to mutational terrain. 

3   Results and Analysis of Motion Simulation 

3.1   Virtual Terrain Generated by Program 

According to above relevant theory, we realized virtual roam system of WMR by 
using VC++ OpenGL, and achieve the motion experiment on sine curve. Figure 3 
shows the simulation result of linear motion（ 0z =φ ） on the sine curve surface. 
The curve line equation for the trace of left and right wheels: )200/14.3sin(20 x∗∗
；and )180/14.3sin(20 x∗∗ . Figure 4 shows the changes for each joint angle of 
WMR, as well it includes rotation angle ( β ) of cradle、rotation angle ),( 21 ρρ  of 
bogie. The mutation of β 、 1ρ  appeared when left front wheel begin to go uphill, 
and 2ρ  changed later. Because the length of cradle is longer than the length of bogie, 
so the amplitude of β  is smaller than the amplitude of ),( 21 ρρ . Figure 5 represents 
changing law between pitch angle yφ  of car body and roll angle xφ . yφ  ranges from 0 
to negative value which increase firstly and then decrease; yφ  become 0 when the 
center of car body reaches peak; And then, increase firstly and decrease later; Finally, 
its value approach to 0.The changing lay of curve line yφ  verified that the change of 

yφ  reflected the change of curve’s tangent line. The change of roll angle xφ  is caused 
by the different touched terrain of left and right wheels. At last, xφ 、 yφ  approach to 
0 because the car body return to the initial state and its movement is on plane. 
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Fig. 3. WMR roving on sine surface 

                                   

              Fig. 4. Rocker and bogie joint angle                   Fig. 5. WMR pitch and roll               

      

a                              b 

     
c                            d 

Fig. 6. Rocker and bogie joint angle 



 Movement Simulation for Wheeled Mobile Robot Based on Stereo Vision 401 

 

3.2   The Real Terrain Obtained by Stereo Vision 

The Experiment environment is on the flat ground covered by sand in 15×20 meters 
room. In the environment, a 6×3 meters slope road was set up by human. The experi-
ment environmental images were sampled firstly by using stereo camera on mast, as 
shown in figure 6(a). Subsequently, 3D point cloud data are calculated which is 
shown in figure 6(b). Figure 6(c) shows the triangulation partition result. Then, the 
operator chose one planning path in the virtual environment (terrain), and verified the 
path in the environment by the above algorithms, as shown in figure 6(d).The process 
is examined time and again to verify that if there is any dangerous during the  
movement until the planning path is verified exactly. 

4   Conclusion  

This paper utilized stereo vision and virtual environment technique to generate a vis-
ual、humanly teleoperation environment on the basis of kinematics model for WMR. 
The operator can interact with WMR system conveniently, thus realize the location 
and navigation for WMR. The research will be significant in virtual navigation、real 
time collision prevention and teleoperation for planetary exploration robot. 

Acknowledgments. This work is supported by China Liaoning Provice Educational 
Office fund (No.20080611). 
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Abstract. The depth information contained in the image sequence which 
produced by the movement of the camera along the each axis is analyzed in this 
paper, especially for the depth information along the optical axis. Then, the 
corresponding relationship of the translational vector and the disparity vector 
under the translational movement of the camera is deduced. Finally, the algorithm 
for extracting the depth information based on the resolution of disparity vector is 
given, and the validity of the algorithm is proved by experiment.  

Keywords: Image sequence, Translational vector, Disparity vector, Depth 
information. 

1   Introduction 

Stereo vision getting the depth information of scene form plane image is one of hot 
topics in computer vision. Its basic principle is that sample the images from different 
(two or more)views firstly and calculate positional deviation(i.e. disparity) between 
pixels in different images to get 3D information through triangulation principle[1]. 
According to different numbers used in stereo vision, the vision system is divided into 
monocular vision, binocular vision and multi-vision, etc. Binocular vision system is 
undoubtedly one of the most basic models in stereo vision, but monocular can also 
realize 3D reconstruction through the movement of single camera to get more than 
two views. Binocular vision system is used in navigation for mobile robot working in 
the complex environment and it has widely application perspective[2]. In general 
model for binocular vision system, the solution of matching points on the 
corresponding radial will realize 3D reconstruction for space point. The parallel 
binocular vision is degraded model of general binocular vision system, its geometrical 
relationship is simple and it can easily realize the image matching through epipolar 
line collineation constraint, thus the model is applied widely. However, the constraint 
condition of parallel binocular vision is not easy to realize, the situation of epipolar 
line non-collinear for matching point is usually to appear in practical application. The 
recover of epipolar line geometry[3-4] is proposed just for the reason of epipolar 
constraint, the method will increase the accuracy of parallel binocular vision. This 
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paper discussed the binocular model with the relationship of translation position, and 
researched the method of extracting depth information by use of translation sequence 
in the model. The simulation results shows the validity of the proposed algorithm. 

2   The Decomposition Analysis of Translational Movement 

A series of translational sequence images could be obtained by the translational 
movement of camera. If two images are obtained from camera with a translational 
vector T=(Δx,Δy,Δz), scenery point W and a pair of points P1(u1,v1) and P2(u2,v2) 
could be always found in two images, where P1 is imaging point before moving and 
P2 is imaging point after moving, and we assume that the camera coordinate of 
scenery point W is (x,y,z) before moving. We first consider that the situation of the 
camera movement along X axis, i.e. T=(Δx,0,0), the translation vector of camera. The 
below equation is obtained easily according to parallel binocular vision principle[5]: 

21 uu

xf
z

−
Δ=

 
(1) 

Where, u1-u2  is horizontal disparity, Δx is the length of baseline. 
After that, we consider that the situation of the camera movement along Y axis, i.e. 

T= (0, Δy, 0), the translation vector of camera. We can also get the following 
equation according to parallel binocular vision principle: 

21 vv

yf
z

−
Δ=

 
(2) 

Where, v1-v2  is vertical disparity, Δx is the length of baseline. 

W

Z1C 2C1O 2O

1V
2V1U 2U

1P 2P

 

Fig. 1. Schematic diagram of imaging when the camera moves along the optical axis 

Finally we analyses the situation of the camera movement along Z axis, i.e. T=(0, 
0, Δz, the translation vector of camera. We can see in figure 1, it shows that W, P1, P2 

all located on the plane which pass through optical axis, and C1O1=C2O2=f, O1O2=Δz. 
Let  r1=O1P1, r1=O2P2, R=WZ, and we can get the following equation from geometry 
relationship in the figure: 
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The ratio of above two equations can be ordered as: 
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3   The Corresponding Relationship between Translational Vector 
and Disparity Vector 

As shown in figure 2, we assume that the camera execute translational movement 
among four positions in 3D space, and suppose that the camera move from point W1  
to point W2  firstly along X axis, and then move from point W2 to point W3 along Y 
axis, finally move from point W3 to point W4 along Z axis, and the points have been 
projected to images in each position as well. If the matching points of the scene point 
W in space are P1, P2, P3, P4 respectively in the four images, so P1, P2 is in the same 
horizontal direction and P2, P3 is in the same vertical direction according to the 
analysis of above section, therefore they are in the same radial direction. We can 
confirm the relationship between each disparity by ignoring the real length of distance 
between matching points just according to the direction relationship for the matching 
points, as it is shown in figure 3. Obviously, disparity P1P4  represents the disparity 
obtained by the movement of camera from W1 to W4. In vector analysis, if the 
translational vector of camera in 3D space is T=(Δx,Δy,Δz), we can obtain a disparity 
vector D=Δu+Δv+Δr, and Δu, Δv, Δr are the disparity vectors produced by the 
components Δx, Δy, Δz of translational vector.  

 

(0,0,0)1W x,0,0)(2 ΔW
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Fig. 2. Camera movement in 3D space          Fig. 3. Disparity at four positions 
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4   Solve Depth Information in the View of Decomposing Disparity 
Vector 

Without loss of generality, we assume that two images are obtained by the camera 
movement with translational vector T=(Δx,Δy,Δz), we can always find a pair of 
matching points P1(u1,v1)和P2(u2,v2) in two images that the points correspond to the 
scene point W in space, where P1 is image point before moving, P2 is image point 
after moving, the coordinate of scene point W is (x,y,z) in camera coordinate before 
moving. Now, we mark the pair points in the same coordinate, and their relationship 
is shown in figure 4. 

),(P 111 vu

),(P 222 vu

uΔ

vΔ

rΔ

V

UO

  

Fig. 4. Resolution of disparity vector 

The disparity could be decomposed into 3 sections according to previous analysis: 
horizontal disparity Δu, vertical disparity Δv and a radial disparity Δr. Then, we can 
get four equation according to the corresponding relationship between their 
translational vector: 

z

xf
u

Δ−=Δ  (6) 

z

yf
v

Δ−=Δ  (7) 

z
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Δ=Δ 2  (8) 

2
12

2
12 )()( vvvuuur Δ−−+Δ−−=Δ  (9) 

Where, 2
02

2
022 )()( vvuur −+−= . 

Take equation (6), (7), (8) into equation (9), we will obtain a quadratic equation 
with one unknown about z: 
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Let 1221 uuu −= , 1221 vvv −= , and solve the equation: 
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+Δ+Δ−

Δ−Δ−Δ+±=
 (11) 

We can get two real roots by solving equation (10) and it is obvious that the two real 
roots could not be decided which should be kept or rejected in their mathematical 
sense. We have known that the relationship between depth and translational 
movement when the camera moved in the direction of axis, and the relationship 
between depth and general translation movement in equation (10), so we can decide 
which should be kept or rejected in equation (11) according to principle of the general 
situation containing the special situation, and at the same time we can also verify the 
validity of the equation. 

5   Experimental Result and Analysis 

Experiment condition: binocular vision system: Bumblebee2 stereo camera of 
PointGrey company, resolution 1024×768; Homemade simple calibration board: The 
printing black-and-white checkerboard paste into foam board, the number of square 
are 7×9, the size of single square is 28×28 mm; The software for calibration is 
MATLAB calibration toolbox. 

                         

   Fig. 5. Stereo vision camera Bumblebee2      Fig. 6. Image pair obtained by two cameras 

In the experiment, the simple calibration board need to be placed in front of stereo 
camera and parallel to it as much as possible, the distance is mainly about 1m. Then, 
sample a pair of stereo images, as it is shown in figure 6. We can get 80 matching 
points from two images, and all these points are marked from left to right and later 
from top to bottom. Finally, we estimate the depth for calibration board through two 
algorithms by use of 80 pairs of matching points, the experimental results are shown 
in figure 7. Curve 1 is the results based on the algorithm of the paper whose mean 
value is 1(939.7651 mm); Curve 2 is the results based on parallel binocular vision 
algorithm whose mean value is 2(925.4962 mm). The experimental results show that 
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the accuracy of the algorithm proposed in the paper is higher under the same 
condition. There is still deviation between the estimated value and the real value for 
two algorithms which is limited to experimental condition. 
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Fig. 7. Comparison of estimation for depths 

6   Conclusion 

In conclusion, there is obvious relationship between the translational movement and 
disparity for camera from decomposition of disparity vector perspective, i.e., 
horizontal movement correspond to horizontal disparity as well as vertical movement 
correspond to vertical disparity, and the movement in the direction of optical axis 
correspond to radial disparity; we can get the depth information of plane image 
through the corresponding relationship .Because the movement between camera and 
scene is relative, so we can also estimate the translational movement of scene from 
decomposition of disparity vector perspective, even achieve self calibration from 
decomposition of disparity vector perspective. These problems will be solved in the 
future research and the practical application of robot system. 
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Abstract. A novel prediction algorithm LearnPre-Q was proposed by inversing 
the Soil-feature SVM created. After studying the domain knowledge, soil layer 
compressibility coefficient and void ratio variation were abstracted to describe 
the soil characters, and the pile data were transformed and divided into the ac-
tive data and the passive data. Through learning from the data of one pile, the 
first independent component firstIC was got by fastICA algorithm which re-
flected the same or similar features of the soil; and then made the passive data 
as input and firstIC as ouput to create Soil-feature SVM model. When predict-
ing, the transformed data of other pile was input to the Soil-feature SVM model, 
whose output was the soil feature of other pile. This feature and the correspond-
ing active data were input to predict the pile side friction through SVM-Q algo-
rithm. The result of experiment show the LearnPre-Q algorithm could predict 
very precisely.  

Keywords: super-long and large-diameter steel pile piles, pile side friction, 
support vector machine (SVM), independent component analysis (ICA).  

1   Introduction 

As we all known, the number of super-long and large-diameter steel pipe piles in gen-
eral projects is less, and the static load test data are lacking as well. So the data set 
used to research super-long and large-diameter steel pipe piles belong to small data 
set, and it is very difficult to get complete data about one project due to many factors 
such as construction, survey and so on. The existed research on the bearing capability 
of super-long and large-diameter steel pipe piles is rare. A new problem was proposed 
that was whether there is a model to predict pile side friction and bearing capability of 
other piles after learning the data from one pile in the same bridge with multiple piles.  

For the single pile bearing capacity confirmation, there are two kinds of traditional 
methods. One is a direct method, namely to practical test pile static or dynamic test, 
direct determination of single pile bearing capacity; the other is the indirect method, 
which combined with other methods to estimate the parameters of pile and soil resis-
tance and pile resistance, then determined on the basis of single pile bearing capacity 
[1]. Among them, the static load test pile is the most reliable method, but its cost is 
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very expensive, tested time is very long, and the number of piles tested is very small, 
especially for the bridge across the sea. In addition, there are some intelligent methods 
to predict the single pile bearing capability for the foundation or composite founda-
tion [2]. Support vector machine (SVM) based on statistics learning theory is the fo-
cus of researchers because it can be good at solving finite sample learning issue [3]. 
Independent component analysis (ICA) is a good method to abstract the feature [4,5], 
our experiences show that ICA combined with SVM made a good prediction model 
[6]. These intelligent methods can reduce the cost for measuring and be very useful. 

According to the super-long and large-diameter steel pipe piles data and our previ-
ous experiments, we found that the mutual effect among soil layers and pile soil is 
very important. It is well known that there exist the same or similar geologic charac-
ters in the environment of the bridge, and we found the commonness and discovered 
and applied it to prediction. Therefore, we built the model through study one pile to 
predict the pile side friction and bearing capability of other piles in the same geologi-
cal conditions. The data used were introduced in Section 2. Section 3 gave the  
LearnPre-Q algorithm. Experiments were done and explained in Section 4. 

2   Data Analysis 

2.1   Pile Data 

The study used the static load test data of the third test pile and the first test pile of a 
bridge shown in Table 1 and Table 2. 

Table 1. Test data of the third test pile Table 2. Test data of the first test pile 

level pile-
length

(m) 

layer 
thickness

(m) 

void
ratio 

modulus of 
compressibility

(Mpa) 

standard
penetration

test

pile side 
friction 
(kPa)

2 18.75 5 0.696 11.1 5 9
4 23.25 4.5 0.78 10.07 6 7
1 26.25 3 1.021 2.74 5 6
2 28.85 2.6 1.323 2.18 4 6
5 30.75 1.9 0.562 12.1 23 41
1 37.775 7 0.789 5.33 19.5 33
3 41.25 3.5 0.647 8.52 25 41
1 43.25 2 0.865 4.81 20 33
2 47.65 4.4 0.96 3.885 18 31
3 57.85 10.2 0.696 9.19 28 46
4 64.75 6.9 0.871 5.5 21 31
5 69.15 4.4 0.751 5.21 21.5 51
2 71.75 2.6 0.557 12.6 40 73
5 76.7 4.95 0.56 13 44.3 73

level pile-
length

(m)

layer 
thickness

(m) 

void
ratio

modulus of 
compressibility

(Mpa) 

standard
penetration

test

pile side 
friction 
(kPa)

2. 19.716 5.9 0.663 14.5 8.5 13. 
4. 23.516 3.8 0.814 6.07 8.5 14. 
1. 28.616 5.1 1.056 2.93 6.5 11. 
2. 36.416 7.8 1.265 2.59 8. 9. 
3. 41.616 4.2 0.643 9.65 21. 46. 
1. 47.016 5.4 0.663 7.76 28. 39. 
4. 58.616 11.6 1.073 5.305 10.5 31. 
5. 63.416 4.8 0.863 5.87 26. 31. 
1. 64.916 1.5 0.651 10. 23. 42. 
4. 73.316 8.4 0.758 6.55 19. 37. 
1. 84.016 10.7 0.653 12.22 24.5 54. 
1. 85.7 1.684 0.717 7.94 31. 64. 
2. 19.716 5.9 0.663 14.5 8.5 13. 
4. 23.516 3.8 0.814 6.07 8.5 14.  

 
Geological situation of each soil layer is displayed in Table 3. 

Table 3. Geological situation of each soil layer 

No. level lithological character description No. level lithological character description 
1 2 Sandy Loam:  8 1 Loam 
2 4 Sandy loam 9 2 Loam 
3 1 Silty loam 10 3 Fine sand with loam sandwiched 
4 2 Silty clay 11 4 Loam 
5 5 Medium sand 12 5 Loam 
6 1 Mild clay 13 2 Fine sand 
7 3 Clayey silt 14 5 Medium sand with gravels 
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2.2   Analysis of Pile Data 

Since geologic parameters in a same location have some similarity, we need to find 
these similarities and build the model through learning data of one pile, then use the 
model to predict the lateral friction resistance and bearing capability of other piles. 

In the previous sections, we used level, pile-length, layer thickness, void ratio, 
modulus of compressibility and standard penetration test as learning data, and pile 
side friction as output data. Among these data, layer thickness, void ratio, modulus of 
compressibility and standard penetration test are related with geologic information 
more closely, the effect of geologic parameters to piles have similarity in spite of dif-
ferent pile-length. 

1) Coefficient of Compressibility  

As an important factor in evaluating the compression of the soil, the coefficient of 
compressibility is the slope of a random point in e-p curve, suppose a as coefficient of 
compressibility,  

dp

de
a −=

                                                                     (1) 
While the pressure variation scope is small, the soil compressibility curve can be ex-
pressed as following: 

12

21

pp

ee

p

e
a

−
−=

Δ
Δ−=

                                                               (2) 
in which: 

e1 and e2 are void ratios under the effect of P1 and P2 while compression stabilizes 
before and after voltage increase;  

P1 is the intensity of pressure before voltage increase which can keep model com-
pression stability, in general refers to the vertical weight stress in deep soil of founda-
tion, and its unit is kPa; 

P2 is the intensity of pressure after voltage increase, in general refers to the sum of 
weight stress and subsidiary stress in deep soil of foundation, and its unit is kPa; So 

paeee Δ=−=Δ 21                                                 (3) 
It is clear that eΔ  is very important, for it reflects a variation, and should be consid-
ered as a parameter. 

2) Modulus of compressibility 

Modulus of compressibility Es is another expression of reflecting soil compression 
parameter; it is the ratio of vertical subsidiary stress and corresponding strain incre-
ment under completely lateral confinement condition shown in Fig.1. 

 

Fig. 1. Relation between the variation of layer thickness with void ratio 
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Layer thickness is one of the important parameters. 
 So we can get the soil layer compressibility coefficient 

s

e
a 11

                   (5) 

We can conclude from the derivation process, the compressibility coefficient ‘a’ is 
very important too, so it can be considered as a parameter.  

So we converted the learning data (layer thickness, void ratio, modulus of com-
pressibility, standard penetration test) to transformed data (layer thickness, void ratio 
variation – detae, soil layer compressibility coefficient – a and standard penetration 
test), the output data is pile side friction. 

According to the different measures, transformed data (layer thickness, void ratio 
variation, soil layer compressibility coefficient, standard penetration test) was sepa-
rated into active factor (standard penetration test) and passive factors (layer thick-
ness, void ratio variation, soil layer compressibility coefficient) in which shows the 
commonness or similarity soil features among the different piles in a same location. 

3   Learnpre-Q Predict Algorithm  

3.1   SVM-Q Model  

The study used the static load test data of the third test pile and the first test pile of a 
bridge shown in Table 1 and Table 2. 

 

Fig. 2. SVM-Q algorithm block diagram 

SVM-Q algorithm was to predict pile side friction of super-long, and large-
diameter steel pipe pile. Its block diagram was illustrated in Fig.2: divide input data 
into learning data (learningData1) and test data (testData2), and divide corresponding 
solving target into practical output data (outputData1) for learning data and model 
output data (outputData2) for test data; then using learning data with (gama, sigma) to 
build SVM model and adjustment (gama, sigma) to make SVM model meet conver-
gent condition and three disciplines, from this to obtain SVM model of solving target; 
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At last, predict solving target based on the SVM model with testData2 as input to get 
the output data outputData2 from the SVM model.  

In which, the three disciplines were got from the domain knowledge and require-
ments, and they were show as following: 

• The training data error is more than 10%, or around 10%; 
• The solved data model error is more than 10% or around 10%; 
• Sum of training data error as least as possible and sum of the solved model error 

as small as possible. 

They could ensure the accuracy to the rain and prediction, avoid the overfitting, made 
the SVM-Q model fit for predicting more test data and show the good generating ca-
pability and prediction accuracy. 

outputData SVM-Q(inputData) 
//inputData: {pile length, layer thickness, void ratio, modulus of compressibility, 

standard penetration test }; 
//outputData: {pile side friction}; 

3.2   LearnPre-Q Prediction Algorithm 

LearnPre-Q predicts algorithm block diagram was shown in Fig.3. There were two 
procedures – learning procedure and predicting procedure. Both learning data and 
predicting data were transformed according to (3) and (5). In learning procedure, one 
pile data was processed and Soil-feature SVM model was setup according to the ab-
stracted the first independent component through fastICA model. In fact, more than 
one independent component was obtained, but the first independent component was 
abstracted as the feature of the environment after analyzing the components and more 
experiments. Therefore, Soil-feature SVM could be setup with abstracted passive 
ldata as input and abstracted firstIC as output. Meantime, abstracted active ldata 
combined with abstracted firstIC was regarded as input for building learningSVM 
model to show its accurate prediction ability. In predicting procedure, the other pile 
data was processed. After transformation, abstracted passive data was as input to Soil-
feature SVM model, and outputSoil feature pdata was obtained which show the soil 
features about this pile. And then, ouputSoil feature pdata combined with abstracted 
active pdata were input to setup Predicting SVM model with poutputGoal – pile side 
friction. LearnPre-Q predict algorithm was shown in Fig. 4. 

4   Examples  

According to the LearnPre-Q algorithm, the experiment was done as following. 
The data of third test pile was chosen as learning data, and transformed the  

learning data. 
We chose the first independent component from which we obtained as a compo-

nent for the following predict. Get firstIC = (0.4210, 0.3689, 0.3129, 0.2931, 1.9145, 
1.5621, 1.9541, 1.5700, 1.4604, 2.1938, 1.5200, 2.2430, 3.3896, 3.4745)T with 
(100,0.005); 
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According to SVM-Q algorithm, Soil-feature SVM model(1000,0.25) was created 
with abstracted passive ldata as input and abstracted firstIC as output, whose relative 
model error was (-0.0604, -0.0014, -0.0045, -0.0048, 0.0001, -0.0000, -0.0002, -
0.0001, -0.0002, 0.0002, -0.0001, 0.0006, 0.0005, 0.0075).  

learning 
data 

transform transformed 
ldata 

fastICA
 abstracted 

firstIC 

Soil-feature 
SVM model 

abstracted  
passive 
ldata 

active ldata 

Learning 
SVM model 

predicting 
data 

transformed 
pdata 

abstracted  
passive 

pdata Soil feature 
pdata 

Learning procedure 

Predicting procedure 

Procedure of building Soil-feature SVM model inversed 

setup 

active pdata

Predicting 
SVM model 

poutputGoal 

loutputGoal  

 

setup

setup 

input output

abstracted

abstracted

transform 

 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
  

Fig. 3. LearnPre-Q predict algorithm block diagram 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

LearnPre-Q (inputData) 
//inputData: 
- learning data{ pile length, layer thickness, void ratio, modulus of compressibility, standard penetration test , pile side 

friction }; 
- predicting data { pile length, layer thickness, void ratio, modulus of compressibility, standard penetration test }; 
//outputData: 
-{ pile side friction }; 
Step1: Transform learningData into transformed ldata. 
Step2:; Call fastICA model with the transformed ldata, and get ICs, then abstract firstIC 
Step3: Separate the transformed ldata into abstracted active ldata and abstracted passive ldata. 
Step4: Using abstracted passive ldata as input and abstracted firstIC as output with Initiate gama and sigma calls 

SVM-Q algorithm to setup Soil-feature SVM model. 
Step5: Using abstracted active ldata and abstracted firstIC as input with Initiate gama and sigma calls SVM-Q 

algorithm to setup Learning SVM model. 
Step7: Transform predictingData into transformed pdata. 
Step8: Separate the transformed pdata into abstracted active pdata and abstracted passive pdata. 
Step9: Using abstracted passive pdata as input through the Soil-feature SVM model, and get the outputSoil feature 

pdata. 
Step10: Using abstracted active pdata and outputSoil feature data as input called SVM-Q algorithm to setup Predicting 

SVM model and predict whose output is poutputGoal. 
Step11: return poutputGoal. 

 

Fig. 4. LearnPre-Q predict algorithm  

Input abstracted passive pdata to Soil-feature SVM model and got the outputSoil-
feature pdata = (1.977, 2.1463, 1.7136, 1.7133, 1.7133, -2.8905, 1.7169, 1.3731, 
1.7052, 1.7203, 1.7136, 1.895). 
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Using abstracted active pdata and outputSoil-feature pdata to predict pile side fric-
tion, the predicted result and relative error with (1000, 0.05) displayed in Table 4. 

Table 4. LearnPre-Q algorithm predict pile side friction 

Practical pile side friction (kPa) Predict pile side friction (kPa) Relative error 
13.0000 12.9976 0.0002 
14.0000 14.0204 -0.0015 
11.0000 11.0142 -0.0013 
9.0000 9.0168 -0.0019 
46.0000 45.9838 0.0004 
39.0000 38.9964 0.0001 
31.0000 31.0000 0.0000 
31.0000 31.0083 -0.0003 
42.0000 42.0146 -0.0003 
37.0000 37.0041 -0.0001 
54.0000 53.9725 0.0005 
64.0000 63.9714 0.0004 

 
So we accurately predicted the first pile side friction with LearnPre-Q after learning 

the third pile. 

5   Conclusion 

The large bridge across the sea has more super-long and large-diameter steel pipe 
piles which are in the same or similar geologic environment. Based on SVM-Q and 
ICASVM-Q, LearnPre-Q was proposed to predict other pile side friction after learn-
ing one pile. The experiment results indicated that LearnPre-Q is feasible, effective 
and predicts result very accurately. In addition, the parameters of ‘a’ and detae are 
useful, and they combined with layer thickness could reflect some relation with the 
pile side friction. The idea of LearnPre-Q was novel. 
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Abstract. For relaxing the conservatism of stability analysis methods of fuzzy 
systems, this paper defines a concept of the efficient maximal overlapped-rules 
group (EMORG), then a theorem is proposed to reduce the difficulty of stability 
analysis for T-S fuzzy systems, which can guarantee the quadratic stability of 
the open-loop T-S fuzzy systems globally. This theorem only requires finding a 
local common positive definite matrix in each EMORG. Finally, simulation 
studies for two illustrative examples are conducted to show the effectiveness of 
the proposed method.  

Keywords: stability condition, simulation analysis, EMORG. 

1   Introduction 

Recently, the stability analysis of T-S fuzzy systems has been difficult and hot issue. 
Since Tanaka and Sugeno[1] proposed the stability condition which is to find a 
common positive definite matrix P  for all subsystems, many scholars[2-6] have been 
applying themselves to reducing its conservatism that finding a common matrix P  is 
difficult if the number of fuzzy rules is large. Among of them, Reference [6] proposed 
a new stability condition, which utilizes a set of local common matrices P

1
, P

2
, , GP  

to satisfy the Lyapunov inequalities of rules included in the maximal overlapped-rules 
groups (MORGs) respectively, where G  denotes the number of MORGs. But if the 
number of the MORGs can be reduced, both the number of Lyapunov inequalities and 
the number of the local common matrices to be found can be reduced greatly. 
Therefore, the conservatism of two approaches mentioned above will be overcome. 

In this paper, the concept of the efficient maximal overlapped-rules group 
(EMORG) is defined. Subsequently an improved stability condition of T-S fuzzy 
systems is proposed. The improved condition only requires finding a local common 
positive definite matrix in each EMORG. The feasibility and the validity of the 
proposed approach are illustrated by the simulation results of two examples. 

2   Preliminary 

Consider T-S fuzzy model as follows: 
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1 1: IF ( ) is M  and and ( ) is M   THEN ( ) ( ), 1,2, , ,i i
i n n iR x t x t t = t i= r Ax x    (1) 

where r  and n  are the numbers of rules (sub-models) and input variables (state 

variables) respectively, [ ]T1 2( ) ( ), ( ), , ( )nt x t x t x t=x  is the state vector, 

Mi
j ( 1, , )j= n  is the fuzzy set, iA  is system matrix with appropriate dimension. By 

the singleton fuzzifier, the product inference engine and center average 
defuzzification, the final output of (1) is inferred as: 

( )
1

( ) ( ) ( ),
r

i i
i=

t = h t t∑ Ax x x                                 (2) 

where  ( ) ( ) ( )
11 1

( ) M ( ) M ( )
n nr

i i
i j j j j

i=j j

h t = x t x t
= =

∑∏ ∏x , and ( )
1

( ) 1
r

i
i=

h t =∑ x . 

Lemma 1[1]. The equilibrium point of (2) is asymptotically stable in the large if there 
exists a common positive definite matrix P  satisfying 

T 0, 1,2, ,i i i= r.+ <A P PA                       (3) 

Lemma 1 shows that a common positive definite matrix P  must satisfy r  inequalities 
(3) in order to guarantee the stability of T-S fuzzy systems. It might be difficult to 
find the common positive definite matrix P , if the number of rules is large.  

To reduce the difficulty, Reference [6] proposed a relaxed stability condition given 
in Lemma 2 based on the definition of the maximal overlapped-rules group (MORG). 

Definition 1[6]. For a given fuzzy system, an overlapped-rules group with the largest 
amount of rules is said to be a maximal overlapped-rules group (MORG). 

Lemma 2[6]. For a T-S fuzzy system described by (2), if input variables adopt SFPs, 
then the equilibrium point of the fuzzy system is asymptotically stable in the large if 
there exists a local common positive definite matrix lP  in lth MORG such that 

T 0, 1,2, , ,i l l i l= G+ <A P P A                                      (4) 

for i∈{the sequence numbers of rules included in the lth MORG}, G  denotes the 

number of MORGs, ( )
1

1
n

j
j

G q
=

= −∏ , and jq  denotes the number of the fuzzy 

partitions of the jth input variable. 

3   Stability Analysis 

Definition 2. A set of maximal overlapped-rules groups (MORGs) is said to be an 
efficient maximal overlapped-rules group set (EMORGS) if the set is composed of the 
least number of MORGs which include all rules of a T-S fuzzy system. And each 
MORG included in an EMORGS is said to be an efficient maximal overlapped-rules 
group (EMORG). 
Theorem 1. For a T-S fuzzy system described by (2), if input variables adopt SFPs, 
then the equilibrium point of the fuzzy system is asymptotically stable in the large if 
there exists a local common positive definite matrix lP  in lth EMORG such that 



 Simulation Analysis of Stability for Fuzzy Systems Based on EMORG 417 

 

T 0, 1,2, , ,i l l i l=  g<A P P A+                                       (5) 

where i∈{the sequence numbers of rules included in the lth EMORG}, g  denotes 

the number of EMORGs, 
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and jq  denotes the number of the fuzzy partitions of the jth input variable. 

4   Numerical Examples 

In this section, two numerical examples are given to illustrate the stability 
examination for an open-loop T-S fuzzy system in detail. An open-loop T-S fuzzy 
system is considered as follows: 

    1 1 2 2: IF ( ) is M and ( ) is M THEN ( ) ( ).i i
i iR x t  x t t = tAx x           (6) 

4.1    ∈jq Even Set  

For (6), we select 1,2, ,16i = , and the fuzzy partitions of 1( )x t  and 2 ( )x t  are 

( )1 1F ( )m x t  ( )1,2, , 4m =  and ( )2 2F ( )s x t ( )1,2, , 4s =  respectively as shown in 

Fig. 1. From Fig. 1 we can see that the input variables of the fuzzy system employ 
SFPs.  

The fuzzy sets and the system parameters are shown as follows: 
1 2 3 4 1
1 1 1 1 1M M M M F= = = = , 5 6 7 8 2

1 1 1 1 1M M M M F= = = = , 9 10 11 12 3
1 1 1 1 1M M M M F= = = = ,  

13 14 15 16 4
1 1 1 1 1M M M M F= = = = , 1 5 9 13 1

2 2 2 2 2M M M M F= = = = , 2 6 10 14 2
2 2 2 2 2M M M M F= = = = ,  

3 7 11 15 3
2 2 2 2 2M M M M F= = = = , 4 8 12 16 4

2 2 2 2 2M M M M F= = = = . 

1

0.01 0.3

0 3.26

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

A , 2

2 3

1 4

−⎡ ⎤= ⎢ ⎥−⎣ ⎦
A , 3

2 2

0 4

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

A , 4

0.01 3

0 3

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

A ,

5

1 1.99

1 2

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

A , 6

2 1.99

1 2

−⎡ ⎤= ⎢ ⎥−⎣ ⎦
A , 7

0.01 3

0 3.26

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

A , 8

1 3

1 4

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

A , 

9

20 3

1 4

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

A , 10

0.01 0.3

0 3

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

A , 11

1.2 1.99

1 2

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

A , 12

1 1.99

0 2

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

A ,

13

0.01 2

0 3.26

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

A , 14

1 2

1 4

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

A , 15

2 3

1 4

−⎡ ⎤
= ⎢ ⎥− −⎣ ⎦

A , 16

10.01 3

0 30

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

A . 
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There are 16 rules in this fuzzy system. For Lemma 1, a common positive definite 
matrix P  must satisfy 16 Lyapunov inequalities (3). On the other hand, for Lemma 2, 
local common positive definite matrices 1 9−P P  must satisfy the inequalities formed 

by the rules included in 9 MORGs ( 1 9G G− ) respectively. By using LMI method, the 

common matrix P  and the set of matrices 1 9−P P  to satisfy (3) and (4) respectively 

can not be found. Therefore, neither Lemma 1 nor Lemma 2 can guarantee the 
stability of the system. 

Four local common positive definite matrices are found to satisfy inequalities (5) in 
Theorem 1. 

1

0.9815 0.1378

0.1378 1.7612

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

P , 3

2.2942 2.1614

2.1614 3.2057

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

P , 7

0.4567 0.4060

0.4060 1.1983

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

P , 

9

0.3184 0.1340

0.1340 0.5222

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

P . 

The approach only requires solving 16 Lyapunov inequalities. By Theorem 1, the 
equilibrium of this system should be asymptotically stable. The results of this 
simulation are shown in Fig. 2. 

 

Fig. 1. The fuzzy partitions with 1 2 4q q= =            Fig. 2. State responses with ( ) [ ]T1 3= − −0x  

4.2   ∈jq Odd Set 

For (6), we select 1,2, ,25i = , and the fuzzy partitions of 1( )x t  and 2 ( )x t  are 

( )1 1F ( )m x t ( )1,2, ,5m =  and ( )2 2F ( )s x t ( )1,2, ,5s =  respectively as shown in  

Fig. 3. From Fig. 3 we can see that the input variables of the fuzzy system employ 
SFPs. The fuzzy sets and the system parameters are shown as follows: 
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1 2 3 4 5 1
1 1 1 1 1 1M M M M M F= = = = = , 7 8 9 10 2

1 1 1 1 1 1M M M M M F6= = = = = ,  
11 12 13 14 15 3
1 1 1 1 1 1M M M M M F= = = = = , 16 17 18 19 20 4

1 1 1 1 1 1M M M M M F= = = = = ,  
21 22 23 24 25 5
1 1 1 1 1 1M M M M M F= = = = = , 1 6 11 16 21 1

2 2 2 2 2 2M M M M M F= = = = = , 
2 7 12 17 22 2
2 2 2 2 2 2M M M M M F= = = = = , 3 8 13 18 23 3

2 2 2 2 2 2M M M M M F= = = = = ,  
4 9 14 19 24 4
2 2 2 2 2 2M M M M M F= = = = = , 5 10 15 20 25 5

2 2 2 2 2 2M M M M M F= = = = = . 

1 6 11

1 3

0.01 2.99

−⎡ ⎤
= = = ⎢ ⎥−⎣ ⎦

A A A , 2 7 12 17 22

1 3

1 4

−⎡ ⎤
= = = = = ⎢ ⎥−⎣ ⎦

A A A A A , 

3 8 13 18 23

2 3

1 4

−⎡ ⎤
= = = = = ⎢ ⎥−⎣ ⎦

A A A A A , 5

1 1

1 1

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

A , 25

1 4.8

1 5

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

A , 

4 9 14 19 24

1 3

0 3

−⎡ ⎤
= = = = = ⎢ ⎥−⎣ ⎦

A A A A A , 10 15 20

1 2

1 5

−⎡ ⎤
= = = ⎢ ⎥−⎣ ⎦

A A A , 

16 21

1 3

0 2.99

−⎡ ⎤
= = ⎢ ⎥−⎣ ⎦

A A . 

For the fuzzy system (6), by using Lemma 1 and Lemma 2, there do not exist the 
common positive definite matrix and the set of 16 local common positive definite 
matrices to satisfy (3) and (4) respectively. But using Theorem 1, we can respectively 
find different three sets of local common positive definite matrices for 3 different 
EMORGSs chosen at random. 

 

 Fig. 3. The fuzzy partitions with 1 2 5q q= =            Fig. 4. State responses with ( ) [ ]T1 3= −0x  

For the EMORGS { }1 3 4 9 11 12 13 15 16, , , , , , , ,G G G G G G G G G , 9 local common positive 

definite matrices are found as follows: 



420 S.-t. Zhang 

 

1

448.8383 304.9255

304.9255 386.5180

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

P , 3 11 15

297.0426 197.4118

197.4118 288.4769

⎡ ⎤
= = = ⎢ ⎥

⎣ ⎦
P P P ,  

4

283.1442 147.1164

147.1164 283.1442

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

P , 9

448.2100 304.2547

304.2547 385.8544

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

P , 12

277.5240 135.5835

135.5835 225.1697

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

P , 

13

447.5875 303.5889

303.5889 385.1953

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

P , 16

215.4814 162.2243

162.2243 289.2484

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

P . 

The approach only needs solving 36 Lyapunov inequalities. By Theorem 1, the 
equilibrium of this system should be asymptotically stable. The results of this 
simulation are shown in Fig. 4. 

5   Conclusions 

This paper has developed a relaxed stability condition for T-S fuzzy systems in terms 
of the definition of the efficient maximal overlapped-rules group. This stability 
condition only requires finding a local common positive definite matrix in each 
efficient maximal overlapped-rules group. To demonstrate the effectiveness of the 
proposed stability condition, an open-loop T-S fuzzy system with different numbers 
of fuzzy partition jq  has been considered as a platform or a test bed for illustration. 

Simulation results have verified the effectiveness of the relaxed conditions. 
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Abstract. In the animation production process, often of different elements to 
describe the fusion state, this paper takes the single phase reaction–feldspar fu-
sion in the process of ceramic body as example, adopts graphics in its graphics 
technology to generate fusion style animation design, and makes use of the 
software Visual C + + language to realize the formation process showing the 
ceramics microstructure with animation procedure.   

Keywords: ceramic body, fusion process, graphics technology, fusion style 
animation. 

1   Introduction 

In ceramic technology, ceramic materials microstructure and the relationship between 
raw material burn system and product performance is critical. Because the ceramic 
microstructure formation process involves a wide range and can not be directly ob-
served, it is difficult to understand. From the point of view of traditional ceramic and 
start with ceramic green theoretical model, the use of computer animation methods to 
quartz-feldspar-clay firing process in the physic-chemical reaction and phase forma-
tion process of the display more depth, so that people can effectively understand the 
ceramic microstructure and its development. This text takes the single phase reaction-
-feldspar fusion in the process of ceramic body as example, Introduction of a based 
graphics generation of graphics technology [1] for animation design method. 

2   Animation Production Basal Principle and Method 

The animation production [2] is as illustrated step by step as follows: 

 Generate the first dissolution frame in the motion process. It is real-time gen-
erated by computer graphics system, or was pre-organize to form images 
stored in computer. 

 Erase the frame which is showing. 
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 Generate the next frame or fetch next frame from the computer graphics 
buffer area. 

 Repeat these step, can form the people's animation visual effects. 

Four methods of traditional animation production: 

 Draw the dissolution frame of the motion by hand, then the information  
of these frames is recorded enter a computer, them is stored after appropriate 
deal with. This method is suitable to the motion in not certain law  
comparatively; 

 Make use of display to transform: the motions are generated by comparison 
transform, translation transform, rotation transform, and composite transform  
form animation effects; 

 Make use of the relativity moving to generated an animation, for example, 
when making the animation which is a running train in the computer, you can 
let the train do not move but the roadside trees do move, then to form the vis-
ual effect of the running train.  

 Use of equations of motion generated the animation; this method is suitable 
for regular motion. 

While we are talking about the ceramic body after change temperature and calcina-
tions, the ceramic microstructure and the formation of the majority of reactions are no 
regular motion, and its animation effects is similar to volcanic eruptions and the flow 
of water ripples. 

In this paper, the graphics principle and random technology are used to the design 
of fusion-style animation [3]. 

3   Design and Implementation of the Ceramic Body - Feldspar 
Fusion Style Animation 

Feldspar shape round or oval-shaped can be used to express, and its reaction to gener-
ate the melt point. If designed as a circular shape, is used for animation arc fitting 
design; if designed to be oval, elliptical arc is used for animation to be legitimate. 
This article feldspar into a circular shape of the design, first of all express feldspar in 
the circle N random check points, then these N random points based fitting of the use 
of arc-by-point comparison arc interpolation algorithm to achieve melting of feldspar 
animation [4]. 

3.1   Fusions-Style Design of the Basic Principles of Animation 

We use graphics-by-point comparison arc interpolation, so that more detailed map-
ping of the arc, making a very realistic animation effects.  

The basic principle [4,5] is: in the output arc process, each after the end of a unit 
length on the arc and should draw a comparison, according to the results of this  
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comparison, and then decide on the next direction; This will be step by step approxi-
mation of the draw the arc. Arc interpolation process should be based on circular  
interpolation discriminated locus to determine the location of the point, are located 
outside the circle or circle, and then be able to track points by quadrants in different 
sports at the time to decide to go walking along the x direction or Walking along the y 
direction, where sport and clockwise or counterclockwise to draw the relationship 
between arc has. 

3.2   Algorithm implementation 

Procedures defined in the array of five variables, of which (x [N], y [N]) is used to 
store the coordinates of N points, d [N] express feldspar melting when the direction of 
-1 to express the internal melting feldspar , +1 to express external feldspar melting 
(because at melting feldspar volume change), r [N] express draw circle radius, if the 
internal melt-down, then r [N] gradually decreased, on the contrary, if the external 
melting , then r [N] is gradually increasing, n [N] that the melting rate of the control 
parameter [6,7].  

First of all, in feldspar edge set N random check points. 

for(i=0;i<N;i++) 
{    
x[i]=random(2*r0+1)+x0-r0; 
for(j=0;j<=r0;j++) 
if(r0*r0-(x[i]-x0)*(x[i]-x0)<=j*j) 
{ 
y[i]=(random(2)= =1?1:-1)*j+y0; 
break; 
} 
d[i]=random(4)>0?-1:1; 
r[i]=r0+1;  n[i]=0; 
} 

In which,(x0, y0) to the center of a circle drawn feldspar, r0 to draw a radius of  
feldspar.  

Then, this N-point arc drawn as the starting point, according to the different quad-
rants decided the direction of trajectory points. 

for (i=0;i<N;i++) 
Trajectories in the circle      

if((x[i]-x0)*(x[i]-x0)+(y[i]-y0)*(y[i]-y0)<r[i]*r[i]) 
if(right>x[i]&&x[i]>x0&&y0>y[i]&&y[i]>=top)  y[i]--; 
else if (y0>y[i]&&y[i]>=top) 
x[i]--; 
else if (x0>x[i]&&x[i]>=left) 
y[i]++; 
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else if (bottom>=y[i]&&y[i]>y0) 
x[i]++; 
else 
if(bottom>=y[i]&&y[i]>y0 &&x0>=x[i]&&x[i]>=left)   x[i]++; 
else if (x0>x[i]&&x[i]>=left) 
y[i]++; 
else if (y0>y[i]&&y[i]>=top) 
x[i]--; 
else if (right>=x[i]&& x[i]>x0) 
      y[i]--; 

Drawing with circular arc fitting, when the melting rate of the control parameters n 
[N] must meet the conditions, then the radius becomes: r [N] + d [N], since then draw 
a radius of the arc after the Change. 

if (r[i]<53) 
{ 
n [i]++; 
if (n[i]>20) 
{ 
n[i]=0; r[i]+=d[i]; 
} 
} 

Since drawing with painting point arc, the resulting leakage points more, especially in 
the circle of the place. So the introduction of xn, yn two variables, they are stored in 
the (x [N], y [N]) and (x0, y0), composed of a straight line up, and to (x0, y0) for the 
center of a circle, r0 is the radius of the circle on the coordinates of a point. Will be 
painted point arc painted expanded to draw line method painted a round cake, so we 
can have a melt-down process of feldspar animation procedures, and minimal leakage 
point, because the procedure used random numbers are the way to generate graphics 
at the basic laws on the use of stochastic techniques, so that when the graphics in the 
demo more realistic, and when each call to the animation effects are not identical. 
One of (xn, yn) Determination: 

for (m=1;m<=((x0-x[i])*(x0-x[i])+(y0-y[i])*(y0-y[i]))/2;m++) 
if (x0-x[i])*(x0-x[i])+(y0-y[i])*(y0-y[i])<=m*m) 
{ 
xn=x0+r0*(x[i]-x0)/m; 
yn=y0+r0*(y[i]-y0)/m; ｝ 
break; 
} 

Finally from（x[i],y[i]) to（xn,yn）draw a straight line. 
Draw a straight line function as follows:    

line (x[i],y[i],xn,yn); 
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The flow chart of this program is following as figure1: 

Start

End

Input x0，y0，r0

Direct access the N points

n[i]=0, i=0

i<=N

If trajectory points at 
circle

According to different 
quadrants decide the 

direction of trajectory points

n[i]>20

n[i]++

Determine the value of  
xn, yn

From (x[i],y[i]) to (xn, yn) 
draw line

i++

Yes

No

Yes

No

r[i]=0, 
r[i]+=d[i]

Yes
No

 

Fig. 1. Flow Chart 
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4   Conclusion 

More than introduce the use of Visual C + + to achieve fusion-style animation appli-
cations, this paper, random function of technology and graphics principles of the 
graphics generation technology, arc fitting of point-by-point comparison method. 
Master the technical side can take full advantage of graphics in the other principle, not 
only the form of the rules of the sport graphics irregular melting-style animation pro-
cedures can also be prepared to meet the user needs into a graphics irregularly irregu-
lar sports-style animation of the melting process, Ways to use the design of its effect 
is very realistic animation. The design idea can draw on to other areas of animation, 
design, facilitate the promotion and use. 
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Abstract. In this paper, the problem of simultaneously approximating a func-
tion and its derivatives is formulated. First, the problem is solved for a one-
dimensional input space by using the least square support vector machines and 
introducing additional constraints in the approximation of the derivative. To op-
timize the regression estimation problem, we have derived an algorithm that 
works fast and more accuracy for moderate-size problems. The proposed 
method shows that using the information about derivatives significantly  
improves the reconstruction of the function. 

Keywords: SVM, SVR, LS-SVR, regression. 

1   Introduction 

Regression approximation of a given data set is a very common problem in a number 
of applications. In some of these applications, like economy, device modeling, te-
lemetry, etc., it is necessary to fit not only the underlying characteristic function but 
also its derivatives, which are often available. The problem of learning a function and 
its derivatives has been addressed, for instance, in the neural networks literature, to 
analyze the capability of several kinds of networks [1, 2], or in some applications  
[3, 4]. Some other methods have been employed to simultaneously approximate a set 
of samples of a function and its derivative: splines, or filter bank based methods are 
some examples [5]. On the other hand, support vector machines (SVMs) are state-of-
the-art tools for linear and nonlinear input output knowledge discovery [6,7]. The 

SVMs, given a labeled data set ),( ii yx  where d
i Rx ∈ for Ni ,,1=  and a 

function )(⋅φ that nonlinearly transforms the input vector ix   to a higher-dimensional 

space, solve either classification ( { }1±∈iy ) or regression  Ryi ∈  problems. 

In this paper, we will deal with the regression approximation problem using the 
least square support vector regression (LS--SVR) method and we will extend this 
framework when prior knowledge about the derivative of the functional relation  
between x and y is known. We will solve this problem for one dimensional problem 
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(d= l), but it can be readily extended to multidimensional input and the gradient in-
formation, as we will show herein. We would like to find the functional relation be-

tween x and y giving a labeled data set ),,( '
iii yyx , where Ryi ∈ and Ryi ∈

' , 

which is the derivative of the function to be approximated at ix . 

The rest of the paper is outlined as follows. In section 2, we briefly introduce the 
SVM for regression approximation to include the derivative information. In Section 3, 
we apply LS--SVR to solve the simultaneous learning of a function and its derivative. 
Experimental results and conclusions are presented in Section 4. 

2   One-dimensional SVM-Based Approach 

In this section, we briefly introduce the SVM for regression approximation to include 
the derivative information  (see [8] for details). 

The one-dimensional problem can be stated as follows: to find the functional  

relation between x and y giving a labeled data set ),,( '
iii yyx , where 

Ryi ∈ and Ryi ∈
'  is the derivative of the function to be approximated at ix . The 

proposed method is an extension of the SVM for regression (SVR) employing Vap-
nik’s ε -insensitive loss function . The SVR obtains a linear regressor in the trans-
formed space (feature space)  

bxwxf T += )()( φ  

where w and b  define the linear regression, which is nonlinear in the input space 

(unless )(xφ is linear). Roughly speaking, the SVR minimizes the squared norm of 

the weight vector w , while it linearly penalizes deviations greater thanε . 
With respect to the conventional SVR cost function, the proposed method adds a 

new penalty term: the errors in the derivative that are out of its associated insensitive 
region. In the general case, a different parameter is employed to define the insensitive 
region size for the function (ε  ) and for the derivative (ε ’ ). Taking this extension 
into account, the proposed approach minimizes 
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for Ni ,,1= . The positive slack variables iii τξξ ,, *  and *
iτ  are  responsible for  

penalizing errors greater than ε  and 'ε , respectively,  in the function and derivative,  
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and )(' xφ  denotes the derivative of )(xφ . To solve this problem, a Lagrangian 

functional is used to introduce the previous linear constraints,  as usual in the classical 
SVM framework . 

The Lagrangian has to be minimized with respect to τξξ ,,,, *bw  and *τ , and 

maximized with respect to the Lagrange multipliers. The solution to this problem can 
be obtained considering the Karush-Kuhn-Tucker (KKT) complementary conditions, 
which lead to a weight vector w  taking the form  

∑ ∑
= =

−+−=
N

i

N

i
iiiiii xxw

1 1

** )(')()()( φλλφαα                         (2) 

where iii λαα ,, *  and *
iλ  are, respectively, the Lagrange multipliers. Therefore,   the 

regression estimation for a new sample x  can be computed as follows: 

∑ ∑
= =

+−+−=
N

i

N

i

T
iii

T
ii bxxxxxf

1 1

** )()(')()()()()( φφλλφφαα         (3) 

In the SVM framework,  the nonlinear transformation  )(xφ  is not needed to be ex-

plicitly known and it can be replaced by the kernel of the nonlinear transformation. In 

this case, )()( ji
T xx φφ  is substituted by ),( ji xxK , a kernel satisfying the Mercer 

theorem [13]. From this definition for the kernel, it is easy to demonstrate that 
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Although ),( ⋅⋅K  must be a Mercer Kernel,  its derivatives do not necessarily have to 

be so. Therefore, using a valid kernel ),( ⋅⋅K , once the Lagrange multipliers have 

been obtained,  the regression estimate takes the form 

∑ ∑
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where we have only used the kernel of the transformation without explicitly comput-
ing the nonlinear transformation. We will show, in the following subsection, that the 
resolution of the minimization problem can also be done using kernels, so one does 
not need to know the nonlinear transformation, as in the regular SVM framework.  
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3   Least Square Support Vector Machines for the Simultaneous 
Learning of a Function and Its Derivative 

The problem (1) can be solved following the classical SVM method [6]: to arrive at 
Wolfe’s dual problem, which gives a quadratic functional depending only on the La-
grange multipliers that can be solved by Quadratic Programming (QP) techniques. 
However, the QP solution of the system can be computationally expensive,  especially 
when a large number of samples are employed,  which can make the problem unaf-
fordable. In order to reduce the computational burden, we apply least square support 
vector machines (LS--SVM) to solve this problem. We will first state it as an uncon-
strained optimization problem 
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To solve this optimization problem (12) , we construct the Lagrangian 
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with Lagrange multipliers RR kk ∈∈ βα , . The conditions for optimality are given 

by 
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These conditions (8) for optimality can be written immediately as the solution to 
the following set of linear equations 
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Once the Lagrange multipliers have been obtained, the regression estimate takes 
the form 
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where we have only used the kernel of the transformation without explicitly comput-
ing the nonlinear transformation. 

4   Experiment Results and Conclusion 

The classical ε -SVR method and LS-SFD were all implemented in MATLAB run-
ning on a PC with an Intel P4 processor(1.8MHz), 512 MB RAM,  with Windows XP 
operating system. To help in making a comparison, the value of $C_1$ has been cho-

sen to be ten numbers (listed in the following tables), and ,
1

1
2 C

C = 1.0=ε . 

In this paper, sinc function is considered and defined as  

x

x
y

)sin(=  with [ ]10,10−∈x  

In this example, 50 equally spaced sampling points in the range -10-10 have been 
employed by the ε -SVR (50 samples o the function) and by the proposed method ,  
labeled LS-SFD (in this case 100 total samples: 50 samples of the function +50 sam-
ples of the derivative). Moreover, we have tested the proposed method using the same 
number of total samples, which means to subsample (we will label this option by LS-
SFDs ). This method uses 25 sampling points (25 samples of the function +25 samples 
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of the derivative). In this way, the number of total available data is the same.The root 
mean square error (RMSE) of the testing data is used to measure the performance of 
the learned network (generalization capability). The kernel function adopts the radial 
basic function 

2

2

exp(),(
σ

i
i

xx
xxK

−
−= )  with 2=σ  

From table 1, it can be seen that the proposed method, using twice the data(LS-FSD), 
but more interestingly, even using the same amount of data(LS-FSDs), provides better 
results than the ε -SVR. 

Table 2 shows a comparison between a traditional ε -SVR and the LS-FSD in 
terms of computation time. The mean computation times of ε -SVR and the LS-FSD 
are 1.47742, 0.05395 respectively, the LS-FSD is about 27 times faster than the ε -
SVR. 

Table 1. Testing RMSRs of ε -SVR and of LS-FSD with 1.0=ε  for the sinc function 

RMSE 4
1 10−=C  3

1 10−=C  2
1 10−=C  1

1 10−=C  

y(LS-FSD) 0.0465 0.0384 0.0608 0.2041 
y(LS-FSDs) 0.0401 0.0361 0.0350 0.1401 
y(ε -SVR) 0.4257 0.3484 0.3898 0.0842 
y’(LS-FSD) 2.6370 410−×  0.0025 0.0199 0.0828 

   y’(LS-FSDs) 1.3103 410−×  0.0013 0.0109 0.0502 

RMSE 101 =C  2
1 10=C  3

1 10=C  4
1 10=C  

y(LS-FSD) 0.0764 0.0098 0.0010 1.1257 410−×  
y(LS-FSDs) 0.0380 0.0045 5.0555 410−×  6.9187 510×  
y(ε -SVR) 0.0675 0.0675 0.0675 0.0675 
y’(LS-FSD) 0.0462 0.0070 0.0016 5.2523 410−×  

y’ (LS-FSDs) 0.0227 0.0064 0.0029 0.0017 

Table 2. Training times for ε -SVR and LS-FSD with 1.0=ε  for the sinc function  

Time 4
1 10−=C  3

1 10−=C  2
1 10−=C  1

1 10−=C  

y(LS-FSD) 0.0499 0.0556 0.0538 0.0563 
y(ε -SVR) 1.4195 1.3761 1.6266 1.4766 

Time 101 =C  2
1 10=C  3

1 10=C  4
1 10=C  

y(LS-FSD) 0.0532 0.0521 0.0557 0.0537 
y(ε -SVR) 1.3355 1.4106 1.3293 1.6403 
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The experimental results demonstrate that the LS-FSD method provides improved 
generalization ability and shortens computation time in comparison with traditional  
ε -SVR . 
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Abstract. This paper introduces the methods of tailing after user’s browsing ac-
tion and forecasting users’ download action. In order to foresee user’s download 
action, when user is applying for a web page at browser, the query string based on 
hierarchical information directory, which is presented to database server, is re-
corded. When these query strings have been processed with certain algorithm, 
user’s interested strength level to certain product can be obtained. 

Keywords: Electronic Information, Interested Strength Level, Two Smoothing 
Index.  

1   Introduction 

With the growing popularity of Internet applications, electronic information and intel-
ligence is increasingly in the important position in the future economic development. 
At present, most e-book reading system simply display these books, with cus-
tomer-oriented Integrated information service system research and development. 
Contrary to the behavior that network customers can click on the information and 
intelligence, it can provide not only real-time analysis, the estimate,and take some 
measures to improve the information that provided, but also more proper personalized 
information and products to achieve a satisfactory trade-line information services. 

In this paper, we use hierarchical directory of network information management 
technology and Double Exponential Smoothing based on the time series, proposed 
algorithm that can calculate the strength of users’ interest according to the users’ 
browsing records in order to provide a solution for predicting users’ tapping target.  

2   The Tracking Information of User Browsing Process  

When users are interested in certain types of information and intelligence, they will 
often browse through the information related catalog, view the information details 
which he cares about, and he could eventually download or online payment. Therefore, 
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as long as tracking the browsing process of a user, you can discover what products they 
are interested in recently and make sure the user's shopping goals, so as to provide 
network electronic information which meet their needs and achieve personal service. 
Currently, most of the e-commerce solutions and application systems at the market are 
based on the B/W/D tertiary structure of the client browser, Web server, data server, and 
from this it appends multi-level structure that information used by hierarchical man-
agement according catalog, each page is dynamically generated from the query. 
Therefore, we can use hierarchical directory technology and record a query condition 
according to a chronological which a user submits to the database service when 
browsing the information; you can abstract the user's browsing activities into forms of 
orderly array, and achieve the purpose of tracking browsing process of users. 

UNSPSC (United Nations Standard Product and Services Classification) is first ap-
plied to classification system of e-commerce products and services. With the popularity 
of electronic reading and downloading, the electronic information transactions which 
completed through the network are broad promising developments. Using UNSPSC to 
encode information make a more accurate and efficient communication between in-
formation providers, information services and users. Use this coding system, informa-
tion services institution needs provide a specific code for every pieces of electronic 
information products. Only do this can the information service  institution will be able to 
track each of the activities sectors of the information using process ,but traditional 
commodity classification method can not meet the demand of detailed data on product 
during the transaction . 

UNSPSC classification method consists of four levels of classification, there are 
Segment, Family, Class, and Commodity, each level consists of two numbers, so a 
UNSPSC code would have eight numbers, two are in a group which represent attribute 
of the product at different levels. 

3   The Model of the Mathematical  

3.1   The Weight of the Link 

For understanding conveniently, after using the ordered sequence expresses the users 
browsing process, we give the following definition: 

The weight of the link: we called the two adjacent node as pre-node and post-node; 
The weight of the link between the two adjacent nodes d i ,d j, in a user browsing period 
is the time of link emerging. Namely:  

∑
=

=
m

n
kij gw

0

                                                     (1) 

mk ,...,1,0= , m  is the process number of the users in browsing period; If the some 

process includes ijl , then kg =1, otherwise kg  = 0. 
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It can be seen that the weight between two adjacent nodes in ordered sequence re-
flects the user access frequency that the users visit the post-node. 

3.2   Double Exponential Smoothing  

The weight formula reflected the user access frequency that the users visit the post-node 
is just based on the statistic characteristics of notes; it does not reflect the effect the user's 
concern about the notes by time.  

The mathematical model of single exponential smoothing: 

)ˆ1(ˆ )1()1()1()1()1(
1 tttt XXSX αα −+==+                                                                (2) 

)1(
tS  is the value of single exponential smoothing for the t term; tX  is the observed 

value for the t term; )1(ˆ
tX  is the predictive value of single exponential smoothing for the 

t term; ）（1α  is the smoothing factor of single exponential smoothing (0 ≤ ）（1α ≤ 1); 
)1(
1+tX  is the predictive value of single exponential smoothing for the t+1 term.  

We predict using the formula of single exponential smoothing, when the trend of 
actual data rising, the predictive values is lower than the actual value; when the actual 
data is on the decline, the predictive value is higher than the actual value. To compensate 
for this defect, and make the predictive value is closer than the actual value, we correct it 
using double exponential smoothing.  

The calculation formula of double exponential smoothing: 

)2(
1

)2()1()2()2( )1( −−+= ttt SSS αα                                           (3) 
)2(

tS , )2(
1−tS  is the value of double exponential smoothing for the t term and t+1 term; 

)2(α  is the smoothing factor of double exponential smoothing ; )1(
tS  is the value of 

single exponential smoothing for the t term. 
When we make sure the time-series is on the linear trend, you can set up linear pre-

dictive equation as follows: 

TbaX ttTt ⋅+=+
ˆˆˆ )2(                                                         (4) 

)2(ˆ
TtX +  is the predictive value of double exponential smoothing for the first t + T  term; T 

is the predictive pre-term; tâ , tb̂  is the estimate value of parameter, the calculate 

method is: 
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Exponential smoothing is the method of time series analysis, which based on past actual 
figures and projections, it can be short-term behavior forecast by the method of moving 
weighted average. When using this method to predict, it is no need for large amounts of 
historical data, the calculated amount is relatively small, and it can eliminate the effect 
of random factors, and is well in reflecting the change of forecast object by time. 
Therefore, we can make the sum of the weights as the observations, and get the weight 
of each node using exponential smoothing.  

4   Experiments  

In a network of bookstores, tracking the browsing process of all our online websites for a 
month, and comparing the weight of each node for the user with the subsequent purchase 
behavior, we found that the weight of the node is often much greater than purchase rate, 
that is to say the big weight of node does not lead to high purchase rate. Through the 
research, we found mainly reasons as follows: 

① The purchasing habits of users is different, some users turn the matter over for a 
long time before buying, while other users only have a short time from planning to actual 
purchasing behavior ;  
② The books on test site are similar to the books on many other sites, some users take 

into account some problems as price, transport costs after scanning the books, and turn 
to other web site or nearby bookstore to buy ;  
③Many users just randomly visit the website or read the book online; they are no 

intention to buy.  

In response to these problems, the following improved methods are proposed:  

① Change the experimental site to the website of web e-book feed reader, make a 
expedition according to the downloads of information, and choose different types of 
content of different information site to achieve bright characteristics of content, mini-
mize the similar repeated site; 
②The sampling period extended to 2 months due to the less visits numbers of char-

acteristically websites;  
③The weight is large for a single node, but we did not return a visit for the users who 

did not purchase books from this site’s, so we should understand the actual purchase 
intent. If they have purchased the same electronic information from other similar in-
formation websites, the purchase rate should be included;  
④ Make the node weights that reached to a certain critical quantity as the sample, and 

count the purchase rate.  
 

Through modifying, the experimental results shown in Table 1(in case of a subscription 
to download e-reader) :  
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Table 1. The contradistinction between note weights and purchasing behavior 

 

Node-level reflects the location of information on the level directory structure, the 
node-level belonging to 3 is leaf nodes. According to the proposed algorithm, even if the 
user visit electronic information not according to the directory order, it can increase the 
weight to the all the upper nodes of current note automatically. So for the upper node, it 
represents a certain type of the level directory structure, and its value is always greater 
than the lower nodes. The experimental value according to this prediction algorithm 
compared with different prediction methods which emphasizing on coming from dif-
ferent information (including time series models, regression prediction, gray model, 
etc.) is closer to the actual situation, the forecasting method is simple and the results 
have higher credibility. 

5   Conclusion 

In this paper, we use the method of information directory classification management 
technology tracking users’ browsing method, effectively avoided the problem of 
work-load, slow operational speed of the traditional Web Usage Mine. In addition, we 
adopt the method that based on time series of double exponential smoothing to calculate 
the strength of links’ interest, not only can  it honestly reflect the frequency of user 
access node, but also have a good simulation of the situation of user's interest by time, so 
that the predicting results can be more accurate. 
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Abstract. Data storage in cloud computing can save capital expendi-
ture and relive burden of storage management for users. As the lose or
corruption of files stored may happen, many researchers focus on the
verification of data integrity. However, massive users often bring large
numbers of verifying tasks for the auditor. Moreover, users also need to
pay extra fee for these verifying tasks beyond storage fee. Therefore, we
propose a two-level verification of data integrity to alleviate these prob-
lems. The key idea is to routinely verify the data integrity by users and
arbitrate the challenge between the user and cloud provider by the au-
ditor according to the MACs and ϕ values. The extensive performance
simulations show that the proposed scheme obviously decreases auditor’s
verifying tasks and the ratio of wrong arbitration.

Keywords: Data storage, integrity, verification, challenge arbitration.

1 Introduction

Cloud computing is a computing model that enables users to conveniently and
on-demand access a shared pool of configurable computing resources, e.g., net-
works, servers, storage, applications, and services, that can be rapidly provided
and released with minimal management effort or service provider interaction.
This cloud model promotes availability and is composed of five essential charac-
teristics: on-demand self-service, broad network access, resource pooling, rapid
elasticity, and measured service. A great number of large scale storage service
systems, e.g., Amazon, Google, Yahoo!, can profit via storing and maintaining
lots of user data. However, no storage service can be completely reliable, and all
services may potentially loss or corrupt customer data.

The motivation which users centralize and store their data files into the cloud
is to save their capital expenditure and relive their burden of storage manage-
ment [1]. However, the corruption of data files stored into the cloud may go
contrary to users’ wish. Because some storage service providers may neglect
those data files stored or intentionally delete few rarely accessed data files of
users for their own benefits, users will suffer huge loss, especially while local
copies of those files deleted.

G. Shen and X. Huang (Eds.): ECWAC 2011, Part I, CCIS 143, pp. 439–445, 2011.
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In order to avoid the lose or corruption of files stored, the cloud provider
should periodically verify the integrity of these files. Unfortunately, some cloud
providers often hide data loss and corruption to deceive users for their profit and
reputation. Moreover, capability of users restricts them to independently verify
the integrity of files. Many schemes resort to a third party to verify the integrity
of files stored into the cloud [2] [3]. At the same time, MAC-based approach is
widely applied in the verification of file integrity [2]. Therefore, these schemes
need users to provide many prior value of MACs for the third party to compare
them with new MACs computed by the cloud provider. However, the reliability
of MACs is difficult to be ensured when some provided MACs are tampered by
a malicious user. Moreover, even if the third party can provide a fair result of
file verification, it needs the user or the cloud provider to pay extra cost for
the storage service. We consider verifying the integrity of files using two-level
scheme to decrease the cost of the user and cloud provider. At the first level, the
user and the cloud provider respectively computes and verifies the MAC and ϕ
values of files, and then judge the integrity of files. At the second level, when
there exits a challenge on the result of verification between the user and cloud
provider, the third party will arbitrate the challenge via extracting the mixed
and re-aggregated file and recomputing the ϕ value.

2 Related Work

There are many recent solutions to verify the outsourced data and audit the
storage service responsibility. One method is to extract the outsourced data and
verify them with local stored copy of data periodically, e.g., OceanStore. How-
ever, there are some disadvantages in this method, e.g. the expensive I/O and
bandwidth cost, the insufficiently accessing and detecting the data, the challenge
of user data and privacy leaked. Another alternative method is proposed to de-
crease the overhead of computation and network and protect privacy via MACs
computed and encryption technique. Ateniese et al. [2] defined the ”provable data
possession” (PDP) model for ensuring possession of file, and described techniques
based on homomorphic tags for auditing the file. Ateniese et al. [4] described a
PDP scheme that uses symmetric-key encryption and MACs to verify integrity
of stored data. This MAC-based approach is quite efficient on file-expansion and
bandwidth overhead, and computational costs, however it does not permit the
prover to return a digest via hashing or XOR these responses together. Juels et
al. [3] mentioned another possible way in which a Merkle tree was constructed
to verify the correctness of file blocks. Wang et al. [5] proposed a cloud data
auditing system to utilize and combine the public key based homomorphic au-
thenticator with random masking to achieve privacy-preserving without the local
copy of data and new vulnerabilities towards user data privacy.

3 Problem Statement and System Model

Because cloud services may resort for a third party to arbitrate the challenge of
commitments between cloud provider and users, each cloud data storage service
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involves three different entities [5] in Fig. 1: the cloud user, the cloud provider,
and the third party auditor. The key ideal of the existing integrity auditing
schemes is designed to pre-compute MACs of each block of a data file F via
a function hash, and then compare these remote MACs to the local MACs to
verify the integrity of the data file by the auditor.

However, some malicious users may release the false local MACs to the audi-
tor, and thus the results of MACs compared between the local MAC and remote
MAC are unequal. There are several problems requiring to be resolved in pro-
posed scheme of data integrity verification: 1) Data privacy can not be invaded;
2) Corruption of user’s outsourced data should be found in time, and it can
not introduce overfull burden of communication and storage; 3) Malicious users
maligning the cloud providers for corruption of their outsourced data should be
distinguished.

F i l e  1 F i l e  2 F i l e  n. . .
T h e  c l o u d  p r o v i d e r

F i l e  1 F i l e  2 F i l e  n
. . .

A u d i t o r

U s e r

Fig. 1. System model
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Fig. 3. The Merkle tree

4 Verifying Auditing Scheme of Data Integrity

In our scheme, the user stores his data files into the cloud. In general, the use
verifies the integrity of stored data files by himself. When he has a challenge
with the cloud provider on the integrity of these files, he requests the auditor
to arbitrate it. Some terminologies and notations are defined as follows. The
storeddatanfile which are decrypted using the secure key and delivered into the
cloud by the user are denoted as Fi, i ∈ {1, ..., n}. The MAC value is computed
according to MAC(Fi, kj) = hash(Fi, kj), i ∈ {1, ..., n}, j ∈ {1, ..., m}, where
the function hash is a one-way hash function such as MD5 or SHA, and the kj is
the secure key which size is commonly used by 128 bits. There are two verifiers
in our scheme: one is the user, and another is the auditor. They commonly verify
the integrity of files. The arbitrator is the auditor who arbitrates the challenges
between the cloud provider and user. The user is denoted as U , the cloud provider
is denoted as P , and the auditor is denoted as T . Our scheme proposes that the
user periodically verifies the integrity of data files, and the auditor arbitrates the
challenge between the user and cloud provider while MAC values are different
using uniform hash function and key. The scheme is divided into five phases,
i.e. file slicing and mixing, file uploading and MAC computing, MACs storage,
self-verifying, and challenge arbitrating.
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4.1 File Slicing and Mixing

If a user wants to store n files, denoted as {Fi}n
i=1, into the cloud, he needs

to use a slicing technique to ensure privacy preserving. The slicing technique
adopts the similar idea as PriSense [6]. The key idea of the slicing technique is
as follows. Firstly, each file Fi of n files is sliced into s random slices, denoted
by {Fi,j}s

j=1. Secondly, the file Fi keeps 1 random slice of s slices to itself while
sending residual slices to the other different n− 1 files. Finally, every slice from
different files is mixed and aggregated into a new file F

′
i . The process is shown

in Fig. 2. The user stores the mapping between the original files and the mixing
files at local place.

4.2 File Uploading and MAC Computing

When the user wants to store the mixed data files into the cloud, he contracts
with the cloud provider to ensure the integrity of all data files after they are
uploaded. We construct a binary Merkle tree as CBS [7] to check the integrity
of all files as following rule in Fig. 3: each leaf node of the tree Li is deployed a
data file Fi, and each tree node is assigned a value ϕ which is a hash value. The
ϕ value at the leaf node is the hash value of its data file, and these ϕ values at
the leaf node are defined as the equation ϕ(Li) = f(Fi), i ∈ {1, ..., n}, where the
function f is a one-way hash function such as MD5 or SHA. Each ϕ value at other
nodes Ni except leaf nodes is the hash value of the concatenation of ϕ values of
its two children, and is defined as the equation ϕ(Ni) = f(ϕ(ni)+ϕ(ni +1)), i ∈
{1, ..., n}, where + denotes concatenation. From the leaf nodes to root node, all
ϕ values are computed. The ϕ value at the tree root is computed as the message
authentication code (MAC).

Before files are uploaded, the user constructs a Merkle tree of all files and
computes an initial MAC value of the tree root node, MAC0, via using a hash
function f and an initial key K0. In the tree, all leaves are deployed with files
which are ordered by file names. Whereafter, the user samples t files from all files
every times to compute a set of the MAC values, i.e., ϕi (i ∈ {1, ..., t+1}), where
the values from ϕ1 to ϕt are corresponding to the leaf nodes (each sampled files)
and the ϕt+1 is corresponding to the MAC of the tree via using a uniform hash
function f and one of a set of keys, i.e. Ki (i ∈ {1, ..., m}).

When he uploads all files into the cloud, he also releases the construction of
the Merkle tree, the hush function f and the initial key K0 to the cloud provider.
After the cloud provider receives these files, theoretically, he can construct the
similar Merkle tree, and compute a set of remote MAC values, i.e., a new set of
ϕ values, ϕ

′
i (i ∈ {1, ..., n}), for each tree node.

4.3 MACs Storage

The verification of metadata between the auditor and the user includes many
MACs and ϕ values computed by the user and cloud provider. The count of
auditing tasks will be promised in the lifetime of the contract and denoted as T .
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As some malicious users may send false MACs or ϕ values to the auditor, the
MACs and ϕ corresponding to the different keys are sampled by the auditor.
The process of the hash function and keys chosen and sent is as following.

Firstly, the user sends the hash function f , the initial key K0, MAC0, and
ϕ(Li) (i ∈ {1, ..., n}) to the auditor. Secondly, after the cloud provider computes
the remote ϕ(L

′
i) (i ∈ {1, ..., n}) and MAC

′
0, he sends these data to the auditor.

Thirdly, the auditor compares these local metadata to the remote metadata. If
these metadata are equal respectively, all files is intact; otherwise, some files
may be corrupted or metadata provided are wrong. Those files corresponding to
the unequal ϕ value at the tree need to be re-uploaded. Finally, after the initial
check is finished, the auditor accepts user’s request of verification and stores the
MAC0 and ϕ(L

′
i) (i ∈ {1, ..., n}) corresponding to K0. At the same time, the

user can delete his local copies of files.

4.4 Self-verifying

To evaluate the integrity of files in the cloud, there are two primary self-verifying
phases: one is the process of files uploading, another is the MAC value compared
periodically. For the former, the integrity of files can be verified whether to be
intact or not after they have been uploaded according to the Section 4.2. For the
latter, user generally stores their data files into the cloud for a long time, e.g.,
one year. It is convenient for user to find whether any file is deleted or not when
he needs download a file to view, because the original file comes from every files
mixed in the cloud. Moreover, the user periodically requests the cloud provider
to computer the remote MAC

′
i via randomly sampling t files and choosing any

Ki. If the remote MAC
′
i is equal to the local MACi, files is intact. Otherwise,

files may be corrupted.

4.5 Challenge Arbitrating

The user finds that a file is not intact, after he compares the local MAC and ϕ
values of each file to the remote ones. However, if the cloud provider disagrees
this result which is informed by the user, they can request the auditor to arbitrate
the challenge. The loser will pay the money for auditing. Because it dose not
need the auditor to frequently verify the MACs and ϕ values, the user will save
his money and would like to store his data in the cloud.

In the process of auditing, if the local and remote MACs is unequal, the auditor
will extract the corresponding files from the cloud. The auditor computes the
new ϕ values of these files using the stored hash function f and K0. If a new ϕ
value is unequal to the stored ϕ value of the file, the file is not intact; otherwise
it is intact. If the cloud provider is of the loser, he will pay money to the auditor
and user; otherwise the user pays money to the auditor.

5 Discussion

We assume that the size of an original file F is L. After the file is sliced into n
slices and mixed into a new file F ′, the new file size is also L. Thus, there is 1

n of
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the F existing in the F ′. Assume the probability of the challenge for each file is
Pf . Therefore, there is 1

n of the F accessed by the auditor in each challenge. For
all n files, the probability of any original file recovered is n× Pf × L

n × 1
L = Pf .

As the Pf is generally few, the probability of the original file recovered will be
close to 0. Therefore, the original file can not be recovered.

In the process of file slicing, the size of each original file is denoted as zi (i ∈
{1, ..., n}) and sliced into s pieces. Let the size of any aggregated file be z. We
have z = 1

s

∑n
i=1 zi. When the s is big enough, the z will be small. Therefore, if

a challenged file is extracted and ϕ recomputed by the auditor, the overhead of
network transmission will decrease.

6 Performance Evaluation

We design an experiment using c++ to evaluate the performance of the proposed
scheme. In this experiment, each file will be checked only one times during the
storage service. Let the amount of files be 12, 000, the size of key be 128 bits, the
size of MAC and ϕ be 128 bits, and the average size of each file be 1M bytes.
The proposed scheme is denoted as TLA, and the scheme in [5] is denoted as
TPA.

Auditing tasks need the user to pay extra money for the auditor. We assume
the user pays extra money M for each auditing task. Thus, the cost of file
verification will be determined by the number of auditing tasks. The number of
auditing tasks are shown in the Fig. 4 and Fig. 5. We can see the number of
auditing tasks executed by the auditor in the TPA scheme is nearly 100 times
than the number in our scheme when α ≤ 0.01. Therefore, the user in the TPA
needs to pay money more 100 times than that in our scheme. The reason is that
all auditing tasks are assigned to the auditor in the TPA scheme, whereas many
auditing tasks are executed by user himself in our scheme.
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When a tampered MAC is applied to arbitrate the challenge by the auditor,
a wrong result of arbitration will be returned. Fig. 6 reveals the ratio of wrong
arbitration at the different ratio of the challenge by the TPA scheme. However,
our proposed scheme can achieve ratio of wrong arbitration to 0, as it extracts
the challenged file and recomputes the MAC using the hash function and initial
key k0.
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The overhead of network transmission affects the performance of the proposed
scheme. As the overhead associates with the number of file slicing s and ratio of
the challenge α. The overhead of network transmission when α = 0.001 is shown
in Fig. 7. While the s is more and more big, the overhead in the TLA is less
than that in the TPA.

7 Conclusion

In this paper, we propose a two-level verification of file integrity, i.e., the user
verifying and third party verifying. The user verifying deals with the daily in-
tegrity of data. When there is a challenge on the result of the verification, the
third party auditor will be requested to arbitrate the challenge. The auditor
extracts the aggregated file responding to the challenge and recomputes the ϕ
using the uniform hash function and initial key. Our scheme protects the privacy
of files and ensures the correct result of the verification of file integrity.
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Abstract. Based on vessel traffic flow data and Support Vector Machine theory, 
SVM regression model for short-term vessel traffic flow forecasting was pre-
sented. The forecasted vessel traffic flow and abserved ones, which by SVM 
regression model, coincide properly, and the forecasting results show that mean 
absolute percentage error of forecasting are smaller than that by SPSS regress 
model, which validates the feasibility of SVM regression model in the vessel 
traffic flow forecasting. 

Keywords: support vector machine (SVM), regress analysis, vessel traffic flow, 
forecasting, matlab, SPSS regress. 

1   Introduction 

With the rapid development of China economy and international trade, vessel traffic 
over China’s navigational waters increased quickly. At the mean time, due to the 
increase of vessel traffic flow, maritime accident occurred frequently; and maritime 
safety situation came to be grim, which called higher request for the planning, design 
and marine supervision of harbor and lane engineering. Study on the vessel traffic 
flow forecasting is to provide a fundation to the planning, design and marine super-
vision of harbor and lane engineering. Therefore, it’s important to retionally forecast 
the vessel traffic flow and find out its ragularity for the purpose of maritime safety 
improvemnt. The popular methods for vessel traffic flow forecasting include re-
gression analysis[1], neural network[2], combination forecast model[3] and so on. 
The paper tried to introduce support vector machine (SVM) into the study of vessel 
traffic flow forecasting. By utilization of abservation data at Sutong Bridge and  
based on SVM theory, the paper attempted the prectical applicability for SVM in the 
vessel traffic flow forecasting and forecasted the short-term vessel traffic. 
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2   Principle for SVM Classification[4] 

2.1   Regression Algorithm for SVM 

Supposed that the training data is{(xi, yi)}i=1
N, here xi is the i sample of input vectors  

(x∈Rd), and yi is corresponding expectation response to xi (y∈R) , the linear regression 
function can be defined as f(x)=wTx+b; and the optimization regression problem be-
comes: 
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  By introduction of Lagrangian function, get the dual problem: 
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Parameters’ solution for linear regression are as same as ones for classification. 
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For nonlinear regression problems, firstly map the original sample space to high di-

mensional space with a nonlinear mapping function, then analyse it with the linear 

regression method. In the circumstance, key problem is to find out the nonlinear map-

ping function. Now, nonlinear regression problem converts into abtaining the maxi-

mum of ),( *aaw  in constrained conditions. Here ∑
=
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N

i
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* )()( ϕ . The 

parameters’ solution is as same as ones for nonlinear classification and the nonlinear 

regression function can be expressed as:  
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2.2   Kernel Functions  

(1) RBF kernel function (Gaussian Radial Basis Function): K(xi·xj)= 
exp(x,xi)+b 

(2) polynomial kernel function: K(xi·xj)=(xi·xj+r)d 

Because based on small sample learning thoery, and with no need for the gradation 
requirement of sample tending to infinity, SVM can abtain satisfactory effect in the 
condition of small sample[5]. In the paper, Matlab Libsvm 3.0[6] is adopted as tool in 
programming and data handling. 

3   Forecasting Model for Vessel Traffic Based on SVM 

3.1   Establishment of SVM Forecasting Model 

Supposed that data sequences varying with time is {xt, t=1,2,…,N}, map the original 
sample data into the high dimentional space by a nonlinear function, then forecasting 
can be proceeded to the data sequences through the mapping convertion. Now creat a 
mapping relationship f:Rm

→R, , here m is slide number; construct samlpe (Xt,Yt), and 
train the first N sample data, here Xt={xt-m,xt-m+1,...,xt-1}, Yt=xt, 
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3.2   Parameter Determination of SVM Forecasting Model 

SVM parameters mainly include kernel function form, insensitive loss function, model 
regularization parameter, embedding dimension of data sequence and kernel parameter. 
Kernel parameter requires choosing maximum in the range of forecasting accuracy; 
loss function and  model regularization parameter are chosen by cross validation 
method; and embedding dimension is determinated by minimum forecasting error. 

3.3   Evaluation Criterion of SVM Forecasting Model 

Effect of SVM forecasting can be evaluated by Mean Absolute Percentage Error and 
Mean Absolute Error[7]. 
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4   An Example of Vessel Traffic Forecasting Based on SVM 

4.1   Training Sample and Test Sample 

Table 1. Abservation result of vessel traffic flow at Sutong Bridge (unit: ship/hour) 

clock 1 2 3 4 5 6 7 8 9 10 11 12 

7th/8th 33 27 20 30 22 14 14 15 25 13 8 4 

10th/11th 16 19 50 29 27 21 23 13 11 13 17 13 

16th/17th 28 13 18 28 23 10 17 21 20 27 17 23 

clock 13 14 15 16 17 18 19 20 21 22 23 24 

7th/8th 25 34 11 11 7 8 10 11 10 11 9 10 

10th/11th 5 7 21 30 17 12 23 16 27 13 14 17 

16th/17th 20 21 30 12 9 6 11 9 19 18 21 16 
 

The paper adopts absevation data of Yangtze River (Sutong Bridge section) on Oct 7th

～8th, 10th
～11th, 16th

～17th 2010 (table 1) as data sample. Here, datas of 7th
～8th and 

10th
～11th are input variables, and those of 16th

～17th are output results; datas of 1～20 
clock on 7th

～8th and 10th
～11th are training samples and those on 16th

～17th are test 
samples. Based on SVM, establish forecasting model for vessel traffic flow, and 
forecast the traffic flow value of 21～24 clock on 16th

～17th.  

4.2   Determination of Model Parameters 

Loss function ε, penalty factor C and kernel parameter δ2 are key factors which 
determinate forecasting precision. εcontrolls fitting error; if εbigger, number of 
support vector becomes less and model trending to be simpler, but fitting precision 
decreases; conversely, ifεsmaller, model precision increases, but sloving time would 
add up, and at the mean time with the increase of model complexity, extending capacity 
would be impacted because of over-fitting. Value range of εis generally 0.0001～0.1. 
Function of C is to punish datas of which fitting function error are greater thanε. 
bigger C means bigger punishment. In addition, C also controlls model complexity and 
moderateness of function approximate error. If C bigger, fitting degree of data would 
be higher, but extending capacity would be worse. For the virtue of excellent learning 
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ability of RBF, we adopt it as kernel function, and determinate δ2 to be 90, εto be 
0.001，and C to be 5.   

4.3 Analysis of Forecasting Results 

Use the established forecasting model and forecast the vessel traffic flow of Yangtze 
River (Sutong Bridge section) on Oct 16th ～17th, 2010. Results are listed in table 2 and 
figure 1,2 and shown that: 1) The relative forecasting error is larger only in few points, 
most are relatively ideal, and the average relative error is only 1.4% compared with 
33.1% of SPSS; 2)The shorter the forecasting period, the forecasting accuracy is 
higher; Above results validate the feasibility of SVM theory in short-term vessel traffic 
flow forecasting. 

Table 2. Forecasting result (unit for traffic flow: ship/hour; for error: %) 

clock 1 2 3 4 5 6 7 8 9 10 11 12 

abservation 28.0 13.0 18.0 28.0 23.0 10.0 17.0 21.0 20.0 27.0 17.0 23.0  

SSPS  23.5 21.5 18.9 22.4 19.8 17.1 17.1 17.5 20.9 16.8 15.1 13.8  

SVM  28.0 13.0 18.0 28.0 23.0 10.0 17.0 21.0 20.0 27.0 17.0 23.0  

SSPS error 15.9 65.4 5.1 19.8 14.1 70.9 0.5 16.8 4.4 37.8 11.2 40.2  

SVM error 0.1 0.1 0.2 0.1 0.1 0.2 0.1 0.2 0.1 0.1 0.1 0.1  

clock 13 14 15 16 17 18 19 20 21 22 23 24  

abservation 20.0 21.0 30.0 12.0 9.0 6.0 11.0 9.0 19.0 18.0 21.0 16.0 

SSPS  20.9 23.9 16.1 16.0 14.8 15.1 15.7 16.1 15.7 16.1 15.4 15.8 

SVM  20.0 21.0 30.0 12.0 9.0 6.0 11.0 9.0 18.5 19.0 19.2 18.0 

SSPS error 4.6 14.0 46.4 33.5 63.9 152.0 43.0 79.0 17.4 10.4 26.4 1.5 

SVM error 0.1 0.1 0.1 0.1 0.4 0.5 0.2 0.4 2.7 5.4 8.5 12.3 
 

  

Fig. 1 Comparision of baserved, SPSS regres-
sion and SVM regression data  

Fig. 2 Error comparision between SPSS re-
gression and SVM regression 
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Abstract. This paper is concerned with the existence of analytic solutions of an 
iterative functional differential equation. Employing the method of majorant se-
ries, we need to discuss the constant α  given in Schroder transformation. we 
study analytic solutions of the equation in the case of α  at resonance and the 
case of α  near resonance under the Brjuno condition.  

Keywords: Iterative functional differential equation, analytic solution, resonance, 
Diophantine condition, Brjuno condition. 

1   Introduction 

In the last few years there has been a growing interest in studying functional differen-
tial equations with state dependent delay [1-4]. In [5], analytic solutions of the follow-
ing iterative functional differential equations 

[ ]( ) ( )mx z x z′ =  

were found, where [ ] [ ]1( ) ( ( )).m mx z x x z−= More general form 
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was discussed in [6], where 1 2, , mc c c are complex numbers, and [ ]( )kx z denotes the k-th 

iterative of the function ( )x z . 

In this paper existence of local analytic solutions of an iterative functional differen-
tial equation (1) is studied. As well as in previous work [4, 5], we reduce this problem 
with the Schroder  transformation 

                         1( ) ( ( ))x z y y zα −=                                                  (2) 
to the auxiliary equation 
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where iteration of the unknown function is not involved but an indeterminate complex 
α  needs to be discussed. We need to find invertible analytic solutions of the equation 
(3) for possible choices of .α When the complexα in (2) is not the unit circle in C (i.e. 

0 1α< < ) orα is lies on the unit circle in C but satisfies the Diophantine condition: 
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| | 1,μ = μ  is not a root of unity, and 1
log log ,

| 1|n T n
μ

≤
−

 2, 3,n = for some positive 

constant .T  The existence of analytic solutions of (3) was given in [6]. Since then, we 
have been striving to give a result of analytic solutions for thoseα near a root of the 
unity, i.e., neither being roots of the unity nor satisfying the Diophantine condition. 
The Brjuno condition provides such a chance for us. In this paper we assume that α  
in [5] satisfies the following hypotheses: 

(H1) 2 ,ie π θμ = where θ ∈ R\Q is a Brjuno number ([7, 8]), i.e., ( )B θ =  

1

0

log k

k k

q

q

∞
+

=
∑ ,< ∞  where { / }k kp q  denotes the sequence of partial fraction of the con-

tinued fraction expansion ofθ , and is said to satisfy the Brjuno condition. 
(H2) 2 /iq pe πα =  for some integers p∈N with 2p ≥ and q∈Z \{0} , and 2 /il ke πα ≠  for 

all 1 1k p≤ ≤ −  and l∈  Z \{0}.  
We observe that α  is on the unit circle 1s in (H1) and (H2). More difficult are en-

countered forα on 1,s since the small divisor 1nα −  is involved in (H1) and (H2). In 
this paper, we discuss the existence analytic solution of (3) in the case of (H1) and 
(H2).α is a p-th unit root (or called p-order resonance) in (H2)., while the case (H1) 
contains a part of α  near resonance. 

2   Analytic Solution of Auxiliary Equation 

We now discuss the existence of an analytic solution of (3) in the initial condition 

                         
1

(0) .
m

i
i

y cα
=

= ∑                                                  (4) 

First, we devote attention to the existence of analytic solutions of (3) under the Brjuno 
condition. To do this, we first recall briefly the definition of Brjuno number and some 
basic facts. As state in [9], for a for a real number θ   we let θ denote its integer part 
and let { } [ ].θ θ θ= −  Then every national number θ  has a unique expression of the 

Gauss' continued fraction 0 0aθ θ= + 0
1 1

1
,a

a θ
= + =…

+
denoted simply by 

0 1[ , , , , ],na a aθ = … …  where ja 's and jθ 's are calculated by the algorithm: (a) 

0 [ ],a θ= 0 { }θ θ=  and (b) 
1 1

1 1
,n n

n n

a θ
θ θ− −

⎡ ⎤ ⎧ ⎫
= = ⎨ ⎬⎢ ⎥
⎣ ⎦ ⎩ ⎭

 for all 1.n ≥  Define the sequences 

( )n np ∈Ν  and ( )n nq ∈Ν as follows 2 1 1 21, 0, ;n n n nq q q a q q− − − −= = = +   2 10, 1,p p− −= =  

1 2.n n n np a p p− −= +  It is easy to show that 0 1/ [ , , , ].n n np q a a a= …  Thus, for every 

θ ∈R\Q we associate, using its convergence, an arithmetical function 1

0

log
( ) .n

n n

q
B

q
θ +

≥

=∑  

We say that θ is a Brjuno number or that it satisfies Brjuno condition if ( ) .B θ < +∞  
The Brjuno condition is weaker than the Diophantine condition. For example, if 

1
na

na ce+ ≤ for all 0n ≥ , where 0c >  is a constant, then 0 1[ , , , , ]na a aθ = … …  is a Brjuno 

number but is not a Diophantine number. So, the case (H1) contains both Diophantine 
condition and a part of μ  ``near'' resonance. 
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In order to discuss analytic solutions of the auxiliary equation (3) under (H1), we 
need to introduce Davie’s Lemma. First, we recall some facts in [10] briefly. Let 
θ ∈R\Q and ( )n nq ∈ be the sequence of partial denominators of the Gauss's continued 

fraction for θ  as in the Introduction. As in [9], let 1
{ 0 | },

8k
k

A n n
q

θ= ≥ ≤   

1max( , ), .
4
k k

k k k
k

q q
E q

E
η+= =  Let *

kA  be the set of integers 0j ≥ such that either kj A∈ or for 

some 1j and 2j in ,kA  with 2 1 ,kj j E− < one has 1 2j j j< <  and kq divide 1.j j−  For any 

integer 0n ≥ , define 1
( ) max (1 ) 2, ( ) 1 ,k k n k

k k

n
l n m n

q q
η η⎛ ⎞

= + − + −⎜ ⎟
⎝ ⎠

 where 

*max{ | 0 , }.m j j n j A
n k
= ≤ ≤ ∈ We then define function :h

k
N→ R + as follows: 

 
*

*

1, if

( ), if

,

.

n k
n k k

k

k n k k

m n
m q A

q

l n m q A

η+⎧ − + ∈⎪
⎨
⎪ + ∉⎩

 

Let ( ) : max ( ), ,k k
k

n
g n h n

q

⎛ ⎞⎡ ⎤
= ⎜ ⎟⎢ ⎥⎜ ⎟⎣ ⎦⎝ ⎠

 and define ( )k n by the condition ( ) ( ) 1.k n k nq n q +≤ ≤  Clearly, 

( )k n  is non-decreasing. Then we are able to state the following result:  

Lemma 1. (Davie’s Lemma [10]) Let 
( )

1
0

( ) log 2 ( ) log(2 ).
k n

k k
k

K n n g n q +
=

= +∑  Then 

(a) There is a universal constant 0γ >  (independent of n and θ ) such that 
( )

1

0

log
( ) ,

k n
k

k k

q
K n n

q
γ+

=

⎛ ⎞
≤ +⎜ ⎟

⎝ ⎠
∑  

(b) 1 2 1 2( ) ( ) ( )K n K n K n n+ ≤ +  for all 1n  and 2n , and  

(c) log | 1| ( ) ( 1).n K n K nα− − ≤ − −  

Now we state and prove the following theorem under Brjuno condition. The idea of 
our proof is acquired from [10]. 

Theorem 1. Suppose (H1) holds, then for any complex number 0,η ≠ the equation (3) 
has an analytic solution of the form 

                       
1 2

( )
m

n
i n

i n

y z c z b zα η
∞

= =

= + +∑ ∑                                            (5) 

on a neighborhood of the origin. 

Proof. We seek a solution of (3) in a power series of the form (3). Substituting (5) 
into (3), we see that the sequence { } 0n n

b
∞

=
is successively determined by the condition     

0
1

,
m

i
i

b cα
=

= ∑  1b η= and  
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( )
1 1

0 1

( 1)( 1) ( 1) , 1,2,
n m

n i n k
n i k n k

k i

n b k c b b nα α α
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−
+ + −

= =

− + = + =∑ ∑                  (6) 

in a unique manner. Since 
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∑
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=∑ then we have 
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+ + −
=

≤ =
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Thus, if we define a sequence { } 1n n
B

∞

=
 by 1B η=  and 

              
1
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, 1, 2, ,
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B M B B n
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= =∑                                             (8) 

and  
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= =∑                                               (9) 

then 
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that is, 2 1 1
( ) ( ) 0.G z G z z

M M
η− + =  Let 

               2 1 1
( , ) : ( , , , ) ,R z w R z w M w w z

M M
η η= = − +                                        (10) 

for ( , )z w from a neighborhood of the origin. Since (0,0) 0R =  and 1
(0,0) 0,wR

M
′ = − ≠  there 

exists a unique function ( ),w z  analytic in a neighborhood of zero, such that (0) 0,w =  
(0)w η′ = and ( , ( )) 0.R z w z = By (8) (9) and (10) we have ( ) ( ).G z w z= It follows that the 

power series (9) converges in a neighborhood of the origin. Hence, this is a constant 
0T > such that 

                  , 1, 2, .n
nB T n< =                                                       (11) 

Now, we can deduce, by induction, that ( 1) , 1, 2, ,n
n nb B e nΚ −≤ = where :K N R→ is de-

fined in Lemma 1. In fact, 1 1.b Bη= =  For inductive proof, we assume that 
( 1) , .j

j jb B e j mΚ −≤ ≤ From (7) and Lemma1  

1 1
1

m k m km

M
b b b

α+ + −≤
−

1
( ) ( 1)

1
0

.
1

m
k m k

k m km
k

M
B B e

α

−
Κ +Κ − −

+ −
=

≤
− ∑  

Note that ( ) ( 1) ( 1) log 1 ( ),mk m k m mα≤ Κ − ≤ − +ΚΚ +Κ − −  then  
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Κ − −
Κ
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≤ =
− ∑  

as desired. Moreover, from Lemma 1, we have ( ) ( ( ) )n n B θ γΚ ≤ +  for some universal 
constant 0.γ >  Then ( 1)( ( ) ) ,n n B

nb T e θ γ− +≤ that is,  
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( )
11

( 1)( ( ) ) ( )limsup limsup .n n B Bnn
nn n

b T e Teθ γ θ γ− + +

→∞ →∞

⎛ ⎞ ≤ =⎜ ⎟
⎝ ⎠

 

This implies that the convergence radius of (5) is at least ( ) 1( ) .BTe θ γ −+ This completes the 

proof.  
In case (H2), the constantα is not only on the unit circle in C, but also a root of 

unity. In the resonant case, both the Diophantine condition and the Brjuno condition 
are not satisfied. Let { } 1n n

C
∞

=
be a sequence define by 1C η=  and 
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where { }1
max 1, 1 , 1,2, , 1 ,i i pα

−
Γ = − = − and M  is defined in Theorem 1. 

Theorem 2. Suppose (H2) holds and P is given as above. Suppose that for 
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= ∑ and 0η ≠  the system 
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has a solution { } 1n n
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=
such that 1 0vpb + = and 
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+ = =∑ ∑  Then the 

initial value problem (3) and (4) has an analytic solution of the form 
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on a neighborhood of the origin. 

Proof. If{ } 1n n
b

∞

=
is a solution of system (13) such that 1 0,lpb + =  then 
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is the form solution of the auxiliary equation (3). Now we prove that the power series 

(15) is convergent. From (7) we have 
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where { } 1n n
C

∞

=
 is defined in (12). It is easy to check that (16) satisfies the implicit func-

tional equation 

                         ( , , , ) 0,R z Mψ η =                                               (17) 

where R  is defined in (10). Similarly to the proof of Theorem 1, we can prove that 
(17) has a unique analytic solution ( , , )z Mψ η in a neighborhood of the origin such that 

(0, , ) 0Mψ η = and (0, , ) .z Mψ η η′ =  Thus (16) converges on a neighborhood of the origin. 

Moreover, it is easy to show that, by induction, , 1, 2, .n nb C n≤ =  Therefore, the series 

(5) converges in a neighborhood of the origin. This completes the proof. 
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3   Analytic Solution of Equation (1) 

Theorem 3. Suppose the condition of Theorem 1 or Theorem 2 are satisfied, then 
equation (1) has an analytic solution ( )y z of the form 

                         1( ) ( ( ))x z y y zα −=                                              (18) 

on a neighborhood of the number
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′ =∑  where ( )y z  

is an analytic solution of (3). 
Proof. In view of Theorem 1 and Theorem 2, we may find a sequence { } 0n n
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=
such that 

the function ( )y z of the form (5) is an analytic solution of (3) on a neighborhood of the 
origin. Since (0) 0,y η′ = ≠ the function 1( )y z− is analytic in a neighborhood 
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So from (3) we have  
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that is, the function ( )x z in (18), defined on a neighborhood of the origin, satisfies Eq. 

(1) and 1
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pletes the proof. 
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Abstract. Swarm Intelligence is a computational and behavioral metaphor for 
solving distributed problems inspired from biological examples provided by so-
cial insects such as ants, termites, bees, and wasps and by swarm, herd, flock, 
and shoal phenomena in vertebrates such as fish shoals and bird flocks. An ex-
ample of successful research direction in Swarm Intelligence is ant colony op-
timization (ACO), which focuses on combinatorial optimization problems. Ant 
algorithms can be viewed as multi-agent systems (ant colony), where agents 
(individual ants) solve required tasks through cooperation in the same way that 
ants create complex social behavior from the combined efforts of individuals. 

Keywords: Swarm Intelligence, ant colony optimization, combinatorial  
optimization, multi-agent. 

1   Introduction 

Swarm Intelligence (SI) is based on the principles underlying the behavior of natural 
systems consisting of many agents, and exploiting local communication forms and 
highly distributed control. Thus, the SI approach constitutes a very practical and pow-
erful model that greatly simplifies the design of distributed solutions to different kind 
of problems. In the last few years, SI principles have been successfully applied to a 
series of applications including optimization algorithms, communications networks, 
and robotics. 

SI systems are typically made up of a population of simple agents or boids interact-
ing locally with one another and with their environment. The agents follow very  
simple rules, and although there is no centralized control structure dictating how indi-
vidual agents should behave, local, and to a certain degree random, interactions be-
tween such agents lead to the emergence of "intelligent" global behavior, unknown to 
the individual agents. Natural examples of SI include ant colonies, bird flocking, 
animal herding, bacterial growth, and fish schooling. 

2   Swarm Intelligence Overview 

Swarm Intelligence is, intrinsically, a bottom-up approach. Bottom-up approaches are 
carried out by programming large numbers of independent entities with relatively 
simple sets of rules. Brought together, constructive behavior emerges, as it does in 
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insects that create complex social behavior and structures from the combined efforts 
of individuals with extremely limited intelligence. In contrast, the top-down approach 
is based on the classic centralized method (e.g., the Client/Server approach), where in 
central coordination should take place. SI can be applied to fully distributed systems 
that consist of several autonomous agents working together with local communication 
and minimal perception capabilities to complete one or more tasks. 

Collective behavior demonstrated by social insects (ants, bees, termites, etc.) often 
emerges from a small set of simple low-level interactions between individuals, and 
between individuals and the environment. 

The following example illustrates the concept of emergence. To solve a given task, 
for example, to sort elements scattered on the ground, one can write an algorithm 
wherein a centralized part distributes the task to achieve between a set of distributed 
agents. The centralized program, based on the global goal and plans, the current input, 
and the current state, collects agent results, analyzes them, and decides the actions to 
be executed next. 

Swarm Intelligence is a new way to control multiple agent systems. The swarm-
type approach to emergent strategy deals with large numbers of homogeneous agents, 
each of which has fairly limited capabilities on its own. However, when many such 
simple agents are brought together, globally interesting behavior can emerge as a 
result of the local interactions of the agents and the interactions between the agents 
and the environment. A key research issue in such a scenario is determining the 
proper design of the local control laws that will allow the collection of agents to solve 
a given problem. 

3   Organizing Principles 

A study of the SI approach reveals a useful set of organizing principles that can guide 
the design of efficient distributed applications for different kinds of problems. SI has 
the following notable features: 

Autonomy: The system does not require outside management or maintenance. In-
dividuals are autonomous, controlling their own behavior both at the detector and 
effector levels in a self-organized way. 

Adaptability: Interactions between individuals can arise through direct or indirect 
communication via the local environment; two individuals interact indirectly when 
one of them modifies the environment and the other responds to the new environment 
at a later time. By exploiting such local communication forms, individuals have the 
ability to detect changes in the environment dynamically. They can then autono-
mously adapt their own behavior to these new changes. Thus, swarm systems empha-
size auto-configuration capabilities. 

Scalability: SI abilities can be performed using groups consisting of a few, up to 
thousands of individuals with the same control architecture. 

Flexibility: No single individual of the swarm is essential, that is, any individual 
can be dynamically added, removed, or replaced. 

Robustness: SI provides a good example of a highly distributed architecture that 
greatly enhances robustness; no central coordination takes place,which means that 
there is no single point of failure. Moreover, like most biological and social systems, 
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and by combining scalability and flexibility capabilities, the swarm system enables 
redundancy, which is essential for robustness. 

Massively parallel: The swarm system is massively parallel and its functioning is 
truly distributed. Tasks performed by each individual within its group are the same. If 
we view each individual as a processing unit, SI architecture can be thought of as 
single instruction stream–multiple data stream (SIMD) architecture or systolic net-
works. 

Self-organization: Swarmsystems emphasize self-organization capabilities. The in-
telligence exhibited is not present in the individuals, but rather emerges somehowout 
of the entire swarm. In otherwords, if we view every individual as a processing unit, 
solutions to problems obtained are not predefined or preprogrammed but are deter-
mined collectively as a result of the running program. 

Cost effectiveness: The swarm-type system consists of a finite collection of homo-
geneous agents, each of which has fairly limited capabilities on its own. Also, each 
agent has the same capabilities and control algorithm. It is clear that the autonomy 
and the highly distributed control afforded by the swarm model greatly simplify the 
task of designing the implementation of parallel algorithms and hardware. For exam-
ple, for swarm-type multi-robotic systems, robots are relatively simple and their  
design process effort can be kept minimal in terms of sensors, actuators, and resources 
for computation and communication. 

4   Swarm Intelligence Communication Forms 

SI exploits local communication forms. Interactions between individuals can arise 
through direct or indirect communication. 

4.1   Indirect Communication 

Indirect communication is implicit communication that takes place between individu-
als via the environment. This is known as Stigmergy communication. The Stigmergy 
concept describes a class of mechanisms mediating animal–animal interactions 
through stimuli. When an animal does not explicitly distinguish between its own ac-
tivity and the activities of others, its actions include modification of its local environ-
ment. By sensing its environment, an animal will perform an appropriate action as a 
response to the new environment at a later time. Thus, interaction takes place in 
stages through changes in the local environment. Note that the behavior of each insect 
can then be described as a series of stimulus–response sequences.  

There are two forms of Stigmergy. In the Stigmergy Sematectonic communication 
form, information is communicated through physical modification of the environ-
ment. For example, opening a hole in the body of a termitary causes a disruption of 
the termitary’s carefully maintained internal atmosphere (intense gradients in tem-
perature, humidity, carbon dioxide, and oxygen). Sensing some problem in the body 
of the termitary, termites perform the rebuilding function and attack intruders while 
repairing the breach in order to restore the termitary’s equilibrium. 

In the second form of Stigmergy, some signal substance is deposited in the envi-
ronment that makes no direct contribution to the task being undertaken but is used to 
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influence the subsequent behavior that is task related [1]. For example, for building 
their nests, termites use highly volatile chemicals called pheromones. Termites place 
tiny balls of mud near other balls of mud that have high pheromone concentrations 
and, as a consequence, mounds develop. As the mounds grow, pheromones at the 
bases evaporate and the termites bring the mud to the top, driving the height of some 
mounds upward of 30 ft and causing adjacent mounds to meet in arches. 

Pheromone-based Stigmergy is well developed in ants. Ants are capable of finding 
the shortest path from a food source to the nest. Also, they are capable of adapting to 
changes in the environment, and find a new shortest path once the old one is no longer 
feasible due to an obstacle [2]. Ants deposit a certain amount of pheromone while 
walking, and each ant probabilistically prefers to follow a direction rich in pheromone 
rather than a poorer one. Hence, the shorter path will receive a higher amount of 
pheromone and this will in turn cause a higher number of ants to choose the shorter 
path. This elementary behavior of real ants explains how they can find the shortest 
path. The collective behavior that emerges is a form of autocatalytic behavior (or 
positive feedback), whereby the more the ants follow the trail the more likely they are 
to do so. 

4.2   Direct Communication 

Direct communication is explicit communication that can also take place between 
individuals. Examples of such interactions are the waggle dance of the honeybee, 
using antennas, trophallaxis (food or liquid exchange, e.g., mouth-to-mouth food 
exchange in honeybees), mandibular contact, visual contact, chemical contact (the 
odor of nearby nest mates), etc. 

Direct communication can be implemented by mobile wireless ad hoc networks. 
Individuals have a very limited memory with the added feature that they are mobile; 
therefore, they can be considered mobile agents. Indirect interactions through the 
environment can be thought of as distributed shortterm memory. Indeed, agents com-
municate through pheromone trails.When walking toward the colony or food sources, 
ants will simply walk toward a high concentration of pheromone. The accumulated 
pheromone then serves as a distributed shared memory. Note also that we need an 
analog for indirect interaction through the local environment to implement the 
autoadaptive mechanism. Such a system can adapt to changes in user behavior and 
system software through the pheromones. In other words, pheromones will monitor 
the state of the machines and the network. 

5   The Main Applications of Swarm Intelligence 

Swarm Intelligence principles have been successfully applied in a variety of problem 
domains and applications. An example of successful research direction in SI is ant 
colony optimization (ACO)[3], which focuses on combinatorial optimization prob-
lems[5]. 

Ant-Colony Optimization (ACO) is a metaheuristics approach proposed by Dorigo 
et al.[3]. The inspiration for ACO is the foraging behavior of real ants. This behavior 
allows the ants to find the shortest paths between food sources and their nest. Ants 
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deploy a chemical trail (or pheromone trail) as they walk; this trail attracts other ants 
to take the path that has the most pheromone. This reinforcement process results in 
the selection of the shortest path[4]: the first ants coming back to the nest are those 
that took the shortest path twice (from the nest to the source and back to the nest), so 
that more pheromone is present on the shortest path than on the longer paths immedi-
ately after these ants have returned, stimulating nest mates to choose the shortest path.  

Ant-colony optimization algorithms(see Fig. 1) are based on a parameterized prob-
abilistic model (pheromone model) that is used to model the chemical pheromone 
trails[6]. Artificial ants incrementally construct solutions by adding opportunely de-
fined solution components to a partial solution under consideration. In order to do 
this, artificial ants perform randomized walks on a completely connected graph 

),( LCG , called a construction graph, whose vertices are the solution components 

C , and the set L  composed of the connections. When a constrained combinatorial 
optimization problem is considered, the problem constraints are built into the ants’ 
constructive procedure in such a way that in every step of the construction process 
only feasible solution components can be added to the current partial solution. 

 
 

 

Fig. 1. Ant-colony optimization algorithm 

Ant_activity( ): In the construction phase an ant incrementally builds a solution by 
adding solution components to the partial solution constructed so far. The probabilis-
tic choice of the next solution component to be added is done by means of transition 
probabilities. More specifically, ant n  in step t  moves from vertex Ci∈  to vertex 

Cj∈  with a probability given by: 
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where ijη  is a priori available heuristic information, a  and b  are two parameters that 
determine the relative influence of the pheromone trail )(tijτ  and heuristic information, 
respectively, and niN ,  is the feasible neighborhood of vertex i . If 0=a , then  
only heuristic information is considered. Similarly, if 0=b , then only pheromone 

 
While termination condition not satisfied Do 
   ScheduleActivicies 
      Ant_activity( ) 
      Pheromone_evaporation( ) 
      Deamon_actions( ) 
   EndscheduleActivities 
EndWhile 
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information is at work. Once an ant builds a solution, or while a solution is being built, 
the pheromone is being deposited (on nodes or connections) according to the evaluation 
of a (partial) solution. This pheromone information will direct the search of the ants in 
the following iterations. The solution construction ends when an ant comes to the end-
ing vertex (where the food is located). 

Pheromone_evaporation( ): Pheromone-trail evaporation is a procedure that simu-
lates the reduction of pheromone intensity. It is needed in order to avoid a too quick 
convergence of the algorithm to a suboptimal solution. 

Daemon_actions( ): Daemon actions can be used to implement centralized actions 
that cannot be performed by single ants. Examples are the use of a local search proce-
dure applied to the solutions built by the ants, or the collection of global information 
that can be used to decide whether it is useful or not to deposit additional pheromone 
to bias the search process from a nonlocal perspective. As we can see from the pseudo 
code, the ScheduleActivities construct does not specify how the three included activi-
ties should be scheduled or synchronized. This means it is up to the programmer to 
specify how these procedures will interact (parallel or independent). 

Within the ACO metaheuristic framework the currently best-performing versions 
in practice are Ant Colony System [6][7] and MAX–MIN Ant System [8]. Recently, 
researchers have been dealing with finding similarities between ACO algorithms and 
Estimation of Distribution Algorithms. Furthermore, connections between ACO algo-
rithms and Stochastic Gradient–Descent algorithms are shown in [9]. 

6   Conclusion 

Swarm Intelligence is a rich source of inspiration for our computer systems. Specifi-
cally, SI has many features that are desirable for distributed computing. These include 
auto-configuration, auto-organization, autonomy, scalability, flexibility, robustness, 
emergent behavior, and adaptability. These capabilities suggest a wide variety of 
applications that can be solved by SI principles. We believe that the emergence para-
digm and the highly distributed control paradigm will be fruitful to new technologies, 
such as nanotechnology, massively parallel supercomputers, embedded systems, and 
scalable systems for deep space applications. 
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