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Preface 

Problem of pattern recognition is accompanying our whole life. We start to learn 
how to recognize simple objects like “dog”, “flower”, “car” when we are young 
and more sophisticated ones when we are growing up. Therefore the automatic 
pattern recognition is the focus of intense research of the Artificial Intelligence. 

This book is the fourth edition of the monograph which focuses on the current 
directions in the modern compute pattern recognition. It offers actual review of the 
advances in pattern recognition and consists of 78 carefully selected works which 
have been reviewed carefully by the experts form the given domains. Chosen works 
were grouped into seven chapters on the basis of the main topics they dealt with: 

 

1. “Biometrics” presents innovative theories, methodologies, and applications in 
the biometry. 

2. “Features, learning, and classifiers” consists of the works concerning new 
classification and machine learning methods. 

3. “Image processing and computer vision” is devoted to the problems of image 
processing and analysis. 

4. “Knowledge acquisition based on reasoning methods” refers to the task of 
endowing expert system with the knowledge which could be used by its 
inference engine. 

5. “Medical applications” presents chosen applications of intelligent methods into 
medical decision support software. 

6. “Miscellaneous applications” describes several applications of the computer 
pattern recognition systems in the real decision problems as speech recognition, 
automatic text processing and analysis. 
 

Editors would like to express their deep thanks to authors for their valuable 
submissions and all reviewers for their hard work. Especially we would like to 
thank Prof. Ewa Grabska and Prof. Katarzyna Stąpor for their efforts to select 
articles for the chapter “Knowledge acquisition based on reasoning methods”, and 
Prof. Piotr Porwik who helped us to prepare the section devoted to Biometrics.  

We believe that this book could be a great reference tool for scientists who deal 
with the problems of designing computer pattern recognition systems.  

 
 

Wroclaw, 23rd May 2011            Robert Burduk 
           Marek Kurzyński 
           Michał Woźniak 
         Andrzej Żołnierek 
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Artur Sierszeń, �Lukasz Sturgulewski

Prototype Extraction of a Single-Class Area for the
Condensed 1-NN Rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Marcin Raniszewski

Robust Nonparametric Regression with Output in SO(3) . . . . 127
Grzegorz Jab�loński
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BIOMETRICS



On-Line Signature Recognition Based on
Reduced Set of Points

Iwona Kostorz and Rafal Doroz

Abstract. In the paper two methods of signature points reduction are presented. The
reduction is based on selecting signature’s characteristic points. The first method is
based on seeking points of the highest curvature using the IPAN99 algorithm. Pa-
rameters of the algorithm are selected automatically for each signature. The second
method uses a comparative analysis of equal ranges of points in each signature. For
both of methods the way of determination of characteristic points has been shown.
As a result of experiments carried out the effectiveness of both methods and its
usefulness for signature recognition and verification has been presented.

1 Introduction

Biometrics can be defined as the use of behavioural or physiological characteristics
to recognize or verify the identity of an individual. Signature is one of the longest
known security techniques. Pattern of signature has been an accepted form of cred-
ibility determination for many years (e.g. in the case of bank transactions).

Currently a lot of different approaches for signature verification have been pro-
posed in the literature [1, 3, 5, 6, 10, 13] . Their actions are based on the calcula-
tion of distance such as Euclidean or Mahalanobis [6, 11, 14, 16]. They may also
use different models of neural networks or Hidden Markov Models (HMM) [2, 8].
There are also methods based on an analysis of the signatures object characteristics
(usually edges or angles) and reducing the problem to match these points [9].

The maximum size of the signature attributes vector representing the points
obtained from a tablet can reach several thousand numbers. Analysing the entire
received data string may be too time-consuming taking into the consideration the
base of e.g. 10000 signatures. Therefore, the reduction of the vector size is done.
Reduction of data can be achieved by identifying the various important points
on contour or some attribute functions of a signature. In the presented work, the

Iwona Kostorz · Rafal Doroz
Institute of Computer Science, University of Silesia, ul. Bedzinska 39, 41-200 Sosnowiec
e-mail: {iwona.kostorz,rafal.doroz}@us.edu.pl
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characteristic points constitute a reduced subset of all points of a signature which
were selected with the use of one of the methods presented in sections below. Those
are the points representing e.g. the curves or corners of signature contour or equidis-
tant points. The main problem is to identify such points, which can represent the
shape of the object.

2 The Method for Determining the Characteristic Points

Signature points reduction is based on characteristic points determination. In this
work two main approaches of signature points reduction were taken into consid-
eration. The first one indicates the highest curvature points within the set of all
signature points by means of modified IPAN99 algorithm [4]. In the second one all
signature points are divided into equal ranges. Then from each range several points
are selected. The method of points selection is fully described in the next section.

2.1 Modified IPAN99 Algorithm

Points with the highest curvature play an important role in perceiving the shapes by
a human being. In the present paper, a very fast and efficient algorithm IPAN99 has
been applied. This algorithm defines the corner as a point of a given curve, if we are
able to inscribe in that curve a triangle with a given size and angle.

IPAN99 algorithm

In the first stage, the algorithm reviews the string of points and selects the candidates
for corners. In the second stage, the redundant candidates are eliminated:

d2
min ≤

∣
∣p− p+∣∣2 ≤ d2

max

d2
min ≤

∣
∣p− p−

∣
∣2 ≤ d2

max, (1)

α ≤ αmax,

α

a
b

+p c

p

-p

Fig. 1 Detection of points with the highest curvature by means of the IPAN99.
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where:
|p− p+|= |a|= a - the distance between points p and p+,
|p− p−|= |b|= b - the distance between points p and p−,
α ∈ [−π ,π ] - the triangle angle is defined as follows:

α = arccos a2+b2−c2

2ab .

Values dmin and dmax are entered into the algorithm as its parameters (Fig. 2).

dmax

dmin

p

max�

Fig. 2 Parameters of the IPAN99 algorithm.

A triangle which meets the conditions (1) is called an acceptable one. The search-
ing for an acceptable triangle is started from the point p on the outside, that is, from
the shortest length of the triangle sides, and stops if any part of the conditions (1) is
fulfilled (therefore the restricted number of neighbouring points is taken into consid-
eration). Among all acceptable triangles, the one with the smallest angle (the most
acute) is selected α(p). The point pi belongs to the neighbourhood of point p, if
|p− pi|2 ≤ d2

min. IPAN99 algorithm parameters:

dmin - the minimal Euclidean distance from which neighbouring points will be
considered to create triangles,

dmax - the maximal Euclidean distance to which neighbouring points will be
considered to create triangles,

αmax - boundary angle specifying the minimal acuteness to classify the point as
the candidate for the corner.

The candidate p point is rejected, if it has a shape neighbour that is pi point, which
is also a candidate, and which was assigned a greater strength of the corner: α(p) >
α(pi).

Automatic selection of parameters of the IPAN99 algorithm

The method proposed in the paper for determining the characteristic points of the
shape of a signature is based on two elements: an automatic selection of parameters
of the IPAN99 algorithm and determination of additional points (so-called boundary
points), which are not determined by the IPAN99 algorithm, but they are important
for the signature analysis.
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Signatures of different persons are characterized by different size and shape. This
makes it impossible to determine a single universal set of parameter values of the
IPAN99 algorithm for all signatures. This characteristic feature of the algorithm
provided the basis for developing a method for automatic selection of a set of pa-
rameters of the IPAN99 algorithm. The selection is performed individually for each
signature. It is based on the statistical analysis of the values of signature features -
in this case: the shape, that is X and Y coordinates.

With the use of a tablet, a signature is represented by a set P of discrete points p
of the signature:

P = {p1, p2, ..., pn} (2)

where:
n - a number of signature points.

In order to calculate the statistical metrics, a set L =
{

li, j
}

containing the Eu-
clidean distances li, j between successive points of the signature is determined. On
the basis of the set L containing values of the distances between points of the signa-
ture chart, the mode M of the set L is determined [7].

Determination of additional characteristic points

In the developed method two sets of additional characteristic points are determined,
which are not determined in the standard IPAN99 algorithm. The first one is a two-
element set PI , which contains the first and last point of the signature registered by
the tablet:

PI = {p1, pn} (3)

The second set of characteristic points is determined on the basis of the set L. If the
distance DT between two points pi and p j is greater than the multiple of the value
dmax: ∣

∣p j− pi
∣
∣> DT

DT = c3 ·dmax
(4)

where:
c3 - coefficient, both points are considered as additional characteristic points of the
signature.

Figure 3 presents a chart of an example signature with marked characteristic
points determined with the use of the IPAN99 algorithm and additional characteris-
tic points.

Basing on the calculated value of the mode M [7], values of parameters of the
IPAN99 algorithm are determined [7]:

dmin = c1 ·M (5)

dmax = c2 ·M (6)

DT = c3 ·dmax (7)
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characteristic points

additional characteristic points

signature points

Fig. 3 Signature with marked characteristic points.

where:
c1,c2 - coefficients for the mode M,
c3 - coefficient for dmax.

2.2 Method of Ranges Analysis

Generally, the method of ranges analysis is based on dividing all signature’s points
into n equal ranges of points R = (r1,r2, ...,rn), where ∀ri,r j∈R card(ri) = card(r j).
The order of points is important at the line intersection. In the Fig. 4 the signature
and two ranges of points (r1 and r2) are presented.

Fig. 4 The signature with two ranges (r1, r2) of points.

Characteristic points CP = (cp1,cp2, ...,cpm) in each range were selected. Char-
acteristic points were determined in two ways. The first way will be called MRA_E
(Method of Ranges Analysis - Equidistant points). The second one will be called
MRA_MM (Method of Ranges Analysis - Minimum Maximum value).

The MRA_E involves selecting a subset CP of the equidistant signature’s char-
acteristic points of all the signature’s points (Fig. 5a). Equidictance of points is
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determined by their indexes within the range of points (e.g. always the first, the sec-
ond or the n-th point of the range is chosen). The number of elements of the subset
CP was determined in two ways. In the first case, for each signature, the number
of elements was adequate to the number of elements generated using the modi-
fied IPAN99 algorithm for particular signature. Basing on conducted studies [7] on
database of signatures using modified IPAN99 algorithm, the mode value M = 40
of sizes of obtained sets of signatures’ characteristic points was determined. Hence,
in the second case number of elements ranges form 0.5 to 1.5 of mode M of num-
ber of all characteristic points determined using modified IPAN99 algorithm. In the
MRA_MM, it was assumed that the number of elements of reduced subset CP of
characteristic points:

• should range form 0.5 to 1.5 of mode M of number of all characteristic points
determined using modified IPAN99 algorithm,

• only two points should be selected within each range,
• selected points ought to meet the condition that their Y coordinates reached only

extremal values within each range (minimum and maximum) (Fig. 5b).

In the same way another subset of characteristic points was determined. This time,
points which X coordinates reached minimum and maximum values within the
range were selected. These two subsets were analysed separately.

p13

p14

p26

cp1

cp2

p1

r1

r2

characteristic pointssignature points

cp4

r2

r1

cp1

cp2

cp3

characteristic pointssignature points

a) b)

Fig. 5 The signature with: a) equidistant points, b) minimum and maximum values within
each range.

3 Tests

The studies aimed at determining the effectiveness of the signature verification based
on a reduced set of signature points. The set of the analysed signatures contained 96
signatures coming from 16 persons. The signatures were taken from the SVC2004
database (skilled forgeries). Each of the persons put 4 original signatures, while
the number of false signatures for each person was 2. The values of the similarity
between individual signatures were calculated with the use of the ratio R2 [6].
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From the conducted studies [7] it appears that the smallest EER=4.14% was
obtained for the following combination of parameters: : c1 = 1, c2 = 2, c3 = 2.
In the next stage of research the proposed modified IPAN99 algorithm method [7]
was compared with other methods of signature’s set of points’ reduction. The results
of effectiveness of proposed method of ranges analysis are presented on bar charts
below (Fig.6).
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Fig. 6 Research results for a) MRA_E method, b) MRA_MM_X method, c) MRA_MM_Y
method.
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Fig. 7 FAR/FRR plots for best results of a) MRA_E method, b) MRA_MM_X method, c)
MRA_MM_Y method.

The charts provide information about the EER values depending on assumed
number of characteristic points. It can be seen from the charts that the EER value
reaches a low point for sets of characteristic points which sizes were about 50.

The results of both proposed methods of generating subsets of signature’s char-
acteristic points were compared with the results of methods presented by its authors
in the referenced paper [15]. The comparison of EER values is shown in the table 1.
Additionally, Figure 7 presents FAR/FRR plots for best results obtained for Method
of Ranges Analysis.
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Table 1 The comparison of ERR values for proposed methods and methods referenced in the
literature.

EER [%]
min MRA_E 9.23
min MRA_MM_X 5.21
min MRA_MM_Y 5.24
modified IPAN99 4.14
random [15] 7.10
genetic algorithm [15] 7.70

4 Conclusions

In the paper two methods of signature points reduction were presented. Both of
them were tested on the same database of signatures. The studies showed that it
was possible to recognize signatures basing on an analysis of only the characteristic
points.

As a result of carried out investigation the lowest value of EER= 4.14% was ob-
tained with the use of modified IPAN99 method. In comparison with effectiveness of
method of range analysis it’s more effective then proposed MRA_MM (Method of
Ranges Analysis - Minimum Maximum value. By contrast, it’s twice more effective
then MRA_E (Method of Ranges Analysis - Equidistant points).

Moreover, the results of the other authors’ methods [15] (random and genetic algo-
rithm) that two proposed methods were compared with are significantly less effective
then modified IPAN99 algorithm (their ERR values range from 7% to 8%) .
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Pose Invariant Face Recognition Method Using
Stereo Vision

Jacek Komorowski and Przemyslaw Rokita

Abstract. The paper presents a method to decrease dependency of image-based
(appearance-based) face recognition solutions, such as Eigenfaces method, on a
head orientation. Using information of a human head shape, recovered by stereo
vision technique, a normalized face image (en face view) is synthesized. The nor-
malized image is then processed by an image-based recognition subsystem. To ef-
fectively deal with large head rotations, where large area of the face is invisible
due to occlusion, Eigenfaces recognition method is extended to operate on half-face
images. Presented technique is verified experimentally to prove that it can be used
to increase performance of image-based face recognition methods in applications
where head pose of the subject is not controlled.

1 Introduction

Face recognition for biometric purposes is a field of a great practical importance
and active development [11]. However classical image-based (appearance-based)
recognition methods, such as Eigenfaces [8] or Fisherfaces , are very dependent
on head orientation [10]. This is because 2D images of 3D face objects change
significantly due to viewpoint variations.

Face recognition surveys [10][11] acknowledge performance degradation of
image-based recognition systems when head orientation in not controlled but no
quantitative results are given. To have an idea on this dependency in Experiment 2
we estimate an impact of head rotation on performance of Eigenfaces method. It can
be seen that Euclidean distance between feature vectors of two images of the same
face, one en face view and the other rotated out-of-plane in the left-right direction,
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increases significantly even for small rotation angles. The greater is the distance,
the bigger chance for false recognition. In our test scenario yaw angles above 18◦
yielded incorrect identification but this number is dependant on gallery size and
content.

Advanced face recognition techniques, such as fitting to a 3D morphable model
[1], overcome dependency on head orientation by using a morphable model of a hu-
man face. The model is fit to the face image being recognized and fitting parameters
are used as features in subsequent recognition phase. In our research we explored
a different approach without a need for encoding a morphable head model into a
recognition system. Instead information of a human face shape is recovered using
stereo vision technique during system operation.

2 Pose Invariant Head Recognition Method

The idea of our method is presented on Fig. 1. Gallery of the subjects in the recog-
nition system consists of normalized, frontal view, face images, taken in neutral
lighting conditions (see Fig. 3(a)). For identification, a pair of stereo images, taken
with uncontrolled orientation, is used. So the solution may be deployed in situations
where subject cooperation during identification is not required, such as scanning for
faces of known suspects in public places like airports.

Fig. 1 Recognition system concept

Main steps of the subject identification in our method are as follows:

1. Acquisition of a pair of stereo images of the subject
2. Estimation of a head orientation
3. Recovery of a head shape using stereo vision technique
4. Synthesis of a normalized face image (en face view)
5. Subject identification using an image-based recognition method. In our imple-

mentation Eigenfaces algorithm was used but other appearance-based recogni-
tion method can be deployed.

The stereo camera system must be initially calibrated in order to estimate its intrin-
sic and extrinsic parameters. This is done using using OpenCV1 library implemen-
tation of Zhang algorithm[12]. Using chessboard like calibration pattern, intrinsic

1 Available at http://opencv.willowgarage.com/wiki/

http://opencv.willowgarage.com/wiki/
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and extrinsic parameters of the stereo rig are computed In the subsequent steps the
following parameters computed during calibration procedure are used: left and right
camera 3x3 intrinsic matrices (Kl

∗,Kr
∗), left and right camera distortion coefficient

vectors (dl,dr), 3x3 rotation matrix (Rr) and 3x1 translation vector (Tr) relating left
and right cameras.

Head orientation estimation

Estimation of the head orientation can be done using one of the published methods
for fine head pose estimation, e.g. [9]. This method is reported to estimate horizontal
head orientation with 8.5% accuracy and vertical orientation with 12.5% accuracy.
The outcome of the head pose estimation algorithm are three rotation angles: yaw
angle ϕX (right to left rotation of the head), pitch angle ϕY (up and down movement
of the head), and roll angle ϕZ (right to left bending of the neck). Currently we
haven’t implemented an automatic head pose estimation method and during our
experiments rotation angles were estimated manually.

Head shape recovery and en face view synthesis

To recover shape of the head a technique described by us in [4] is used. An in-
put consists of a pair of head images from a stereo camera set. Firstly images are
rectified using stereo rig intrinsic (Kl

∗,Kr
∗,dl,dr) and extrinsic (Rr,Tr) parameters

estimated during an initial calibration. The result is a pair of rectified images and
intrinsic matrices of a left and right rectified camera (Kl and Kr respectively). Then
segmentation is done to produce a a set of pixel coordinates F ⊆ INxIN constituting
a region of the reference image containing a face. As subjects are placed on a neutral
background a simple technique based on thresholding is sufficient.

Let (X ,Y,Z) be a scene point in a camera coordinate system and (x,y) coordinates
of it’s projection onto a camera image plane. Depth of a pixel (x,y) is defined as a Z-
coordinate of a corresponding scene point (X ,Y,Z), that is depth(x,y) = Z. Depth
is inversely proportional to a disparity, which is defined as a difference between
coordinates of the projections of the scene point onto left and right image planes.
Assuming left and right cameras have the same focal length f and distance between
their principal points is Tr depth can be calculated using the formula:

depth(x,y) =
f ||Tr||

disp(x,y)
. (1)

Semi-global matching using mutual information algorithm [3] is used to compute a
disparity map disp(x,y) for each pixel (x,y) of a reference image contained within
a face region F .

Depth-image-based rendering technique [2] is used to synthesize a normalized
frontal view of the subject face. A virtual view of a scene from a novel view point
is synthesized using a reference image with associated per-pixel depth information.
First, original image points are reprojected into 3D space, using per-pixel depth data.
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Then 3D points are projected onto an image plane of a virtual camera, located at the
required viewing position. Let M = (X ,Y,Z,1)T be 3D homogeneous coordinates of
the scene point and ml = (x,y,1) it’s projection onto reference camera image plane.
M and ml are related by the camera perspective projection equation [6]:

zlml = Kl[I|0]M (2)

where zl is the scene point depth, Kl is a 3x3 rectified reference camera intrinsic
matrix and [I|0] is 4x3 matrix consisting of 3x3 identity matrix and 3x1 zero vector.
Rearranging (2) we can derive 3D coordinates of a scene point M:

M = zl (Kl)
−1 ml . (3)

Let Rv be 3x3 rotation matrix and Tv 3x1 translation vector defining the required
position of a virtual camera relative to the reference camera. Projection mv of a point
M = (X ,Y,Z,1)T onto a virtual camera image plane satisfies following perspective
projection equation:

zvmv = Kv[Rv|Tv]M . (4)

Assuming that virtual camera intrinsic matrix Kv is the same as the reference camera
intrinsic matrix Kl and substituting (3) into (4) we obtain:

zvmv = zlKlRv (Kl)
−1 ml + KvTv . (5)

Depth from a virtual camera zv can be assumed arbitrary as homogeneous coordi-
nates scaled by a constant factor identify the same point and depth from a reference
camera zl = depth(x,y). So finally we get a formula:

zvmv = depth(x,y)KlRv (Kl)
−1 (x,y,1)T + KvTv . (6)

Applying (6) for a point (x,y,1)T from reference image we can get a point mv on
the synthesized image it’s mapped to. Repeating this procedure for all points from
a segmented face region F on a reference image produces an image from a novel
viewpoint. As more than one pixel from a reference image may be mapped to the
same pixel in a synthesized image a visibility problem must be solved. This is done
using a simple z-buffering technique. Finally to deal with resampling issues a post
processing step is necessary. When mapping pixels from a reference image some
pixels in a synthesized image are not assigned any value. Telea inpainting algorithm
[7] is used to fill uninitialized pixels within a face area on a synthesized image.

The final results are depicted on Fig. 2. Fig. 2(a) shows 3 examples of input
images (reference images from stereo pairs) and Fig. 2(b) depicts results of view
normalization on an each input image.

Another problem is an occlusion as part of the face is not visible on both input
images and pixel intensity values for these areas are unknown. Small occluded areas
are filled using inpainting but the problem becomes more serious as yaw rotation
angle increases. To deal with this difficulty Eigenfaces recognition algorithm was
adapted to use half-face images when yaw angle is large.
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(a) Rotated head images (b) Normalized en face views

Fig. 2 Normalized en face view synthesis results

Recognition

Normalized en face face image is converted into grey scale and fed into an image-
based recognition subsystem. For our implementation we adapted a well-known
Eigenfaces method [8], based on principal component analyses technique. The
method consists of 2 steps: training and identification. Face images are represented
as vectors xi created by concatenation of image rows. Each image xi is an element
of high dimensional space R

D, where D equals a number of pixels.
Initially an Eigenfaces recognition subsystem must be trained to learn a basis for

a low dimensional representation of faces. Training is done using sufficiently large
(usually from a few hundreds to a few thousands) gallery of normalized face images
{xi}. An average face x̄ is calculated as x̄ = ∑N

i=1 xi/N, where N is a number of
gallery images. For each face image xi a deviation from a mean face x̃i, referred as
a caricature, is defined as x̃i = xi− x̄.

Principal component analyses procedure in applied to the vector set {x̃i}. It pro-
duces a set {un} of N− 1 orthonormal vectors which best describe distribution of
the data. The k-th vector uk is chosen such that

λk =
1
N

M

∑
n=1

(

uT
k x̃n

)2

is maximum, subject to

uT
k ul = δlk =

{

1 if l = k
0 otherwise

Vectors uk and scalars λk are eigenvectors and eigenvalues of covariance matrix

C =
1
M

N

∑
n=1

x̃nx̃t
n = AAT

where matrix A = [x̃1, . . . , x̃N ]. Dimensionality of AAT is D2, so for a typical im-
age size direct eigenvalue decomposition is not computationally feasible (e.g. for
128 . . .128 image AAT ∈ R

16384). But usually a number of training data points N
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is much lower than D and AAT has only N − 1 � D2 non-zero eigenvectors. A
computation of uk is efficiently done by first calculating N−1 eigenvectors of AT A
matrix, which has dimensionality N×N. These eigenvectors are denoted as vk. Then
non-zero eigenvectors of AAT are computed using the formula

ul =
N

∑
k=1

vlkx̃k

where vlk is k-th element of a vector vl .
Vectors in {un}, referred as eigenfaces, span a low dimensional space called face

space. Projection of high-dimensional face caricatures x̃ onto a face space produce
a low dimensional face representation φ (x) ∈ R

k, which is used as a feature vector
in subsequent recognition stage. j-th element of a feature vector φ (x) is calculated
as φ j (xi) =

〈

x̃i,u j
〉

.
During identification step a feature vector φ(y) corresponding to a normal-

ized input face image y is calculated by projecting caricature ỹ = y− x̄ onto a
face space. Then similarity to each image in the gallery is evaluated using as a
measure an Euclidean distance between corresponding feature vectors dist(x,y) =
‖φ(x)−φ(y)‖2. A gallery image closest to the input image is chosen as a match.

Half-faces for recognition

The main problem we have to deal with is the fact, that even with a moderate yaw
rotation angle a part of the face is occluded and not visible on any of the two cam-
eras. It can potentially be solved by using face symmetry assumption and recovering
missing pixel intensities using known values from the other side of the face. This
would require an exact estimation of a face symmetry axis which can be difficult if
large part of the face is occluded.

We propose a simpler approach to use for recognition only a fully visible half of
the face image. To implement this idea three different sets of eigenfaces are com-
puted using training gallery images. One is based on full face images, second on
right half-face images and third on a left half-face images. Examples are depicted
on Fig 3. Then three feature vectors are associated with each gallery image. One is
computed using full image and set of eigenfaces based on full face images, other
two are calculated using left or right half-face image and corresponding set of half-
face eigenfaces. In Experiment 1 we show that performance of Eigenfaces recog-
nition method using half-face images is worse than using full face images but still
sufficient for identification purposes (drop from 92% to 84-85%).

If estimated head yaw angle ϕX of the subject being identified is bigger than
a threshold Θ only a half of a synthesized face image is used for recognition. A
feature vector is calculated using half-face eigenvectors and matched against a
corresponding feature vectors of gallery images.
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3 Experiments

In all experiments a training gallery consisting of N = 2963 normalized grey-level
images from publicly available FERET database2 and additional images of 3 subjects
captured by us was used. All images represent faces in frontal position with neu-
tral expression and captured under neutral lighting conditions. Each image was nor-
malized using ground truth information about eyes position provided with FERET
database. Original images were transformed, downsampled and cropped so that eyes
have the same coordinates on all resultant images. Eyes position was chosen so that
most of the background is removed but majority of the face area remains visible.
At the end histogram equalization was applied. Resultant images have resolution
73×105 and examples can be seen on Fig. 3.

(a) Gallery images (b) 3 first eigenfaces based on full face
images

(c) Based on right
half-face images

Fig. 3 Examples of gallery faces and eigenfaces

Experiment 1: Impact of using half-face images on Eigenfaces method

The aim of this experiment was to prove the feasibility of using half-face images for
recognition. Due to intrinsic symmetry of a human face we expected that using only
left or right half of human face image should not decrease recognition performance
significantly.

Table 1 Impact of using half-face images on performance of Eigenfaces recognition method

Scenario Number of correct Number of incorrect Percent of correct
identifications identifications identifications

Full face image 1251 109 92%
Right half-face image 1142 208 84%
Left half-face image 1156 204 85%

A test set consisting of 1360 images, representing subjects from the training
gallery, but acquired at a different time and having a slightly different expression,
was chosen from FERET gallery. These images were normalized in the same way

2 http://www.itl.nist.gov/iad/humanid/feret/

http://www.itl.nist.gov/iad/humanid/feret/
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as images in a training gallery. Test set images were matched against gallery images
using Eigenfaces method. 3 different scenarios were tested: using full face images,
left half-face and right half-face images.

Results are summarized in Table 1. As can be seen, using only half-face images
causes a decrease in recognition performance of Eigenfaces method by app. 9%.
This means that using half-face image decreases discrimative ability of the face
recognition system but when only a partial image of a face is available can be used
for identification.

Experiment 2: Impact of head orientation variation on Eigenfaces method

Aim of this experiment was to verify an impact of a head rotation in a left-right di-
rection (yaw angle) on a performance of Eigenfaces recognition method. A person
sitting in front of a camera slowly rotated his head and a sequence of 33 images was
captured, with yaw angle changing gradually from 0◦ (frontal view) to 64◦ (left pro-
file view). Examples are depicted on Fig. 2(a). Distance between frontal view face
(yaw angle = 0◦) and each rotated face was calculated using Eigenfaces approach
and results are depicted on Fig. 4. It can be seen that initially, when a yaw angle
increases from 0◦ to 10◦, the distance grows sharply and then steadily increases.
Impact on recognition was verified in the following way: frontal view image (yaw
angle = 0◦) was added to our training gallery and each image of rotated face was
matched against the gallery using Eigenfaces method. For small yaw angles, below
18◦, images of rotated face were correctly matched with a frontal view image the
same person. When yaw angle grew above 18◦ incorrect match was given.
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Fig. 4 Distance between en face and rotated face image as a function of yaw angle

Experiment 3: Impact of normalized en face view synthesis on Eigenfaces method

In this experiment we verified an impact of a normalized en face view synthesis step
on a recognition system performance. A person sitting in front of a stereo camera
set slowly rotated his head and a sequence of 33 image pairs was captured, with
yaw angle changing gradually from 0◦ (frontal view) to 64◦ (left profile view). For
each stereo image pair a shape of the head was recovered and a normalized en face
view was rendered. Examples of the normalized view are shown on Fig. 2(b). Each
synthesized image was matched against the training gallery containing a frontal
view image of the subject face (acquired at 0◦ yaw angle) using Eigenfaces method.
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Distance between frontal view image (captured at yaw angle = 0◦) in the gallery
and each synthesized en face view is depicted on Fig. 5. It can be seen that it grows
slower compared to the distance to unnormalized faces in Experiment 2 so syn-
thesized en face images resemble more similarity to the frontal view image in the
gallery.
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Fig. 5 Distance between gallery image (captured at yaw angle 0◦) and synthesized en face
image as a function of a yaw angle at which stereo pairs were captured

4 Conclusions and Future Work

The presented method can be used to increase resiliency of an image-based face
recognition system to a head orientation although the improvement is moderate.
For practical deployment the method must be further refined and a few of issues
should be solved. Firstly an automatic head pose estimation subsystem should be
implemented, as currently this step is done manually. In order to produce satisfac-
tory results head pose estimation must be very accurate and published methods may
prove not to be adequate. Additionally using stereo vision technique to reconstruct
a shape of a human face from a single pair of stereo images has a limited accu-
racy. Noise and inaccuracies in shape reconstruction induce errors in normalized en
face view synthesis which yields to incorrect recognition. As the head rotation angle
increases impact of these errors becomes larger. Solutions to improve a quality of
stereo reconstruction of a head shape should be investigated, e.g. by using sequence
of stereo pairs from a camera set.
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Subspace Algorithms for Face Verification

Maciej Smiatacz

Abstract. In real-life applications of face recognition the task of verification appears
to be more important than classification. Usually we only have a limited collection
of training images of some person and we want to decide if the acquired photograph
is similar enough to them without using a separate set of negative samples. In this
case it seems reasonable to use a subspace method based on a coordinate system
constructed individually for the given class (person). This work presents two such
methods: one based on SDF and the other inspired by Clafic algorithm. In the ex-
perimental section they are compared to the two-class SVM on the realistic data
set taken from CMU-PIE database. The results confirm the advantages of subspace
approach.

1 Introduction

In recent years automatic face recognition has turned into mature biometric technol-
ogy. Some reports indicate that in particular cases computer systems recognize faces
more accurately than humans [1]. Many commercial applications have appeared in
this area, including the programs that provide visual login option even for low-end
devices such as netbooks.

Although we have moved from experimental software to the mainstream technol-
ogy, in terms of speed, accuracy and practical usefulness of automatic face recog-
nition there is still much to improve. In real life many users get irritated by the fact
that even small changes of pose or illumination usually cause identification failures.
A functional face recognition system must be composed of several reliable modules
performing image preprocessing, face detection, feature extraction, identification
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and other operations. In this paper we concentrate on the last stage of the process,
i.e. the decision making algorithms.

Interestingly, although countless publications have focused on the problem of
face classification in real life we have to cope with the problem of face verification,
which is quite different. Namely, our task is not to choose from a set of known
identities finding the most similar person; instead we have to decide, whether the
acquired photograph is similar enough to the known images of a given person. In
this case we take into account the two main parameters: false acceptance rate (FAR)
that measures the percent of invalid inputs which are incorrectly accepted, and false
rejection rate (FRR) measuring the percent of valid inputs which are incorrectly
rejected. A good verification method should provide a tuning parameter allowing
for easy adjustment of FAR to FRR ratio, depending on the type of application and
user preferences.

In many cases the task of verification can be more difficult than simple classifi-
cation. Although it is possible to treat the verification as a special case of two class
discrimination (with one class representing “others”, i.e. containing the negative
samples), sometimes we have to perform the identification using only a limited set
of positive images.

In the following sections two face verification methods are proposed; both are
based on the idea of subspace i.e. the coordinate system constructed specifically for
a given class. In the experimental section their performance was compared to the
results provided by a two class SVM algorithm.

2 Multi-axis SDF Method

The original SDF method was introduced in [2]. The core concept of this approach is
the so-called Similarity Discriminant Function measuring the similarity of matrices
Yi projected onto vector d:

F(d) =
dT(

m
∑

i=1

m
∑

j=1,i
= j
YiYT

j )d

dT(
m
∑

i=1
YiYT

i )d
=

dTBd
dTCd

(1)

where Y1, Y2, ..., Ym (m≥ 2) are the matrix patterns (e.g. typical 2D bitmap images)
with dimensions n1×n2. The vector d for which the function reaches the maximum
value is the sought for pattern projection vector that we will denote as dopt . It can
be proved that the higher the value of F(d) the greater the concentration of images
Y1, ..., Ym projected onto d.

Authors of the original paper suggested to calculate only one vector, dopt , for
each class with the help of rank decomposition procedure [3] which was able to
overcome the small sample size problem. On the other hand, they performed the
secondary discriminant transformation based on multi-class Fisher criterion and
finally applied the minimal distance classifier.
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In [4] we proved that the secondary transformation only deteriorates the results.
We also showed that by using more than one axis calculated from (1) the perfor-
mance of the SDF procedure can be significantly improved. This led us to the for-
mulation of the Multi-axis SDF classifier which is a true subspace method as the
individual coordinate system is calculated for each class. In the case of verification
problem we have only one class of images (the training set contains images of only
one person). The subspace can be constructed in the following way.

Algorithm 1 - construction of the Multi-axis SDF subspace

1. Calculate matrices B =
m
∑

i=1

m
∑

j=1,i
= j
YiYT

j and C =
m
∑

i=1
YiYT

i using m training

images Y1, Y2, ..., Ym.
2. On the basis of the SDF function (1) calculate the projection axes dopt(a) (a =

1, ..., na) using the rank decomposition approach. To this end the matrix P con-
taining eigenvectors of C must be created, then the following transformation of
matrix B is performed:

B̄ = (ΛP)B(ΛP)T (2)

where matrix Λ̄ = diag(λ̄1, λ̄2, ..., λ̄N)

λ k =
{

1/
√

λk

1
,λk > 0
,λk = 0,

(3)

and λk denotes the k-th eigenvalue of C. The optimal projection axes dopt(a) can
be calculated from the subsequent eigenvectors of B̄ [3].

3. For each image Yi (i = 1,..., m) calculate the feature vectors y(a)
i :

y(a)
i = YT

i dopt(a), a = 1, ...,na (4)

4. Compute the mean vectors along all axes:

μ (a) =
1
m

m

∑
i=1

y(a)
i , a = 1, ...,na (5)

Having created the subspace, we can perform the verification of Y as follows.

Algorithm 2 - Multi-axis SDF verification method

1. Calculate the feature vectors y(a) corresponding to the subsequent axes dopt(a):

y(a) = YTdopt(a), a = 1, ...,na (6)

2. Determine the level of similarity of the image Y to the class:
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D(Y) =
na

∑
a=1

w(a)D(a)(Y) (7)

where

D(a)(Y) =
√

(y(a)− μ (a))T(y(a)− μ (a)) (8)

w(a) - a weight of the axis dopt(a) that can be determined using the eigenvalues
λk of matrix C:

w(a) = λa

/
na

∑
k=1

λk (9)

3. Classify the image as positive if the following condition is satisfied:

D(Y) < α · max
i=1..m

D(Yi) (10)

By changing the value of multiplier α we can tune the FAR/FRR ratio of the method.

3 Two-Stage Clafic Algorithm

The original Clafic method was proposed by Watanabe in [5]. This classification
algorithm discards the between-class dependencies and the coordinate system is op-
timized individually for each class cl , l = 1,2, ...,L. The correlation matrix C(l) of
class cl is defined as follows:

C(l) =
1

ml

ml

∑
i=1

yiy
T
i (11)

where ml denotes the number of vector patterns yi in the training set of class cl ;
the patterns are normalized without the centralization, i.e. the subtraction of mean
vectors of the classes is not performed. Watanabe points out that the mean vectors
are not used in any way during the construction of the matrix (11).

If the matrix that transforms the feature space is composed from the eigenvectors

of matrix C(l) sorted by their descending eigenvalues λ (l)
k , then the base vectors with

the lowest indices represent the most characteristic properties of class cl . In other
words, the information about class cl is concentrated in the first (the most important)
coordinates of the new system. From this fact Watanabe draws the conclusion that
the entropy of the components of feature vectors describing the objects from class cl

reaches minimum in the system [6] and so we can expect that in the case of objects
that do not belong to class cl the information will be more uniformly distributed
among all the components of the feature vector, and the entropy, as a measure of
the information scatter, will take larger values. Thus, the entropy can be used for
classification purposes.
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The above considerations form the basis of the classification procedure.
Watanabe called this variant of the Clafic method the dispersion algorithm [5]. It
can be adapted to the problem of verification in the following way.

Algorithm 3 - The Clafic verification method, training

1. Perform the normalization of vectors yi from the training set and create the
correlation matrix (11).

2. Using the correlation matrix C find the optimal coordinate system by determining
the eigenvectors g1, g2, ..., gN , ordered by their eigenvalues, λ1 > λ2 > ... > λN .

3. Transform the training set to the new space:

vi = GTyi, G = [g1,g2, ...,gN ] (12)

4. For every vi (i = 1, ..., m) calculate the entropy of its components:

H(vi) =−
N

∑
k=1

v2
ik logv2

ik (13)

5. Compute the maximum entropy in the training set:

Ht = max
i=1..m

H(vi) (14)

The value of (14) will be used in the testing algorithm.

Algorithm 4 - The Clafic verification method, testing

1. Normalize the unknown object y and convert it to v, according to (12), perform-
ing transformation to the space spanned by eigenvectors g1, g2, ..., gN .

2. Calculate the entropy H(v) of the components of v (13).
3. Classify the image as positive if the following condition is satisfied:

H(vi)≤ Ht +α (15)

where α is a tuning parameter.

If we want to treat the input images Yi directly by using each pixel intensity as a sep-
arate feature the above algorithms become very slow. This is because each bitmap Yi

must be converted to a large yi vector by concatenating the subsequent rows of Yi.
In our experiments we used 50× 50 face images so each yi vector contained 2500
elements. Even though the eigenvectors can be efficiently calculated by using the
scrambled version of matrix (11), as described, for example, in [7], the conversions
and projections of yi vectors take a lot of time.

Therefore we decided to speed up the process utilizing the idea of creating the
correlation matrix (11) directly from Yi matrices, without converting them to vectors
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first (see, for example [8] or [9]). This way the following Two-stage Clafic algorithm
was formulated.

Algorithm 5 - Two-stage Clafic verification method, training

1. Create the correlation matrix (no special normalization of training patterns Yi is
performed):

CM =
1
m

m

∑
i=1

YiY
T
i (16)

2. Calculate K eigenvectors gMk, k = 1, 2, ..., K .
3. Transform the training set to the new space

y(k)
i = YT

i gMk, k = 1,2, ...,K, (17)

4. Create vectors yi, each of which is obtained by the concatenation of the set of

vectors {y(k)
i }.

5. Create the classic Watanabe’s classifier, treating vectors yi as the source data
for Clafic method (see Algorithm 3). This means that we have to calculate the
transformation matrix G (12).

As we can see, K is a parameter controlling the information reduction at the first
stage. As a result of the transformations performed at points 3 and 4 the yi vectors
will contain K · x elements where x is the number of columns in Yi.

4 Experiments

The algorithms described in the previous sections were implemented in the newest
version of SimPaRS, our experimental Windows application written in C++. We
also used other C++ programs based on OpenCV 2.1 library that contained the
implementation of Support Vector Machine and AdaBoost cascaded face detector.

The tests were performed on the data coming from CMU-PIE database [10]. This
set contains realistic images taken in diverse illumination conditions from several
viewpoints. Different face expressions are visible, some persons wear glasses on
selected pictures. The photographs showing profile views or taken under extremely
poor lighting were removed from the set.

The AdaBoost algorithm based on Haar-like features [11] was used to crop the
faces from the background. The method, however, failed to detect faces on some of
the pictures. Finally, our database contained 13153 face images of 68 persons. They
were scaled down to the resolution of 50× 50 pixels, the histogram normalization
was also performed.

The images taken from two almost frontal viewpoints (cameras no 7 and 27) dur-
ing the expression session (images of the subjects with a neutral expression, smiling,
and blinking) were selected as the training set. The number of training images per
person ranged from 4 to 8. The system was trained with this small amount of images
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Fig. 1 Selected training samples (upper row) and testing images (lower row) of one person

of a given person and then the whole database containing about 200 “positive” and
13000 “negative” examples was used during the test. This procedure was repeated
68 times (for all the persons). Sample images from the database are shown in Fig. 1.

The above verification task was difficult due to large variations in illumination,
pose and expression. Popular face identification software, such as the visual login
applications shipped with many notebooks today, would fail in most of the positive
cases, resulting in the very high false rejection rate.

The two-class Support Vector Machine with polynomial kernel was used as a
reference solution. It is important to notice, however, that this way the subspace al-
gorithms were confronted with a competitor that was impossible to beat. First of all
the SVM was trained within “one against the others” scenario, so the algorithm was
able to collect the knowledge about the “intruders” at the training stage; moreover,
selected images of all the intruders were presented during training, although it was
only a small subset of the testing database. In other words, the SVM used much more
information than the subspace methods; additionally, it was based on nonlinear ker-
nel. Therefore, it was not surprising that the SVM performed better; the subspace
methods, however, require only a small training set of positive samples and their
FAR/FRR ratio can be easily tuned by changing the appropriate parameters that are
not present in SVM.

Table 1 Average false rejection and false acceptance rates, and the time needed to perform
the whole test (68 classes × 13153 images) for different verification methods

SVM Multi-axis SDF Clafic Two-stage Clafic

FRR (%) 58.47 75.03 75.58 76.77
FAR (%) 0.06 0.04 0.04 0.05
testing time (s) 473 690 4980 1020
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The results of experiments are summarized in Table 1. The parameters of the
methods were set to achieve the very low FAR of SVM (about 5 out of 10000 in-
trusion trials were successful). Under this conditions all of the subspace algorithms
performed equally, providing the FRR of about 75%, which was high but not so
dramatically worse than the result reached by SVM. The original Clafic method is
particularly slow because it has to operate on large feature vectors. By introducing
the additional stage involving the information selection the verification time (for the
whole experiment) was reduced by 5 times from 4980s to 1020s.

5 Conclusion

In this paper we proposed the Multi-axis SDF and the Two-stage Clafic verification
methods. They are both based on subspaces and require only a small set of positive
training samples to build the identification system. Additionally, their performance
can be adjusted so when the user demands a more comfortable solution at the lower
security level, it can be achieved with the simple threshold manipulation.

Our experiments show that the proposed subspace methods can be used in a face
verification system. It is important to notice, however, that we tried to use difficult
to analyze, real-life data, with very limited preprocessing. A specialized biometric
application would employ a better segmentation algorithm, a module minimizing
the influence of illumination changes, and a sophisticated feature extraction algo-
rithm. Under these conditions the performance of the presented methods would be
significantly better.
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Fingerprint Orientation Field Enhancement

Lukasz Wieclaw

Abstract. This paper presents a new method to enhance the fingerprint orientation
image. Orientation, as a global feature of fingerprint, is very important to image
preprocessing methods used in automatic fingerprint identification systems (AFIS).
The most popular, gradient-based method is very sensitive to noise (image quality).
Proposed algorithm is an application of gradient-based method combined with more
resistant to noise pixel-alignment-based method. Experimental results show that the
proposed method is robust to noise and still maintaining accurate values in high-
curvature areas.

1 Introduction

Among various biometric techniques, automatic fingerprint based systems are re-
garded as most popular and reliable for automatic personal identification. With the
increasing attention on automatic identity verification, fingerprint recognition sys-
tems have become a popular research topic over the last decades. However, there
still exist critical research issues such as the low performance with poor quality im-
ages [1]. This problem is solved by image enhancement processing. Nevertheless,
this step requires information about local orientation of fingerprint pattern. Finger-
print pattern consist of ridges and valleys on the surface of a fingertip. On a typical
fingerprint image, the ridges are black and the valleys are white. Generally, finger-
prints contain two kinds of features: local features like minutia or singular points
(core and delta) and global features, such as a ridge pattern orientation and fre-
quency. The local ridge structures are commonly used to identify or verify person
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identity by matching two sets of minutiaes. As a global feature, orientation field
describes local orientation of the ridgevalley structure in each point of fingerprint
image (Fig.1).

Fig. 1 a) Original fingerprint image, b) magnified area with marked dominant orientation of
each pixel

The values of orientation angles of fingerprint pattern have a critical impact on
almost all subsequent processes in automatic fingerprint recognition systems. Orien-
tation field has been widely used for fingerprint image enhancement [2][3], singular
points detection [4][5][6] and classification [7][8][9][10]. However, there are many
low quality fingerprint images caused by poor skin condition (scars, wet or dry fin-
gers), noisy acquisition devices or bad imprint techniques. Therefore, orientation
values cannot always be obtained accurately. Due to the fact that the orientation
estimation is usually the first stage of fingerprint image analysis, orientation field
enhancement has become a necessary and common step before image enhancement
and feature extraction in the AFIS.

Generally, there are two categories of methods to compute the orientation field
(also called directional field or directional image): pixel-alignment based [5][11]
and gradient-based methods [2][12]. Typically, the pixel-alignment based methods
compute the differentiation (fluctuation) of neighboring pixels values in a fixed num-
ber of reference orientations (Fig. 2b). The most popular gradient-based method is
presented by M. Kass and A. Witkin [12] least squares contour alignment method.
The most important advantage of this algorithm is the fact, that the obtained val-
ues are continuous. The most advanced orientation field enhancement method is the
model-based method [13][14], which relies on the global regularity of orientation
values around the singular points. However, forensic images of latent fingerprints
not always contain those singular points. Therefore, method proposed in this paper
is filtering-based, that combines very accurate gradient-based method with the more
resistant to noise pixel-alignment-based method.
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2 Normalization of Fingerprint Image

In the presented method, before the gradient based calculation of orientation field,
the image normalization and ridge pattern enhancement step is performed. Normal-
ization is performed to remove the effects of sensor noise or inconsistency in ridge
pattern contrast (Fig.2).

Let I(x,y) denote the gray value at pixel (x,y), minv(x,y) and maxv(x,y) are the
minimal and maximal values in W ×W window centered at (x,y), and N(x,y) the
normalized gray-level value. For all the pixels in W ×W window the normalized
pixel value is defined as:

N(x,y) =
255(I(x,y)−minv(x,y))
maxv(x,y)−minv(x,y)

(1)

where:

minv(x,y) = min{I(i, j), i = x−W, ...,x, ...,x +W, j = y−W, ...,y, ...,y +W} (2)

maxv(x,y) = max{I(i, j), i = x−W, ...,x, ...,x +W, j = y−W, ...,y, ...,y +W} (3)

The size of the W ×W window must be larger then mean distance between finger-
print ridges. Experimental results showed that the W = 8 is optimal for the 512dpi
fingerprint images.

Fig. 2 a) Original low contrast fingerprint image, b) Normalized fingerprint image.

3 Ridge Pattern Enhancement

Filtering-based orientation estimation methods only operate at the local region and
thus they cannot solve large noisy (wet or dry fingerprints) or missing patches (scars)
in the image. Therefore, in presented method, the ridge pattern enhancement is per-
formed by oriented anisotropic Gaussian filter, before final orientation computation.



36 L. Wieclaw

Fig. 3 The 9×9 mask to compute the differentiation of pixel values.

The orientation of Gaussian filter is obtained by robust to noise pixel-alignment
method. The orientation is computed by a mask of eight oriented differentiations
of pixel values. The structure of this 9× 9 mask (Fig.3) was presented in [15] and
was specially developed to obtain dominant direction of fingerprint ridge valley
structure. Estimated values were limited to fixed number of eight discrete values,
therefore this modification uses this mask only to compute eight differentiations of
pixel values.

In the first stage, the mean values of five pixels in eight directions are computed:

Si(x,y) =

5

∑
j=1

pi
j

5
(4)

where:

Si(x,y) - is the means of pixel values in eight directions,
pi

j - is the pixel values in one of i directions from the normalized image,
i - is the discrete direction value (0, ...,7), respectively from 0◦ to 157,5◦, with

22,5◦ step.

In the next stage, the differentiation (fluctuation) of neighboring pixels values is
computed, in each direction, by:

D fi(x,y) =
5

∑
j=1
|Si(x,y)− pi

j|, i = 0,1, ...,7 (5)

The orientation of lowest fluctuation of gray values is expected to be the reference
orientation of the central pixel.
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Due to the presence of some unreliable elements, resulting from heavy noise,
corrupted ridge and furrow structures, minutiae and low gray value contrast, the es-
timated differentiation values may not always be correct. The orientation smoothing
stage is expected to reduce the noise and compute a reliable values.

The averaging is computed for each pixel in 13×13 window, separately in each
direction values, respectively:

Adi(x,y) =
x+W

2

∑
u=x−W

2

y+W
2

∑
v=y−W

2

D fi(u,v), i = 0,1, ...,7 (6)

where W = 13.
The orientation of the smallest value, from all eight oriented averaged differen-

tiation values, is expected to be the most closest to the dominant orientation of that
pixel:

α(x,y) = imin(x,y)22,5◦ (7)

where:
imin(x,y) = arg(min{Adi(x,y), i = 0,1, ...,7}) (8)

Finally, the ridge pattern enhancement is performed by anisotropic Gaussian filter-
ing:

En(x,y) =

W

∑
u=−W

W

∑
u=−W

N(u + x,v + y)Ga(u,v)

W

∑
u=−W

W

∑
u=−W

Ga(u,v)

(9)

where W = 4 and anisotropic Gaussian kernel is given by:

Ga(u,v) = exp

(

(uαC)2+(vαS)2

2σ2
i

+ (−uαS)2+(vαC)2

2σ2
j

)

,

αC = cosα(x,y),
αS = sinα(x,y),

(10)

where σi = 10, σ j = 90 and their ratio determines the Gaussian kernel flattening
deformation.

The ridge pattern enhancement is expected to reduce the noise and influence of
wet or dry patterns and scars on fingerprint images (Fig.4).

4 Orientation Field Estimation

Tasks, like tracing finger furrows lines or computing the ridge frequency, re-
quire continuous values of orientation field. Therefore the most frequently adopted
method [1][2] is the least mean square method[12]. In the presented paper, the
modified least mean square method is presented.
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Fig. 4 a) Original low fingerprint image, b) Fingerprint image after normalization and ridge
enhancement.

Since the gradients are the orientations at the pixel scale, the orientation of the
ridge is orthogonal to the average phase angle of pixels value changes, indicated
by gradients. The main steps of the modified least mean square algorithm are as
follows:

1. Compute the gradients ∂x(x,y) and ∂y(x,y) at each pixel of the fingerprint im-
age En(x,y). Depending on the computational requirement, the gradient opera-
tor may vary from the simple Sobel operator to the more complex Marr-Hildreth
operator.

2. If gradient values are the same ∂x(x,y) = ∂y(x,y) then add randomly ±1 to one
of the gradients. If one of gradients values is equal to 0 (for example ∂x(x,y) = 0)
then also randomly±1.

3. Estimate the local orientation in W ×W blocks, centered at pixel (x,y) using the
following equations:

V x(x,y) =
x+ω

2

∑
u=x−ω

2

y+ω
2

∑
v=y−ω

2

2∂x(u,v)∂y(u,v) (11)

V y(x,y) =
x+ω

2

∑
u=x−ω

2

y+ω
2

∑
v=y−ω

2

(∂ 2
x (u,v)− ∂ 2

y (u,v)) (12)

θ (x,y) =
1
2

tan−1
(

V x(x,y)
V y(x,y)

)

(13)
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5 Experimental Results

The proposed algorithm had been applied on the fingerprint images database, which
contains 960 fingerprint images (in 500dpi resolution) from 120 fingers, with 8 im-
ages from each finger. Fingerprint images in the database were selected from NIST
Special Database, FVC database samples, and captured with a live scanner.

In order to obtain the performance, the proposed method was compared with the
most popular gradient-based enhancement method proposed in [2].

The mean difference between orientation estimated by the automatic method and
orientation estimated by a police expert, was measured. The results summarized in
(Fig.5) show that the proposed orientation field enhancement method has a 12%
lower error level in comparison method presented in [2].

Fig. 5 Mean difference between orientation estimated by automatic methods and orientation
estimated by police expert.

6 Conclusion

In this paper a new method for the fingerprint orientation field estimation has been
presented.

It can be concluded from evaluated experiments, that by using the proposed
algorithm, the estimated results are accurate and robust to noise.

Further work will consider the modification of differentiation averaging step in
pixel-alignment ridge pattern enhancement.
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Lip Print Recognition Based on Mean
Differences Similarity Measure

Lukasz Smacki and Krzysztof Wrobel

Abstract. This paper presents a new method for comparing and classifying lip print
images. In the proposed method a lip print image is first binarized and then sub-
jected to the Hough transform. As a result a collection of line segments approximat-
ing the lip print pattern is obtained. Each segment is described by its length, angle
and midpoint coordinates. Lip prints are compared using the mean differences sim-
ilarity measure. Presented studies tested the impact of different weights applied to
segment’s characteristic features on lip print recognition results. After further im-
provements the presented method can be used in criminal identification systems.

1 Introduction

Lip prints are impressions of human lips left on objects such as drinking glasses,
cigarettes, drink containers, etc. French criminologist, Edmond Locard, first recom-
mended the use of lip prints for criminal identification in 1932 [9]. Study of human
lips, as a means of personal identification, was started in 1970s by two Japanese
scientists Yasuo Tsachihasi and Kazuo Suzuki [15, 16].

Forensic investigation technique that deals with identification of humans based
on lip prints is called cheiloscopy [12]. This form of identification is slowly accepted
and introduced to practice all over the world. In many countries, including Poland,
lip traces are successfully used as evidence in lawsuits [8, 11].

Surface of lips is covered by numerous depressions (furrows), which reflect as a
line pattern. They are arranged in various shapes and drawings, which are individual
for each person. There are no two people with identical lip furrows arrangement [2].
Personal identification based on lip traces is possible due to the fact that lip pattern,
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Fig. 1 Sample lip print recovered from a crime scene.

similar to fingerprint pattern, has three properties: permanence, indestructibility and
uniqueness [2, 8, 16]. Figure 1 presents an example of a lip print recovered from a
crime scene.

2 Image Processing

Lip print image processing deals with extracting a set of characteristics of a lip
print. The set of characteristics is a collection of segments, which approximates a
lip pattern present on the analyzed lip print. Image processing procedure used in
the proposed method consists of two main stages (presented in detail in previous
articles [13, 14]):

• Pre-processing, where lip pattern is extracted from lip print image and converted
to black color,

• Feature extraction, where lip pattern is approximated to a corresponding
collection of segments.

Background detection is the first stage of the image pre-processing. The aim of this
procedure is to separate lip print area from the background. This way it is possible
to use different types of image processing for these two areas of the image. Each
pixel of an original grey scale lip print image IORG (Figure 2a) is checked whether
it belongs to background or lip print area. Pixel IORG(x,y) belongs to the image
background, if the average brightness of pixels in its surroundings d(x,y) is greater
than the background detection threshold γ:

IBG(x,y) =
{

0 if d(x,y) > γ
IORG(x,y) otherwise

(1)
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where:
x = 1,2, ...,w,
y = 1,2, ...,h,
w - width of image IORG,
h - height of image IORG.

Parameters d(x,y) and γ are defined by the following formulas:

γ = 255−0.75

(

255− ∑h
y=1 ∑

w
x=1 IORG(x,y)

wh

)

(2)

where:
x = 1,2, ...,w,
y = 1,2, ...,h.

d(x,y) =
∑y+1

j=y−1∑
x+3
i=x−3 IORG(i, j)

21
(3)

where:
x = 4,5, ...,w−3,
y = 2,3, ...,h−1.

The second stage of the image pre-processing is binarization. The main goal of the
binarization procedure is to remove image artefacts and emphasize lip pattern for
further processing. Binarization is carried out for every pixel of image IBG. If a pixel
is part of the background, it takes the value of 0 (white). Otherwise its value is
determined as follows:

IBIN(x,y) =
{

1 if IBG(x,y) > b(x,y)
0 otherwise

(4)

where:
x = 1,2, ...,w,
y = 1,2, ...,h.

Parameter b(x,y) is defined by the following formula:

b(x,y) = 1.1

(

∑y+4
j=y−4 ∑

x+4
i=x−4 IBG(i, j)

81

)

(5)

where:
x = 5,6, ...,w−4,
y = 5,6, ...,h−4.

The final result of binarization is presented in Figure 2b. After the pre-processing,
image feature extraction is conducted. First stage of the feature extraction is Hough
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transform [4, 5, 6]. This method is used to detect straight lines in the lip imprint
image. In the first step pixels of image IBIN belonging to lip pattern area (marked
black in Figure 2b) are transferred to polar coordinate system. On the basis of IBIN

coordinates, length of vector r for each value of angle θ is determined:

r = xcosθ + ysinθ , θ ∈ [0,π). (6)

Obtained pair of polar coordinates allocates an address of cell in a so-called ac-
cumulator array. Value in the allocated cell is then incremented. This way pixels
belonging to lip print pattern are reproduced in the accumulator array as curves.

In the second step, intersections of curves in the accumulator array are identified.
Coordinates of the intersection points determine the parameters of straight lines
existing in the lip pattern. Analysis is conducted to all cells in the accumulator array.
Coordinates of cells that form the local maxima define the (r,θ ) parameters used to
determine straight lines equations according to formula 6.

Fig. 2 Stages of lip print image processing.

The final stage of lip print analysis is segments detection. The aim of this pro-
cedure is approximation of lip pattern by a corresponding collection of segments,
which form a set of characteristics of a lip print. Segments detection is based on lip
pattern (Figure 2b) and a set of straight lines resulted from Hough transformation.

In the first step, straight lines resulted from Hough transform are transferred to
Cartesian coordinate system:
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θ ∈
[

0,
π
4

)

∪
(

3π
4

,π
)

⇒
{

y = round(r− xctgθ )
x = 1,2, ...,w

(7)

θ ∈
[
π
4

,
3π
4

]

⇒
{

x = round(r− yctgθ )
y = 1,2, ...,h

(8)

Next, points which form a straight line and overlap the lip pattern are examined. For
every straight line so-called segment detection array is created. If a point (x,y) of the
straight line lies in the lip pattern area, then value of the corresponding coordinate
in the segment detection array is set to 1.

In the last step, parameters of segments corresponding to lip pattern are deter-
mined. Analysis of the segment detection array for each of the straight lines is
conducted. Beginning and end of each sequence of ones determines beginning and
end coordinates of the corresponding segment, while number of consecutive ones
defines its length. Graphical interpretation of a set of segments resulted from the
segment detection procedure is presented of Figure 2c.

3 Comparison

The comparison of lip prints is conducted using the mean differences similarity mea-
sure. A chart describing the comparison procedure was presented in Figure 3. Mean
differences were introduced by Czekanowski in [1, 3, 7] as an anthropological index
describing variation within species. This method was used in studies of biometric
personal identification based on handwritten signatures. The results obtained were
characterized by a low classification error [10, 17].

As a result of feature extraction algorithms a collection of segments approxi-
mating lip pattern is obtained. A single segment can be described by the following
features:

• sϑ =
√

(xe− xb)2 +(ye− yb)2 - length of the segment,
• sα = arccos

(|xe− xb|/sϑ
)

- angle between the segment and the X-axis,
• sx̂ = (xb + xe)/2 - x-coordinate of the segment’s midpoint,
• sŷ = (yb + ye)/2 - y-coordinate of the segment’s midpoint.

Values xb,yb and xe,ye represent the coordinates of the beginning and end of the
segment respectively.

Let there be two lip print images described by collections of segments: S1 =
{s1,1,s1,2, ...,s1,n}, S2 = {s2,1,s2,2, ...,s2,m}. Let also F = {sϑ ,sα ,sx̂,sŷ} be a set con-
taining characteristic features of a segment.

Let’s denote Fk
1,i the k-th feature of i-th segment of the set S1 (where 1 ≤ i ≤ n)

and Fk
2, j the k-th feature of j-th segment of the set S2 (where where 1 ≤ j ≤ m). To

determine the effects of the k-th characteristic feature on the comparison results, a
feature weight wk satisfying the following condition was introduced:

• wk ∈ [0,1],
• ∑card(F)

k=1 wk = 1.
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Fig. 3 Lip prints comparison procedure.

The weighted mean difference between two elements s1,i ∈ S1 and s2, j ∈ S2 (where
1≤ i≤ n, 1≤ j ≤ m) is given by the formula:

DD(s1,i,s2, j) = 1−
card(F)

∑
k=1

|Fk
1,i−Fk

2, j|wk (9)

The mean differences similarity coefficient simDD(S1,S2) is defined as follows:

simDD(S1,S2) =

n
∑

i=1
max(DD(s1,i,s2,1), ...,DD(s1,i,s2,m))

n
(10)

Mean differences similarity coefficient defined in such a way takes values in the
range of [0,1]. A value of 1 means that the compared images are identical. Mean
differences similarity measure is asymmetric. This means that simDD(S1,S2) 
=
simDD(S2,S1). This property stems from the fact that the value n in the formula (10)
is the number of segments the set S1, which is usually different than the number of
elements of the set S2.

4 The Course and Results of the Studies

The studies were carried out for lip print images obtained from 30 people. The test
database consisted of 120 images (4 lip prints for every individual). Performance
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of the proposed lip print recognition method was tested for different distribution of
weights applied to the segment characteristic features (step 0.05) and for similarity
threshold values in the range of 0 to 1 (step 0.001).

All the lip print images were compared "round robin". Similarity of two images
was calculated using the mean differences similarity measure presented in the previ-
ous chapter. Due to the asymmetry of the similarity measure every comparison was
conducted back and forth. Similarity threshold value was adopted as a classifica-
tion criterion. Figure 4a presents five weight distributions of segment characteristic
features for which EER error took the lowest value.

Fig. 4 Experimental results: a) EER values for different weights applied for the segment’s
characteristic features, b) ROC curves of FAR and FRR.

The lowest ERR error (21,3%) was obtained for the following weights: w1=0.30,
w2=0.20, w3=0.45, w4=0.05. Analysis of test results shows that parameter sx̂ has the
highest impact on the obtained results. Figure 4b presents the ROC curves for the
optimal distribution of segment characteristic features.
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It can be noticed that the proposed similarity measure differentiates the test lip
prints in a small degree. To obtain satisfactory results, similarity parameter has to
be calculated with a high accuracy (at least 3 decimal places).

5 Conclusions

Lip prints coming from the same person vary in shape. It is caused by the fact that
human lips, in opposite to fingertips, are very ductile. Therefore, automatic identi-
fication of lip prints is a very difficult task. Even though there is a strong demand
for such systems, this area of image recognition is still insufficiently investigated.
There are no solutions performing lip prints recognition available publicly.

Presented experimental results show that the resulting error is average. However,
the proposed algorithms are still improved and have a high potential. This makes
the results obtained encouraging enough to allow further research in this direction.
As part of further work, it is planned to enhance the pre-processing and feature
extraction algorithms and test other similarity measures.
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Human Vein Pattern Correlation – A
Comparison of Segmentation Methods

Rafał Kabaciński and Mateusz Kowalski

Abstract. In this paper two methods of human vein pattern segmentation from low
quality images, called frequency high-pass filtration and local minima analysis, pro-
posed by authors in their previous article are compared with the often used local
thresholding algorithm. These methods are evaluated using results of classification
performed by a correlation algorithm. Evaluation was carried out on 400 collected
images, and shows that proposed methods are worth to consider in human vein
pattern segmentation.

1 Introduction

Biometrics is a promising field in access control systems technology. It is very easy
to use, does not require from users to remember passwords, and eliminates a need
for additional devices like tokens or access cards. Among many human physiolog-
ical features, the blood vessels pattern acquired from an image teken in the near
infrared light (NIR) has many advantages. It is different for every human, it does
not change with age, it can be acquired contactless, and requires blood in veins, to
be registered, which solves the liveness test problem. Recently, due to a price drop
of CCD sensors, and increasing computing power, this emerging technology is be-
coming more popular. The very important step in using vein pattern for recognition
purposes is its extraction form background of the hand. Many researchers use local
thresholding (LT) method at this stage. In previous paper [4] authors proposed two
alternative methods and compared them with LT, using manually assigned bifurca-
tion points of the blood vessel pattern. In this paper the results of a correlation based
recognition algorithm are used for evaluation and comparation of these methods.

This paper is organized as follows. In Section 2 the database used in the evalua-
tion process is described. Section 3 introduces the methods discussed in this paper.
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The correlation classification algorithm is explained in Section 4. In Section 5 the
comparison methodology is presented. Section 6 shows the results of evaluation,
and Section 7 contains some concluding remarks and proposals for further research.

2 Dataset

To compare the effectivness of segmentation methods described futher in this pa-
per, a dataset of appropriate images needed to be aquaired. Near infrared images
aquisition system designed by authors was used to collect such data. The system is
described in [4].

The dataset consists of 400 images taken from 50 volunteers aged 22-25 years.
For every volunteer four images of both the left and the right palms were registered
one by one. In general we may say that the dataset consisted of images of 100
objects, 4 images for each one. During the aquisition proccess the free positioning
system was used, which means that there were no elements holding or blocking a
palm. That might cause translations and rotations of the vein pattern i the images
taken from the same person.

Images have the resolution 768× 1024, however in proccess stages it was de-
creased to 240× 320 to reduce the calculation cost. Three new datasets of binary
images were obtained after proccessing the images from described dataset using
three segmentation methods. The image function for each image was eaqual ’1’ for
pixels corresponding to the vein pattern (in this paper called sometimes ’white’) and
’0’ for background pixels (’black’).

3 Segmentation Methods

3.1 Local Thresholding

Local thresholding is the most common segmentation method used by vein pattern
researchers ([2], [5], [6]). In this method a threshold is being calculated for each
pixel, basing on its local neighbourhood. In the version of LT algorithm discussed
in this paper, mean value of each pixel surroundings was used as the threshold.
This algorithm requires good filtration in preprocessing stage. In this paper median
and Gauss filters are used, which means that 3 parameters are to be set. Next 2
parameters are used in the algorithm. To improve the output, the morphological
erosion is applied, whose mask size is the last parameter. In total 6 parameters are
needed to be chosen. This algorithm has high calculation cost because it requires to
analize the neighbourhood of each pixel.

3.2 DFT Filtation Method

The first proposed method applies Discrete Fourier Transformation (DFT) to per-
form filtration in frequency domain. As a structured element in the image, the vein
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pattern should have visible representation in frequency components. By supress-
ing right frequencies, filtration will make vessels darker then their surroundings. In
this paper the Gaussian filter is used to high-pass filtration in frequency domain.
Segmentation process consist of the fallowing steps:

1. Calculate the raw image spectrum.
2. Multiply the spectrum with Gaussian mask (Fig. 1b).
3. Calculate the new image with inverse DFT (Fig. 1c), without rescaling the image

to 0-255 grayscale.
4. Smooth result image with the block filter (Fig. 1d,e).
5. Binarize the image by the global thresholding with threshold equal to 0.

The result image after thinning with the algorithm described in [3] is presented in
Figure 1f. Parameters required by this method are two Gaussian mask parameters
and the size of the block filter.

a b c

d e f

Fig. 1 Top row shows the frequency filtration process: a - input image, b - filter transfer
function, c - filtration result in greyscale; bottom row shows postprocessing stages in inverted
colors: d - frequency filtration result (without scaling to greyscale) global thresholded at zero,
e - image d with average filtration for smoothing applied before thresholding, f - thinning
results.

3.3 The Gradient-Based Segmentation Method

In NIR images blood vessels are darker than surrounding tissues, which means that
they are local minima of the image function. This fact is utilised by LT method
which finds pixels that are darker then the mean value of their neighbourhood. To
reduce the calculation cost, local minima can be searched only in rows and columns,
basing on the image function gradient. The drawback of this method is a need of a
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Fig. 2 On left oryginal image, with marked row; on right the same row beafore filtration (on
top) and after filtration, and scaling (bottom)

very good filtration which will entirely remove the noise without destroying vein
pattern. The example image and its middle row profile before filtration is presented
in Figure 2. In this paper a 2D low-pass Gaussian filter is used in the loop. Fil-
tration is applied as long as every single pixel wide minimum in predefined rows
and columns (in 1/4, 1/2, and 3/4 of the image width and height) is removed, or
the loop exceed a defined number of iterations. The example image and its middle
row profile, after filtration is presented in Figure 2. Detection of local extrema is
based on zero crossing points of a directional derivative of the image function. To
calculate directional derivative only a value of a preceding pixel is needed. A result
of the local minimum detection is presented in Figure 3. Local minima are repre-
sented by the set of separated points and many of them are a result of remaining
noise, but points representing blood vessels are formed in curvilinear clusters. Be-
cause morphological closing of such image would cause many parasitic branches,
after thinning and finding the local minimum 10 pixels are also set to 1. The result
image can be seen in Figure 3. The morphological erosion is then used to eliminate
lines isolated from clusters. Finally, morphological closing and second erosion are
applied to improve the continuity and smoothness of the pattern skeleton, removing
remaining smaller artefacts in the process. The image after thinning with algorithm
described in [3], is presented in Figure 3. This method requires 5 parameters in
total.

a b c

Fig. 3 Results of gradient method in inverted colors: a - local minima marked as dots, b -
marked by lines and c - final result
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4 Correlation

For every image obtained using one of the segmentation methods, the degree of sim-
ilarity to all other images obtained using the same method was determined. Degree
of similarity is defined basing on 2D correlation function, which is given by the
formula:

Rxy(i, j) =
+∞

∑
m=−∞

+∞

∑
n=−∞

X(m,n)Y ∗(m+ i,n + j) (1)

where: X and Y are images, m and n are image indices and i and j represents the
translation of the second image.

For binary images like those disscused here 2D correlation function can be
interpreted as follows:

1. On the second image pixels with value ’1’ i pixels in vertical direction and j
pixels in horizontal direction are translated.

2. Number of pixels with value 1 placed in corresponding cells of matrices repre-
senting images is calculated (Pixels that are out of frame on second image in
result of translation are omitted).

Degree of similarity (futher in this article called DS) is defined as maximum value
of 2D correlation function divided by the number of pixels with value 1 on a picture,
on which the number of those pixels is smaller. Degree of similarity was calculated
for images on which number of white pixels differed not more than two times. In
this way, using correlation we solve the problem related to translations of the vein
pattern on the image due to free positioning of a hand.

The crucial difference between images containing the vein pattern from the same
person can also be result of rotations related to a free positioning of the hand. To
reduce the influence of free positioning, the correlation was calculated repeatedly
for the second image rotated around center of mass of the vein pattern form -15
degree to 15 degree with 1 degree step. In such solution it may happen that DSXY

(DS for images X and Y where Y is rotated) is not equal to DSYX (DS for images
Y and X where X is rotated). DS was calculated for binary images containing 8-
pixels neighbourhood path corresponding to the vein pattern. For the same blood
vessel from the same pattern route of path coud have different deformation as a
consequence of the thinning method. Therefore dilation with 9x9 pixels wide mask
was applied to the path.

DSs obtained this way for different segmentation methods were gathered in
Comparition Matrices and compared, what is described in the next Section.

5 Comparison of Methods

Results of comparition (values determining the DS) for each method were gathered
in Comparision Matrix (called further CM). Images were put in order depending
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a b c

Fig. 4 Exemplary images of Comparition Matrices: a - optimal pattern of CM, b - CM for
some threshold, c - visualization of TP(white, gray around diagonal), FN(black marked in
white circle), TN(black), FP(gray on the black background marked in gray circle) sets as a
result of comparition CM from (b) with optimal CM pattern from (a)

on a person and a hand from which they were taken. As an effect on Compari-
sion Matrix diagonal results of comparition of each image with itself were placed
and in a diagonal sorounding were results of comparition of images taken from the
same object. Figure 4a presents optimal pattern of comparisons Matrix, white fields
corresponds to DS value ’1’ for images taken from the same object, black fields
corresponds to DS value ’0’ for images taken from different objects. Fields in real
matrix of comparition contains obviously different values from range 0 to 1.

We say that two pictures X and Y are recognised as representing the same vein
pattern if DSXY calculated for them is greater than the chosen threshold. If we es-
tablish the threshold, we can divide Comparision Matrix into two sets of elements:
equal to 1 for pair of images recognised as representing the same vein pattern and
equal to 0 for pair of images recognised as representing different vein patterns. The
goal is to find such a value for the threshold, if it is possible, that Comparision
Matrix is most similar to the pattern presented in Figure 4b. Comparing CM for
established threshold with mentioned pattern we can define:

1. TP - True Positive - set of pairs of images correctly recognised as representing
the same vein pattern

2. FN - False Negative - set of pairs of images incorrectly recognised as representing
different vein patterns (representing in fact the same vein pattern). Together TP
and FN creates mentioned surounding of CM diagonal presented in Fig. 4c.

3. TN - True Negative - pairs of images correctly recognised as representing
different vein patterns.

4. FP - False Positive - pairs of images incorrectly recognised as representing the
same vein pattern (representing in fact different vein patterns).

All sets TP, FN, TN and FP are presented in different colors in Figure 4. Compari-
sion of mentioned segmentation methods was done basing on rates taken from ([1]):
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• Genuine Acceptance Rate (GAR)

GAR =
TP

FN + TP
×100% (2)

• False Rejection Rate (FRR)

FRR =
FN

FN + TP
×100% (3)

• False Acceptance Rate (FAR)

a b c

d e

f

Fig. 5 Top row shows diagrams of FAR(black line), FRR(gray line), GAR(black dashed line)
rates for each method of segmentation: a - DFT Filtration method, b - Gradient-based method
and c - Local thresholding method; bottom row shows comparative diagram of FAR and FRR
rates for all methods (d) and enlargement of this diagram around FAR and FRR crossing
points(e), line styles correspond to following methods: DFT Filtration - gray line, Gradient-
based - black dashed line, Local thresholding - black dotted line, finally ROC graph of
compared methods is presented (f)
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FAR =
FP

FP+ TN
×100% (4)

In the next Section these rates are more deeply analysed.

6 Results

Results of preformed calculations are presented in Figure 5 as a diagrams of rates
FAR (black line), GAR (black dashed line), FRR (gray line) for each method. To
simplify analysis comparative diagram of FAR and FRR rates was made on one
picture (line styles corresponds to: Fourier based method - gray line, Gradient based
method - black dashed line, Local Thresholding - black dotted line). In the same
Figure the image showing a diagram enlarged around crossing points of FAR and
FRR plots is presented.

Results of these analysis are geathered in Table 1. Diagrams can be analysed in
two ways. In the first analisis the threshold minimizing both FAR and FRR rates is
searched. Then values of those rates for this threshold are compared. In this case re-
sults are comparable however Local thresholding method gives the best effect. The
second analysis, more interesting from a practical point of view, consists in search-
ing a threshold for which FAR rate is equal to the assumed value. Then FRR value
is compared for this threshold. In these case two different values of FAR were con-
sidered (FAR = 0,1 and FAR = 0,01) and FRRs outcomes were compared for them.
Again results were similar however the best effect was gaven by the DFT Filtration
method. The same conclusion is true for Receiver operating characteristic (ROC)
graph analisis.

Table 1 Hand vein pattern correlation results.

Fourier Gradient Local thresh.
FAR and FRR crossing point

Threshold 39 40 45
GAR 99,02 98,19 99,44
FRR 0,88 1,81 0,56
FAR 0,88 1,81 0,56

Threshold for FAR≥ 0.1%
Threshold 42 40 47

GAR 98,81 96,62 98,31
FRR 1,19 3,38 1,69
FAR 0,12 0,12 0,09

Threshold for FAR≥ 0.01%
Threshold 45,5 46,5 48,5

GAR 97,87 94,81 97,12
FRR 2,13 5,19 2,88
FAR 0,01 0,01 0,01
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7 Conclusions

In this paper three methods of vein pattern segmentation from low-quality images
are compared. One of them called Local Thresholding appears to be popular in texts
about vein pattern classyfication. Two other methods are proposed by the authors
and introduced in details in [4]. Images from dataset collected by the authors were
processed with each of this methods and classified using the algorithm based on 2D
correlation function. Results of classification were used to compare these methods.

Results of comparision shows that methods gives comparable effects. In this case
some important advantages of proposed methods are worth noting. Local minima
anlysis based method has lower calculation and memory cost.

Frequency domain filtration method requires only three parameters to be estab-
lished, therefore it is easier to use. Algthough this method has the biggest calculation
cost, dedicated electronic circuits preforming DFT are avaliable. Therefore access
control device based on this method can be faster then these based on LT method.
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Knuckle Recognition for Human Identification

Michał Choraś and Rafał Kozik

Abstract. This paper is the continuation of our previous work - hereby we re-
port new results proving the effectiveness of our knuckle recognition method based
on texture features. We use Probabilistic Hough Transform and SURF features as
well as the 3-step classification methodology. Hereby we present promising results
achieved for recently published PolyU knuckle database.

1 Introduction

Despite the fact that several biometrics modalities (fingerprints, face, hand ge-
ometry and iris) have already been deployed in large scale systems many draw-
backs of the mentioned modalities are still reported. Requirements from users and
stakeholders prove that biometric systems will soon have to be user-centric mean-
ing requirements-free, friendly, accepted, trusted and mobile [1][2]. Therefore new
modalities are still extensively investigated.

One of emerging modalities satisfying such requirements is knuckle also termed
as FKP (finger-knuckle-print) [3][4].

It has several advantages, such as:

• invariance to emotions and other behavioral aspects,
• high-textured regions,
• up to 5 distinctive biometrics samples per one hand,
• it is easily accessible.

Knuckle biometrics methods can be used in biometric systems for user-centric,
contactless and unrestricted access control e.g. for medium-security access control
or verification systems dedicated for mobile devices (e.g. smartphones and mobile
telecommunication services) [5].

The samples of knuckles images (index and middle finger for left hand and
middle finger for right hand respectively) from PolyU Database are presented in
Figure 1[6].

Michał Choraś · Rafał Kozik
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Fig. 1 Sample knuckle images from PolyU Database for one person (index and middle finger
for left hand and middle finger for right hand [6]).

Even though knuckle biometrics is relatively unknown and new modality, there
already are some results and feature extraction methods. So called KnuckleCodes
have been proposed and other well known feature extraction methods such as DCT,
PCA, LDA, ICA, orientation phase, Gabor filters have been investigated showing
very good identification results [3][7][8][9][10][11].

Hereby, we propose to use texture feature extraction methods such as Probabilis-
tic Hough Transform (PHT) and Speeded Up Robust Features (SURF). In this work
we present our methodology and provide further verification of our system using
PolyU knuckle database [6].

The overview of our knuckle recognition methodology is given in Section 2.
Lines extraction algorithm is presented in Section 3. The proposed feature extrac-
tion methodology is presented in Section 4. Three-step classification methodology,
experiments and results are described in Section 5.

2 Overview of Knuckle Recognition Methodology

In this paper we propose knuckle recognition methodology which allows to re-
duce query time significantly. The diagram explaining the proposed methodology
is shown in Figure 2.

Firstly, the knuckle image is obtained from individual requesting access to the
system. The knuckle image is preliminary processed to gain the characteristic
features. The preprocessing consists of edge detection and thresholding.

The image is further analyzed by means of Probabilistic Hough Transform
(PHT), which allows to extract basic feature vector. Then the database is queried
in order to retrieve N matching samples. For that purpose we use KD-Tree in order
to obtain results even faster. For each N samples in the resulting set, the complex
feature vectors are compared. The approach with kNN allows to decrease the com-
plex computation without loosing the overall system effectiveness (as discussed in
details in section 5). Finally in order to eliminate false positives, SURF descriptor
is used to for M nearest matches obtained in the previous step.

The results prove (both of IIT and PolyU databases) that this methodology is
working well for knuckles due to their intrinsic properties.
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Fig. 2 Knuckle recognition methodology overview

3 Lines Extraction

In our feature extraction method, we focus mainly on lines and wrinkles located on
bending area of finger joints. Therefore the image is first segmented (via threshold-
ing) using an adaptive threshold estimated by means of equation 1:

T = μ− δ
6

, (1)

where T indicates the threshold value, μ the mean value and δ the standard devia-
tion. Both the mean value and the standard deviation are computed locally in blocks
of 7x7 pixels size.

The result of adaptive thresholding can be seen in Fig. 3 B. It can noticed that
such an image is quite noisy, since some edges suffer from line discontinuities while
the background is filled with small spots.

This problem is solved by adapting the Probabilistic Hough Transform (PHT).
Later, the PHT also is used in our approach for extracting the dominant orientation
and building the "basic feature vector".

Fig. 3 The knuckle image example form IIT Database (A), enhanced major lines after thresh-
olding (B), and the lines detected by PHT (C)
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Fig. 4 The basic feature vector is built using the PHT output and the 1D histogram

4 Feature Extraction

4.1 Basic Features

The basic feature vector describing the knuckle texture is built using the PHT out-
put information, which contains set of line descriptors represented by eq. 2, where
LDi(N) stands for N− th line descriptor of i− th image, (bx, by) the Cartesian co-
ordinates of line starting point, (ex, ey) the Cartesian coordinates of line end point,
θ the angle between the line normal and the X-axis, and d the particular line length
expressed in pixels.

The number of extracted lines (N) depends strictly on knuckle spatial properties
and varies, therefore these are not directly used to build feature vector.

LDi(N) = [bxN ,byN ,exN ,eyN ,θN ,dN ] (2)

Due to the fact the particular knuckle may be rotated, the dominant orientation
based on Hough transform is extracted using the θ angle from the line descriptors,
which is used to rotate analyzed image in opposite direction to align the dominant
line perpendicular to y-axis. After that the y position of particular line and its length

Fig. 5 Sample knuckle images and their representation after applying PHT transform
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Fig. 6 Line rotation histogram. The x-axis indicates the line rotation while the y-axis indicates
the cumulative lines length.

is used to build the feature vector. The 30-bins 1D histogram is adapted as it is shown
in Fig. 4. Such an approach is based on the fact that the longest and characteristic
lines of knuckle are concentrated around one rotation angle (as proved in Fig. 6).

The vectors described in this section are named ”basic” since these are relatively
short (one row vector of length 30) and are used for general data set clustering to
decrease the number of computations and comparisons of complex features vector
in further phases of our human identification system.

4.2 Complex Features

The set of line descriptors (eq. 2) obtained from Hough transform are converted to
image representation giving input for matching algorithm as it is shown in Fig. 7.

Both query and template images (chosen from kNN selected by basic feature
classifier) are transformed and compared using the Euclidean metrics.

The output of matching block is the scoring map, which is 30x30 of size. The
size is determined by searching ranges. In this case the template image is offset in
< −15,15 > range both on x and y dimension as is it defined by formula 3, where
i and j define the element in scoring map, H and W define query image width and
height, while q and t represent query and template images, respectively.

score(i, j) =
W

∑
x=0

H

∑
y=0

(q(x,y)− t(x + i,y + j))2 (3)

The lowest score (the shortest distance) is selected giving the information about how
the query image is similar to the template, and allows to handle offsets in knuckle
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Fig. 7 During the procedure of PHT models matching a map of distances is generated and the
closest match is chosen.

images. This is necessary since the knuckle database images are acquired using a
peg-free method [6].

The 5 images from kNN set yielding the lowest score are chosen giving the input
for SURF-based classifier described in section 4.3.

4.3 SURF Features

The SURF stands for Speeded Up Robust Features and is robust image detector and
descriptor. It was firstly presented by Herbert Bay in 2006 [13]. It is widely used in
object recognition and 3D reconstruction. The key-point of the SURF detector is the
determinant of the Hessian matrix, which is the matrix (eq. 4) of partial derivative
of the luminance function.

∇2 f (x,y) =

⎡

⎣

∂ 2 f
∂x2

∂ 2 f
∂x∂y

∂ 2 f
∂x∂y

∂ 2 f
∂y2

⎤

⎦ (4)

det(∇2 f (x,y)) =
∂ 2 f
∂x2

∂ 2 f
∂y2 −

(
∂ 2 f
∂x∂y

)2

(5)

The value of the determinant (eq. 5) is used to classify the maxima or minima of the
luminance function (second order derivative test). In the case of SURF the partial
derivatives are calculated by convolution with the second order scale normalized
Gaussian kernel. To make the convolution operation more efficient the Haar-like
functions are used to represent the derivatives.

If the determinant value is greater than the threshold (estimated during experi-
ments on learning data set) then it is considered as fiducial point. The greater the
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threshold is, the less points (but ”strong” ones) are detected. For each of the fiducial
points the texture descriptor is calculated.

In our approach we use the SURF points to find the closest matching (if any)
between querying image and the templates selected by PHT-based classifier. Firstly,
the points yielding the Hessian determinant value greater than threshold are selected
for both querying and template images resulting in two points data set. Basing on
texture descriptors the matching pairs between those sets are found and the outliers
(points in one data set that do not have representative in the second data set) are
removed. Then the matching cost between those sets is estimated using eq. 6:

mcost =
N

∑
i=0

d(pi− 1
N

N

∑
j=0

p j,qi− 1
N

N

∑
j=0

q j), (6)

where N, d, p and q represents the number of matching pairs, Euclidean distance,
point from template image and point from query image respectively. Example of
such a mapping is shown in Fig. 8.

Fig. 8 Detected fiducial SURF points for queering image and its corresponding matches for
the template image

5 Experiments and Results

For experiments the proposed classification methodology steps were configured as
follows:

1. selecting 50 images on the basis of basic vector,
2. selecting 5 images on the basis of PHT feature vector,
3. selecting 1 closest match using SURF descriptor.

When basic feature vector for particular knuckle image is computed it is looked up
in data base to find k nearest neighbors yielding the nearest Euclidean distance. The
k number was determined empirically as an compromise of system effectiveness and
system performance.

For each object form k nearest neighbors the PHT-based method is used to obtain
5 closest matchings. For each of these images only one is chosen. In case the SURF-
based classifier fails and is unable to find matching template then the first nearest
neighbor obtained from PHT is returned with appropriate matching score.
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The proposed approach was tested using PolyU Knuckle Database [6]. The
knuckle images were obtained from 165 individuals. Each individual contributed
more 10-12 image samples per left index, left middle, right middle and right index
finger.

For efficiency assessment the classic 10-fold method was applied and average
of experiments results is presented. The average equal error rate obtained during
experiments is 2.42%. Test were repeated for left middle, right middle and right
index fingers. The ROC curve presented in Figure 9 shows that each finger gives
comparable results.

Fig. 9 ROC curves for different fingers - middle finger (both left and right) and right index
finger

Fig. 10 FAR vs. FRR for right middle finger
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The FAR and FRR vs. system threshold for one of the experiments is shown in
Figure 10.

The experiments show that combination of PHT and SURF gives better results
than each of this method used separately.

The SURF failed so often due to the fact it was unable to find matching between
query knuckle image and the template. Those recognition errors were covered by
PHT. However, PHT failed when it came to distinct two or more similar knuckles in
k nearest neighbors. In this situation SURF was more accurate.

The obtained results suggest that using simple and fast line and texture extraction
techniques is promising and may yield satisfactory results.

6 Conclusions

In this work further developments in human identification based on knuckle texture
features are presented. The major contribution of the paper are: new knuckle feature
extraction methodology based on PHT (Probabilistic Hough Transform) and SURF
features as well as original classification methodology. Our system and the achieved
results have been also discussed. Our work proves that knuckle should be considered
as promising emerging modality.

We reported comparable promising results for PolyU knuckle database as in our
previous work on IIT Delhi database [14][15]. In contrary to our previous work, we
additionally measured effectiveness of our method for different fingers.
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Modified Ranked Order Adaptive Median Filter
for Impulse Noise Removal

Anna Fabijańska

Abstract. In this paper problem of impulse noise removal is considered. Specifi-
cally, modifications of ranked order adaptive median filter (RAMF) are proposed.
RAMF is popular, well established and effective switching median filter for denois-
ing images corrupted by impulse noise. However, the modifications proposed in this
paper significantly improve its results, especially in case of highly corrupted images.
Results of denosing of images under a wide range of noise corruption (5-95%) us-
ing the original and the modified ranked order median filter are presented, compared
and discussed. Comparison is made by means of PSNR and SSIM index.

1 Introduction

Median filtration is the most popular method for impulse noise removal. Applied to
grayscale images is a neighborhood intensity-ranking algorithm. Each pixel in the
output image equals to the median intensity of its closest neighbors in the original
image [1, 2]. The size of the neighborhood is determined by a filtering window,
which passes through the image pixel-by-pixel [4, 10].

Regardless its popularity, there are drawbacks to median filtration. It is per-
formed uniformly across the image and filters both: noisy and uncorrupted pixels. In
consequence details are compromised and image looks blurry [6]. Therefore, many
modifications of classical median filtration have been proposed. They involve dif-
ferent techniques for noise determination in order to decrease the number of pixels
subjected to median filtration. In consequence impulse noise is suppressed while
preserving image details [3, 7, 8, 9, 11, 14, 15].

One of the well established methods for impulse noise removal is ranked order
adaptive median filter (RAMF) [7]. It incorporates ranked-order statistics to detect
impulse noise. Although RAMF is very robust in noise detection it falters during
noise removal, specifically in case images under a high level of noise corruption. In
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Computer Engineering Department, Technical University of Lodz
18/22 Stefanowskiego Str., 90-924 Lodz, Poland
e-mail: an_fab@kis.p.lodz.pl

R. Burduk et al. (Eds.): Computer Recognition Systems 4, AISC 95, pp. 73–82.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011

an_fab@kis.p.lodz.pl


74 A. Fabijańska

this paper improvements for RAMF are proposed. They allow to improve efficiency
of image restoration.

2 Noise Model

Impulse noise is considered [5]. It affects the pixel xi j at location (i, j) in accordance
to probability density function given by Equation 1.

f (xi j) =

{ pa f or xi j = a
1− p f or xi j = yi j

pb f or xi j = b
(1)

where: a and b are minimum (black dot) and maximum (white dot) of intensity, pa

and pb denote probability of intensity a and pb respectively, p = pa + pb is noise
density and yi j is an intensity of the pixel at location (i, j) in the original image. If
either pa or pb is zero the impulse noise is called unipolar noise. If neither probabil-
ity is zero and especially if they are equal, impulse noise is called bipolar noise or
salt-and-pepper noise [5].

3 Ranked Order Adaptive Median Filter

Ranked order adaptive median filter (RAMF) is well established filter for impulse
noise removal. It was proposed by Hwang and Haddad in [7]. Here only brief review
of the filter is given. For further details please follow the source paper. RAMF is
switching median filter i.e. only pixels identified as noisy are subjected to median
filtration. The remaining pixels are left unchanged. In order to detect noisy pixels
ranked-order-differences are used. During RAMF performance each pixel and its
neighborhood are tested twice. First test, checks if there are residual impulses in the
median filter output. In this step two statistics T− and T+ are applied. They are given
by Equation 2.

{

T− = xmed− xmin

T+ = xmed− xmax
(2)

where xmed , xmax and xmin denote median, maximum and minimum of intensity
within the filtering window WD respectively.

Possible values of statistics T− and T+ are presented in Table 1. In cases (a), (b)
and (c) size of filtering window is increased and first level test is repeated until case
(d) is true or maximum window size is reached. The maximum size of the filtering
window WD depends on noise density p. Hwang and Haddad claim that WD = 5 is
sufficient for p = 0.3 while WD = 11 is needed for noise density p = 0.7. In case (d)
the second test in the pixel neighborhood is performed. This time statistics U− and
U+ (Eq. 3) are used.
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{

U− = xi j− xmin

U+ = xi j− xmax
(3)

Possible values of statistics U− and U+ are presented in Table 1. If (a), (b) or (c)
then the pixel is considered noisy and RAMF output is the xmed from the previous
step. Otherwise pixel is left unchanged.

Table 1 Possible values of pair of statistics (T− , T+) and (U− , U+)

case T−/U− T+/U+

(a) 0 0
(b) 0 negative
(c) positive 0
(d) positive negative

4 Modified Ranked Order Median Filter

In its source version RAMF is very robust in impulse noise detection but signifi-
cantly less efficient in noise correction. It is mainly because a new intensity of noisy
pixel is determined in relation to its neighborhood without regarding if neighboring
pixels are noisy or not. Moreover, before RAMF is performed noise density p must
be estimated in order to determine maximum mask size used for noise detection.
The modified ranked order adaptive median filter (MRAMF) is a remedy for the
abovementioned weaknesses of the source method. The proposed MRAMF works
in three stages which are:

• impulse noise detection;
• noise density estimation;
• noise correction.

The main changes in comparison to the original method are: introduction of bi-
nary decision map (BDM), simplified noise density estimation scheme and recursive
filtering with adaptive mask size. They are briefly characterised below.

Impulse noise detection

Robust noise detection scheme utilized by RAMF is also used by its modified version
proposed in this paper. However, while RAMF immediately subjects pixels identi-
fied noisy to median filtration, MRAMF firstly remembers position of all noisy pixels
recognized in the image by marking their location on binary decision map. Specifi-
cally, 1’s on the binary decision map define locations of pixels identified corrupted
and 0’s are assigned to the uncorrupted pixels. BDM is next used in the following
steps for image denosing. It indicates pixels which should be subjected to median
filtration and pixels which should be excluded when retrieving original pixel inten-
sity. Moreover, in opposite to the source method, constant-size window is used by
MRAMF during noise detection. Specifically, WD = 11 regardless noise density p.
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Noise density estimation

Impulse noise detection scheme utilized by RAMF is very robust therefore noise
density p estimation was simplified in modified ranked order median filter. Value
of p is determined based on number of detected noisy pixels. Hence, 1’s on binary
decision map are simply counted and their number is divided by a total number of
pixels in the considered image in accordance with Equation 4.

p =
[ M

∑
i=1

N

∑
j=1

BDM(xi j)
MN

]

100% (4)

where BDM(xi j) denotes value on binary decision map corresponding with location
(i, j) and M, N are image dimensions.

Noise correction

In the last step noise removal is carried out. Switching median filter is applied for
image denosing. Filtering is performed based on binary decision map. The map indi-
cates both: pixels whose intensity should be reconstructed and pixels which should
be excluded when retrieving original pixel intensity.

Specifically, only pixels identified as corrupted by noise (indicated by 1’s on
binary decision map) are subjected to median filtration. Their new value is median of
uncorrupted pixels (indicated by 0’s on binary decision map) located in the window
WD. The current pixel is excluded from the median filtration as it is identified as
corrupted by noise. This concept is presented in Figure 1
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Dimensions of filtering window change in function of the noise density in the way
given in Table 2. Dimensions of filtering window were determined experimentally.

Table 2 Window size in function of noise density

noise density WD×WD

0% < p≤ 10% 3 ×3
10% < p≤ 30% 5 ×5
30% < p≤ 50% 7 ×7
50% < p≤ 70% 9 ×9

p > 70% 11 ×11

5 Results

5.1 Image Fidelity Measures

The comparison of noise removal quality by the considered algorithms is made by
means of peak signal-to-noise ratio (PSNR) [12] and structural similarity (SSIM)
index [12, 13] given by Equation 5 and 7 respectively.

PSNR = 10log10

( L2

MSE

)

dB (5)

where L denotes dynamic range of intensities and MSE is mean squared error given
by Equation 6.

MSE =
1

MN

M

∑
i=1

N

∑
j=1

(yi j− xi j)2 (6)

where M,N are image dimensions, yi j denote intensity of pixel at location (i, j) in
the original image and xi j denote intensity of pixel at location (i, j) in the filtered
image.

SSIM(x,y) =
[

l(x,y)
]α[

c(x,y)
]β[

s(x,y)
]γ

(7)

where x,y are pixel coordinates, l(x,y) is luminance component given by
Equation 8, c(x,y) is contrast component given by Equation 9, s(x,y) is structure
component given by Equation 10 and α , β , γ are positive parameters used to adjust
the importance of the components.

l(x,y) =
2μxμy +C1

μ2
x + μ2

y +C1
(8)
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where μy, μx are mean intensities of the original and the restored image respectively
and C1 is constant equal to (K1L)2, K1 << 1.

c(x,y) =
2σxσy +C2

σ2
x +σ2

y +C2
(9)

where σy, σx are standard deviations of intensities in the original and the restored
image respectively and C2 is constant equal to (K2L)2, K2 << 1.

s(x,y) =
σxy +C3

σxσy +C3
(10)

where σxy is cross-correlation between the original and restored image and C3 is
constant.

In accordance to suggestions given in [13] the following values of parameters
were used: α = β = γ = 1, K1 = 0.01, K2 = 0.03 and C3 = C2/2. Local SSIM
indexes were computed using window size of 11 ×11 pixels passing throughout the
image pixel-by-pixel. Local indexes were next averaged in order to compute global
SSIM index. In case of ideal match of two images SSIM index equals to 1. Then, it
decreases to 0 together with decreasing visual similarity between compared images.

5.2 Results and Discussion

The proposed MRAMF was extensively tested on different images corrupted by
salt and pepper noise. Images under a wide range of noise corruption (from 5% to
95%) were considered. In this section results of applying RAMF and MRAMF to
standard test images are presented. Specifically, images of Bridge and Elaine (see
Fig. 2) are used. They are 8-bit monochromatic images of the spatial resolution 512
×512 pixels.

Fig. 2 Standard test images: (a) Bridge, (b) Elaine.

Results of impulse noise removal from images of Elaine and Bridge under a wide
range of noise corruption are presented in Figures 3 and 4 respectively. First column
presents noisy image. The noise density p is indicated on the left. Second column
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Fig. 3 Results of noise removal from image of Elaine.

presents results of image denoising using RAMF filter. In the third column images
restored by using the introduced MRAMF filter can be seen.

The comparison of noise removal quality by means of PSNR and SSIM index is
presented in Figures 5a and 5b respectively. Again, images of Elaine and Bridge are
considered. The name of the image is indicated on each graph.

Results presented in Figures 3, 4 and 5 clearly show, that the proposed modi-
fied ranked order adaptive median filter (MRAMF) significantly outperforms the
source method i.e. RAMF [7]. Specifically, in case of high level of noise cor-
ruption superiority of the proposed method can be seen. It is proven by higher
values of both: PSNR and SSIM index. Moreover, for a wide range of noise corrup-
tion SSIM indexes of images recovered by MRAMF are always higher than those
of ranked-order median filter in its source version. This means that the proposed
approach is more robust in preserving details and ensures more visually pleasing
output.
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Fig. 4 Results of noise removal from image of Bridge.

Fig. 5 Comparison of noise removal quality: (a) PSNR, (b) SSIM index.
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6 Conclusions

In this paper problem of impulse noise removal was considered. Specifically, mod-
ification of well established ranked order adaptive median filter (RAMF) was pro-
posed. The introduced method (i.e. MRAMF) fixes main weaknesses of the source
method and increases quality of image restoration.

Results of extensive simulations were presented and compared with those ob-
tained by the source method. Analysis of obtained results reveals that for a wide
range of noise corruption (5%-95%) MRAMF provides high quality results compre-
hensible in overall image contents. Moreover, the new algorithm can be successfully
applied for restoration of extremely-corrupted images.

Acknowledgement. The presented work is supported by the Ministry of Science and Higher
Education of Poland from founds for science in years 2010-2012 as a research project no. N
N516 490439.
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Conceptual Design with the Use of Graph-Based
Structures

Grażyna Ślusarczyk

Abstract. The paper deals with using a visual language and graph-based struc-
tures to support the conceptual phase of designing. The design ontology-based vi-
sual language is composed of design diagrams. A symbolic representation of design
structures in terms of ontological objects and relations between them is defined, and
then mapped into diagrams by a given realization. Diagrams are automatically trans-
formed into the corresponding graph-based data structures. The knowledge stored
in the graph representation of diagrams is transformed into first-order logic formu-
las and allows the design supporting system to reason about created designs. The
approach is illustrated by examples of designing transmission towers.

1 Introduction

This paper deals with using knowledge to support the conceptual phase of designing
by a computer system. Contemporary specialized CAD tools make it possible to
replace sketches done at the beginning of the design process by computer drawings,
which contain only general ideas about configurations of projects elements [8]. Such
design drawings can be treated as elements of a problem-oriented visual language
characteristic for a given design domain and used for communication between the
user and the design system.

Supporting the conceptual phase of visual design by computer systems requires
the appropriate problem-oriented design knowledge representation. In the presented
approach design drawings, called diagrams, have their internal representations in the
form of attributed hierarchical hypergraphs [4, 7]. Hyperedges of these hypergraphs
represent diagram components and multi-argument relations among specified frag-
ments of the components. Hypergraphs nested in hierarchical hyperedges represent
arrangements of subparts of the diagram components.
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The knowledge stored in the internal representation of diagrams enables the
design supporting system to reason about designs. This knowledge is translated into
ontology-based first-order logic sentences describing designs. Then, these sentences
are compared with formulas expressing design criteria and potential incompatibili-
ties with design objectives are reported.

The presented approach is illustrated by examples of designing transmission tow-
ers. Optimum design of a transmission tower can be considered at topological, geo-
metrical and component level [1]. The optimization of transmission towers has been
widely researched but mainly on the level of parametrical optimization with topol-
ogy and geometry given apriori [6]. The problem of their topological optimization
was considered in [5]. Transmission towers designed using the diagram language
discussed here, with layouts represented in the form of hierarchical hypergraphs and
created according to the given constraints (e.g. width of the tower), can constitute
an initial population of evolutionary methods used in topological optimization.

2 Visual Languages

A proposed visual language is composed of design diagrams, which are finite con-
figurations of geometric primitives and describe design solutions. A design diagram
can be seen as a simplified engineering drawing and is treated as a visual abstrac-
tion representing a whole class of design solutions. Having specified type of design
tasks, structures of designs, which provide a basis for creating design diagrams, are
defined. At first, a design ontology being a classification and categorization of the
knowledge [2] concerning the considered design domain is specified.

The design ontology is defined as K = (O,OR,A,Att,E,R,T ), where:

• O is a set of objects, which can constitute elements of design problem solutions,
• OR is a set of active objects, which are specified fragments of other objects and

constitute arguments of relations,
• A is a set of attributes representing object properties, with a function Att which

assigns sets of attributes to design objects of O,
• E is a set of types with a given taxonomy, which classify objects of O,
• R is a set of multi-argument relations, which can take place among active objects

of OR,
• T is a set of operations which design objects can undergo.

By assigning domain-specific items to objects and relations of the design ontology
the domain-oriented ontology, used for example to design transmission towers, is
obtained.

Example 1. The design ontology used for designing transmission towers is specified
as follows. The set O contains objects such as bottom, middle and top
segments, trusses, truss panels, insulators and truss nodes. Truss nodes represent
welding points and constitute active objects of other objects. The set E = {segment,
truss,truss_panel, truss_node, insulator} contains types which classify objects of
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O. To each segment, truss, truss panel and insulator all its active objects of the type
truss_node are assigned. To all objects the attributes width, length and position
are assigned. To objects of the type truss and truss_panel the attributes type and
material are also assigned.

The set of relations, R = {con,cnts}, contains a multi-argument relation con de-
termining connections between truss nodes, and a multi-argument relation cnts,
which holds among tower segments or trusses and their component panels. Oper-
ations performed on objects of a transmission tower enable the designer to divide
segments into truss panels, trusses, and insulators connected to them, and divide
trusses into their component panels.

The design ontology allows for defining structures of all designs of the considered
domain of application. A design structure Str = (Q,AttQ,RQ) is a set of relations
among elements of the chosen set of attributed objects. Design structures are trans-
formed with the use of a generative system composed of syntactic design rules de-
fined over K, which relate to each operation of T changes of relations between
designs objects that result from performing this operation and determine attribution
of newly created objects. A design process is usually started from an initial design
structure. Then operations of T are applied to objects of the structure transforming
it into a new one.

Example 2. The structure of a transmission tower corresponding to the diagram pre-
sented in Fig.1b contains five objects of the type truss_panel, each with four objects
of the type truss_node, three objects of the type truss representing horizontal trusses
and three objects of the type insulator, each with two objects of the type truss_node
(denoted in figures as black dots). The structure contains eleven connection relations
between truss nodes.

A diagram shown in Fig.1c corresponds to an initial design structure of a trans-
mission tower. It is composed of three objects corresponding to the bottom (Sgb),
middle (Sgm) and top (Sgt) segments, and eight active objects representing nodes
in which truss panels of segments will be welded. It contains also four connecting
relations between segment nodes. In successive design steps the segments are di-
vided into trusses, truss panels and insulators. A design diagram shown in Fig.1b is
obtained as a result of dividing the bottom segment into two truss panels (Te1, Te2),
replacing the middle segment by one truss panel (Te3), and dividing the top segment
into two truss panels (Te4, Te5), three trusses (T1−T3) and three insulators (I1− I3).

A set Snt of all structures that can be derived from the initial structure by applying
to objects operations of T and changing relations among objects according to the
syntactic design rules associated with these operations, is called the syntax of a
design language.

In order to create a diagram representing a design solution, the meaning must
be given to objects of a design structure and relations among them. Thus, a family
of realization functions τSnt , which maps design structures of the language syn-
tax Snt into a domain of design diagrams, is defined. The domain of design dia-
grams contains a vocabulary S, which is composed of basic shapes corresponding to
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Fig. 1 a) A transmission tower b) a design diagram representing this tower tower c) an initial
topology of the tower

objects specified in the design ontology, a set F of admissible transformations for
elements of a vocabulary, and a set X of multi-argument geometric relations which
hold among diagram components being transformed elements of a vocabulary.

Example 3. In case of designing transmission towers a vocabulary S of the design di-
agram domain contains shapes corresponding to different types of truss panels, line
segments corresponding to horizontal trusses and insulators, and dots representing
truss nodes. A set F of admissible transformations is composed of translations, ro-
tations and scaling. A relation touch, which holds in a diagram if its components
touch each other, denotes the connections among truss nodes.

Each realization function specifies an intended interpretation of a given design struc-
ture in a domain of design diagrams. For a given design structure Str composed of
relations RQ which hold among elements of the chosen set of attributed objects Q,
a realization function is a pair τ = (τ1,τ2), where τ1 assigns a pair (s, f ) ∈ S×F
composed of a visual primitive and the transformation which it should undergo to
each object of Q, and τ2 assigns one geometric relation of X to each relation of RQ.

A generic design diagram Dg corresponding to the design structure Str and com-
patible with the realization specified by τ , is a sum of shapes of S under their cor-
responding transformations defined by τ1. Geometric relations that occur among
diagram components and correspond to the relations of the structure Str are de-
termined by τ2. A visual design language is composed of generic design diagrams
being visualizations of design structures under the given realizations.

Example 4. Design diagrams representing transmission towers consist of two-dimen-
sional elements corresponding to truss panels, horizontal segments representing
horizontal trusses and of vertical or oblique segments corresponding to insulators,
under which cables are suspended. The design diagram shown in Fig.1b represents
the front view of the transmission tower depicted in Fig.1a.
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3 Graph-Based Structures

Design diagrams are represented as attributed hierarchical layout hypergraphs [3,
7]. Hypergraphs encoding knowledge about diagrams constitute graph-based data
structures, which can be automatically processes by a computer system and used
for reasoning about design features. Hypergraphs enable us to describe relations
between objects on different levels of hierarchy.

Layout hypergraphs contain two types of labelled hyperedges. Hyperedges of the
first type, called object hyperedges, correspond to design objects of O represented by
diagram components. Hyperedges of the second type, called relational hyperedges,
represent multi-argument relations of R among active objects of OR being fragments
of design objects represented by object hyperedges. Hypergraph nodes correspond
to active design objects of OR, which can be arguments of relations. Hyperedges of
the layout hypergraph are labelled by elements of O and R, while hypergraph nodes
are labelled by elements of OR. To each hyperedge of a hypergraph a sequence of
different target nodes is assigned. Target nodes of an object hyperedge represent
active objects assigned to the object which is represented by this hyperedge. Object
hyperedges can contain nested hypergraphs which represent arrangements of parts
of the object represented by a hierarchical hyperedge.

To represent characteristic features of objects attributing of object hyperedges
and nodes is used. Values of hypergraph attributes allow for testing whether design
requirements are met by the corresponding design diagrams.

Example 5. A hypergraph which represents the diagram from Fig.1b is presented
in Fig.2. This hypergraph contains three hierarchical hyperedges labelled Sgb, Sgm,
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Fig. 2 A hierarchical hypergraph representing the design diagram from Fig.1b
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Sgt and representing three segments of the tower. Hyperedge Sgb contains two ob-
ject hyperedges representing truss panels, while hyperedge Sgm contains only one
such hyperedge. Hyperedge Sgt contains two object hyperedges representing truss
panels, three object hyperedges representing horizontal trusses and three object hy-
peredges representing insulators. Hypergraph nodes represent truss nodes. Eleven
relational hyperedges represent connections among trusses and between trusses
and insulators. Attributes width, height, position, type and material are assigned to
object hyperedges.

Design actions on diagrams are coupled with changes of their representations caused
by operations applied on hierarchical layout hypergraphs [4, 7]. The hyperedge de-
velopment operation defined in [3] corresponds to the division of an object into
smaller parts. The hyperedge suppression operation defined in [4] allows one to
redesign the chosen component of a diagram by first removing the existing division
of a given object.

4 Reasoning from Internal Representations and Optimization
of Designs

The system which supports the conceptual design phase assists the designer by rea-
soning about diagrams on the basis of their graph-based internal representations. It
tests the compatibility of the solution with the specified constraints.

For a given ontology K, a vocabulary Σ , which consists of a set C of constant
symbols representing objects of OR and a set P of relation symbols representing
relations of R, is defined. Constant symbols and variables constitute terms. For a set
A of attributes, a set of functions which assign attributes to terms, is defined.

An atomic formula has the form p(t1, ..., tn), t1 = t2 or w(t1, ,tn) where t1, ..., tn are
terms, p ∈ P is an n-ary relation symbol and w is a constraint specified for attributes
of terms t1, ...,tn. Let F denote a set of general logical formulas built over atomic
formulas using logical connectives, negation and quantifiers, which is consistent and
closed under the consequence relation. Elements of F give a characterization of gen-
eral properties of design diagrams. For example the sentence ∀t ∈ truss width(t) < 5
means that none of the horizontal trusses of a tower is longer than 5 meters.

The semantics is given to the formulas of F by a Σ -relational structure which con-
sists of a domain of individuals and a way of associating with each of the elements
of the vocabulary corresponding entities over the domain [2]. As design diagrams
are represented by hypergraphs, the domain of the used relational structure is the
set of hypergraph nodes and object hyperedges. Hypergraph nodes representing ac-
tive objects are assigned to constant symbols and relational hyperedges are assigned
to relation symbols. Then, a valuation on a Σ -relational structure, which assigns
elements of the structure domain to variables, is defined.

LetΨ be a set of formulas which represent design requirements. Let F be a set of
formulas defined over a set of atomic formulas B satisfied by a given diagram Dg.
A formula ϕ ∈Ψ is satisfied by a given diagram if there exists an atomic formula
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Fig. 3 Three layouts of transmission towers belonging to the initial population

(c)(a) (b)

Fig. 4 a, b) Transmission towers of the first population c) a tower obtained after 20 steps of
evolution

of B equivalent to ϕ or such a formula φ ∈ F with an appropriate valuation can be
found that ϕ can be inferred from φ .

Example 6. In case of designing transmission towers the design support system tests
if the generated design is not too hight. For a diagram presented in Fig. 1b the for-
mula height(t1)+ . . .+height(t5) < 27 is satisfied by a valuation ti = Tei, i = 1, ...,5,
as height(Te1) = height(Te2) = 5, height(Te3) = height(Te4) = 6, height(Te5) = 4.
Analogously the system tests the width of the generated tower. The system can also
compute distribution of stresses in the designed tower on the basis of cross-sectional
areas of bars.

When layouts of transmission towers are coded in the form of hierarchical hyper-
graphs evolutionary methods with genetic operators modified to act on graphs can
be used to optimize the towers’ topology [1, 5]. The first step of optimization finds
an optimal layout of a transmission tower, i.e., the one with the best positions of
suspending the cables. The initial population is restricted here to towers with three
places for power cables. Three diagrams of transmission towers, which belong to the
initial population and are designed using our specialized editor, are shown in Fig. 3.
After a predefined number of evolution steps a best fitted topology is selected.
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The first step of optimization can be omitted when the designer knows from the
engineering practice how the best structure to be used should look like, for example
that it should have the Y -shaped layout. In the second step topology of the selected
layout of the tower is optimized. Assuming that the first layout from Fig. 3 was
chosen to be optimized, two elements of the first population are shown in Fig. 4a
and Fig. 4b, while the best fitted structure received after 20 steps of evolution is
shown in Fig. 4c.

5 Conclusions

This paper can be seen as the next step towards developing graph-based data struc-
tures being internal representations of design diagrams. Attributed hypergraph rep-
resentations of designs allow the system to store knowledge about designs and serve
as a base for reasoning about designs. Moreover, it seems that evolutionary pro-
gramming together with a graph-based data representation is a powerful tool in
the design process. Future applications will concern visual languages for design-
ing three-dimensional forms of buildings. The hypergraph grammars which allow
for automatic generation of hypergraph structures will be defined.
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Layout Hypergraph Operations and Diagrammatic Reasoning. Machine Graphics and
Vision 16, 23–38 (2007)
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Estimation of Tolerance Relation on the Basis of
Pairwise Comparisons

Leszek Klukowski

Abstract. The methods of estimation of the tolerance relation (overlapping parti-
tion) in a finite set on the basis of multiple pairwise comparisons with random errors
– developed by the author - are discussed in the paper. Two types of comparisons
are considered. The first type (binary) answers the question whether a pair of ele-
ments belongs to intersection of two or more subsets. The second type (multivalent)
expresses the number of subsets of intersection comprising a pair. The estimates
of the relation are determined on the basis of an appropriate discrete programming
task. Two estimators are considered: the first one minimizes the sum of differences
between relation form and comparisons. The second estimator rests on differences
between relation form and medians from comparisons of each pair. The properties
of the estimators are based on probabilistic inequalities and simulations.

1 Introduction

The tolerance relation (overlapping partition) divides a finite set of elements into
family of subsets with at least one non-empty intersection (see e.g. [3], Ch. 5). The
elements belonging to the same subset can be treated as items having a common
feature. The relation is a model of many real-life phenomena, e.g. consanguinity in
a group of descendants including brothers, sisters, stepbrothers and stepsisters; in-
tersections comprise descendants of common parent. The relation can be estimated
on the basis of pairwise comparisons with random errors. Such comparisons may
be obtained on the basis of statistical tests or other decision procedures with similar
features. Two forms of comparisons are considered in the paper: binary and multi-
valent. Any binary comparison evaluates existence of common feature of elements
from a pair. Any multivalent comparison evaluates number of common features in a
pair.
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The purpose of the paper is presentation the estimators of the relation, developed
by the author (see [7], [9], [6]) and their properties. The estimators rest on the idea
of nearest adjoining order ([10], [2]) and require weak assumptions about distri-
butions of comparison errors. Main assumptions comprise: unimodal distributions
with mode and median equal zero and independent comparisons of each pair in the
case of N > 1; the form of distributions may be unknown (nonparametric approach).
The assumptions may be verified with the use of statistical tests. An example of ap-
plication of the binary estimator - to partitioning a set of functions expressing prof-
itability of treasury securities - is presented in [6]. The similar approach has been
applied to estimation of the preference relation (2007b).

The problem of estimation of the tolerance relation have been discussed in the
literature, see e.g. [3], but without formal properties of the estimates.

An example of estimation aimed at analysis of shapes of functions expressing
profitability of treasury securities has been presented in [6].

The paper consists of six sections. The second section presents definitions and
notations, the third problem formulation. Next sections, the fourth and fifth, de-
scribe two types of estimators, i.e. based on binary comparisons and multivalent
comparisons. Last section concludes the results.

2 Basic Definitions and Notations

The tolerance relation divides the set X = {x1, . . . ,xm} (m≥ 3) into n (n≥ 2) subsets
χ∗r (r = 1, . . . ,n) with at least one non-empty intersection, i.e. the relation is not
transitive. It satisfies the conditions:

X =
n
⋃

r=1

χ∗r and there exists at least one pair of subsets

χ∗r and χ∗s (s 
= r) such that: χ∗r
⋂

χ∗s 
= 0. (1)

The tolerance relation is characterized with the use of the functions T1 : X×X→D1,
D1 = {0,1} or T2 : X×X→D2, D2 = {0,1, . . . ,n} , defined as follows:

T1(xi,x j) =
{

0 if there exists χ∗q such, that (xi,x j) ∈ χ∗q , i 
= j;
1 otherwise.

(2)

T2(xi,x j) = #(Ω ∗
i

⋂

Ω ∗
j ), (3)

where:
Ω ∗

r = {s |xi ∈ χ∗s } ,
#(Ξ) – the power (number of elements) of the set Ξ .

It is assumed, that the functions Tf (·) ( f = 1,2) determine the relation com-
pletely, i.e. there exists one-to-one relationship between the relation form and the
functions T1(·), T2(·). The requirement is satisfied, for example, when each subset
χ∗q includes an element xi, which is not included in any other subset χ∗s (s 
= q) (i.e.
xi ∈ χ∗q and xi /∈ χ∗s ).
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The problem corresponding to the first function T1(·) is named binary approach,
the second – T2(·) – multivalent approach. The value T1(xi,x j) answers the ques-
tion whether two elements (xi,x j) belong to the same subset χ∗q (1 ≤ q ≤ n) (have
any common feature), the value T2(xi,x j) – determines the number of subsets of an
intersection including both elements (number of common features).

The multivalent approach can be extended by using additional function T3(xi,x j)
defined as follows:

T3(xi,x j) = #(Ψ∗
i

⋂

Ψ∗
j ), (4)

where:
Ψ∗

r = {1, . . . ,n}−Ω ∗
r .

The function T3(·) expresses number of missing features in the pair (xi,x j) –
taking into account the features existing in the set X – and has to satisfy the same
“completeness condition”, as the functions T1(·), T2(·).

The functions T1(·), T2(·), T3(·) describe similarities and dissimilarities of el-
ements from the set X – on the basis of classical theory of sets, without fuzzy
formalization.

3 Problem Formulation

The problem of estimation of the tolerance relation can be stated as follows. There
exists the tolerance relation χ∗1 , . . . ,χ∗n in a finite set X. The relation is to be es-
timated on the basis of multiple pairwise comparisons: g1,k(xi,x j), g2,k(xi,x j) or
g3,k(xi,x j) (k = 1, . . . ,N; N ≥ 1; (xi,x j) ∈ X×X), under the assumption that dif-
ference Tf (xi,x j)− g f k(xi,x j) is a random error; moreover, the number of sub-
sets n is assumed unknown. The following assumptions about comparison errors
Tf (·)−g f k(·) ( f = 1,2,3) are made in the paper:

A1. In the case of binary approach it is assumed that probability of incorrect
comparison is lower than a correct one:

P(T1(xi,x j) = g1,k(xi,x j)) > P(T1(xi,x j) 
= g1,k(xi,x j)).

A2. In the case of multivalent approach it is assumed that: the probability function
of a comparison error P(Tf (xi,x j)−g f k(xi,x j) = l) ( f = 2,3;−(m−1)≤ l≤m−1)
is unimodal with mode and median equal zero (l = 0).

A3. Multiple comparisons of the same pair (N > 1) are stochastically independent:

P((Tf (xi,x j) = g f k(xi,x j))
⋂

(Tf (xr,xs) = g f l(xr,xs))) =

P((Tf (xi,x j) = g f k(xi,x j))P(Tf (xr,xs) = g f l(xr,xs))
(l 
= k; j 
= i; s 
= r).

A4. The comparison errors T2(xi,x j)− g2k(xi,x j) and T3(xi,x j)− g3k(xi,x j) (1 ≤
k ≤ N; (xi,x j) ∈ X×X) are uncorrelated.
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The assumption A1 is a special case of assumption A2, i.e. valid for a zero-one
random variable. The assumptions A1–A4 can be verified with the use of statistical
tests. The assumption A4 indicates that the comparisons g2,k(xi,x j) and g3,k(xi,x j)
contain not the same information.

Each comparison g f k(xi,x j) evaluates the value Tf (xi,x j); whole set of compar-
isons g f k(xi,x j) (k = 1, . . . ,N; (xi,x j) ∈X×X) can be used as the basis for estima-
tion of an unknown relation form. The estimators considered in the paper are based
on the idea of minimization of differences between comparisons and the relation
form. Two forms of differences are used as a basis for construction of estimators:

∑
<i, j>∈Rm

N

∑
k=1

∣
∣t f (xi,x j)−g f k(xi,x j)

∣
∣)

and ∑
<i, j>∈Rm

∣
∣
∣t f (xi,x j)−g(me)

f (xi,x j)
∣
∣
∣ ( f = 1,2,3), (5)

where:
Rm – the set Rm = {< i, j > | 1≤ i, j ≤ m; j > i},
t f (xi,x j) – the function characterizing any tolerance relation χ1, . . . ,χr,

g(me)
f (xi,x j) – the median in the set of comparisons {g f ,1(xi,x j), . . .,

g fN(xi,x j)},
N – odd number.

It is clear that minimization of the first sum needs more computations than the
second one, but can provide more efficient estimates.

4 Binary Approach

Minimization of the sums (5), in the case of binary comparisons g1k(xi,x j) (k =
1, . . . ,N), indicate the estimators χ̂ (1,s)

1 , . . . , χ̂ (1,s)
n̂ and χ̂ (1,me)

1 , . . . , χ̂ (1,me)
n̂ , obtained

as optimal solutions of the tasks – respectively:

min
χ(ι)

1 ,...,χ(ι)
r

{

∑
<i, j>∈Rm

N

∑
k=1

∣
∣
∣t

(ι)
1 (xi,x j)−g1k(xi,x j)

∣
∣
∣

}

, (6)

min
χ(ι)

1 ,...,χ(ι)
r

{

∑
<i, j>∈Rm

∣
∣
∣t

(ι)
1 (xi,x j)−g(me)

1 (xi,x j)
∣
∣
∣

}

, (7)

where:
FX – the feasible set comprising all tolerance relations in the set X,

χ (ι)
1 , . . . ,χ (ι)

r – ι-th element of the set FX ,

t(ι)1 (·) – the function describing the relation χ (ι)
1 , . . . ,χ (ι)

r .

Minimal values of the criterion functions (6)-(7) equal zero, the number of
optimal solutions of each task may exceed one.
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Under the assumptions (A1)–(A3), the estimates χ̂ (1,s)
1 , . . . , χ̂ (1,s)

n̂ and χ̂ (1,me)
1 , . . . ,

χ̂ (1,me)
n̂ have statistical properties resulting from the following facts (see [7]):

10. Expected values of the random variables W (s)∗
1N , W (me)∗

1N and W̃ (s)
1N , W̃ (me)

1N :

W (s)∗
1N = ∑

<i, j>∈Rm

N

∑
k=1

∣
∣T1(xi,x j)−g1k(xi,x j)

∣
∣ , (8)

W (me)∗
1N = ∑

<i, j>∈Rm

∣
∣
∣T1(xi,x j)−g(me)

1 (xi,x j)
∣
∣
∣ , (9)

W̃ (s)
1N = ∑

<i, j>∈Rm

N

∑
k=1

∣
∣t̃1(xi,x j)−g1k(xi,x j)

∣
∣ , (10)

W̃ (me)
1N = ∑

<i, j>∈Rm

∣
∣
∣t̃1(xi,x j)−g(me)

1 (xi,x j)
∣
∣
∣ , (11)

corresponding – respectively – to the actual relation χ∗1 , . . . ,χ∗n and any relation
χ̃1, . . . , χ̃n different than actual, satisfy the inequalities:

E(W (s)∗
1N −W̃ (s)

1N ) < 0, (12)

E(W (me)∗
1N −W̃ (me)

1N ) < 0, (13)

P(W (s)∗
1N < W̃ (s)

1N )≥ 1− exp{−2N( 1
2 − δ )2}, (14)

P(W (me)∗
1N < W̃ (me)

1N )≥ 1−2exp{−2N( 1
2 − δ )2}. (15)

The inequalities (14), (15) are based on Hoeffding’s inequalities ([4]); their right-
hand side requires only the value of δ or its evaluation.

The inequalities (12) and (13) show that the values E(W (s)∗
1N ), E(W (me)∗

1N ), cor-
responding to actual relation χ∗1 , . . . ,χ∗n , are lower than the values – respectively

– E(W̃ (s)
1N ), E(W̃ (me)

1N ), corresponding to any other relation χ̃1, . . . , χ̃n. Moreover the
inequalities (14), (15) guarantee convergence to zero the probabilities of the events

{W (s)∗
1N < W̃ (s)

1N }, {W (me)∗
1N < W̃ (me)

1N }, for N → ∞; the speed of convergence is deter-
mined by exponential term: exp{−2N( 1

2 − δ )2}. The inequalities (12)-(15) are the
basis for estimators (6), (7), minimizing differences between estimates and compar-

isons g1,k(xi,x j) or g(me)
1 (xi,x j) (k = 1, . . . ,N; < i, j >∈ Rm). It is clear that the task

(6) is easier to solve, than the task (7). However, simulation experiments show that
the estimator (6) is more precise. The expected value of an estimation error:

Δ̂ (s)
1,N = ∑

<i, j>∈Rm

∣
∣
∣T1(xi,x j)− T̂ (s)

1,N(xi,x j)
∣
∣
∣ ,

where:
T̂ (s)

1,N(·) – an estimate of the function T1(·), resulting from χ̂ (1,s)
1 , . . . , χ̂ (1,s)

n̂ , is lower
than the expected value of an error:
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Δ̂ (me)
1,N = ∑

<i, j>∈Rm

∣
∣
∣T1(xi,x j)− T̂ (me)

1,N (xi,x j)
∣
∣
∣

where:
T̂ (me)

1,N (·) – an estimate of the function T1(·), resulting from χ̂ (1,me)
1 , . . . , χ̂ (1,me)

n̂ .
Moreover, the number of estimates with the same minimal value of the criterion

function is greater in the case of the median estimator.
The properties of the estimators (6), (7) are similar to properties of estimators of

the preference relation discussed in [5].

5 Multivalent Approach

Minimization of the sums (5), in the case of multivalent comparisons, indicate the

estimators χ̂ ( f ,s)
1 , . . . , χ̂ ( f ,s)

n̂ and χ̂ ( f ,me)
1 , . . . , χ̂ ( f ,me)

n̂ ( f = 2,3), obtained as optimal
solutions of the tasks – respectively:

min
χ(ι)

1 ,...,χ(ι)
r

{

∑
<i, j>∈Rm

N

∑
k=1

∣
∣
∣t

(ι)
f (xi,x j)−g f k(xi,x j)

∣
∣
∣

}

, ( f = 2,3) (16)

min
χ(ι)

1 ,...,χ(ι)
r

{

∑
<i, j>∈Rm

∣
∣
∣t

(ι)
f (xi,x j)−g(me)

f (xi,x j)
∣
∣
∣

}

, ( f = 2,3) (17)

where:
FX , χ (ι)

1 , . . . ,χ (ι)
r – the same as in formulas (6), (7),

t(ι)f (·) ( f = 2,3) – the functions describing the relation χ (ι)
1 , . . . ,χ (ι)

r .
The use of two types of comparisons: g2,k(xi,x j) and g3,k(xi,x j) together indicate

the estimators χ̂ (23,s)
1 , . . . , χ̂ (23,s)

n̂ and χ̂ (23,me)
1 , . . . , χ̂ (23,me)

n̂ resulting from the tasks –
respectively:

min
χ(ι)

1 ,...χ(ι)
r

{

∑
<i, j>∈Rm

N

∑
k=1

∣
∣
∣t

(ι)
2 (xi,x j)−g2k(xi,x j)

∣
∣
∣

+ ∑
<i, j>∈Rm

N

∑
k=1

∣
∣
∣t

(ι)
3 (xi,x j)−g3k(xi,x j)

∣
∣
∣

}

, (18)

min
χ(ι)

1 ,...,χ(ι)
r

{

∑
<i, j>∈Rm

∣
∣
∣t

(ι)
2 (xi,x j)−g(me)

2 (xi,x j)
∣
∣
∣

+ ∑
<i, j>∈Rm

∣
∣
∣t

(ι)
3 (xi,x j)−g(me)

3 (xi,x j)
∣
∣
∣

}

. (19)

The minimal value of the functions (16)-(5) equals zero, the number of solutions of
each task may exceed one.

Under the assumptions (A2)–(A4), the estimates χ̂ ( f ,s)
1 , . . . , χ̂ ( f ,s)

n̂ and χ̂ ( f ,me)
1 , . . .

χ̂ ( f ,me)
n̂ have statistical properties resulting from the following facts (see [7]):
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20. The expected values of the random variables W (s)∗
f N , W (me)∗

f N , W̃ (s)
f N , W̃ (me)

f N
( f = 2,3):

W (s)∗
f N = ∑

<i, j>∈Rm

N

∑
k=1

∣
∣Tf (xi,x j)−g f k(xi,x j)

∣
∣ , (20)

W (me)∗
f N = ∑

<i, j>∈Rm

∣
∣
∣Tf (xi,x j)−g(me)

f (xi,x j)
∣
∣
∣ , (21)

W̃ (s)
f N = ∑

<i, j>∈Rm

N

∑
k=1

∣
∣t̃ f (xi,x j)−g f k(xi,x j)

∣
∣ , (22)

W̃ (me)
f N = ∑

<i, j>∈Rm

∣
∣
∣t̃ f (xi,x j)−g(me)

f (xi,x j)
∣
∣
∣ , (23)

corresponding – respectively – to the actual relation χ∗1 , . . . ,χ∗n and any relation
χ̃1, . . . , χ̃n different than actual, satisfy the inequalities:

E(W (s)∗
f N −W̃ (s)

f N ) < 0, (24)

E(W (me)∗
f N −W̃ (me)

f N ) < 0, (25)

P(W (s)∗
f N < W̃ (s)

f N )≥

≥ 1− exp

{

−
N(∑Tf (·) 
=t̃ f (·) E(

∣
∣Tf (·)−g f ,1(·)

∣
∣− ∣∣t̃ f (·)−g f ,1(·)

∣
∣))2

2ϑ 2(m−1)2

}

(26)

P(W (me)∗
f N < W̃ (me)

f N )≥

≥ 1 + 1
υ(m−1)E

⎛

⎝ ∑
Tf (·) 
=t̃ f (·)

∣
∣
∣Tf (·)−g(me)

f (·)
∣
∣
∣−

∣
∣
∣t̃ f (·)−g(me)

f (·)
∣
∣
∣

⎞

⎠ , (27)

where:
Tf 
= t̃ f (·) – the set {< i, j > | (xi,x j) ∈ X×X; j > i; Tf (xi,x j) 
= t̃ f (xi,x j)},
ϑ – the number of elements of the set {< i, j > | (xi,x j) ∈X×X; j > i; Tf (xi,x j) 
=
t̃ f (xi,x j)}.

The interpretation of the inequalities (24)-(26) is similar to interpretation of the
inequalities (12)-(15). The properties of the right-hand side of the inequality (27)
are similar to those obtained for the preference relation ([8]).

Similar results can be formulated for the variables: W (s)∗
2,N + W (s)∗

3,N , W (me)∗
2,N +

W (me)∗
3,N , W̃ (s)

2N +W̃ (s)
3N , W̃ (me)

2,N +W̃ (me)
3,N , corresponding to the estimators (18), (19).

The right-hand sides of the inequalities (26), (27) require distributions of com-
parison errors and can be determined for fixed relation χ̃1, . . . , χ̃n; in the case of the
median estimator it is necessary to determine the distributions of medians (see [1],
section 2.4, [8]). Typically the distributions are not known; in such case they can be
estimated (for appropriate N – at least several) or replaced by some approximation
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(an example of approximation is presented in [7]). The distributions of errors of
estimators (16)-(19) can be obtained with the use of simulation approach.

6 Summary and Conclusions

The paper presents the estimators of the tolerance relation based on pairwise com-
parisons with random errors developed by the author. Important feature of the esti-
mators are weak assumptions about comparison errors. Especially, expected values
of errors may be different than zero and the distributions of errors can be unknown.
The assumptions allow combining comparisons obtained from different sources: sta-
tistical tests, experts’ opinions, neural networks or other decision procedures. The
estimates, obtained on the basis of discrete programming tasks, are not influenced
by any arbitrary parameters or functions. They have good statistical properties. The
approach can be considered, in some cases, as an alternative to fuzzy formalization.

Some properties of the estimators are difficult to determine in analytic way,
e.g. probability function of estimation errors; they can be obtained with the use of
simulation approach.
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Radial Basis Function Kernel Optimization for
Pattern Classification

Paweł Chudzian

Abstract. The main advantage of the kernel methods is the possibility of using
linear models in a nonlinear subspace by an implicit transformation of patterns to a
high-dimensional feature space without computing their images directly. An appro-
priately constructed kernel results in a model that fits well to the structure underly-
ing data and doesn’t over-fit to the sample. Recent state-of-the-art kernel evaluation
measures are examined in this paper and their application in kernel optimization
is verified. Alternative evaluation measures that outperform presented methods are
proposed. Optimization leveraging these measures results in parameters correspond-
ing to the classifiers that achieve minimal error rate for RBF kernel.

1 Introduction

Kernel-based learning methods have gained much attention in recent years, mainly
due to high performance they provide in a variety of machine learning tasks [11].
Incorporating so called „kernel trick” [1] amounts to an implicit transformation of
patterns to a high-dimensional (possibly even infinite) feature space without com-
puting their images directly. A function φ : X �→ H mapping from an input space X
to a feature space H is incorporated in a kernel via dot product:

k(vi,v j) = 〈φ(vi),φ(v j)〉. (1)

An appropriately constructed kernel results in a model that fits well to the structure
underlying data and doesn’t over-fit to the data sample therefore the choice of a
kernel function and its parameters is of crucial importance.

For a large number of learning tasks the choice of the off-the-shelf kernel is often
sufficient [4]. Frequent choice is the Radial Basis Function (RBF) kernel:
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k(vi,v j) = exp

(

−‖vi−v j‖2

2σ2

)

. (2)

The main challenge is to select optimal value of the σ parameter for a given clas-
sification problem. Methodology that involves a grid search over a space of kernel
parameters along with creation and evaluation of a classifier model suffers from
computational difficulties. This is especially true when the algorithm of choice is
Support Vector Machine known for its relatively high complexity [2]. Moreover,
grid search – due to limited resolution of the grid – doesn’t provide a way of finding
optimal parameters.

Recent work on kernel evaluation measures, e.g. [5, 9, 12, 13] provide a basis
for the optimization of kernel parameters, however experiments show that none of
the recent state-of-the-art measures result in a classifiers of minimal error rate. In
this paper alternative kernel evaluation measures that outperform standard methods
are proposed along with the methodology which enables finding appropriate kernel
parameters without a need to build a classification model. RBF kernel optimization
leveraging proposed evaluation measures results in parameters corresponding to the
classifier that achieves the minimal error rate while the complexity of the model
is controlled. In addition presented measures allow to apply convex optimization
methods to effectively tune kernel parameters. Results obtained on benchmark data
sets from UCI repository show that kernel evaluation measures proposed in this
paper are better suited for RBF kernel optimization than methods presented in the
literature. The methodology is additionally verified on a real-world problem of clas-
sification of objects detected with an impulse radar.

The rest of the paper is organized as follows. Section 2 presents recent work on
kernel evaluation measures. In section 3 alternative kernel evaluation measures are
presented. The methodology for finding kernel parameters and experimental results
are shown in section 4. Last section presents conclusions and future work.

2 Related Work

Recent years have brought the problem of kernel parameters selection to the broader
attention. Beside the grid search methodology there are two main approaches to
solve the task. First consist in optimization of a kernel matrix containing kernel
function evaluations for all pairs of n patterns in a given data sample:

Ki j = k(xi,x j), i, j = 1, . . . ,n. (3)

Given a set of class labels for a data sample one can indirectly optimize kernel op-
erating on a kernel matrix. This approach is usually used for transductive inference
[5] i.e. when test cases are available beforehand. In second approach kernel func-
tion parameters are optimized directly which enables inductive learning as well as
overcomes the limitations of the grid search.

Regardless of the methodology it is necessary to provide an objective function
for the optimization that would result in a classifier of high accuracy and wouldn’t
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require complex calculations. The set of standard kernel evaluation measures satis-
fying these conditions consist of Kernel Target Alignment and Fisher-based mea-
sures.

2.1 Kernel Target Alignment

Though introduced almost a decade ago Kernel Target Alignment (KTA) [5, 7] is
still most widely used kernel evaluation measure, mainly due to its effectiveness
and low complexity [8, 10, 12]. It computes how good a kernel matrix K aligns to a
class matrix Y . The latter take values representing maximal and minimal similarity
of patterns of the same and different classes respectively. In context of pattern clas-
sification class matrix Y represents the optimal kernel matrix. Alignment evaluation
is based on the cosine calculation between two-dimensional vectors represented by
matrices. Kernel Target Alignment is a special case of this measure where kernel
and class matrices are involved:

A(K,Y ) =
〈K,Y 〉F

√〈K,K〉F 〈Y,Y 〉F
, (4)

where 〈·, ·〉F denotes Frobenius product defined as 〈A,B〉F = ∑n
i, j=1 Ai jBi j.

Kernel Target Alignment takes values in [−1;1] range. The higher the KTA value
the more aligned both matrices hence the kernel provides high class separability
and good classification results. Though high KTA values amount to the kernel well
aligned to the class distribution the opposite is not always true. Analysis of KTA
presented in [9] shows that the kernel matrix yielding perfect class separability may
achieve low KTA value.

2.2 Fisher-Based Kernel Evaluation Measure

Kernel evaluation measures presented in [12, 13] are based on Fisher’s linear dis-
crimination rule. Optimization with such objective functions corresponds to the
maximization of class separability in a feature space H:

J =
tr(SB)
tr(SW )

, (5)

where SB and SW represent between-class and within-class scatter matrices respec-
tively. Results with Fisher-based evaluation measure obtained in [13] using gra-
dient descent optimization show that the optimized RBF kernel yields significant
improvement of the classification with linear classifiers. On the other hand method-
ology used there for the model evaluation make the results biased and hard to repro-
duce. For each data set authors perform normalization and then random splitting into
three equal and disjoint parts, one for each of kernel optimization, model training
and model testing. Reported results are averaged over 20 runs. There are two issues
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with this design. First of all normalization should be carried out on a training set
and then obtained parameters should be applied to the data sample held out for test-
ing. This mimics real-world situation when there is no information about new data
before it arrives. The second issue regards splitting schema – in case of the cross-
validation each pattern is used exactly once for model evaluation. In the schema
adopted in [13] there is no guarantee that all patterns are used during training and
model evaluation.

2.3 Feature Space-Based Kernel Matrix Evaluation Measure

Modification of the Fisher-based approach that replaces between-class scatter ma-
trix with distance between class centers was proposed in [9]. Feature Space-based
Kernel Matrix Evaluation Measure (FSM) is defined as the ratio of the total within-
class variance vw in the direction between the class centers to the distance between
these centers:

FSM(K,y) =
vw

‖Φ̄(1)(x)− Φ̄(2)(x)‖ , (6)

where Φ̄(i)(x) denotes i-th class center in a feature space H. Finally, the error rate

FSMerr = FSM2

1+FSM2 is used to keep the values of the measure in [0;1] range.
Fisher’s discrimination rule is known to be vulnerable to heteroscedastic distribu-

tions. This also affects measures that are based on that rule. Figure 1 shows artificial
data generated from different distributions along with the FSMerr values for these
data sets. FSMerr increases from left to right on the figure while it is clear that the
rightmost case is linearly separable and should receive FSMerr value comparable to
the leftmost one. It is clear then that FSMerr may substantially misjudge particular
kernels.
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Fig. 1 FSMerr values for the artificial data generated from different distribution.
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Despite possessing evident drawbacks presented kernel evaluation measures are
still widely used in the process of kernel optimization for pattern classification.
Their complexity is relatively low as there is only one pass through the kernel ma-
trix necessary to calculate each value. Results shown in [5, 7, 9, 12, 13] suggest
relatively high improvement of the classification accuracy when measures are used.
However methodologies – both in the context of data sets used for experiments
and classification algorithms involved – presented in each work differs significantly
making the comparison impossible.

3 Kernel Evaluation

Alternative kernel evaluation measures presented in this section strive to over-
come weaknesses related to the previously introduced methods and exhibit low
complexity at the same time.

3.1 Measure α – Correlation Based

Measure α is based on the Pearson correlation coefficient evaluated between nor-
malized kernel values1 and the class distances between respective patterns. The
Class distance equals 1 if patterns belong to the same class and 0 otherwise. The
basic idea behind this measure is that the farther the patterns lie from each other
(normalized kernel value approaches 0) the bigger the distance between their class
labels is expected. Measure α takes values in [−1;1] range with higher values
corresponding to the kernel better aligned to the class distances between patterns.

3.2 Measure β – Means Equality Test

Measure β is based on the t-test of equality of means of two groups of kernel values.
One group consist of kernel values evaluated on patterns that belong to the same
class. Kernel values defined on patterns from opposite classes belong to the other
group. The idea is that for a separable case patterns of a particular category should
lie close to each other and simultaneously far from patterns of the other class. In
such case the mean within-class kernel value should greatly differ from the mean
between-class kernel value. When a test is applied to such data the value of the
statistic is high. In general, the higher the separability of classes in a feature space
H is observed the higher the value of the statistic and hence the β measure.

3.3 Measure γ – KTA Modification

KTA values strongly depend on the class cardinalities – in case of strong heterogene-
ity of the class distribution sensitivity of KTA drops drastically. Measure γ provides
normalization that reduces impact of intra-class factor:

1 Normalized kernel is defined as k̃(x1,x2) = k(x1,x2)/
√

k(x1,x1)k(x2,x2).
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Aγ(K,y) =

∑
n1
i, j=1 Ki j+∑

n2
i, j=n1+1 Ki j

n2
1+n2

2
− ∑

n1
i=1 ∑

n2
j=n1+1 Ki j

n1n2

∑n
i, j=1 K2

i j

. (7)

When the class cardinalities are equal Aγ(K,y)= A(K,y). When the class distribution
heterogeneity increases the left-hand side of the nominator is being decreased faster
than the right-hand side and keeps the sensitivity of Aγ(K,y) on a reasonable level.

4 Experiments

Experiments were performed on 5 data sets from UCI repository [6]. Wisconsin
Breast Cancer (699 instances; 10 attributes), Pima Indians Diabetes (768; 9) and
Johns Hopkins University Ionosphere (351; 34) are binary problems whereas Bal-
ance Scale (625; 4) and Vehicle (846; 18) consist of observation from 3 and 4 cate-
gories respectively. Data sets were chosen to differ in size (number of instances),
complexity (number of attributes) and difficulty (in context of the classification
task). The performance of proposed methodology and alternative kernel evaluation
measures was also examined on a real-world problem of classification of objects
detected with an impulse radar2 (2036; 64).

Source code for the experiments was written in R and C++ languages with use of
the LIBSVM library [3].

4.1 Methodology

For the verification of presented kernel evaluation measures the following methodol-
ogy was applied. For each binary problem (multi-class data sets were decomposed
into series of binary problems in the one-vs-one scheme) optimization was per-
formed using the quasi-Newton BFGS algorithm with kernel evaluation measures as
objective functions. Optimization was run several times with randomly picked start-
ing point showing convergence to the same optimum each time a particular objective
function was chosen. Obtained kernel parameters were subsequently used with the
SVM algorithm to build the model and the classification error was determined. The
ν − SVM algorithm was used with ν = 4 in order to control the complexity of the
model. Additional experiments show that for almost all considered binary problems
RBF kernel parameter value for which classification error minimum occurs does not
change with varying ν .

In order to assert the quality of the results and make them easily reproducible
10-fold cross-validation was applied 5 times and the results were averaged. That
said every optimization-classification step along with the model evaluation was
repeated 50 times on a different sample each time. This methodology enabled
direct comparison of the presented standard and alternative kernel evaluation
measures.

2 Data set available courtesy of prof. Marek Nałęcz of Institute of Electronic Systems,
Faculty of Electronics and Information Technologies, Warsaw University of Technology.
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Fig. 2 The error rate and evaluation measures with different RBF parameter values.

4.2 Results

Figure 2 presents the error rate and values of evaluation measures for RBF kernel pa-
rameter running from 10−4 to 100. For the presentation purposes graphs were scaled
to fit into [0;1] range. Only for α and β measures maxima match minimum of the
error rate for the SVM classifier. The worst results are achieved with Fisher-based
measure. Such good extrema matching is not always the case with other data sets,
however further experimental results show that using alternative kernel evaluation
measures always give better or at least comparable results.

Table 1 presents mean error rates along with variance of error obtained with the
SVM classifier using the optimized kernel. Best results are marked in bold. Mod-
els built using the RBF kernel with parameter optimized using KTA achieve small
classification error comparable to the best results obtained with the SVM classifier
reported in the literature. On the other hand both Fisher-based measure and FSMerr
fail to give good RBF kernel parameter except a few binary tasks.

The results for models built using alternative kernel evaluation measures are pre-
sented in table 2. The lowest error amongst these measures is marked in bold and all
results better than the lowest error from table 1 are additionally marked with italics.
The best overall results are achieved for α and β measures. Former gives the best
results in 7 out of total 12 binary problems (with exactly half of the results outper-
forming the best of the standard measures). The measure β also gives the lowest
error rate in 7 tasks and outperforms standard measures in 9 out of 12 situations.
Modification of KTA (γ measure) although best only for 2 data sets is still better
than KTA and Fisher-based measures in 8 out of 12 comparisons.
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Table 1 Error rates for the SVM built over KTA and Fisher-based measures.

KTA Fisher FSMerr
Breast Cancer 0.0351 (1e-06) 0.0430 (1.5e-05) 0.0354 (3.6e-06)
Pima Diabetes 0.3010 (4.2e-05) 0.3765 (1.7e-02) 0.3424 (3.6e-05)
Ionosphere 0.0541 (1.2e-05) 0.0547 (9.7e-06) 0.0541 (1.2e-05)
Balance-Scale (L – B) 0.0522 (2.6e-06) 0.5287 (2.8e-02) 0.1139 (3.1e-04)
Balance-Scale (L – R) 0.0229 (3.6e-06) 0.1350 (5.3e-03) 0.0302 (9.9e-06)
Balance-Scale (B – R) 0.0540 (2.8e-05) 0.4534 (1.9e-02) 0.1115 (5.2e-04)
Vehicle (Opel – Saab) 0.4526 (3.7e-04) 0.2913 (5.5e-04) 0.4932 (9.7e-06)
Vehicle (Opel – Bus) 0.0255 (5.4e-06) 0.0144 (9.1e-06) 0.5046 (2.7e-06)
Vehicle (Opel – Van) 0.0574 (2.8e-05) 0.2642 (1.6e-03) 0.4793 (1.1e-06)
Vehicle (Saab – Bus) 0.0202 (1e-06) 0.0211 (3.6e-06) 0.4979 (3.5e-05)
Vehicle (Saab – Van) 0.0389 (1.2e-05) 0.2687 (7.2e-04) 0.4745 (4.6e-06)
Vehicle (Van – Bus) 0.0163 (6.9e-06) 0.4201 (8.5e-03) 0.1563 (7.7e-03)

Table 2 Error rates for the SVM built over alternative measures.

α β γ
Breast Cancer 0.0286 (1.7e-06) 0.0298 (6.4e-07) 0.0363 (4.2e-07)
Pima Diabetes 0.3031 (6.2e-05) 0.3010 (1.1e-04) 0.2976 (4.7e-05)
Ionosphere 0.0484 (4e-06) 0.0541 (8.1e-06) 0.0541 (1.2e-05)
Balance-Scale (L – B) 0.3080 (1.3e-02) 0.0468 (3.2e-05) 0.0510 (5.8e-05)
Balance-Scale (L – R) 0.0138 (0) 0.0138 (0) 0.0218 (2.4e-06)
Balance-Scale (B – R) 0.3483 (1.7e-02) 0.0498 (4.5e-05) 0.0510 (2.8e-05)
Vehicle (Opel – Saab) 0.4046 (9.4e-05) 0.4102 (1.6e-04) 0.2755 (3.2e-04)
Vehicle (Opel – Bus) 0.0251 (6.4e-06) 0.0251 (3.7e-06) 0.1200 (8.1e-03)
Vehicle (Opel – Van) 0.0389 (1.1e-05) 0.0379 (2.8e-05) 0.0506 (1.8e-05)
Vehicle (Saab – Bus) 0.0206 (0) 0.0206 (0) 0.0211 (1e-06)
Vehicle (Saab – Van) 0.0331 (3e-05) 0.0365 (3.2e-05) 0.0408 (6.9e-05)
Vehicle (Van – Bus) 0.0163 (1.1e-06) 0.0153 (7.4e-06) 0.0177 (4.6e-06)

Table 3 Error rates for the SVM built over KTA and Fisher-based measures.

KTA Fisher FSMerr
Cessna – Jak 12 0.2618 (1.8e-05) 0.4681 (0.0029) 0.4931 (0)
Cessna – Mi-2 0.0332 (1e-06) 0.1151 (0.0043) 0.0286 (4.4e-07)
Cessna – Mi-8 0.0788 (1.1e-05) 0.2769 (0.015) 0.0778 (3.4e-06)
Cessna – Mig-29 0.0127 (0) 0.0776 (0.0013) 0.0198 (4.8e-07)
Jak 12 – Mi-2 0.0428 (1.1e-05) 0.1858 (0.0054) 0.0349 (1.9e-05)
Jak 12 – Mi-8 0.0758 (1.1e-05) 0.1616 (0.00017) 0.0768 (1e-05)
Jak 12 – Mig-29 0.0123 (1.3e-06) 0.0438 (0.00065) 0.0128 (0)
Mi-2 – Mi-8 0.0592 (5.4e-06) 0.2085 (0.00065) 0.1991 (0.0030)
Mi-2 – Mig-29 0.0283 (4e-07) 0.1041 (0.0030) 0.0400 (1.1e-06)
Mi-8 – Mig-29 0.0207 (1.6e-06) 0.2135 (0.0046) 0.0205 (1.7e-06)

The results for the radar data presented in table 3 show that using KTA for kernel
optimization results in the best model in 8 out of 10 binary tasks. Models based on
the kernel optimized with FSMerr give the smallest error rate in 4 problems. Fisher-
rule based measure fails as an objective function raising models of radically worse
accuracy with the classification error up to an order of magnitude higher than KTA
and FSMerr.

Using alternative kernel evaluation measures for the radar data set (table 4) shows
further improvement in the accuracy of models. In case of β measure results are
better than the best of those achieved with the models built using standard measures
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Table 4 Error rates for the SVM built over alternative measures.

α β γ
Cessna – Jak 12 0.2158 (6.9e-05) 0.2144 (5.6e-05) 0.2653 (3.4e-05)
Cessna – Mi-2 0.0298 (4.4e-07) 0.0283 (1e-06) 0.0312 (1.9e-06)
Cessna – Mi-8 0.0798 (1.2e-05) 0.0783 (3.3e-06) 0.0820 (1.1e-05)
Cessna – Mig-29 0.0132 (4.8e-07) 0.0124 (3.2e-07) 0.0127 (0)
Jak 12 – Mi-2 0.0356 (5.6e-06) 0.0339 (1.9e-06) 0.0415 (2e-05)
Jak 12 – Mi-8 0.0738 (2.7e-06) 0.0703 (3.5e-06) 0.0771 (8.5e-06)
Jak 12 – Mig-29 0.0110 (1.3e-06) 0.0113 (1.1e-06) 0.0134 (1.3e-06)
Mi-2 – Mi-8 0.0601 (1.8e-05) 0.0612 (7.9e-06) 0.0581 (6.7e-06)
Mi-2 – Mig-29 0.0276 (9.4e-07) 0.0276 (9.4e-07) 0.0283 (4e-07)
Mi-8 – Mig-29 0.0200 (2.7e-07) 0.0205 (2.4e-06) 0.0212 (2.7e-07)

Table 5 Errors rate for the SVM – multi-class problem.

KTA Fisher FSMerr
Balance-scale 0.050 (1.6e-05) 0.496 (9.8e-03) 0.097 (7.7e-05)
Vehicle 0.267 (1.2e-04) 0.461 (1.6e-03) 0.722 (2.7e-04)
Radar 0.184 (3.2e-05) 0.420 (6.3e-03) 0.288 (2.9e-04)

α β γ
Balance-scale 0.378 (1.4e-02) 0.050 (1.6e-05) 0.055 (8.1e-05)
Vehicle 0.237 (1.2e-04) 0.260 (4.4e-04) 0.179 (6.4e-05)
Radar 0.159 (1.3e-05) 0.159 (9e-06) 0.173 (5.2e-06)

in 9 out of 10 binary tasks. Using α for optimization results in a decrease of the
error rate in 5 tasks. Measure γ doesn’t give much of the improvement over the
KTA for radar data as the almost uniform class distribution makes both measures
very similar.

In order to test the quality of the evaluation measures for multi-class tasks the op-
timal kernels for each decomposed binary tasks were used in the one-vs-one schema
with voting to evaluate the error rate for the whole multi-class problem. The results
are shown in table 5. KTA gives the best models among three standard measures –
using Fisher-based method and FSMerr result in substantially worse models. Appli-
cation of alternative measures results in improvement of the accuracy of classifiers
over those obtained with the RBF kernel optimized using KTA. For Balance-Scale
data set optimization with β measure results in the SVM classifier of the accuracy
equal to the model built after optimization with KTA. For Vehicle and Radar data
sets using alternative kernel evaluation measures results in the classifier with the er-
ror rate several percent smaller than those obtained after the optimization with KTA.

5 Conclusions and Future Work

In this paper novel approaches to the evaluation of kernels were proposed that out-
perform state-of-the-art kernel evaluation measures and enable efficient calculation.
Kernel optimization leveraging suggested evaluation measures results in parameters
corresponding to the classifiers that achieve substantially smaller error rates for the
RBF kernel function than those built with kernels optimized using standard evalua-
tion measures. In addition, presented measures allow to apply convex optimization
methods which enables effective tuning of the kernel parameters.
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Beside successful application to the RBF kernel initial experiments show promis-
ing results also with the polynomial kernel. Another step further is to examine if the
absolute values of the evaluation measures correspond to the absolute values of er-
ror rates on different kernel functions. Experiments presented in [13] provide also
the basis to the application of kernel evaluation measures in assessing the quality
of kernel combinations. Natural step further is to investigate kernels combinations
optimized with evaluation measures that result in models of high accuracy.
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Evaluation of Reliability of a Decision-Making
Process Based on Pattern Recognition

Artur Sierszeń and Łukasz Sturgulewski

Abstract. In recent years, all kinds of assistance to decision-making processes have
become of great importance. In many areas of life, technology, and science, com-
putation machines, i.e. computers, assist people in making decisions; in some par-
ticular cases, computers are even able to make these decisions themselves. There
are, admittedly, many situations, i.e. in flight control, airport traffic, or biomedical
data analysis, where even decisions made by the most efficient algorithm (or the
most efficient machine) must be confirmed by a man. Nevertheless, in many disci-
plines, such as finance, psychology, medicine, or biology, mechanisms assisting the
decision-making process facilitate work significantly. One of the key issues is the
reliability of made decisions. However, this issue is often passed over due to great
increase in the amount of data processed by those systems, what forces the designers
to focus on the systems’ efficiency.

1 Introduction

Pattern recognition consists in determining the affiliation of certain objects to de-
fined classes; objects are understood very generally and are representations of
items, phenomena, processes, or events. Each object described by a set of fea-
tures is treated as a point in an n-dimensional feature space. A recognition al-
gorithm may be treated as assigning the number of a class i to an object x, i.e.
reproducing a feature space K in a set of class numbers. The selection of an
appropriate representation K decides about the usefulness of a recognition method
in question to a specific purpose. This explains a large number of different al-
gorithms created in this discipline. The most frequently used pattern recognition
applications include classification of documents, e.g. searching for documents in
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the Internet, identification of people based on their faces, irises, or fingerprints,
writing recognition, speech recognition, quality control in industry, classification
of microscope images or X-ray images, and classification or other medical data.
Each of this purposes has different characteristics; therefore, each of them re-
quires different approach. For each of them, a method should be selected from a
great number of pattern recognition methods, one which will make it possible to
achieve the best possible results. There are two main factors deciding about the
usefulness of a pattern recognition algorithm to a specific purpose, namely classi-
fication time and classification error. In an extensive literature on pattern recogni-
tion, there has been a lot of discussions on minimum-distance classifiers of vari-
ous types and some related issues, such as selection of features or reduction of a
reference set. Many methods for estimation of classification error have also been
proposed. Evaluation of reliability was also discussed [2]; however, the authors
have not managed to find any information on controlling reliability in the aspect
of classification. The possibility of evaluating reliability of decisions depending on
features of classified objects is an additional parameter steering between the error
and the classification speed; in the author’s research it is also one of the basic pa-
rameters. The algorithm will be used in the authors’ implementation of network
behavioural analysis system using the learning set and the decision rules based
on distance functions. In systems of this type, efficiency and quality aspects are
important as well the assessment of decision certainty. The aim of the research
is to develop a mechanism for detecting irregularities using pattern recognition
algorithms.[3]

2 Description of the Algorithm

The first stage of the algorithm’s operation (Fig. 1) includes reading data from a
configuration file which contains information on the name of the source file and the
resulting file, the classification algorithm to be applied, and its parameters (for k-
NN, these information include the k value, the percentage division into the learning
set and the testing set, and the method to determine the level of trust). During the
next stage, data from the source file is imported. The format of the file must be
consistent with the commonly adopted standard [1].

During the first stage (Fig. 2), classes are selected which will be used in further
computations (it may happen that some classes imported from the file are not sig-
nificant). This information is passed to the k-NN function through the _bTabUser
table of the _uiIndexUser size. The next parameter passed to the k-NN function
is _uiK, which determines the number of nearest neighbours taken into account
in the classification process. If the parameter’s value is 0, the number of nearest
neighbours will be determined automatically (from the range of k = 1, 3, ... , 21)
(Fig. 2).

During the next stage (Fig. 3), the level of classification quality is determined
as well as the level of trust in the achieved results. Two methods for the evaluation
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Fig. 1 General diagram of the program’s operation.

of classification quality have been implemented, i.e. the resubstitution method and
the allocation method. If the resubstitution method is selected, classification qual-
ity is evaluated for each object from the learning set. Then, the object is deleted
from the set and classified with the k-NN method; finally, the result of classifica-
tion is compared to the real class of the object. If the result is wrong, the _dBad
counter (counting wrong decisions) is increased. In the allocation method, a testing
set is allocated from the imported learning set (proportions for the division are de-
termined by the user). Then, each object from the testing set is classified with the
k-NN method; finally, the result of classification is compared to the real class of
the object. If the result is wrong, the _dBad counter (counting wrong decisions) is
increased. Additionally, the authors implemented the evaluation of the level of trust
in the achieved classification result. It consists in determining what percentage of
votes in the k-NN method was cast for the selected class (the dTrust variable).

Finally, the examined objects are classified with the k-NN method and the level
of trust in the achieved results is evaluated (Fig. 4).
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Fig. 2 The first stage of the algorithm’s operation - selection of classes.
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Fig. 3 The second stage of the algorithm’s operation - determining the level of classification
quality and the level of trust in the achieved results.
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Fig. 4 The last stage of the algorithm’s operation - classification with the k-NN method and
the evaluation of the level of trust.
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Table 1 Parameters of the sets used during the tests.

Name of Number of Number of Number of
the set classes features samples

Phoneme 2 5 5404
Satimage 6 36 6435
Waveform 3 21 5000

3 Verification of the Algorithm

The algorithm was implemented in C++ in Microsoft Visual Studio .NET 2008 envi-
ronment. This allowed the authors to test the method in Windows environment with
the use of a PC computer equipped with AMD TurionX2 Ultra DualCore processor
2,2GHz and 4GB of operating memory. The computation tests were conducted with
the use of sets from the repository of the University of California in Irvine (Machine
Learning Repository, University of California, Irvine) [1]. These tests are commonly
used in literature. These are the following (Table. 1):

• PHONEME - data set created as a result of an analysis of separate syllables
pronunciation (e.g. pa, ta, pan etc.); what was taken into account in this analysis
was the type of a vowel pronunciation - nasal or oral;

• SATIMAGE - this data set was generated based on the analysis of satellite pictures
supported with other methods of observation (radar data, topographic maps, data
concerning agriculture). Classes determine a kind of soil or a type of cultivation;

• WAVEFORM - artificially generated data set, where each of the classes is created
as a result of a combining 2 out of 3 sinusoids; for each attribute in a class noise
is generated.

The coefficient k was determined only once for each testing set from the range of 1 -
21. The two following criteria were taken into account at the selection: the reliability
of error calculation and the error itself; however, the first criterion was superior to
the second one.

3.1 The PHONEME Testing Set

During the first stage of the algorithm’s operation, the best coefficient k was deter-
mined for the PHONEME set. It was 1 (k=1); its determination took 211,703s. Then,
tests evaluating the reliability for the determination of the 1-NN method’s error were
conducted with the best coefficient k (additionally, the time for error determination
was measured). The mean values from 10 measurement series are presented below
(Table. 2). In each measurement series, a new random division into the learning part
and testing part was performed with proportions given in the table.

The tests indicated that the best coefficient k in terms of reliability was k=1.
For all tests, it gave 100% reliability of error calculation. However, it should be
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Table 2 The PHONEME set.

Division into the testing Mean values
set and the learning set Error [%] Reliability [%] Time [s]

10 : 90 61,5197 100,0000 1,4454
25 : 75 42,9262 100,0000 3,5360
50 : 50 25,0407 100,0000 4,2624
75 : 25 15,5514 100,0000 3,6202
90 : 10 11,1852 100,0000 1,7386

emphasized that the great result of error calculation reliability for k=1 was connected
with the increase in this error.

3.2 The SATIMAGE Testing Set

During the first stage, the algorithm determined the best coefficient k for the SATIM-
AGE set. It was 3 (k=3) and it took 499,428 s to determine it. With the best coef-
ficient k, the tests evaluating reliability of the calculation of the 3-NN method’s
error were conducted (additionally, the time required for error determination was
measured). Mean values from 10 measurement series are presented in the table
(Table. 3). During each measurement series, a new random division into the learning
set and the testing set was performed with the proportions given in the table.

Table 3 The SATIMAGE set.

Division into the testing Mean values
set and the learning set Error [%] Reliability [%] Time [s]

10 : 90 68,4856 84,3562 3,7090
25 : 75 35,8413 87,6937 8,4919
50 : 50 9,8042 92,9562 12,2850
75 : 25 5,6468 95,9121 9,1443
90 : 10 5,0389 96,4593 4,3405

Table 4 The WAVEFORM set.

Division into the testing Mean values
set and the learning set Error [%] Reliability [%] Time [s]

10 : 90 73,2067 87,5870 1,7848
25 : 75 51,1333 90,6987 3,7824
50 : 50 35,5800 81,4181 5,7738
75 : 25 26,6080 79,4842 4,4978
90 : 10 22,7400 79,8829 2,1122
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The results of the tests indicated that the best coefficient k in terms of reliability
was k=3. It gave a high level of reliability of achieved results in all tests (even
regardless from the aspect of the testing set overlearning) - min. 84%. It may also
be observed that the best result was achieved with the overlearned set.

3.3 The WAVEFORM Testing Set

During the first stage of the algorithm’s operation, the best coefficient k was de-
termined for the WAVEFORM set. It was 21 (k=21); it took 247,498s to determine
it. Then, tests were conducted to evaluate reliability of the calculation of 21-NN
method’s error with the best coefficient k (additionally, the time required for cal-
culating the error was measured). Mean values from 10 measurement series are
presented in the table below (Table. 4). In each measurement series, a new random
division was performed into the learning set and the testing set with the proportions
given in the table.

The tests indicated that the best coefficient in terms of reliability was k=21. It may
be noticed that a large coefficient k adversely effects the evaluation of reliability of
the achieved results. The level of reliability did not enable the authors to evaluate
the error itself reliably

4 Conclusions

The conducted tests are only the beginning of works on the development of an al-
gorithm steering between the speed of classification and classification error in re-
lation to automatic evaluation of reliability of achieved results. It is clear that the
selection of the parameters described above (in future works, the authors plan to
determine their fixed values) may enable the user to reach a compromise between
the global classification error and the number of objects which were classified with
a determined level of reliability. In the next stage of the research, data sets describ-
ing network traffic (taken from literature or obtained from a functioning network by
the authors) will be examined. The concept discussed in this study will constitute
an idea of the engine for a network behavioural analysis system [4]. Further exten-
sions of the application with the authors’ solutions will make it possible to verify
the usefulness of these solutions in computer networks.
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Prototype Extraction of a Single-Class Area
for the Condensed 1-NN Rule

Marcin Raniszewski

Abstract. The paper presents a new condensation algorithm based on the idea of a
sample representativeness. For each sample in a dataset a representative measure is
counted. Starting with samples with the highest value of the measure, each sample
and all its voters (which constitute single-class area) are condensed in one aver-
aged prototype-sample. The algorithm is tested on nine well-known datasets and
compared with Jozwik’s condensation methods.

1 Introduction

The main drawback of Nearest Neighbour method (NN) is a computational time and
memory requirements for large training sets [4, 10]. The new sample is classified to
the class of its nearest neighbour sample, hence there is a need to count the distances
to all samples in a training set. To avoid counting distances to every sample from
a training set, reduction and condensation methods have been created [11]. In this
paper we refer to reduction algorithms as to the procedures which reduce the size
of a training set simply by removing majority of samples. Only the samples most
important (lying in the middle of single-class areas or near class boundaries) should
be preserved in a reduced training set. On the other hand, condensation methods
create new artificial samples (called prototypes) on the basis of existing samples
and therefore they can be situated in points of a feature space, where there are no
original samples.

In this article a new condensation method is presented. It is based on the idea
of class representativeness. Samples with the high value of so called representative
measure and the samples of their near neighbourhood, coming from the same class,
are replaced by the prototype (average sample). In that way, the samples which
constitute single-class region are replaced by one artificial sample representing the
area.

Marcin Raniszewski
Technical University of Lodz, Computer Engineering Department
90-924 Lodz, ul. Stefanowskiego 18/22
e-mail: mranisz@kis.p.lodz.pl

R. Burduk et al. (Eds.): Computer Recognition Systems 4, AISC 95, pp. 119–125.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011

mranisz@kis.p.lodz.pl


120 M. Raniszewski

In the second section of this paper well-known condensation method are
mentioned (with the focus on Jozwik’s procedure). Next, in the third section, the
proposed condensation algorithm is described. At the end, test results are presented
and some conclusions are formulated.

2 Well-Known Condensation Procedures

The historically first condensation algorithm is Chang’s method [2]. The main idea
is based on merging two closest prototypes into one. The result set is consistent
with the original training set (1-NN rule correctly classifies all samples from the
original training set operating with the result set): in every step of the procedure
the consistency criterion has to be checked. It generates computational loads and
long time of condensation for large datasets. Bezdek’s slight improvement of Chang
method, called Modified Chang Algorithm [1], does not eliminate these limitations.
A further generalization of the idea is proposed in [7], where we replace the group
of prototypes by one maintaining the consistency criterion.

All these methods generate consistent condensed datasets. But the consistency
criterion does not work well on datasets with many outliers and atypical samples
and does not guarantee to maintain a classification accuracy on sufficiently high
level.

Jozwik in [3] does not use the consistency criterion. The dataset is simply di-
vided into number of subsets (the number of subsets is defined by user) and each
of the subset is replaced by the prototype representing dominant class in the subset
(if class c is dominant in the subset, the prototype is gravity centre of all samples
from the subset and it represents class c). To divide a set in Jozwik’s method we
have to find two farthest samples x and y from this set. The distance between these
samples is called diameter of the set. Then samples which lie nearer to the sample x
than to the sample y create the first subset and the rest of samples form the second
subset. If we want to divide another subset, the subset with the greatest diameter
is chosen. Subsets with samples from one class only (single-class subsets) are not
further considered. There are two possible stop conditions of Jozwik’s method: the
first one occurs when the number of divisions is equal to that defined by user, the
second is the case when there are no more subsets with more than one class.

Sanchez in [8] proposed three condensation methods based on Jozwik’s algo-
rithm, called RSP (Reduction by Space Partitioning). RSP1 and RSP2 slightly dif-
fer from Jozwik’s method, while RSP3 is the same as Jozwik’s procedure with the
lack of defined by user number of divisions. Due to the fact that RSP3 results are
the best, concerning classification accuracy, we will compare proposed in this paper
algorithm with Jozwik’s method applied with second stop condition.

Jozwik in [6] proposed a modified version of the method which consists in re-
placing the two furthest points of the set by two mutually furthest points. The al-
gorithm of choosing points mutually the furthest is faster than searching for points
with the greatest distance between them: we start with finding sample x1 maximally
distanced from the gravity centre of the set and then we find another sample x2
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maximally distanced from x1 and so on until we find out that xi−1 = xi+1 for some i.
Then samples xi−1 and xi+1 form a pair of mutually furthest points. Pair of furthest
points in the set is always a pair of mutually furthest points, but not each pair of
mutually furthest points is the pair of furthest points in the set. The difference in
choosing the furthest points strongly accelerates the Jozwik’s condensation method
but also causes slightly different condensed sets. Proposed in this paper algorithm
is also compared with this variation of the Jozwik’s method.

3 Proposed Method

The proposed in this paper method is based on representative measure which can be
count for each sample from a training set. Before we define the mentioned measure
let us define the idea of voter: a sample y is a voter of a sample x if y is from the
same class as x and x is nearer to y than any other sample from different class. The
representative measure of a sample is the number of its voters. It is easy to notice that
a sample with the higher value of representative measure is more probable situated in
the area of its class (Fig. 1). This sample and its voters create the area of their class.
If we replace them with their gravity centre (prototype sample), it will represent the
area well. This is the main concept used in proposed condensation procedure CRM
(as a abbreviation of Condensation algorithm based on Representative Measure).

Fig. 1 The representative measure of the sample x is equal 3

Samples with the representative measure equal to 0 have no voters and they rather
do not lie in the area of their class. In most cases they are outliers or atypical samples
and they should not be taken to a condensed set.

The user can decide which areas are condensed by setting the value of minimal
representative measure parameter (rmmin ≥ 1). Only the samples with the represen-
tative measure higher or equal rmmin are considered by CRM.

The procedure CRM is very simple and consists of three steps:
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1. Sort all samples in a training set according to decreasing values of their repre-
sentative measure and set for all samples the flag "not condensed".

2. Take a sample from the training set (according to the arrangement done by the
first step) with the flag "not condensed" and:

a. if its value of representative measure is higher or equal rmmin, condense it and
its voters (count the gravity centre of the samples), set the flag "condensed" to
the condensed samples and repeat step 2.

b. if its value of representative measure is less than rmmin go to step 3.

3. All created gravity centres form the condensed set.

The above algorithm requires few comments:

• selected sample and all its voters after condensation are no longer considered by
the algorithm (the flag for them is set to "condensed" and only "not condensed"
samples are further considered);

• only the first step of the algorithm is computationally burdensome but it is
executed only once;

• after the construction of a condensed set for a fixed valued of rmmin ≥ 2 the
algorithm can be simply continued (from step 2) for rmmin minus 1. In that way
we can fast generate few condensed sets for decreasing values of rmmin;

• result of the algorithm is repeatable.

4 Test Results

Eight real and one artificial datasets were used for testing: Liver Disorders (BUPA)
[5], GLASS Identification [5], IRIS [5], PHONEME [9], PIMA Indians Diabetes [5],
SAT [5], Wisconsin Diagnostic Breast Cancer (WDBC) (Diagnostic) [5], YEAST [5]
and WAVEFORM (version1) [5] (Table 1).

Table 1 Datasets description

Dataset No. of classes No. of attributes No. of samples

BUPA 2 6 345
GLASS 6 9 214
IRIS 3 4 150
PHONEME 2 5 5404
PIMA 2 8 768
SAT (training subset) 6 36 4435
SAT (testing subset) 6 36 2000
WAVEFORM 3 21 5000
WDBC 2 30 569
YEAST 10 8 1484
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Table 2 Test results (classification accuracies in percentages)

Dataset 1-NN Jozwik’s1
(RSP3)

Jozwik’s2 CRM1 CRM2 CRM3

BUPA 62,61 60,60 61,18 62,89 64,90 70,13
GLASS 71,56 68,36 69,76 67,84 65,94 64,30
IRIS 96,00 95,33 95,33 97,33 98,00 98,00
PHONEME 90,82 87,12 88,27 85,68 85,58 85,77
PIMA 67,20 63,42 62,76 67,98 73,45 73,18
SAT 89,45 89,50 89,15 89,15 89,40 89,55
WAVEFORM 77,40 77,82 78,26 81,96 82,52 82,52
WDBC 91,19 89,96 90,13 76,23 83,98 84,69
YEAST 53,04 51,08 52,10 54,72 57,72 56,59

Ten-fold cross-validation (with 1-NN) was used for each test (except for SAT
dataset where we condensed whole training subset and tested it on testing subset).

The datasets were condensed by two algorithms: Jozwik’s and proposed in
this paper CRM. Two versions of Jozwik’s method were tested (as mentioned in
section 2):

• Jozwik’s1 (RSP3) - division based on furthest points with no specified number
of divisions (the algorithm ends when all subsets consist of single-class points);

• Jozwik’s2 - division based on mutually furthest points with no specified number
of divisions (the algorithm ends when all subsets consist of single-class points).

CRM were tested for three values of rmmin: 3, 2 and 1 (CRM3, CRM2 and CRM1
respectively). It is possible to obtain three condensed sets in a single CRM run (see
section 3).

The results of classification accuracy are also compared with 1-NN operating on
complete training set.

The best results for each dataset are highlighted in bold (Table 2 and Table 3).

Table 3 Test results (reduction rates in percentages)

Dataset Jozwik’s1
(RSP3)

Jozwik’s2 CRM1 CRM2 CRM3

BUPA 36,55 35,59 64,83 78,13 85,73
GLASS 43,15 43,46 71,86 81,31 86,81
IRIS 84,37 84,37 88,67 88,74 88,96
PHONEME 70,97 70,66 81,32 84,31 86,90
PIMA 43,04 44,04 69,50 81,57 86,28
SAT 72,47 73,03 83,77 86,49 88,46
WAVEFORM 59,11 59,20 72,14 77,82 81,40
WDBC 80,08 79,98 89,85 91,58 92,74
YEAST 28,25 27,81 70,49 83,96 90,28
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5 Discussion

As we can see in Table 2, we obtained better classification accuracies than that ob-
tained on complete training set for few datasets (BUPA, IRIS, PIMA, SAT, WAVE-
FORM, YEAST).

Jozwik’s1 (RSP3) and Jozwik’s2 results are very similar, what is the consequence
of only one slight difference in these procedures: whether the algorithm is based on
the furthest or on the mutually furthest points. Jozwik’s2 method is faster (selecting
of mutually furthest points is less computationally complex than selecting furthest
points) and provides the best classification accuracies on three datasets (GLASS,
PHONEME, WDBC). The reduction rates of Jozwik’s methods are rather poor
(except for IRIS, SAT and WDBC datasets) - see Table 3.

Proposed in this paper CRM offers the best classification accuracies for six
datasets (Table 2), especially for BUPA and YEAST datasets where the classifi-
cation accuracy is much more higher than that obtained on complete datasets. Ob-
viously we have 3 versions of CRM and as we can see only the CRM2 and CMR3
results are highly satisfying. CRM3 reduced all the datasets with the highest rate
(from 81,40% to 92,74%). This reduction ratio is completely sufficient to optimize
1-NN. Reduction rates of CRM2 and CRM1 are lower due to the fact that for a < b
CRMa condensed set is always a superset of CRMb condensed set.

For all datasets the additional tests were made with CRM4 and CRM5 (not in-
cluded in this paper) but for all tested datasets, the classification accuracies of these
condensed sets were lower than that obtained by CRM3. Of course, the reduction
rates were much higher than CRM3’s.

A question is: what value of CRM’s rmmin should we used in real applications?
The recommended values are 2 and 3. User should perform tests and choose the bet-
ter alternative. It is possible that for some databases CRM1 will result in best clas-
sification accuracies, so if CRM2 or CRM3 results are not satisfactory, we should
check CRM1 especially taking into account that all condensed sets CRM3, CRM2
and CRM1 can be generated in a single run of CRM.

Running time of all tested algorithms was very short (only few seconds for
datasets with thousands of samples like PHONEME, SAT and WAVEFORM).

6 Conclusions

The proposed condensation method is based on replacing single-class areas by one
prototype. It uses a representative measure: sample in the middle of single-class
area has high value of representative measure and is condensed with all its voters
(other samples from the area) to one gravity centre. The procedure ends if there is
no sample with the representative measure higher or equal to a predefined minimal
representative measure.

The method has the following features:

• satisfactory high classification accuracy (for some datasets even better than that
obtained on complete dataset);
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• high reduction rate;
• results are repeatable;
• one parameter: minimal representative measure (rmmin);
• the possibility of creating ascending series of condensed sets in a single run (it

is recommended to generate two condensed sets for rmmin equal to 3 and 2 and
choose the better set);

• very short time of condensation phase.
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Robust Nonparametric Regression with Output
in SO(3)

Grzegorz Jabłoński�

Abstract. In this paper the implementation of robust nonparametric kernel estimator
for SO(3) group is presented. We propose the conjugate gradient method for solving
the optimization problem, which arises during computation of the estimator. Finally
an experiment with database of toy figure images together with their rotations is
conducted.

1 Introduction

The need for structured output learning comes from more sophisticated problems
in the area of machine learning. Basic models offer only a limited possibility to
use a priori knowledge about the structure of data. Standard classification and re-
gression are not sufficient for some real life applications. Structured output learning
tries to use the structure of input and output data. Because of that, it is success-
fully employed in areas like computational biology, natural language processing or
graph theory [7]. In [4] it is stated that one can see regression with output space re-
stricted to Riemannian manifold as structured output learning. The idea behind that
is to think of Riemannian manifolds as isometrically embedded in the Euclidean
space.

In this paper firstly we present results of [4]. Next we use [5] to implement Hein’s
kernel estimator on SO(3) manifold. The main focus on SO(3) manifold includes
definitions and the use of distance and geodesics on SO(3). We propose the con-
jugate gradient method based on [2] (instead of steepest descent) for solving opti-
mization problem. This step is crucial in any structure output estimation algorithm.
We show that for an experimental data the conjugate gradient method has a faster
convergence rate. Finally we use database from [6] to test the algorithm. In the
experiment a rotation of a toy figure is estimated basing on some previous images.

Grzegorz Jabłoński
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2 Background

The goal is to learn optimal mapping φ : M→ N, where M and N are metric spaces.
dM and dN denote metric of M and N respectively. Both M and N are separable
and given data (Xi,Yi) are i.i.d. samples from probability measure P on M ×N.
Definitions and formulas in this section comes from [4].

Like in Euclidean space we will use loss functions penalizing the distance
between predicted output and desired output. Loss function

L(y,φ(x)) = Γ (dN(y,φ(x))),y ∈ N,x ∈M (1)

where Γ : R+ → R+ is a function from a restricted family. Γ has to be (α,s)-
bounded (we omit the exact definition from [4] due to paper length restrictions), if
one wants to show consistency of a considered estimator and existence of optimal
solution [4]. Hein defined the family of kernel estimators with metric-space valued
output. Let (Xi,Yi)l

i=1 be the sample with Xi ∈ M and Yi ∈ N. The metric-space-
valued kernel estimator φl : M→N from metric space M to metric space N is defined
for all x ∈M as

φl(x) = argmin
q∈N

1
l

l

∑
i=1

Γ (dN(q,Yi))kh(dM(x,Xi)) (2)

where Γ : R+→R+ is (α,s) bounded, k : R+→R+, kh = 1
h k(x/h) and k is a kernel

function.
One can rewrite the formula 2 into functional F(q) for q ∈ N, which could be

optimized. Its solution will give us an optimal element for the kernel estimator φl(x)

F(q) =
l

∑
i=1

wiΓ (dN(p,Yi)) (3)

where wi = kh(dM(x,Xi)). Covariant gradient of the functional F at a point q is given
by:

∇F |q =
l

∑
i=1

wiΓ ′(dN(p,Yi))vi (4)

where vi ∈ TqN is a tangent vector at q with ||vi||TqN = 1 given by the tangent vector
at q of the minimizing geodesic from Yi to q (pointing away from Yi) [4].

The algorithm in [4] used to find minimum is based on the gradient-descent opti-
mization algorithm with Armijo rule [1]. It starts from random point on the manifold
and iterates until specific criteria are fulfilled:

q0 := random point on manifold
while(stopping criteria not fulfilled)do

compute gradient F |q at point qk

compute step size α based on Armijo rule
qk+1 := exp(α∇F |q)
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In our implementation condition ||qk+1− qk|| < ε was used as a stopping criteria.
However, one can also use the norm of the gradient.

3 SO(3) Group

SO(3) group is identified with a group of all rotations about the origin of three-
dimensional Euclidean space R

3 under the operation of composition. Rotation about
the origin is a linear transformation which preserves distance of points and orienta-
tion of space. For detailed description of SO(3) we refer to [5]. Most of the defini-
tions and equations used in this section were taken from Moakher work. Let GL(3)
be group of 3-by-3 real, non-singular matrices; the Lie group of rotations is:

SO(3) = {R ∈ GL(3)|RT R = I∧detR = 1}, (5)

where I is identity transformation and the superscript T denotes matrix transpose.
Corresponding Lie algebra so(3) is the space of skew-symmetric matrices

so(3) = {A ∈ gl(3)|AT =−A} (6)

where gl(3) denotes the space of linear transformations in R
3.

3.1 Logarithm and Exponential of Matrix

Theoretical definitions of exponential and logarithm of matrix are useless in terms of
computer applications. Thus we will use following Rodrigues’ formulas for 3-by-3
matrices

expA =

{

I if a = 0

I + sina
a A + 1−cosa

a2 A2 if a 
= 0
(7)

where A is a skew-symmetric matrix, I denotes identity matrix and a =
√

1
2 tr(AT A).

The principal logarithm for a matrix A ∈ SO(3) is given by

logA =

{

0 if ω = 0
ω

2sinω (A−AT ) if ω 
= 0
(8)

where ω satisfies trA = 1 + 2cosω and |ω |< π .

3.2 Logarithm and Exponential Mappings

We present a formula which describes tangent space at a point p ∈ SO(3):

TpSO(3)∼= {pk|k ∈K(3,R)} (9)

where K(3,R) denotes the set of n×n skew-symmetric matrices.
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From above one can easily conclude that tangent space at identity rotation is
equal to set of all skew-symmetric matrices. For our purposes we will first "move"
our point p to identity rotation, then compute logarithm and finally "go back"
with computed logarithm to the initial point. It is possible due to the isomorphism
between tangent spaces at various points.

Simplified exponential and logarithm mappings in SO(3) are given by:

Expp(q) = pexp(q) (10)

where log and exp denotes matrix logarithm and exponential, q ∈ so(3), p ∈ SO(3).

Logp(q) = log(pT q) (11)

where log(pT q) ∈ so(3) Instead of moving the projection of rotation to a tangent
space at point p we will just use its projection onto so(3) (Lie algebra). Following
that pattern, all operations are performed in the tangent space at identity rotation
(so(3)). Only the final value is transformed to a vector at TpM. Using this equations
we perform less transformations and gain better accuracy than working in tangent
spaces of all rotations.

Above definitions provide straightforward formulas for geodesics on SO(3) man-
ifold. Direction in which we are moving is a linear space, so we could use multi-
ply operation in this space. Geodesic emanating from p in direction q is given by
G(t) = pexp(tq), where t ∈ [0,1], q ∈ so(3).

3.3 Riemannian Distance

The distance functions will be defined in SO(3). Metric used in our implementation
comes from [5]. We use the Riemannian structure on SO(3). Riemannian distance
is:

dR(R1,R2) =
1√
2
‖Log(RT

1 R2)‖ (12)

where ‖ · ‖F is the Frobenius norm induced by the Euclidean inner product, defined
by 〈R1,R2〉 = tr(RT

1 R2). dR is the length of the geodesic (shortest curve lying in
SO(3)) connecting R1 and R2. In the conjugate gradient method also non-Euclidean
product is applied: 〈R1,R2〉 = 1

2 tr(RT
1 R2). Metric induced by such product agree

with Frobenius norm up to a constant factor 1
2 .

4 Implementation

Since we can compute logarithm and matrix mappings, the algorithm for finding
kernel estimator may be presented. First we insert eq. 11 into covariant gradient
formula in eq. 4. Then replace tangent vectors at given point q with projections onto
tangent space at q. Covariant gradient on SO(3) is
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∇F |q =
l

∑
i=1

wiΓ ′(dR(q,Yi))vi =
l

∑
i=1

wiΓ ′(
1√
2
‖Log(qTYi)‖) log(qTYi) (13)

We want to find a minimum of the nonlinear function f . An outline for the nonlinear
conjugate gradient method goes as follows: at the kth iteration minimize function f
along the Hk−1 direction and compute new direction Hk which is a combination of
the gradient in xk and the old search direction. In an idealized version of nonlinear
conjugate gradient the old and new search direction must be conjugate with respect
to the Hessian of f. Here is the formula for the new search direction

Hk+1 =−Gk+1 + γkτHk, where γk =
−Hess f (Gk,τHk−1)

Hess f (τHk−1,τHk−1)
(14)

and τ denotes parallel transportation of Hk−1 to xk. We have simple formula for
τHk, which is later applied in the code in this section. It is possible to approximate
γk without computation of Hessian and with no loss of functionality. The idea behind
this simplification is to capture the second derivative information by computing only
first derivatives [2]. One obtains formulas:

Polak-Ribiere: γk =
〈Gk− τGk−1,Gk〉
〈Gk−1,Gk−1〉 (15)

Fletcher-Reeves: γk =
〈Gk,Gk〉

〈Gk−1,Gk−1〉 (16)

Unfortunately, we do not have formula for τGk, so in practice we use τGk := 0 or
τGk := Gk. It does not affect the superlinear convergence of the method [2].

We use the fact that SO(3) is a Stiefel manifold of 3-by-3 matrices and therefore
the conjugate gradient on the Stiefel manifold could be used. An algorithm from [2]
is implemented. We do some changes:

- computation of Gk (gradient of F in iteration k, in our implementation ∇F |q) is
computed as in equation 13
- minimization of F(Yk(t)) over t is performed using the golden section search [3]
(in our implementation F(qk(t))).

The conjugate gradient method on SO(3) is:

input: (Xi,Yi), x, where Xi - input space, Yi - rotation, x point to estimate
wi := kh(dM(x,Xi)), l := number of rotations in training set
q0 := random matrix from SO(3)
FunVal0 := ∑l

i=1 wiΓ (Log(q0
TYi))

∇F |q0 := ∑l
i=1 wiΓ ′( 1√

2
‖Log(qT

0 Yi)‖F)Log(qT
0 Yi)

for k := 0,1, .. do
QR := compact QR decomposition of (I−YkY T

k )Hk

A := qT
k Hk

minimize F(qk(t)) over t using the golden section search
computing qk(t) as follows
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(M(t)
N(t)

)

:= expt
(

A −RT

R 0

)( Ip
0

)

qk(t) := qkM(t)+ QN(t)
tk := tmin

qk+1 := qk(tk) minimizing argument
∇F |qk+1 := ∑l

i=1 wiΓ ′( 1√
2
‖Log(qT

k+1Yi)‖)Log(qT
k+1Yi)

τHk := HkM(tk)−qkRT N(tk)
γk := 〈∇F|k+1,∇F|k+1〉

〈∇F |k,∇F|k〉
Hk+1 :=−∇F|k+1 + γkτHk

if k + 1 mod 3 = 0 then
Hk+1 :=−∇F|k+1

if ‖qk−qk+1‖< ε then
exit for loop and return qk as a result

5 Experiments

We want to rate the conjugate gradient method. We will demonstrate that a con-
jugate gradient method, proposed in this article, is faster than the steepest descent
method. Interesting part was to generate curves in SO(3). For this we used a spe-
cial representation of rotation. Every rotation could be seen as an axis of rotation
and his angle. The axis of rotation could be represented as a point on sphere (the
actual axis will be given by the line connecting origin with point on sphere), and
angle will be the distance from origin. Because angle could be in [0,2π) range
thus rotations will be represented as a curve inside the sphere with radius 2π . As
ground-truth for the experiment, we choose a curve given in spherical coordinates
as r(t) = 1 + sin(t),φ(t) = 10t2,θ (t) = 0.5πt + 1.2π sin(πt). t was sampled uni-
formly from [0;1] range. After curve was generated, noise with normal distribution
was added. Then every point was transformed to the closest proper rotation and t
was given as input space (denoted as M in sec. 2) with corresponding rotation. Stan-
dard deviation of noise level used in experiment equals 0.01 or 0.05. The kernel
used had the form: k( x

h ) = 1− x
h . Parameter h for kernel was chosen using 5-cross

validation. Evaluation was based on rotations independent of input data. We have
also averaged every set of parameters by running all experiments 3 times. To rate
convergence we were estimating 100 rotations based on data with additive noise
(standard deviation 0.05). In our experiment conjugate gradient method reach de-
sired tolerance after at most 6 iterations, whereas steepest descent method needs at
least 2 more iterations. We juxtapose the average number of iterations executed
by both methods during estimating 100 rotations with various noise level - see
fig. 2. There is two types of input data prepared. First set consist of rotations
without outliers, whereas second has 20% of outliers (noise added to outliers had
standard deviation equal to 0.7). For the data without outliers L2 cost function
is applied (due to its robustness) while L1 is used for the second set. We have
also compared the total amount of time needed to compute these experiments.
One can see that the conjugate gradient reach its minimum at least two times
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Fig. 1 Convergence of both methods. Values of ‖qk − qk+1‖ (change of function value be-
tween iterations) when algorithm is stopped are on x-axis. Number of iterations needed to
reach this value is presented on y-axis.

Fig. 2 Comparison of iteration number and running time of the two presented methods. Stan-
dard noise deviation is on x-axis. Average number of iterations (average running time of one
iteration on right) necessary to find optimum value is on the y-axis.

faster than the steepest descent method. It is of great importance to notice that the
conjugate gradient method does not need an extra time for additional computations.
We could benefit from lower number of iterations without any visible loss caused
by computation of additional parameters for the conjugate gradient method.

In tab. 1 we present the results of conducted experiments. As expected, L2 and
Hueber loss presented better robustness, while L1 works better in cases with more
outliers. Loss function with the highest accuracy within a group of parameters is
highlighted. It is also important that the average error of conjugate method is very
close to the error of steepest descent method.
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Table 1 Results of experiment. The best values in every row are highlighted.

Error for steepest descent method (noise level 0.01)
Loss L1 L2 Huber loss

100 0% outliers 0.0223± 0.0019 0.0157 ± 0.0020 0.0209± 0.0020
rotations 20% outliers 0.0343± 0.0089 0.0401 ± 0.0064 0.0346± 0.0063
500 0% outliers 0.0079± 0.0018 0.0058 ± 0.0007 0.0068,± 0.0029
rotations 20% outliers 0.0077± 0.0018 0.0087,± 0.0010 0.0097± 0.0031

Error for conjugate gradient method (noise level 0.01)
Loss L1 L2 Huber loss

100 0% outliers 0.0165± 0.0021 0.0115 ± 0.0018 0.0178± 0.0024
rotations 20% outliers 0.0247± 0.0023 0.0485 ± 0.0110 0.0287± 0.0016
500 0% outliers 0.0069± 0.0010 0.0037 ± 0.0004 0.0056± 0.0001
rotations 20% outliers 0.0053± 0.0011 0.0124 ± 0.0015 0.0064± 0.0005

Error for steepest descent method (noise level 0.05)
Loss L1 L2 Huber loss

100 0% outliers 0.0236± 0.0054 0.0175 ± 0.0033 0.0237± 0.0034
rotations 20% outliers 0.0401± 0.0103 0.1071 ± 0.0708 0.0457± 0.0132
500 0% outliers 0.0069± 0.0013 0.0047 ± 0.0004 0.0079± 0.0012
rotations 20% outliers 0.0072± 0.0009 0.0100 ± 0.0019 0.0093± 0.0010

Error for conjugate gradient method (noise level 0.05)
Loss L1 L2 Huber loss

100 0% outliers 0.0198± 0.0019 0.0117 ± 0.0015 0.0190± 0.0056
rotations 20% outliers 0.0227± 0.0075 0.0416 ± 0.0028 0.0243± 0.0053
500 0% outliers 0.0056± 0.0009 0.0041 ± 0.0005 0.0057± 0.0015
rotations 20% outliers 0.0065± 0.0009 0.0100 ± 0.0004 0.0065± 0.0014

Fig. 3 Original image of figure (left) and with applied edge filter (right).

5.1 Toy Figure Experiment

We have employed a database of 2500 grayscale images from [6] of toy figure to
study our method. The toy figure, Tom, is photographed from upper half of the view-
ing sphere. Images are taken every 3.6 degree in horizontal and vertical direction.
We would like to estimate the angle of an object on image using previously known
images with angles. To apply the conjugate gradient method one needs metric in
the input space. In this case it is a space of images sized 128x128. To simplify the
computation first we apply canny filter on all images to detect edges. Such images
are treated as sets of points. A modified Hausdorff distance between sets is used
to compute the distance between two images (it may not be metric, but in practice
gives better results). Training data consisted of 100 randomly chosen images (4% of
all images). Images presented in the article were also chosen randomly from all im-
ages not used in training set. We have estimated rotations of all images in database.
MSE equals 0.5277, mean error 0.3511. However one can see in the histogram that
most values of error are in (0;0.3) range. In our opinion such mistakes were hardly
to distinguish in plots of images with rotations.
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Fig. 4 Distribution of error. We have estimated rotations of all images in database using 100
(4%) randomly chosen images. Distribution of error is presented in the first plot, in the second
plot distribution of error smaller than 1 (90% of all data).

Fig. 5 Images of figure with estimated (solid line) and original (dashed line) rotations.
Distance between these rotations is displayed as error at the top of the plots.
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6 Summary

We demonstrated practical application of Hein’s kernel estimator. Also implemen-
tation of conjugate gradient method based on [2] to solve optimization problem
from [4] was presented along with results of comparison with the steepest descent
method. The conjugate gradient implementation proposed in this article is faster
and more suitable for real life applications. The code of this framework is available
freely from www.ii.uj.edu.pl/∼jablonsk/so3/. In the future we would like to extend
our study to more general cases like orthogonal group or Stiefel manifold.
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Time Series Prediction with Periodic Kernels

Marcin Michalak

Abstract. This short article presents the new algorithm of time series prediction:
PerKE. It implements the kernel regression for the time series directly without any
data transformation. This method is based on the new type of kernel function —
periodic kernel function — which two examples are also introduced in this paper.
This new algorithm belongs to the group of semiparametric methods as it needs the
initial step that separate the trend from the original time series.

Keywords: time series prediction, regression, kernel methods, periodic kernel
functions, semiparametric methods.

1 Introduction

Estimation of the regression function is the one of the fundamental task of machine
learning. Its essence is to describe dependencies in the analyzed data set. These de-
pendencies may be overt (for the expert) or hidden. In the first case evaluation of
the regression function is often divided into two steps: the first step consists in the
choice of the class of the regression function, which parameters are evaluated in the
second step. This kind of regression is called parametric. Nonparametric estimators
do not make any assumptions about the functional form of dependencies between
independent and dependent variables. In other words, nonparametric estimator
approximates values but does not try to explain the nature of the dependence.

Time series represent a wide group of present problems like financial, geological
or transportation. Simultaneously, science offers a broad range of time series pre-
diction methods. In spite of the individual character of time series, their prediction
may be performed with the usage of regression methods, like kernel estimators.
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In the previous works the author presented kernel approach to the time series
prediction [8, 9] but these method needed the transformation of the original time
series into the new space.

This short paper introduces the PerKE (Periodic Kernel Estimator) the new algo-
rithm for time series prediction. It belongs to the wide group of kernel estimators
but is dedicated for time series. The essential part of the PerKE is the definition of
the periodic kernel. Two function that satisfy condition of this type of kernel are
also presented.

This paper is organized as follows: next section describes several methods of
time series prediction (decomposition and SARIMA) and some foundation of non-
parametrical kernel regression. Then the general definition of periodic kernel is
formed and two periodic kernels are introduced. Afterwards the PerKE algorithm
is described. Next section contains the description of analyzed data sets and results
of experiments. The paper ends with some conclusions and perspectives of further
works.

2 Prediction and Regression Models

2.1 ARIMA (SARIMA) Models

The SARIMA model is the generalization of the Box and Jenkins ARIMA model
(AutoRegressive Integrated Moving Average) [2]. This model is the connection of
three more simply models: autoregression (AR), moving average (MA) and inte-
gration (I). For the time series x the lag operator B is defined in the following
way: Bxt = xt−1. Then the autoregressive model of the order P may be defined as:
xt = ϕ1xt−1 +ϕ2xt−2 + . . .+ϕpxt−p + at where at is the white noise. This equation
may be also presented with the usage of lag operator: (1−ϕ1B−ϕ2B2− . . .−ϕpBp)
xt = at .

In the MA models the value of the time series depends on random component
at and its q delays as follows: xt = at − θ1at−1− θ2at−2− . . .− θqat−q or as (1−
θ1B− θ2B2− . . .− θqBq)at = xt The final model ARIMA is used when the time
series is not stationary. Then the d operation of its differentiation is performed that is
described by the component (1−B)d in the final equation. The full ARIMA(p,d,q)
model takes the form:

(1−ϕ1B−ϕ2B2− . . .−ϕpBp)(1−B)dxt = at(1−θ1B−θ2B2− . . .−θqBq)

The SARIMA model (Seasonal ARIMA) is dedicated for time series that have
strong periodic fluctuactions. If s is the seasonal delay the model is described as
SARIMA(p,d,q)(P,D,Q)s where P is the order of seasonal autoregression (1−
φ1Bs−φ2B2s− . . .−φPBPs), Q is the order of seasonal moving average (1−Θ1Bs−
Θ2B2s− . . .−ΘPBPs) and D is the order of seasonal integration (1−Bs−B2s− . . .−
BPs).
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2.2 Decomposition Method

The decomposition method tries to separate as much as possible components of the
analyzed time series. As the most important components the following should be
mentioned:

• trend component (T ) that reflects the long time characteristic of the time series,
• seasonal component (S) that reflects the periodic changes of the time series,
• cyclical component (C) that describes repeated but non-periodic changes of the

time series,
• irregular (random) component (e).

There are two models of decompositions that differ the way of components
aggregation. First is called additive and the second is called multiplicative.

2.3 Kernel Estimators

Kernel estimators are ones of the simpliest and probably the clearest examples of
nonparametric estimators. For example, the Nadaraya–Watson estimator is defined
in the following way [10, 17]:

f̃ (x) = ∑n
i=1 yiK((x− xi)/h)
∑n

i=1 K((x− xi)/h)
(1)

where f̃ (x) means the estimator of the f (x) value, n is a number of train pairs (x,y),
K is a kernel function and h is the smoothing parameter. This estimator assumes that
independent (X) and dependent (Y ) variables are random variables and the value of
the regression function is an approximation of the conditional expected value of the
dependent variable Y upon the condition, that the independent variable X took the
value x:

f̃ (x) = E(Y |X = x) (2)

But more simply interpretation may sound that the estimator of the value f (x) is
the weighted average of observed values yi. Similar kernel estimators are: Gasser–
Muller [6], Priestley – Chao [16], Stone–Fan [4].

The function must meet some criterions [11] to be used as the kernel function:

1.
∫

R
K(u)du = 1

2. ∀x ∈ R K(x) = K(−x)
3.

∫

R
uK(u)du = 0

4. ∀x ∈ R K(0)≥ K(x)
5.

∫

R
u2K(u)du < ∞

One of the most popular is the Epanechnikov kernel [3]:

K(x) =
3
4

(

1− x2) I(−1 < x < 1) (3)
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Table 1 Popular kernel functions.

Uniform K(x) = 1
2 I(−1 < x < 1)

Triangular K(x) = (1−|x|)I(−1 < x < 1)
Biweight K(x) = 15

16 (1−u2)I(−1 < x < 1)
Gaussian K(x) = 1√

2π
exp−u2/2

where I(A) means the indicator of the set A. Other popular kernel function are pre-
sented in the Table 1.

The second step of the kernel estimator creating is the selection of the smoothing
parameter h. As it is described in [12] and [15], the selection of h is more important
than the selection of the kernel function. Small values of the h cause that the esti-
mator fits data too much. Big values of this parameter h lead to the estimator that
oversmooths dependencies in the analysed set.

The most popular method of evaluation the h parametr is the analysis of the
approximation of the Mean Integrated Square Root Error (MISE), that leads to the
following expression:

h0 = 1.06min(σ̃ , R̃/1.34)n−
1
5 (4)

where σ̃ is the standard deviation from the train set and R̃ means interquartile range
from the train set. Details of derivations can be found in [12]. More advanced meth-
ods of h evaluation can be found in [4, 5, 13, 14, 15].

2.4 Semiparametric Regression

One of the nonparametrical regression modification is the model of two step regres-
sion [1, 7]. First step is called parametrical and the second is called nonparametrical.
This model is also called semiparametrical. Generarly, in the first step we assume
some kind of parametrical form of the regression function. It may be linear, poly-
nomial, exponential, but described with the finite set of parameters Θ . Then the
estimation of unknown parameters Θ is performed with one of popular methods
(least squares, EM, etc...). Afterwards the vector of regression function parameters
estimators Θ̃ is obtained that is used for the parametrical regression of the unknown
function: f̃ (x,Θ̃). This step may be also called global, as the method ofΘ estimation
is global.

In the second step the nonparametrical estimation of residuum r̃(x) is performed:

f̃ (x) = f̃ (x,Θ̃)� r̃(x)

We may see that the parametrical and nonparametrical steps may be joined as addi-
tion or multiplication.
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3 Periodic Kernels

Periodic kernels belong to the wide group of kernel functions. Besides the standard
criterions periodic kernel should fulfil some other conditions. If we assume that
the parameter T means the period of the analyzed time series then for every k ∈ Z

K(kT ) should be the strong local maximum. Periodic kernel should also be the
connection of two components: periodic, that gives the periodic local maxima and
the nonnegative that gives the global maximum at x = 0. Both functions should
be even because their multiplication will also be even. In this section two periodic
kernel are defined.

3.1 First Periodic Kernel (FPK)

One of the simpliest form of periodic kernel is as follows:

K(x) =
1
C

e−a|x| (1 + cosbx) (5)

where the C constant assures that the one of the most important kernel function
condition is fulfilled:

∫ ∞
−∞ K(x)dx = 1. The C value depends on a and b constants:

C = 2
∫ ∞

0
eax(1 + cosbx)dx =

4a2 + 2b2

a(a2 + b2)

The form of periodic kernel given with the equation 5 is easy to be analysed but is
not interpretable. If we assume that the time series period is T then

b(T ) =
2π
T

If we define the kernel function attenuation θ as the fraction two following local
maxima θ = K(t + T )/K(t) (K(t) is the local maximum) we may calculate the
demanded value of the a parameter:

θ =
K(t + T )

K(t)
⇒−aT = lnθ ⇒ a(θ ) =− lnθ

T

This leads to the more interpretable form of this periodic kernel:

K(x) =
1
C

e
lnθ
T |x|

(

1 + cos
2xπ
T

)

(6)

with the C constant given as:

C =
4T ln2 θ + 4Tπ2

− ln3 θ −4π2 ln2 θ
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Fig. 1 First Periodic Kernel with T = 5, θ = 0.6.

In the equation 6 it is easy to point the period of the analysed time series and the
impact of the following far distanced observations.

3.2 Second Periodic Kernel (SPK)

First Periodic Kernel is the simpliest function that satisfies all conditions of periodic
kernel. But this kernel has small disadvantage: its values do not change significantly
in the neighborhood of the local maximum. This led to the definition of the Second
Periodic Kernel which is more „sharp” at local maxima:

K(x) =
1
C

e−a|x| cosn bx (7)

with the C constant defined as:

C = 2
∫ ∞

0
eax cosn bxdx = 2[In]∞0

where In denotes:

In =
∫

eax cosn bxdx

Second Periodic Kernel also may be presented with the usage of its period and the
attenuation:

K(x) =
1
C

e
lnθ
T |x| cosn πx

T
, b(T ) =

π
T

, a(θ ) =− lnθ
T

(8)

The third parameter of this kernel n may be called sharpness as it describes the
kernel variability in the neighborhood of the local maximum.

Because the integrand function In is quite complicated, the general calculations
for the value of the C constant are performed for the simplification of SPK, where
b = 1.

General formula for the indeifnite integral of this class of function is given with
the recurrent formula as follows:

∫

eax cosn xd =
eax cosn−1 x

a2 + n2 (acosx + nsinx)+
n(n−1)
a2 + n2

∫

eax cosn−2 xdx
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Fig. 2 Second Periodic Kernel with T = 5, θ = 0.6 and n = 10.

If we define I0 = a−1 expax and In = δn + μnIn−1 where

μi =
2i(2i−1)
a2 + 4i2

,μ0 = 1, δi =
eax cos2i−1 x

a2 + 4i2
(acosx + 2isinx),δ0 = 0

then the general formula for In is given as:

In =

(

I0 +
n

∑
i=0

δi

∏i
k=0 μk

)
n

∏
i=0

μi

With δ0 = 0 and μ0 = 1 it simplifies into:

In =

(

I0 +
n

∑
i=1

δi

∏i
k=0 μk

)
n

∏
i=1

μi

To calculate the definite integral we need to find some limiting values of indefninite
integral. The general formula of limx→X In is given below:

lim
x→X

In = lim
x→X

(

I0 +
n

∑
i=1

δi

∏i
k=0 μk

)
n

∏
i=1

μi =
n

∏
i=1

μi lim
x→X

(

I0 +
n

∑
i=1

δi

∏i
k=0 μk

)

=

=
n

∏
i=1

μi

(

lim
x→X

I0 +
n

∑
i=1

limx→X δi

∏i
k=0 μk

)

Four interesting limits take following values:

lim
x→0+

C0 = a−1, lim
x→∞

C0 = 0, lim
x→0+

δi =
a

a2 + 4i2
, lim

x→∞
δi = 0

So, finally:

C = 2[In]∞0 = lim
x→∞

In− lim
x→0+

In =

(

−1
a
−

n

∑
i=1

a

(a2 + 4i2)∏i
k=0 μi

)
n

∏
i=1

μi
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Table 2 Some numerically calculated values of C.

period T attenuation θ sharpness n C(T,θ ,n)
1 0.8 2 2.2435
1 0.8 10 1.1056
5 0.8 4 8.4177
5 0.9 4 17.8031
12 0.9 80 20.2726
12 0.4 60 2.8399

In the Table 2 some values of C for different period, attenuation and sharpness values
are presented.

4 PerKE Algorithm

4.1 Definition

As it was mentioned in the introduction PerKE should be included to the group of
semiparametric (two step) methods [1, 7]. It assumes that the initial step (identifica-
tion of the time series trend) was done and the trend is eliminated. After the elimi-
nation of the trend the PerKE forecast is performed. It takes the place as the typical
kernel estimation of the regression function with the usage of Nadaraya-Watson
estimator and one of the periodic kernels as the kernel function. The smoothing
parameter is sat to 1. Prediction of the residuum part is defined as follows:

xt = ∑n
i=1 xiK(t− i)
∑n

i=1 K(t− i)
(9)

and is based on the Nadaraya-Watson kernel estimator (equation (3)). The PerKE
forecast is put on the trend forecast and it becomes the final prediction.

4.2 Underestimation

It may occured that the prediction results are not satisfactory. We may define the
value called underestimation α that is the ratio of predicted value and the real one:
α = x̃/x. Then the improvement of predicted value means the division of predicted
value and the underestimation. It is not possible to improve prediction result on
the basis of the underestimation of the predicted values. So the underestimation is
calculated on the subset of training data. If p is the interesting prediction horizon
than we exclude from the train time series the last p observation and treat it as a tune
set. On the basis of the limited train set the forecast of the tune time series values
is performed and its results are used for the calculating the underestimation. There
are three basic models of underestimation calculating. If we have p forecasts and p
observation we may use p underestimations: different for every part of the forecast,
we may use the mean of underestimation or we may use the underestimation of the
closest value (the underestimation af the last value from the tune time series).
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Table 3 Comparison of the result for the E series.

method RMSE MAPE annotations
SARIMA 10115,91 20,95 % (1,0,0)(2,0,0)12

decomp. 9010,87 22,10 % linear + additive
FPK 19855,28 69,13 %
SPK 8638,12 20,08 % T = 12, θ = 0.9, n = 80

Table 4 Comparison of the result for the G series.

method RMSE MAPE annotations
SARIMA 26,95 4,80 % (1,1,0)(1,0,0)12

decomp. 26,60 4,51 % exponential + multiplicative
FPK 16,10 3,20 %
SPK 21,00 3,72 % T = 12, θ = 0.4, n = 60

5 Experiments and Results

For experiments two real time series were taken. First of them was originally pre-
sented in [2] and denoted the number of american airlines passengers (in millions,
from 01.1949 to 12.1960). This series is called G and contains 144 observations.
The second one (denoted as E) describes the monthly production of heat in the one
of the heating plant in the Poland (from 01.1991 to 01.1999).

As the prediction quality measure two evaluations were used: mean percentage
absolute error and root mean squared error. Their formulas are presented below:

MAPE =
100

n

n

∑
i=1

|yi− ỹi|
|yi| RMSE =

√

∑n
i=1(yi− ỹi)2

n

PerKE algorithm was compared with two very popular methods of time series fore-
casting: decomposition and SARIMA. Two kinds of trend were taken into consid-
eration for the decomposition method: linear and exponential. Also two models of
decomposition were considered: additive and multiplicative. For the SARIMA model
the sesonal delay has quite intuitive value s = 12.

In the first step of the PerKE algorithm elimination of the time series trend was
performed on the basis of the decomposition method results. The trend and the
model that gave the best result in the decomposition method was used to eliminate
the trend from data.

6 Conclusions and Further Works

In this short paper the new algorithm of time series prediction was described
(PerKE). It applies the kernel regression directly into the time series forecasting.
The advantage of this method is that there is no need of data transformation as it
take place in earlier works [8, 9]. This algorithm was used to predict values of two
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real time series. We may see that PerKE may give better results than standard meth-
ods of time series prediction: SARIMA and the decomposition method. Even if dif-
ferent quality measures (MAPE, RMSE) are taken into consideration as the method
verifiers.

Further works will focus on improvement of the periodic kernel parameter evalu-
ation. In the present form both periodic kernel have some tuning parameters like the
attenuation or the sharpness. Also the postprocessing step (division by the underes-
timation), that may be performed in the several ways, should be determined by the
analyzed data.

Acknowledgments. This work was supported by the European Community from the Euro-
pean Social Fund.
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Unified View of Decision Tree Learning
Machines for the Purpose of Meta-learning

Krzysztof Grąbczewski

Abstract. The experience gained from thorough analysis of many decision tree (DT)
induction algorithms, has resulted in a unified model for DT construction and reli-
able testing. The model has been designed and implemented within Intemi – a ver-
satile environment for data mining. Its modular architecture facilitates construction
of all the most popular algorithms by combining proper building blocks. Alterna-
tive components can be reliably compared by tests in the same environment. This
is the start point for a manifold research in the area of DTs, which will bring ad-
vanced meta-learning algorithms providing new knowledge about DT induction and
optimal DT models for many kinds of data.

Keywords: Decision trees, meta-learning, object oriented design.

1 Introduction

Numerous articles on decision tree (DT) induction have been published so far and
new ones appear from time to time. Each proposed algorithm includes a number of
solutions, that can be applied in different combinations, not only the ones originally
presented.

There is still a need for thorough research on advantages and drawbacks of dif-
ferent approaches. The most popular books on the subject [2, 22] are devoted to
particular algorithms and have been published a long time ago. A newer book pub-
lication [24] has also undertaken the subject, but the area remains not exhaustively
examined. Some comparisons of DT algorithms have also been published, but they
are restricted to some split criteria [3, 16] or pruning methods [4, 17, 21].

The major reason of the lack of satisfactory comparative research seems to be
the lack of a versatile environment that would make the research really simple.

Krzysztof Grąbczewski
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Some approaches to extensive DT methods libraries have been undertaken (like
MLC++ [13], TDDT [23]), but they also suffer from significant limitations (they
are restricted to DTs only, so comparison with other methods is not straightforward,
they are not ready for deep advanced analysis at the meta-level, etc.).

Recently, a system called Intemi [9, 10] has been designed and implemented. It
constitutes a perfect framework for such tasks. Therefore, this framework has been
used to implement the unified model of DT algorithms, presented in this article.

The general approach to DTs is the first step towards advanced meta-learning
in the area of DTs. With such a tool, it is not difficult to examine the influence of
particular elements of the algorithms to the whole model accuracy, and to gain meta
knowledge on how to construct learning algorithms to succeed in the analysis of a
given dataset.

This article presents a result of the effort related to two branches of science:
computational intelligence on one side and object oriented design on the other. Deep
analysis of many DT algorithms and their applications brought a general object
oriented framework for construction and testing of a variety of learners. Like in most
DT algorithms, the focus is put on classification tasks, however any application of
the general model is possible by providing alternative components.

Below, section 2 reviews the most popular DT algorithms, section 3 presents
the unified model of DT learning machines, section 4 shows which kinds of build-
ing blocks compose particular well known algorithms and section 5 signals the
advantages of the framework in some applications.

2 Decision Tree Algorithms

The literature provides an abundance of DT algorithms of quite different nature and
their different applications. One of the first algorithms to propose hierarchical splits
of feature spaces resulting in the form of DTs was ID3 [20]. It dealt with categor-
ical data features only and used information gain measure to determine the splits.
The most popular DT classification learners are C4.5 [22] (an extension of ID3) and
CART [2]. They split DT nodes with the information gain ratio and the Gini index
criterion respectively. They offered some solutions in DT pruning, validation, deal-
ing with missing values in the data etc. Another approach has used the SSV criterion
[7, 8] for node splitting.

Other interesting algorithms of slightly different nature are Cal5 [19] and the
family of “statistical” DTs: FACT [14], QUEST [15] and CRUISE [12].

All of the methods listed above are capable of building so-called univariate trees,
i.e. trees which split nodes on the basis of the values of a single data feature. Some
of them (e.g. CART or FACT) were also proposed in multivariate (usually linear)
versions.

Most common multivariate DTs perform hierarchical data splits by finding lin-
ear combinations of data features and adequate threshold values for the splits. The
linear discrimination learning is the fundamental part of each of these algorithms.
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The most popular and most successful approaches (apart from CART, FACT and
CRUISE) include OC1 [18], LMDT [25], LDT [26], LTree, Qtree and LgTree
[5, 6], DT-SE, DT-SEP and DT-SEPIR [11] and the algorithm exploiting the dipolar
criterion [1].

3 Unified View of Learning Decision Trees

A thorough analysis of all the algorithms listed above (and also some other less
popular approaches) has brought numerous conclusions on their similarities and
differences. The conclusions have resulted in the uniform view described below.
From the topmost point of view, the tasks related to building decision tree models
can be split into two separate groups:

• algorithms of tree construction,
• methods of tree refinement that are applied on top of different tree construction

algorithms, including various techniques of post-pruning and approaches like
iterative refiltering.

They are discussed separately in the following subsections.

3.1 Decision Tree Construction

Following the top-down approach of object-oriented analysis and design, we can
determine components of the tree construction algorithms:

• search strategy that composes the tree node by node,
• node splitter i.e. a procedure responsible for splitting the nodes,
• stop criterion i.e. the rule that stops the search process,
• split perspective estimator i.e. a procedure that defines the order in which the

nodes of the tree are split – when using some stop criteria, the order of splitting
nodes may be very important, but in most cases it is irrelevant,

• decision making module which provides decisions for data items on the basis
of the tree,

• optional data transformations that prepare the training data at the start of the
process or convert the parts of data at particular nodes.

A sketch of dependencies between the modules is presented in figure 1. It can be
viewed in terms of classes and interfaces: each box represents an interface and
presents a group of classes implementing the interface. Although one could re-
gard UML diagrams as more appropriate form of presentation for the object ori-
ented design of the system, this form is not used here, because it would take much
more space and would be less readable. In the figure, the solid arrows represent
submodule relation while the dotted ones show the modules used by the search
process.
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Decision tree construction

Data transformation
1 discretization
2 continuous to discrete
3 feature selection
4 feature extraction

5 class grouping

Search method

1 greedy search – hill climbing

2 beam search

3 greedy with forward check

Split perspective estimator

1 perfect classification perspective

2 perfect SSV perspective
Stop criterion

1 stop when accurate enough

2 stop when node small

3 stop when k leaves

4 stop when all satisfied

5 stop when any satisfied

Tree decision

1 node majority classification

2 branch majority classification

3 above with Laplace correction

4 above with m-estimate

Node splitter

1 greedy 1D search for splits

2 analyze whole features

3 select feature and split

4 find linear combination and split

Split quality measure

1 classification accuracy

2 Information Gain
3 Information Gain Ratio
4 Gini index
5 SSV criterion

Whole feature splitter

1 LDA
2 QDA

3 discretize and test (Cal5)

Split feature selector

1 F or χ2 statistic

2 Q statistic

Fig. 1 Information flow between DT construction algorithm modules.

Search Strategies

The search process is the main part of each tree construction algorithm. It uses the
functionalities of other modules to grow the tree. Describing shortly: it uses the node
splitter to split subsequent tree nodes. The other modules are used to control some
details of the process:

• The stop criterion is used to decide when to stop further growth of the tree. Usu-
ally, further splits are rejected when the nodes are pure enough or get too small.

• The split perspective estimator rarely affects the resulting tree. It is used to define
the order in which the nodes are split. The order may be important when using
a stop criterion that acts globally e.g. sends a stop signal when the tree gets a
predefined size.
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• The data transformation may be used at each node to somehow prepare the node
data before the split. It may be a way to implement the technique of LTree family
of algorithms, where new features are generated at each node and then analyzed
with a split quality measure like information gain. It can also simplify the data at
particular node after the split of its parent—for example a feature can be deleted,
when it is useless, e.g. all data vectors share a single value of that feature.

• The decision module of the tree does not drive the search process, but the coop-
eration with the search module may be very advantageous from technical point
of view, because the decision module may prepare some information for fur-
ther decision making just in time, when the information is available i.e. during
the search process. When such information is extracted, some information like
the training datasets of particular nodes may be discarded from memory, which
improves the efficiency of the process.

Almost all approaches to DT induction use the same search method: they split the
nodes recursively from the root node until the leaves are obtained. The search pro-
cess is called a top-down induction, a recursive splits process, a depth first search,
hill climbing etc. All the terms, in this context refer to the same algorithm.

The SSV approach and some others performed some experiments with other
search methods like beam search or the hill climbing augmented by some insight
into further split possibilities and results, but in fact, a thorough analysis of such
approaches with reliable conclusions should still be done.

Node Splitters

In the algorithms listed in section 2, three different approaches to node splitting
may be observed. Some methods perform a greedy search through all possible splits
(sometimes only binary, sometimes also with more than two subnodes): CART,
C4.5, SSV, LMDT, OC1 etc. Some others (FACT, QUEST, CRUISE, Cal5) select
a feature to split in a separate procedure, and then split according to the selected
feature. A version of Cal5 with entropy based split selection, finds a single split for
each feature and then uses a split quality measure to select the best one.

Each of the three techniques requires different set of components to be fully
configured—a selection of methods from three groups: split quality measures, whole
feature splitters and split feature selectors (see the arrows in the figure 1).

Decision Making Modules

The decision making module is usually a classifier that determines target values
according to the class distribution in appropriate tree leaf, however some other ap-
proaches can also be found. Some researchers try to introduce simple corrections
to this decision function (like Laplace correction or m-estimate), but in fact, they
do not change the decision, but just soften it, when probabilities of belonging to
different classes are provided. In LTree family of algorithms [5], a decision making
strategy is proposed that respects class distributions in the nodes of the whole branch
of the tree (responsible for classification of particular data item), so the decision may
significantly differ from the one taken on the basis of the leaf only.
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3.2 Decision Tree Refinement

Since in noisy domains DT algorithms are prone to overfit the training data, some
techniques of improving generalization abilities had to be worked out. Simple stop
criteria have proved to be far from satisfactory and in many publications they are
referred to as significantly worse than numerous post-pruning methods. Therefore,
most approaches build complete trees, possibly overfitting the training data and then
prune them with methods of two groups:

• algorithms based on statistical tests (Pessimistic Error Pruning, Error-Based
Pruning, Minimum Error Pruning) or on the Minimum Description Length
principle,

• validation based methods.

The techniques belonging to the first group are in general much faster then those
of the second group, because they do not test on external data to determine which
nodes to prune, but just analyze the training process with statistical tests. Unfortu-
nately, they often result in less accurate trees in comparison to the methods of higher
computational cost.

The second group of methods may be further split to the ones that use a single
validation dataset (Reduced Error Pruning is the most common technique, but in
fact, all the methods of the second subgroup can be applied also in this way) and
those, performing multiple training and test cycles (Cost-Complexity Pruning, Crit-
ical Value Pruning and degree based pruning of SSV). The last ones are naturally
the most time consuming.

The unified framework described here includes all the approaches mentioned
above as instances of the two (or three, if those with single validation pass are
regarded as separate) general schemes.

3.3 Other Details

Some DT algorithms use additional techniques which are not visible in the figure.
These include different ways of dealing with missing data or reflecting classifica-
tion error costs in the tree building processes and in final decision making. Such
techniques are easily incorporated into data transformations (missing value imputa-
tions), split quality measures (error costs), tree decision making (surrogate splits of
CART), etc. The space limitations do not let us go into more detail here.

4 Well Known Algorithms as Instances of the Uniform
Approach

All the algorithms listed in section 2 perfectly fit the unified view presented in
section 3. They have been decomposed into suitable modules. Table 1 presents gen-
eral information about the types of modules required to realize the goals of particular
algorithms. It is not possible to show all the details in such compact visualization.
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Table 1 Most popular DT algorithms in terms of the unified model.
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]

Initial data transf. 1 2

Search method 1 1 1 1 2 3 1 1 1 1 1 1 1 1 1 1

Split perspective m. 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1

Stop criterion 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Node data transf. 2 5 4

Node splitter 1 1 1 1 2 3 3 3 3 4 4 4 1 4 4

Split quality m. 2 3 4 1 5 2 3

Whole feature splitter 3 1 2 1 2

Split feature selector 2 1 1 1

Tree decision 1 1 1 1 1 1 1 1 1 1 1 2 1 1

Some table cells contain more than one numbered bullet indicating that the meth-
ods have several variants. Some options are deliberately omitted to keep the table
readable, for example, all but one algorithms are assigned 1 in the row of tree
decision, while in fact, many algorithms were tried also with Laplace correction or
m-estimates of probabilities.

5 Framework Facilities

The preceding section illustrates how different popular DT induction methods can
be constructed from components. Such architecture is very beneficial, when an anal-
ysis on the meta-level needs to be performed. It is especially useful in meta-learning,
which seems to be the future of data mining.

The framework is being successfully used in research activities concerning dif-
ferent aspects of DT induction. It facilitates as just comparisons of different compo-
nents in action, as possible. For example, to perform a reliable comparative test
of different split criteria, we embed each competing component into the same
surroundings consisting of a repeated cross-validation of a DT induction process
specified by the search method, validation method, decision module etc. Thanks
to providing the same environment to all the competing modules we guarantee the
same training and test data in corresponding passes, even in the case of inner val-
idation if required by the test scenario. After collecting the results from such test
procedures, full information about corresponding results is available, so statistical
tests like paired t test, Wilcoxon test or even McNemar test (which requires the in-
formation about correspondence between single classification decisions, not only
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between the mean accuracies for the whole test datasets), can be applied. In the
same way, we compare other types of components like data transformations, stop
criteria, validation methods etc.

Conducting the test is quite easy with such framework at hand implemented
within as flexible machine learning environment as Intemi.

The information from such tests provides very precious meta-knowledge, to be
used in further meta-learning approaches and eventually to compose more accurate
DT induction methods.

6 Summary

The unified model of decision trees, presented here, generalizes all the popular
approaches to decision tree induction. All types of components have been imple-
mented in Intemi, a general data mining framework designed with special emphasis
on meta-learning possibilities [9, 10]. Such implementation opens the gates to ad-
vanced research on meta-level analysis of decision tree algorithms and their particu-
lar components. Now, we are supplied with a versatile and efficient tool facilitating
reliable comparisons of different components by testing them in the same environ-
ment (keeping all the remaining components the same). The meta-level analysis
of the algorithm will certainly bring many interesting conclusions about particular
components advantages and drawbacks, will help eliminate unsuccessful methods
and build meta-learners capable of adjusting all the components to given data in an
optimal or close to optimal way.

Acknowledgements. The research is supported by the Polish Ministry of Science with a grant
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[10] Grąbczewski, K., Jankowski, N.: Efficient and friendly environment for computational
intelligence. Knowledge-Based Systems, 41p. (2011) (accepted)

[11] John, G.H.: Robust linear discriminant trees. In: AI & Statistics 1995 [7], pp. 285–291.
Springer, Heidelberg (1995)

[12] Kim, H., Loh, W.Y.: Classification trees with bivariate linear discriminant node models.
Journal of Computational and Graphical Statistics 12, 512–530 (2003)

[13] Kohavi, R., Sommerfield, D., Dougherty, J.: Data mining using MLC++: A machine
learning library in C++. In: Tools with Artificial Intelligence, pp. 234–245. IEEE Com-
puter Society Press, Los Alamitos (1996), http://www.sgi.com/tech/mlc

[14] Loh, W.Y., Vanichsetakul, N.: Tree-structured classification via generalized discrim-
inant analysis (with discussion). Journal of the American Statistical Association 83,
715–728 (1988)

[15] Loh, W.Y., Shih, Y.S.: Split selection methods for classification trees. Statistica Sinica 7,
815–840 (1997)

[16] Mingers, J.: An empirical comparison of selection measures for decision-tree induction.
Machine Learning 3, 319–342 (1989)

[17] Mingers, J.: An empirical comparison of pruning methods for decision tree induction.
Machine Learning 4(2), 227–243 (1989)

[18] Murthy, S.K., Kasif, S., Salzberg, S.: A system for induction of oblique decision trees.
Journal of Artificial Intelligence Research 2, 1–32 (1994)

[19] Müller, W., Wysotzki, F.: The decision-tree algorithm CAL5 based on a statistical ap-
proach to its splitting algorithm. In: Machine Learning and Statistics: The Interface, pp.
45–65 (1997)

[20] Quinlan, J.R.: Induction of decision trees. Machine Learning 1, 81–106 (1986)
[21] Quinlan, J.R.: Simplifying decision trees. Int. J. Man-Mach. Stud. 27(3), 221–234

(1987)
[22] Quinlan, J.R.: Programs for machine learning (1993)
[23] Rokach, L., Maimon, O.: Top-down induction of decision trees classifiers – a survey.

IEEE Transactions on Systems, Man and Cybernetics: Part C 1(11), 1–12 (2002)
[24] Rokach, L., Maimon, O.: Data Mining with Decision Trees: Theory and Applications.

World Scientific, Singapore (2008)
[25] Utgoff, P.E., Brodley, C.E.: Linear machine decision trees. Technical Report UM-CS-

1991-010, Department of Computer Science, University of Massachusetts (1991)
[26] Yildiz, O.T., Alpaydin, E.: Linear discriminant trees. International Journal of Pattern

Recognition and Artifficial Intelligence 19(3), 323–353 (2005)

http://www.sgi.com/tech/mlc


Designing Structured Sparse Dictionaries for
Sparse Representation Modeling

G. Tessitore and R. Prevete

Abstract. Linear approaches to the problem of unsupervised data dimensionality
reduction consist in finding a suitable set of factors, which is usually called dictio-
nary, on the basis of which data can be represented as a linear combination of the
dictionary elements. In recent years there have been relevant efforts for searching
data representation which are based on sparse dictionary elements or a sparse lin-
ear combination of the dictionary elements. Here we investigate the possibility to
combine the advantages of both sparse dictionary elements and sparse linear com-
bination. Notably, we also impose a structure on the dictionary elements. We com-
pare our algorithm with two other different approaches presented in literature which
impose either sparse structured dictionary elements or sparse linear combination.
These (preliminary) results suggests that our approach presents some promising ad-
vantages, in particular a greater possibility of interpreting the data representation.

1 Introduction

Unsupervised dimensionality reduction seems to bring relevant benefits in many con-
texts which include classification, regression and control problems [12, 13]. Among
linear techniques for dimensional reduction Principal Component Analysis (PCA)
[7] is widely used. The PCA approach enables one to approximate signals as a lin-
ear combination of a restricted number of orthogonal factors that most efficiently
explain the data variance. Accordingly a signal composed of a large number of vari-
ables can be represented as a small number of coefficients of the linear combination
of the factors. The orthogonal factors typically involve all original variables. This
aspect can cause some difficulties, notably for the interpretation of the signals ex-
pressed as linear combination of the orthogonal factors. For example, in the context
of the research on human actions [12] can be useful to determine which “pieces” of
the action are more relevant than others in classifying or controlling the action itself.
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In recent years, there has been a growing interest for identifying alternatives to PCA
which find interpretable and more powerful representations of the signals. In these
approaches the factors or the coefficients of the linear combination are obtained using
prior information represented by penalization terms or constraints in a minimization
problem. One can isolate two different types of approaches: a) Sparse factors. In this
case each factor involves just a small number of the original variables (for example
see Sparse-PCA [14] and Structured-Sparse-PCA [9]). b) Sparse linear combination
of the factors. Here an overcomplete set of factors is chosen in advance or learned
from the data, but the approximation of each signal involves only a restricted num-
ber of factors. Hence, the signals are represented by sparse linear combinations of
the factors (for example see K-SVD [1] and MOD [6]). In both approaches, the or-
thogonality constraint on the factors is usually violated, the set of factors is called
dictionary, and each factor is called dictionary element or atom.

Here we investigate the possibility of combining the advantages of both ap-
proaches simultaneously finding sparse dictionary elements and sparse linear com-
bination of the dictionary elements. Importantly, in addition to sparse dictionary
elements we also impose a structure on the atoms [9]. To this aim, we propose a
method for Sparse Representation with Structured Sparse Dictionary (SR-SSD). Our
approach is tested by using both synthetic and real datasets. The rest of the paper is
organized as follows: In Section 2, we give the theoretical formulation of the prob-
lem. The description of our algorithm and its relation to previously proposed method
is presented in Section 3. The results of our algorithm on synthetic and real data, com-
pared with the results of other two standard algorithms, are presented in Section 4.
Finally, in Section 5 we discuss the results obtained and draw our main conclusions.

Notations: Bold uppercase letters refer to matrices, e.g., X,V, and bold lowercase
letters designate vectors, e.g., x,v. We denote by Xi and X j the i-th row and the j-th
column of a matrix X, respectively. While we use the notation xi and vi j to refer to
the i-th element of the vector x and the element in the i-th row and the j-th column
of the matrix V, respectively. Given x ∈R

p and q ∈ [1,∞), we use the notation ‖x‖q

to refer to its lq-norm defined as ‖x‖q = (∑p
i=1 |xi|q)1/q. Given two vectors x and y in

R
p, we denote by x◦ y = (x1y1,x2y2, ...,xpyp)T ∈ Rp the element-wise product of x

and y.

2 Problem Statement

Let us define a matrix X ∈ R
n×p of n rows in R

p, each one corresponding to an
experimental observation, the learning problem we are addressing can be solved by
finding a matrix V ∈ R

p×r such that each row of X can be approximated by a linear
combination of the r columns of V. V is the dictionary, and the r columns Vk of V
are the dictionary elements or atoms. Let us call U ∈ R

n×r the matrix of the linear
combination coefficients, i.e., the i-th row of U corresponds to the r coefficients of
the linear combination of the r columns of V in order to approximate the i-th row
of X. Consequently, UVT is an approximation of X. The learning problem can be
expressed as:
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min
U,V

1
2np

‖X−UVT‖2
F +λ

r

∑
k=1

Ωv(Vk) s.t. ∀ j,Ωu(U j) < T0 (1)

where Ωv(Vk) and Ωu(U j) are some norms or quasi-norms that constrain or regular-
ize the solutions of the minimization problem, and λ ≥ 0 and T0 > 0 are parameters
that controls to which extension the dictionary and the coefficients are regularized.
If one assumes that both regularizations Ωu and Ωv are convex, for V fixed the
problem (1) is convex w.r.t. U and vice versa.

As we want to induce a sparsity for the linear combination of the dictionary
elements, we can choose either �0 or �1 norm for the coefficients. These norms
penalize linear combinations containing many coefficients different from zero. If
not specified differently, we make the following choice: Ωu(Uh) = ‖Uh‖0.

Following [9] the structured sparsity of the dictionary elements can be imposed
by choosing

Ωv(Vk) =

{
s

∑
i=1

‖ di ◦Vk ‖α2
} 1

α

(2)

where α ∈ (0,1), and each di is a p-dimensional vector satisfying the condition
di

j ≥ 0, with i = 1,2, ...,s. The s vectors di allow to define the structure of the dic-

tionary elements. More specifically each di individuates a group of variables corre-

sponding to the set Gi =
{

j ∈ {1, . . . , p} : di
j = 0

}

. The norm ‖ di ◦Vk ‖α2 penalizes

the variables for which di
j > 0 and therefore induces non zero values for variables

v jk with j ∈ Gi. The resulting set of selected variables depends on the contribution
of each di as described in [8]. For example, if the vectors di induce a partition on
the set {1, . . . , p}, then the penalization term (2) favours the formation of dictionary
elements Vk composed of non-zero variables belonging to just one part of the par-
tition. From [9], who in turn follows [10], the problem (1) considering (2) can be
reformulated as follows:

min
U,V,H

1
2np

‖X−UVT ‖2
F +

λ
2

r

∑
k=1

[

(Vk)T Diag(Zk)−1Vk)+‖Hk‖β
]

s.t. ∀j,‖U j‖0 ≤ T0

(3)

where H ∈ R
r×s
+ is a matrix satisfying the condition hki ≥ 0, and β = α

2−α .

The matrix Z ∈R
p×r is defined as z jk =

{

∑s
i=1

(

di
j

)2
(hki)

−1
}−1

. Notice that min-

imizer of 3 for fixed both U and V is given in a closed form, and it is equal to
hki = h̄ki = |yk

i |2−α‖yk‖α−1
α , for k = 1,2, ...,r and i = 1,2, ...,s, where each yk ∈R

1×s

is the vector yk = (‖d1 ◦Vk‖2,‖d2 ◦Vk‖2, . . . ,‖ds ◦Vk‖2).
In order to solve the problem (3), we follow the usual approach of finding the

minimum by alternating optimizations with respect to the values H, to the coeffi-
cients U and to the dictionary V. Most methods are based on this alternating scheme
of optimization [2].
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3 SR-SSD Algorithm

SR-SSD algorithm proposed here is composed of three alternate stages: Update of
the matrix H , Sparse Coding Stage, and Structured Dictionary Stage. Notice that
the problem 3 is convex in U for fixed V and vice versa.

Update of matrix H. In this stage, we assume that both U and V are fixed and update
the H’s values. As said above, one can update H by a straightforward equation
hki = h̄ki = |yk

i |2−α‖yk‖α−1
α , however in order to avoid numerical instability near

zero a smoothed update is used as follows: Hk ← max{H̄k,ε} with ε � 1.

Sparse Coding Stage. The second stage of the algorithm proposed here consists
in updating the U’s values in such a way to obtain a sparse representation of the
signals X, for fixed both V and H . Note that the equation (3) is composed of two
terms to be minimized, and the second term does not depend on U. Therefore, the
optimization problem posed in (3) can be, in this stage, reformulated as follows:
minU ‖X−UVT‖2

F s.t. ∀ j,‖U j‖0 ≤ T0. There are a number of well-known “pursuit
algorithms” which finds an approximate solution for this type of problem (see for
example Basis Pursuit (BP) [4] and Ortoghonal Matching Pursuit (OMP) [11]). In
our approach we use OMP in experiments in Section 4.1 whereas Iterative Soft-
Thresholding (IST) algorithm [3] for experiments described in Section 4.2 where
we replaced the �0 with the �1 norm.

Structured Dictionary Element Stage. The update of the dictionary V is performed
in this stage, and, more importantly, following the approach suggested by [9] a struc-
tured sparse representation for the atoms is found. Fixed both U and H the problem
(3) can be reformulated as follows

min
V

1
2
‖X−UVT‖2

F +
λnp

2

r

∑
k=1

(Vk)T Diag(Zk)−1Vk) (4)

Although in this case both the two terms of the problem 4 are convex and differen-
tiable with respect to V, for fixed both U and H, leading to a closed form solution
for each row of V, in order to avoid p matrix inversions, we consider a proximal
method to update V:

Vk ← Diag(Zk)Diag(‖Uk‖2
2Zk + npλ I)−1(XT Uk−VUT Uk +‖Uk‖2

2Vk) (5)

where the update rule is obtained by composing a forward gradient descent step on
the first term with the proximity operator of the second term of (4).

A description of our method is given in Algorithm 1.

4 Experiments

Two different kinds of experiments were conducted: the first series of experiments
is aimed at testing the ability of the proposed method in retrieving the original dic-
tionary from synthetic data. In the second kind of experiments, we test the ability
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Algorithm 1 SR-SSD Algorithm
Input: X, Output: U,V
while stop-criterion is not reached

- update H: closed form solution given by Hk ← max{H̄k,ε} with ε� 1.
- sparse coding stage: use OMP or IST algorithm to update U
- dictionary update:
for k← 1 to r

Vk ← Diag(Zk)Diag(‖Uk‖2
2Zk +npλ I)−1(XT Uk−VUT Uk +‖Uk‖2

2Vk)
endfor

endwhile

of our approach in finding a meaningful sparse representation of grasping actions
which were recorded by means of a dataglove.

4.1 Test 1: Retrieving the Original Dictionary

In this first series of experiments all datasets have been generated by a linear combi-
nation of atoms with a fixed structure, and varying the sparsity of both the atoms
and the coefficients of the linear combinations. Three methods have been com-
pared: K-SVD [1], which is able to find a sparse representation of the signals with
neither structured nor sparse atoms, SSPCA [9] which is able to create structured
sparse atoms with no sparse representation of the signals, and the proposed approach
SR-SSD.

Experimental Set-up and Procedures. In this series of experiments the i-th signal
x of the dataset is computed as x = UiVT + ε , where each row Ui is sparse, and ε is
a noise vector drawn from a Gaussian distribution with zero mean and varying the
variance according to the values in table 1. The non zero coefficients of Ui are again
drawn from a Gaussian distribution with zero mean and unit variance. The indexes
of the non zero coefficients were chosen in a random way according to a uniform
distribution. The number of non zero coefficients of Ui was varied as reported in
table 1.

Following [9] we have organized the elements of V on a N×N dimensional grid
with N = p

1
2 . Only a fraction of the elements of V are non zero and correspond

to a square on the grid. The number of non zero elements was chosen in order to
have a certain degree of sparsity for the atoms as reported in table 1. Thus, for a
given degree of sparsity, the size of the square is fixed while its position is chosen
in a random way. The vectors di are chosen in such a way to favour atoms with non
zero elements corresponding to a square on the grid as suggested in [9]. In order
to compare the computed dictionary with the original dictionary we have used the
same procedure proposed in [1]. In particular for each atom of the original dictionary
V we search the closest column in the computed dictionary Ṽ where the distance

between two atoms V j and Ṽk is defined as 1−|(V j
)T

Ṽ
k|. A distance less than 0.01

is considered a success. For both SSPCA and SR-SSD methods the regularization
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Table 1 Parameters used for Test 1.

(r) num. atoms 50
(p) dim. signals 400
(L) num. atoms for each signals (SR-SSD and K-SVD only) 2,8,16
(ε) noise std σ 0,0.025,0.05,0.075,0.125
(n) number of signals 250
percentage of zero elements of the atoms 75%,90%,99%
log2(λ ) is searched in the range [−11,−19] at step −1
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Fig. 1 Performance in retrieving the original structured dictionary. The figure shows the per-
formances of K-SVD, SR-SSD, and SSPCA in retrieving the original dictionary, composed
of 50 atoms, against the variation of the atom sparseness (on each row), the coefficient sparse-
ness (on each column), and the noise level (in each plot).

parameter λ has been chosen by a 5-fold cross validation on the representation error.
For all methods the number of atoms to retrieve has been set to the number r of
atoms composing the original dictionary.

Results. In Figure 1 the results of Test 1 were reported. As expected K-SVD al-
gorithm gives good performance when there is a strong sparsity of the coefficients
(see first column). However, the performance decreases rapidly as soon as the noise
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variance or the sparsity of the atoms increases. On the other hand, the SSPCA al-
gorithm gives a good performance when sparsity of the atoms is very high (see last
row) and the sparsity of the coefficients is not so high (compare first and third col-
umn in the last row). SR-SSD algorithm performs very well when there is sparsity
on both coefficients and atoms (see last two rows) and it seems more tolerant to
noise with respect to both K-SVD and SSPCA. Moreover a relative good perfor-
mance for SR-SSD is also retained when the sparsity on the atoms is not so high
(see first row).

4.2 Test 2: Finding a Meaningful Decomposition of Grasping
Actions

Here we compare our method SR-SSD with SSPCA method. The experiments are
aimed at testing the ability of both methods in finding a “compact” representation of
graspingactionsexecutedbyhumanbeingspreservingthepossibility toidentifymean-
ingful parts of the actions which are most discriminant in a classification process.

Experimental Set-up and Procedures. The dataset was composed of two different
types of grasps: precision-grasp and power-grasp. In performing a power-grasp, the
object is held in a clamp formed by fingers and palm; in performing a precision-
grasp, the object is pinched between the tip of index finger and the opposing thumb.
A bottle top and a tennis ball were used for the precision-grasp and power-grasp,
respectively. The actions were recorded by means of the HumanGlove (Humanware
S.r.l., Pontedera (Pisa), Italy) endowed with 16 sensors.
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Fig. 2 Example of (left) precision-grasp and (right) power-grasp action recorded by means of
the dataglove. Each graph shows the temporal profile of the 16 hand joint angles.

A total of 40 grasping actions were recorded (20 for each type) executed by one
subject. A subject was seated at a table with two clearly visible surface marks (m1

and m2) placed at a distance of roughly 40 cm from each other. For each target
object, the subject was asked to position the right hand on starting position m1 and
in a prone position, and to reach and grasp the target object placed on mark m2. All
actions were aligned to a fixed length Len and a generic input vector x was construed
as the concatenation of all sensors for all times thus having a dimension of Len×16.
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Fig. 3 Dictionary computed by SSPCA. The figure shows (top) 3 out of 6 atoms computed
by SSPCA together with (bottom) their coefficients.

A simple dictionary structure was imposed in order to select variables related to
the first, the central, and the latter part of the action. To this aim three vectors di

were used with elements di
j = 1 if (i−1)∗Len

3 + 1 ≤ j ≤ i∗Len
3 otherwise di

j = 0. For
both methods six atoms suffice to have a reconstruction error of the data ≤ 0.3. As
for test 1, cross validation was used to find the penalization parameters λ for both
methods. For SR-SSD since we do not want to impose a fixed number of coefficients
for each signal we prefer to work with an �1 IST algorithm [5].

Results. In Figures 3 and 4 are reported 3 out of 6 computed atoms together with the
corresponding coefficients. The actions are ordered so that the first 20 coefficients
are related to precision-grasp actions and the remaining 20 to power-grasp actions.
As one can see from Figure 3, SSPCA method tends to select atoms with elements

= 0 corresponding to just one of three consecutive parts of the actions as imposed
by the vectors di. In particular, the coefficients of the first atom (see Figure 3) are
almost all different from zeros with similar values for both action classes. This is not
surprising since the first part of the action is the less informative in discriminating
the two classes as the hand always starts in the same prone position. On the other
hand the proposed SR-SSD method selects atoms with elements > 0 corresponding
to the second and the third part of the actions only, which are the action parts most
informative in terms of discriminating the two classes of action (see Figure 4).
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Fig. 4 Dictionary computed by SR-SSD. The figure shows (top) 3 out of 6 atoms computed
by SR-SSD together with (bottom) their coefficients.

5 Conclusions

In this paper, we proposed a method to obtain a sparse data representation using a
structured sparse dictionary. The results of experiments in Section 4.1 show that the
proposed approach (SR-SSD) has the benefits of both K-SVD and SSPCA which use
either sparse data representation or structured sparse dictionary. Moreover, results
of experiments in Section 4.2, show how the proposed algorithm could be useful for
obtaining an interpretable data dimensionality reduction. To this regard note that one
could correctly classify the actions on the basis of SSPCA or SR-SSD coefficients.
However, the proposed method is also able to select only those “parts” of the actions
that most probably contribute in positive to the classification of the actions.
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Run-Time Performance Analysis of the Mixture
of Experts Model

Giuliano Armano and Nima Hatami

Abstract. The Mixture of Experts (ME) model is one of the most popular ensemble
methods used in pattern recognition and machine learning. Despite many studies on
the theory and application of the ME model, to our knowledge, its training, testing,
and evaluation costs have not been investigated yet. After analyzing the ME model
in terms of number of required floating point operations, this paper makes an exper-
imental comparison between the ME model and the recently proposed Mixture of
Random Prototype Experts. Experiments have been performed on selected datasets
from the UCI machine learning repository. Experimental results confirm the ex-
pected behavior of the two ME models, while highlighting that the latter performs
better in terms of accuracy and run-time performance.

1 Introduction

In pattern recognition, the accuracy of classifier systems is usually the main con-
cern. However, in real applications, their run-time performance may play an im-
portant role as well. In practice, many well-performing classifiers cannot be used
in real applications due to the amount of computational resources required for
training, testing, or online evaluation.1 Most real-world classification problems are
too complicated for a single classifier to solve. The divide-and-conquer strategy,
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1 We assume that a classifier system behaves in the same manner when testing and online
evaluation is performed. Indeed, the difference holds only at an abstract level (i.e., it is
related with the interpretation of such phenomena) rather than at a concrete level. For this
reason, in the following, testing and online evaluation will be considered in the same way.
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e.g., through a combination of classifiers with complementary properties, has proved
to be efficient in many of these complex situations. Although the performance
problems caused by a large number of classifiers can be coped with using paral-
lel computation, depending on the application and on the available computational
power, the designer of a classifier system may be compelled to choose a trade-off
between error rate and run-time performance.

The issues to be dealt with upon the adoption of a classifier system that embeds
several base classifiers are typically the following: (i) how to divide the problem
into simple subproblems and (ii) how to assign base classifiers to solve these sub-
problems, and (iii) how to obtain the final decision using the outputs of these base
classifiers (experts hereinafter).

Jacobs et al. [1,2] have proposed an ensemble method based on the divide-and-
conquer strategy, called mixture of experts (ME), in which a set of expert networks
is trained together with a gate network. This tight coupling mechanism (i) encour-
ages diversity among experts by automatically specializing them for different re-
gions of the input space and (ii) implements an effective combination policy (i.e.,
weighted averaging) by dynamically calculating the weights depending on the input
in hand.

Recently, Armano and Hatami [6] have proposed a modified ME model, called
Mixture of Random Prototype-based Experts (MRPE), which randomly selects
some prototype points from the input space and partitions it according to the nearest
distance from these prototypes. This strategy adopts a weighting policy based on
distances in both training and testing/online evaluation. Instead of a complex gat-
ing network, that requires a training process for adjusting its weight parameters, this
strategy reduces the overall number of ME parameters (as the weight parameters are
removed from the gating networks), thereby simplifying the search and reducing the
time required for training ME experts.

Although the ME model has been deeply investigated, to our knowledge, no re-
markable work has been made so far on the analysis of its run-time performance
in the training and testing/online evaluation phases. This paper first analyzes the
expected run-time performance of the ME model. This can be helpful to com-
pare different classifiers and machine learning algorithms with the ME model,
not only in terms of accuracy but also from the point of view of run-time anal-
ysis. Then, the ME and the MRPE models are compared according to this per-
spective. Experiments have been performed on selected datasets from the UCI
machine learning repository. Experimental results report the outcome for the two
ME models in terms of error rate, expected training time, and testing/evaluation
time.

The rest of the paper is organized as follows: in Section 2, we briefly recall
the standard ME and the MRPE models. In Section 3, we introduce a metric to
perform run-time analysis of both models. Experimental results are reported and
discussed in Section 4. Section 5 concludes the paper and briefly outlines future
research directions.
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2 Mixture of Local Experts

2.1 The Standard ME Model

The standard ME model (adaptive mixture of local experts) [1,2] adopts a learn-
ing procedure which achieves improved generalization performance by assigning
different subtasks to different experts. Its basic idea consists of concurrently train-
ing several experts and a gating network. The gating function assigns an estimate
of a probability to each expert, based on the current input. In the training phase,
this value denotes the probability for a pattern to appear in the training set. In the
testing/online evaluation phase, it defines the relative contribution of each expert to
the ensemble. Training is aimed at achieving two goals: (i) find the optimal gating
function for each expert and (ii) optimize the accuracy of each expert according to
the probability distribution (for an input to “belong” to a given expert) estimated by
the gating function. Needless to say that to which extent the above goals are reached
depends on the effectiveness of the training phase. In other words, resulting misclas-
sifications in this model derive from two sources: (a) the gating network is unable
to correctly estimate the probability for a given input sample and (b) experts did not
perfectly learn their subtask.

Fig. 1 Block diagram representing the mixture of experts (ME). The generic model shown
here has three experts (Ne = 3) and the gating network is a mediator for managing the process
of combining experts.

Let us now consider the network shown in Fig. 1, which reports a generic ME
model with Ne = 3 experts. The ith expert produces its output oi(x) as a generalized
linear function of the input x:

oi(x,Wi) = f (Wi · x) (1)

where Wi is the weight matrix of the ith expert and f (.) is a predefined continuous
nonlinearity. The gating network is also a generalized linear function, and its ith
output, gi(x,Vi), is the multinomial logit (or softmax function) of the gating network
output, ogi .
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gi(x,Vi) =
exp(ogi)

∑Ne
j=1 og j

i = 1, ...,Ne (2)

where Vi is the weight vector of the gating network. Hence, the overall output of the
ME architecture, o(x), is

o(x) =∑
i

gi(x,Vi) ·oi(x,Wi) (3)

Two training procedures are suggested in the literature [1,3] for finding optimal
weight parameters Wi and Vi. The first is the standard error back-propagation al-
gorithm with gradient descent, whereas the second is based on the Expectation-
Maximization (EM) method.

2.2 Mixture of Random Prototype-Based Experts

The key idea of MRPE is to randomly partition the input space of the problem into
subspaces and then let each expert specialize on each subspace by means of “soft”
competitive learning. First, the input space is partitioned according to some proto-
types randomly chosen from the training set, so that the input samples are weighted
during the training and testing phases based on their distances from the selected
prototypes. The main advantage of this method is that, instead of a complex gating
network which must be trained concurrently with other experts, the proposed gating
function has no parameters (weights) to adjust, as it simply enforces a distance-
based weighting policy. This modification improves three important aspects of the
standard ME model. First, it reduces the training time by decreasing the number
of parameters to be estimated. Secondly, as simple distance measures used by the
gating function are more robust with respect to errors in determining the area of
expertise of an expert, errors in the proposed ME model are mostly due to the error
made by the expert networks, with an expected positive impact on the overall ac-
curacy. Lastly, the region of expertise for each expert in the standard ME model is
nested, which makes the problem difficult to learn. In the proposed method, the area
of expertise of each expert is more centralized, which makes the subproblem easier
to learn.

In the case of disjoint (or hard) partitioning, a system based on the MRPE model
would first measure the distance between each training sample and the prototypes,
and then assign a fixed value η j to the weight hi of the i-th expert, proportional to
these distances. In principle, hi is expected to be an estimate of the posterior proba-
bility for the ith expert to generate the desired output oi, and is used as the coefficient
of the learning rate for updating the weight parameters of the expert. This implies
that the weights of the expert network whose prototype is nearest to the current input
sample, will be updated more than those belonging to the other experts. Similarly, in
the testing phase, the expert whose prototype is nearest to the input sample will con-
tribute to a greater extent to the final output. Unlike disjoint partitioning, where the
learning rate coefficients are the same for one partition element and change sharply
from one to another, in the overlapping (or soft partitioning) method they change
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smoothly, proportional to the distances. Similarly, the value of di for the ith expert
depends on how close the prototype embedded by the expert is to the current input
sample. Summarizing, learning a disjoint-partitioning model the amount of exper-
tise and contribution of experts is fixed for each partition element, whereas in the
overlapping learning their expertise smoothly vary with the distance between the
embedded prototype and the current input. The full detailed algorithm can be found
in [6].

3 Run-Time Performance of ME and MRPE

In computer science, the worst-case time complexity of algorithms is typically eval-
uated in terms of asymptotic behavior, denoted by the Landau symbol O (also called
“big-O” notation) [7]. For practical applications, the asymptotic behavior is not in-
formative enough, as the order of magnitude expressed in terms of well-known func-
tions (e.g., logarithmic, polinomial, and exponential) hides details that can make the
difference in terms of elapsed time for a run. For this reason, we prefer to carry out
our analysis in terms of number of floating point operations (FLOPs). This is not an
ideal measure [8]; however, it is useful for comparing the performance of a classi-
fier system, as it focuses on the number of additions and multiplications required to
perform a given task. In modern computer systems with floating point units (FPUs),
addition and multiplication are comparable in complexity. Division has a similar
complexity and function evaluations (e.g. exp(x),xp) have roughly 2.5 times the
complexity of an addition.

The expected run-time performance of any learned classifier system, including
those compliant with the ME model, requires different formulations, depending on
which specific phase (i.e., training or testing/online evaluation) is considered. As
training is usually performed once (or from time to time in the event that the under-
lying process is time-variant), in the following we will concentrate on testing/online
evaluation.

3.1 Run-Time Performance of the ME Model

In general, this run-time performance depends on the type of classifier used, on its
parameters, and on the characteristics of the problem to be solved (e.g., the number
of samples used for training n, the number of features (dimensions) in each sample
d, and the number of classes to be distinguished c).

As reported in Figure 2, the run-time performance of an ME classifier system can
be decomposed as three main components: 1) expert networks, 2) gating network,
and 3) aggregation (also called combination).

As clearly shown in Figure 2, the overall testing/online evaluation performance
of an ME classifier equipped with Ne experts is:

TME =
Ne

∑
e=1

Te + Tg + Ta (4)
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Fig. 2 The expected run-time performance of an ME classifier system should be evaluated
according to three main components: 1) expert networks (Te), 2) gating network (Tg) and 3)
aggregation policy (Ta).

1. Run-time performance of an expert (Te): Let us consider an expert with d nodes
in input, He nodes in the hidden layer and c nodes in the output layer. According
to these hypotheses, between the input and the hidden layer, and between the hid-
den and the output layer, there are Wi1 = d×He and Wi2 = He× c connections,
which yield to d×He and He× c multiplications, d×He and He× c additions,
respectively. Considering He + c additions of bias terms and He + c evaluations
of the unit transfer functions in the output nodes (e.g., sigmoids), the total com-
plexity of an individual expert implemented by a Multi-Layer Perceptron (MLP)
and equipped with a single hidden layer is:

Te = 2He(d + c)+ 3.5(He + c) (5)

2. Run-time performance of the gating network (Tg): In the standard ME model,
the technology used for implementing the gating network is typically the same
of that used for implementing base classifiers. Hence, let us assume that gating
networks are also MLPs. However, parameters of the gating function, such as the
number of nodes in the hidden and in the output layer, are usually different, as
the task of the gating function is different form the one performed by experts.
For instance, an implementation of the ME model equipped with Ne = 3 experts
and applied to a 10-class problem, the output layer of each expert has 10 neurons
while the output layer of the gate has 3 nodes. Hg being the number of hidden
nodes, the complexity of the gating network formulates as follows:

Tg = 2Hg(d + Ne)+ 3.5(Hg + Ne) (6)

where Ne is the number of individual experts contributing in the ME classifier.
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3. Run-time performance of aggregation(Ta): In the aggregation step, the final label
for each incoming sample is obtained by summing up, suitably weighted, the
outputs of the experts (see Figure 2). As the weighted output of an expert has c
multiplications, Ta furmulates as follows:

Ta = c · (Ne + 1) (7)

3.2 Run-Time Performance of the MRPE Model

The experts and the aggregation rule in the MRPE model do not change with re-
spect to the standard ME model. Hence, we only need to reformulate the expected
run-time performance for the gating network. Indeed, the main contribution of the
MRPE is its simple gate structure which makes it less complex and more accu-
rate. The distance-based gating function does not need any training process, as it
assigns learning rates and weights to an expert only based on the distance between
the incoming samples and the random prototypes. The complexity of this distance
measure D(x, pi), where x and pi are d-dimensional vectors, is 3d. At each evalu-
ation, the gating network has to calculate Ne times the distance. Assuming that the
function evaluation is hi(x) = 1− di

‖D(x)‖ , the expected run-time performance is:

Tg = Ne(3d + 2.5) (8)

As an example, let us suppose that we have an implementation of the ME model
with three experts and a gate network with 20 nodes in its hidden layer. Moreover,
let us assume that we must deal with a 20-class problem characterized by a 50-
dimentional sample space. The ratio of TgME /TgMRPE is 4.65 which clearly shows a
significant saving in terms of evaluation complexity.

4 Experimental Results

To check the validity of the MRPE model, both in terms of expected run-time per-
formance and accuracy, we used some machine learning data sets downloaded from
UCI [4]. Table 1 lists all selected data sets, which include real-world and synthetic

Table 1 The main characteristics of the selected UCI datasets.

Problem # Train # Test # Attributes # Classes

Iris 150 - 4 3
Satimage 4435 2000 36 6
Pendigits 7494 3498 16 10
Letter 20000 - 16 26
Vowel 990 - 11 11
Segment 210 2100 19 7
Glass 214 - 9 7
Yeast 1484 - 8 10
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Fig. 3 Performance of the standard ME model vs. the MRPE model, in terms of training time,
error rate and testing/online evaluation time, respectively. The numbers in the x-axis represent
different datasets (in the order mentioned in Table 1).

problems. We used 10-fold cross-validation to ensure statistical significance while
evaluating the accuracy of classifiers. To build the standard ME and the MRPE
models, we used a MLP architecture with one hidden layer, trained with the back-
propagation learning rule [5]. To determine the best value for the Ne number of
partitions, which is equal to the number of experts, we varied it from 2 to 10 for
each dataset. We also varied the number of hidden neurons in expert networks to
experimentally find the optimal architecture of the MLP experts for each problem.
The results of these experiments are reported for the ME and for the MRPE mod-
els, in terms of training time, error rate and testing/online evaluation performance.
Figure 3 highlights that the latter model outperforms the former for all selected
datasets.
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5 Conclusions and Future Work

In this paper, the expected run-time performance for the standard ME model and
for the MRPE model have been formulated for the first time. Theoretical results are
confirmed by experimental results, which also highlight that MRPE performs better
also in terms of accuracy. Experimental results have been reported for error rate,
training time and testing/onlne evaluation time.

Future work will be dedicated to investigate whether the error and the perforance
measures can be used for automatically estimating the optimal number of experts re-
quired to solve a given problem. Extending the run-time analysis to the Hierarchical
ME model is another issue that will be soon investigated.
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Fuzzy Clustering Finding Prototypes on Classes
Boundary

Michal Jezewski and Jacek Leski

Abstract. In the presented paper, new clustering method based on minimization of
a criterion function is proposed. Its goal is to find prototypes placed near the classes
boundary. The proposed method may be useful in applications to classification al-
gorithms. The clustering performance was examined using the Ripley dataset, and
the results seem to be encouraging.

1 Introduction

Clustering consists in finding groups (clusters) of similar objects in dataset. Mem-
bers of the same group are more similar to one another than to members of other
groups [3], [9]. Clustering represents unsupervised learning methods, because only
objects features are taken into consideration. Usually the cluster is characterized
by its center (prototype). In case of two-dimensional data, it is possible to present
clustering results graphically. In case of many-dimensional it is not possible and re-
sults of clustering are presented with a help of two matrices: (c×N)-dimensional
partition matrix U, which describes memberships of N objects to c clusters, (t× c)-
dimensional prototype matrix V, which describes location of c prototypes in t-
dimensional feature space. Non-fuzzy clustering methods assume that each object
belongs to only one cluster. In fuzzy clustering object may partially belong to more
than one cluster. Clustering based on minimization of criterion function J (U,V) is
the most popular method for finding the best division from all possible ones.

Clustering plays an important role in many engineering fields, mainly in pattern
recognition [4]. In presented paper, new fuzzy clustering method based on mini-
mization of criterion function is presented. The goal of proposed clustering is to
find prototypes which are placed near the classes boundary. For this reason, the
proposed method may be useful in applications to classification algorithms.

Michal Jezewski · Jacek Leski
Institute of Electronics, Silesian University of Technology,
Akademicka 16, 44-100 Gliwice, Poland
e-mail: {michal.jezewski,jacek.leski}@polsl.pl

R. Burduk et al. (Eds.): Computer Recognition Systems 4, AISC 95, pp. 177–186.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011

{michal.jezewski,jacek.leski}@polsl.pl


178 M. Jezewski and J. Leski

The N-element dataset may be denoted as X = {(x1,y1) ,(x2,y2) , . . . , (xN,yN)},
where yk is the class label which indicates assignment of kth object to one of two
classes ω1 (yk = +1) or ω2 (yk =−1), and xk = [xk1,xk2, . . . ,xkt ]

T represents the
kth object (datum) in t-dimensional feature space. Presented method takes into con-
sideration assignments of object to classes (yk). Therefore, it may be regarded as a
clustering with partial supervision, but in another meaning than the one proposed
by Pedrycz [7].

2 New Fuzzy Clustering Method

The following criterion function was proposed

J (U,V) =
c

∑
i=1

N

∑
k=1

(uik)
m d2

ik +α
c

∑
i=1

(
N

∑
k=1

uikyk

)2

, (1)

with the constraints

∀
i=1,2,...,c

N

∑
k=1

uik = L, L > 0, (2)

where dik denotes Euclidean distance between the ith protype and kth object, L is
the fuzzy cardinality. According to the assumed constraints, the fuzzy cardinality
of each group should be equal to L. The goal of first component of (1) is to cre-
ate clusters with minimal Euclidean distances between objects and prototypes. The
second component of (1) is responsible for creating clusters, which include objects
from both classes with similar memberships. Prototypes of such clusters should be
placed near the classes boundary. In order to explain the role of second component,
memberships of two objects from both classes to one ith cluster will be considered:

1. ui1 = 0.9,y1 = +1; ui2 = 0.3,y2 =−1,
2. ui1 = 0.9,y1 =−1; ui2 = 0.3,y2 = +1.

From similar membership point of view, both cases (1 and 2) are identical - object
from first class belongs to ith cluster with membership three times greater (smaller)
than object from second class. Clustering consists in minimization of criterion (1).
Using only the sum of products uikyk, the second case seems to be more favourable,
because then the sum is equal to -0.6, whereas the sum for the first case is +0.6. For
this reason, the squaring of the sum of products uikyk is necessary. In the perfect
case, i.e. in case of equal memberships of objects from both classes in each group,
the value of the second component of (1) is equal to 0.

The parameter α determines the proportion between both components of crite-
rion (1). The parameter m influences a fuzziness of the clusters - a larger m results
in fuzzier clusters. Usually, the m = 2 is chosen, and such value was assumed.

The Lagrange multipliers were used for minimization of proposed criterion func-
tion. For m = 2, the Lagrangian of (1) with constraints from (2) is
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G(U,λλλ ) =
c

∑
i=1

N

∑
k=1

u2
ikd2

ik +α
c

∑
i=1

(
N

∑
k=1

uikyk

)2

−
c

∑
i=1

λi

(
N

∑
k=1

uik−L

)

, (3)

where λi i are Lagrange multipliers, λλλ = [λ1,λ2, . . . ,λc]
T . The necessary conditions

for minimization of (3) are obtained by differentiating it with respect to λλλ and U
and setting the results equal to 0

∀
1≤s≤c

∂G(U,λλλ )
∂λs

=
N

∑
k=1

usk−L = 0, (4)

∀
1≤s≤c

∀
1≤t≤N

∂G(U,λλλ )
∂ust

= 2ustd
2
st + 2αyt

(
N

∑
k=1

uskyk

)

−λs = 0. (5)

If we denote
usk

∗ =
usk

λs
, (6)

and divide (5) by λs, the following equation for tth object is obtained

∀
1≤t≤N

2 ust
∗ d2

st + 2αyt

(
N

∑
k=1

usk
∗ yk

)

= 1. (7)

It is possible to create similar equation for rth object

∀
1≤r≤N

2 usr
∗ d2

sr + 2αyr

(
N

∑
k=1

usk
∗ yk

)

= 1. (8)

The subtracting of (7) and (8) and simple transformations leads to

usr
∗ d2

sr− ust
∗ d2

st = (yt − yr)

(

α
N

∑
k=1

usk
∗ yk

)

. (9)

The following solution was proposed: On the basis (9), the membership of any tth
object to sth cluster (u∗st) is determined by membership of any rth object to this
cluster (u∗sr). The formula for u∗st depends on classes, that objects xt and xr belong
to. There are possible three cases:

Case 1. Both objects xt and xr belong to the same class.
In that case yt = yr =−1 or yt = yr = +1. As a result (yt − yr) = 0, and from the

equation (9) the membership of tth object to sth cluster by membership of rth object
to this cluster is determined with the formula

ust
∗ = usr

∗ d2
sr

d2
st

, (10)

where 1≤ s≤ c and t,r denote any objects from the same class.
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Case 2. Object xt belongs to ω1 class and object xr belongs to ω2 class.
In that case yt = +1 and yr = −1. As a result (yt − yr) = 2, and the equation (9)
takes the form

usr
∗ d2

sr− ust
∗ d2

st = 2α
N

∑
k=1

usk
∗ yk. (11)

The sum on the right side of (11) includes memberships of all N objects, regardless
of classes, that they belong to. If we sort the dataset, i.e. put objects from ω1 class at
the beginning of a list with numbers from 1 to N1, then objects from ω2 class with
numbers from N1 + 1 to N, the equation (11) may be written in the form

usr
∗ d2

sr− ust
∗ d2

st = 2α
N1

∑
k=1

usk
∗ −2α

N

∑
k=N1+1

usk
∗ . (12)

The object xt belongs to ω1 class, and object xr belongs to ω2 class. Therefore, using
the previously established formula (10), equation (12) may be transformed to

usr
∗ d2

sr− ust
∗ d2

st = 2α
N1

∑
k=1

ust
∗ d2

st

d2
sk

−2α
N

∑
k=N1+1

usr
∗ d2

sr

d2
sk

. (13)

After transformations we obtain the final equation for the second case

∀
1≤s≤c

∀
1≤t≤N1

N1+1≤r≤N

ust
∗ = usr

∗
d2

sr

(

1 + 2α
N
∑

k=N1+1

1
d2

sk

)

d2
st

(

1 + 2α
N1

∑
k=1

1
d2

sk

) . (14)

Case 3. Object xt belongs to ω2 class and object xr belongs to ω1 class.
In that case yt = −1 and yr = +1. As a result (yt − yr) =−2. Doing the same as in
previous case, we obtain finally

∀
1≤s≤c

∀
1≤r≤N1,

N1+1≤t≤N

ust
∗ = usr

∗
d2

sr

(

1 + 2α
N1

∑
k=1

1
d2

sk

)

d2
st

(

1 + 2α
N
∑

k=N1+1

1
d2

sk

) . (15)

There are usk
∗ memberships in all equations above. Thus, further transformations

are necessary. Taking into account the constraint (2) and used substitution (6) we
obtain

λs =
L

N
∑

k=1
usk

∗
. (16)

Finally, the necessary condition for minimization of (1) with respect to U may be
written as
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∀
1≤i≤c

∀
1≤k≤N

uik =
L uik

∗
N
∑

k=1
uik

∗
. (17)

Differentiating (1) with respect to V and setting the result equal to 0 (necessary
condition) leads to known [1] equation determining cluster prototypes

∀
1≤s≤c

vs =

N
∑

k=1
u2

skxk

N
∑

k=1
u2

sk

. (18)

In the implementation, the following assumption was made: memberships of all
objects to given cluster are determined by membership of the object which is the
closest to prototype of this cluster. The value of membership of the closest object
was established at 1. In other words, in equations (10), (14) and (15)

usr
∗ = 1. (19)

The algorithm for determining U and V can be described as:

0. Initialize prototype matrix V(0) with random values from the range determined
by minimal and maximal values of all dataset dimensions, k = 1.

1. Calculate distances from objects to prototypes.
2. If any distance is equal to 0 then stop (owing to division by distances in equations

(10), (14), (15)).
3. For each prototype, find the object which is the closest to.
4. Update the fuzzy partition matrix U(k) using equation (10), (14) or (15), depend-

ing on classes, that objects: currently analysed and found in previous point belong
to.

5. Transform partition matrix U(k) according to (17).
6. Update the prototype matrix V(k) using (18).

7. If
∣
∣
∣J
(

U(k+1),V(k+1)
)

− J
(

U(k),V(k)
)∣
∣
∣> z, then k = k+1 and go to 1., else stop.

Remark
Step 2. of above algorithm was introduced as a result of several situations, when
prototypes were equal to objects. A simple way to avoid such situations is to start
clustering from another initial prototype matrix V(0).

The established values of clustering parameters are given in Table 1.

3 Results

The performance of proposed fuzzy clustering method was examined using the
Ripley [8] dataset, which is common benchmark dataset. These data consist of pat-
terns characterized by two features and they are assigned to two classes. Each class
has a bimodal distribution obtained as a mixture of two normal distributions. Dataset
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Table 1 Values of clustering parameters

Parameter Value

α 5000
Maximum number of iterations 100
Minimum change of criterion value (z) 10−5

Fuzzy cardinality (L) 10

cardinality is equal to 250 (125 objects from ω1 class, 125 objects from ω2 class).
According to our other research, instead of original training dataset proposed by
Ripley, first training dataset described in [5] was used.

Figures 1 and 2 present two cases of clustering into 8 clusters. Each clustering
was performed starting from different initial prototype matrix. Objects from the
ω1 (ω2) class are marked by star (plus) symbols, respectively. Prototypes obtained
after clustering are represented by triangles. The characteristic feature of the pro-
posed method is that sometimes prototypes are placed very close to objects from
dataset. Moreover, sometimes one of obtained prototypes is very similar to one an-
other. For example, in figure 2 prototypes number 1 and 3 were very similar, and
as a result only 7 triangles are possible to be noticed. In order to obtain expected
classes boundary, the LSVM algorithm [6] with the Gaussian kernel was applied.
The SVM classifier [2], [10] is regarded as one of the best classification algorithms.
The LSVM (Lagrangian SVM) is its modified - faster version. The discrimination
curves are represented by black lines.
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Fig. 1 Clustering the Ripley dataset into 8 clusters (case 1)
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Fig. 2 Clustering the Ripley dataset into 8 clusters (case 2)

After analysis of presented results, in our opinion the proposed method seems to
fulfil the assumed idea - prototypes obtained as a result of clustering are placed near
the classes boundary. Figure 3 shows clustering into three groups. The black circles
represent the initial, randomly chosen prototypes, and the prototype moving process
during iterations was marked by black lines and points. This case of clustering also
seems to confirm its appropriate working. Firstly, the prototype number 1 is not
wrong placed as it may seem, because detailed analysis showed, that membership
of a single object from the class ω1 (single star) was much higher than memberships
of the closest objects from the ω2 class. Secondly we may observe, that if the initial
prototype was placed rather good (like prototype number 1), then it moved only a
little. From the other hand, if the initial prototype was in wrong place (like numbers
2 and 3), the appropriate moving process was performed. Although the fact, that in
this specific case similar memberships of object from both classes were obtained, it
is easy to observe, that prototype number 1 should be located in another place. Our
further works will concern that problem.

In most of clustering methods, the obtained result depends on initial prototype
(partition) matrix. We may observe similar tendency in case of proposed method.
For example, if we consider two examples of clustering into 5 clusters (figures 4
and 5) we may notice, that it is possible to obtain better result (figure 4) or worse
(figure 5), when one of prototypes is placed farther from the classes boudary
than other ones. Clustering from figure 3 was probably also influenced by initial
prototype matrix.
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Fig. 3 Clustering the Ripley dataset into 3 clusters
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Fig. 4 Clustering the Ripley dataset into 5 clusters, influence of initial prototype matrix (better
case)
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Fig. 5 Clustering the Ripley dataset into 5 clusters, influence of initial prototype matrix (worse
case)

4 Conclusions

In the presented work, the new fuzzy clustering method based on minimization of
the criterion function was proposed. Its goal is to find prototypes which are placed
near the classes boundary. The criterion minimization procedure and its implemen-
tation were described. Presented results seem to confirm that proposed method ful-
fils the assumed idea - prototypes are placed near the classes boundary. Further
works will be focused on designing nonlinear classifier based on prototypes ob-
tained as a result of proposed clustering.
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Syntactic Pattern Recognition: Survey of
Frontiers and Crucial Methodological Issues

Mariusz Flasiński and Janusz Jurek

Abstract. The crucial methodological assumptions for constructing syntactic pat-
tern recognition methods are presented in the paper. The frontiers constituting key
open problems in the area of syntactic pattern recognition are identified. A survey
and an analysis of the main methods based on an enhancement of context-free gram-
mars results in formulating methodological principles for defining such methods. A
discussion of key issues concerning a construction of graph grammar-based methods
allows us to define methodological rules in this important area of syntactic pattern
recognition.

1 Introduction

Syntactic pattern recognition [4, 11, 13, 21, 28] is one of the main approaches in the
field of automatic (machine) recognition. Its main idea consists in treating a pattern
as a structure of the form of string, tree or graph, and a set of structures as a for-
mal language. A synthesis of the structures’ set can be performed with the help of
a formal (string, tree or graph) grammar, whereas for a recognition of an unknown
structure a formal automaton is used. Complex patterns are decomposed into sub-
patterns that in turn are decomposed into simpler subpatterns, etc. The elementary
patterns are called primitives and they are represented with symbols of a formal
language alphabet.

This approach has advantage over approaches based on feature vector repre-
sentations, i.e. a decision-theoretic/statistical approach, neural networks, if char-
acteristics of patterns are of a strong structural nature. Moreover, contrary to other
approaches, syntactic pattern recognition methods not only perform a classification,
i.e. a decision concerning a category that an unknown pattern belongs to, but also
yield a structural characterization (interpretation) of this pattern. These advantages
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were appreciated soon after constructing the first syntactic models in the sixties that
resulted in rapid development of efficient methods in 1970’s and 1980’s in various
application areas such, as: character recognition, speech recognition, scene analysis,
chemical and biological structures analysis, texture analysis, fingerprint recognition,
geophysics, etc. However, in the nineties a progress in a development of new meth-
ods slowed down considerably and one can say that this research area is somehow
stagnating [12].

An analysis of crucial methodological issues influencing the prospects of the
future development of syntactic pattern recognition is the objective of the paper.
For such an analysis, firstly we should identify the main research areas bordering a
domain of this theory.

Browsing through basic bibliography in the field [4, 11, 13, 21, 28], one can
easily notice that, if string grammars-based methods are concerned, there is a variety
of efficient solutions in case patterns can be represented with regular or context-
free languages. The first problem occurs, if a set of pattern structures cannot be
generated with context-free grammars (CFGs), i.e. it corresponds to a language of a
context-sensitive nature, since automata for this class are of a non-polynomial time
complexity. The second problem appears, if a structure of a pattern is of a "multi-
dimensional" nature. Then, graph grammars are the most appropriate generative
formalism. Unfortunately, a problem of parsing of graph language is, in general, NP-
complete [29]. In conclusion, the following two research areas seem to constitute the
frontiers of syntactic pattern recognition:

• string grammars stronger than context-free grammars generating languages with
a polynomial membership problem, and

• graph grammars generating languages with a polynomial membership problem.

In the paper we will analyze both research areas in order to formulate methodolog-
ical principles that should be taken into consideration while constructing related
solutions. In the next section two general methodological assumptions are defined.
Methodological issues concerning an enhancement of context-free grammars are
discussed in the third section, whereas those that relate to constructing efficient
graph grammar-based methods are presented in the fourth section. The last section
contains the concluding remarks.

2 Fundamental Methodological Assumptions for Syntactic
Pattern Recognition

Formulating above the main idea of syntactic pattern recognition, we have men-
tioned its two basic mechanisms, namely a grammar being a generator of structural
representations of patterns and an automaton that is used for an analysis of these
representations. In certain applications of the theory of formal languages, like e.g.
a compiler design, these two formalisms are sufficient, because a grammar is de-
signed by a human constructor who knows an idea (form) of the formal language
(e.g. in case of a compiler design, it is a programming language). However, in most
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Fig. 1 A scheme of syntactic pattern recognition.

non-trivial applications in the area of pattern recognition, we do not know explicite
a form of the language. Instead, a sample of structural patterns is given. (In fact, a
sample of their representations expressed in this language is given.) In such a case an
algorithm of a grammatical inference (induction) that is able to generate a grammar
on the basis a sample of the language should be defined. On one hand, a problem
of constructing such algorithms is even more difficult that a problem of designing
automaton. On the other hand, it is claimed that a lack of such algorithms in the
syntactic pattern recognition scheme (cf. Fig. 1) is one of the main obstacles for ap-
plications of syntactic methods in the pattern recognition area [12, 14]. Therefore,
let us formulate the first methodological principle that allows to define a "complete"
syntactic pattern recognition system shown in Fig. 1 as follows.

I. A syntactic pattern recognition method should be complete, i.e. it should consist
of: a grammar, an efficient automaton, and an efficient grammatical inference
algorithm.

Classification methods of a decision-theoretic approach are based on a generic pat-
tern representation in the form of a feature vector. Therefore, they are all-purpose
in a sense they can be applied for various application areas. In contrast, construct-
ing a syntactic method, we define a structural representation that is adequate (so,
specific) for a given application area, i.e. a nature of patterns occurring in this area
[4, 11, 13, 21, 28]. A form of the structural representation influences, in turn, a form
(type) of a formal grammar being a basis for a construction of any method. Let us
consider, now, a fundamental characterization of a formal grammar, namely its gen-
erative power. In order to define it formally, we introduce firstly, basic notions. We
will make it in a general way, i.e. we do not determine a grammar structure (like
a quadruple-structure for standard Chomsky’s grammars), since the structure varies
for grammars considered in this paper.

If Σ is a set of any symbols, then Σ∗ (Kleene star) denotes a set of all strings that
can be constructed by catenating symbols of Σ , including the empty string (empty
word), denoted with λ . A language L is a subset of Σ∗.

Let G be a grammar. Let components of G are denoted in the following way. V
is a set of symbols (alphabet), Σ ⊂ V is a set of terminal symbols, i.e. symbols that
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occur in a words of a language generated with G, P is a set of productions (rules)
used to generate a language, N = V \Σ is a set of nonterminal symbols, S ∈ N is the
starting symbol.

An application of a production to a string α ∈V ∗ that results in obtaining a string
β ∈V ∗ is called a derivation step, denoted α =⇒ β . A sequence of derivation steps
(including the empty sequence) is denoted with *=⇒ .

The language generated with G is a set L(G) = {α | S *=⇒ α, α ∈ Σ∗}.
Let X denotes a type of formal grammars. A class X of languages is a set L (X)=

{L | ∃ G of the type X : L = L(G)}, i.e. it is a set containing all the languages L
that can be generated with any grammar G of the type X . We say that grammars of
a type X are of a bigger generative power than grammars of a type Y , if L (Y ) �

L (X).
In general, the bigger generative power of a grammar is, the bigger computa-

tional complexity of the corresponding automaton is. Moreover, coming back to a
"completeness" principle of the syntactic method that results in a necessity of con-
structing a grammatical inference algorithm, we may notice even bigger difficulty
concerning defining such an algorithm than in case of the automaton in case of a
growth of a generative power of a grammar. Summing up our considerations, we
can propose the following methodological principle.

II. Any syntactic pattern recognition method should be constructed for a spe-
cific problem of a strictly-defined application area, and with the use of the Ock-
ham Razor principle with respect to generative power of an underlying grammar.
That is, a grammar should be of the smallest generative power yet sufficient to
generate all the possible patterns.

3 Methodological Issues Concerning Enhancement of String
Context-Free Grammars

In this section we will analyze methodological issues concerning the first syntactic
pattern recognition frontier identified in an introduction, namely an enhancement of
a generative power of context-free grammars.

There are two basic approaches to a construction of enhanced context-free gram-
mars so that they are able to generate certain context-sensitive languages1: regulated
rewriting (controlled grammars) [5] developed in the theory of formal languages
and mildly context-sensitive grammars [30] studied in the field of Natural Language
Processing (NLP).

In a regulated rewriting approach a context-free grammar is devised with an
additional control mechanism that allows it to control a derivation process. In-
dexed grammars [1] introduced by Aho in 1968 were the first class of controlled
grammars. Let us define it formally.

1 One can enhance other classes of grammars than CFGs with mechanisms discussed in the
paper. Nevertheless, in syntactic pattern recognition we are interested primarily in enhanc-
ing CFGs.
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Definition 1. An indexed grammar is a quintuple G = (V,Σ , I,P,S), where: V , Σ ⊂V,
S ∈ N are defined as in a previous section, I is a set of indices, P is a finite set of
productions of one of the three forms:

(1) A−→ α or (2) A[..]−→ B[i..] or (3) A[i..]−→ [..]α ,

where A and B ∈ N, i ∈ I, [..] represents a stack of indices, a string in I∗, α ∈V ∗.
Indices may follow any nonterminal and they are introduced in order to model a

context for a derivation. A derivation in indexed grammars is defined in the follow-
ing way.

1. If A−→ X1...Xk is a production of type (1), then βAδγ⇒ βX1δ1...Xkδkγ , where
δi = δ if Xi ∈ N and δi = λ if Xi ∈ Σ .

2. If A[..]−→ B[x..] is a production of type (2), then βAδγ ⇒ βBxδγ .
3. If A[x..]−→ [..]X1...Xk is a production of type (3), then βAxδγ⇒ βX1δ1...Xkδkγ ,

where δi = δ if Xi ∈ N and δi = λ if Xi ∈ Σ .

For example, let us define an indexed grammar G generating a context-sensitive
language L(G) = {a2n

,n > 0}. Let G = ({S,A,a},{a},{i},P,S), where P is:

1. S[..]→ S[i..] (a production of a type 2)
2. S→ AA (a production of a type 1)
3. A[i..]→ [..]AA (a production of a type 3)
4. A→ a (a production of a type 1)

Now, e.g. a string a8 is derived in the following way.

S[] 1=⇒ S[i] 1=⇒ S[ii] 2=⇒ A[ii]A[ii] 3=⇒ A[i]A[i]A[ii] 3=⇒ A[i]A[i]A[i]A[i]
3=⇒ A[]A[]A[i]A[i]A[i] 3=⇒ ...

3=⇒ A[]A[]A[]A[]A[]A[]A[]A[]
4=⇒ aA[]A[]A[]A[]A[]A[]A[] 4=⇒ ...

4=⇒ aaaaaaaa

As one can see, additional stacks of indices added to nonterminals are used. If a
production is applied to a nonterminal with a stack, then all nonterminals of the
right-hand side of the production receive copies of this stack. Such a mechanism
allows us to reflect contextual dependencies during a derivation. Neither polyno-
mial parser nor polynomial grammatical inference algorithm have been defined for
indexed grammars.

Let us notice that some additional syntactic constructs (brackets: [ ], indices)
occur in both grammar productions and non-final phrases of a derivation, apart
from terminal and nonterminal symbols. These constructs do not occur in words
of a language generated and they play a role of operators controlling a derivation.
An occurrence of such operators is typical for mildly context-sensitive grammars
(MCSGs) [30] used in NLP and mentioned above. Mildly context-sensitive lan-
guages (MCSLs) fulfill the following properties. MCSLs contain context-free lan-
guages and certain languages with context dependencies (L1 = {anbncn | n ≥ 0} ,
L2 = {anbmcndm | n,m≥ 0} , L3 = {ww | w∈ {a,b}∗}). Their membership problem
is solvable in a deterministic polynomial time. MCSLs have the linear growth prop-
erty (if strings of a language are ordered in a sequence according to their length, then
two successive lengths do not differ in arbitrary large amounts). The best known
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MCSGs include: linear indexed grammars being a simplified version of indexed
grammars, head grammars allowing one to combine derived substrings with the help
of their special markers called heads, and combinatory categorial grammars that use
rules containing also operators, which do not occur in words of a language2. Poly-
nomial parsing algorithms for MCSLs have been defined. However, although these
formalisms have been introduced in mid 1980’s, grammatical inference algorithms
have not been constructed for them till now.

Let us come back to a regulated rewriting approach. The second, apart from
indexing, popular derivation control method consists in adding a separate control
mechanism to a grammar production (i.e. the mechanism is not "hidden" in left-
or right-hand sides of a production). Such a methodology is used in programmed
grammars [24] introduced by Rosenkrantz in 1969.

Definition 2. A programmed grammar is a quintuple G = (V,Σ ,J,P,S), where: V ,
Σ ⊂V , S ∈ N are defined as in a previous section, J is a set of production labels, P
is a finite set of productions of the form :

(r) α −→ β S(U) F(W ), in which

α −→ β ,α ∈ V ∗NV ∗, β ∈ V ∗, is called the core, (r) is the production label, r ∈ J,
U ⊂ J is the success field and W ⊂ J is the failure field.

A derivation is defined as follows. A production labeled with (1) is applied firstly.
If it is possible to apply a production (r), then after its application the next produc-
tion is chosen from its success field U . Otherwise, we choose the next production
from the failure field W .

Let us define a programmed grammar G such that L(G) = {anbncn,n > 0}. Let
G = ({S,A,B,C,a,b,c},{a,b,c},{1, . . .,7},P,S), where P is:

1. S→ ABC S({2,5}) F( /0) 5. A→ a S({6}) F( /0)
2. A→ aA S({3}) F( /0) 6. B→ b S({7}) F( /0)
3. B→ bB S({4}) F( /0) 7. C→ c S({ /0}) F( /0)
4. C→ cC S({2,5}) F( /0)

For example, a derivation of a string aabbcc is performed as follows.

S 1=⇒ ABC 2=⇒ aABC 3=⇒ aAbBC 4=⇒ aAbBcC
5=⇒ aabBcC 6=⇒ aabbcC 7=⇒ aabbcc

A static control mechanism of programmed grammars (success and failure fields
possess fixed indices of productions) has been extended in DPLL(k) grammars (Dy-
namically Programmed LL(k) grammars) [9, 16, 17]. Instead of success and failure
fields, every production is devised with a control tape. A head of a tape can write
indices of productions, read and move. A derivation is performed according to a
content of a tape. Additionally, a derivation is deterministic in a sense of standard
LL(k) grammars [25] and "recursive steps" are limited. Parsing algorithm is of O(n)

2 Tree adjoining grammars are the fourth well-known MCSGs, but, in fact, they are tree (not
string) grammars.



Syntactic Pattern Recognition 193

computational complexity, and a grammatical inference algorithm is also of polyno-
mial complexity, O(m3 ·n3), where is m is a sample size, n is the maximum length
of a string in a sample.

Apart from the inference algorithm mentioned above, there is few inference
methods that can handle some subset of context-sensitive languages. In a unique
syntactic pattern recognition model presented in [2], a pattern language is repre-
sented with augmented regular expressions and a formal grammar is not used at
all. An efficient parsing algorithm and a learning method have been defined in this
method. In the area of NLP, a polynomial-time algorithm of grammatical inference
has been defined recently for Simple External Contextual (S E C p) grammars [19]
belonging to the Marcus (non-Chomskyan) paradigm of contextual grammars [18].
In both cases, defining a language with contextual dependencies does not involve an
enhancement of productions of the Chomskyan context-free form.

A short survey of the basic models of enhancement of context-free grammars
shows that a definition of a grammatical inference algorithm is the main problem in
this area. In most enhanced models, such as indexed grammars, head grammars and
combinatory grammars, a derivation control mechanism is "hidden" (cleverly) in
grammar productions. It is made with the use of some syntax constructs like stacks,
heads, operators that do not occur in the words of a language. Let us notice that
the main idea of standard inference methods (i.e. used for regular and context-free
languages) consists in looking for similarities among sample strings. An alphabet
of a grammar inferred contains only terminal symbols that occur in the language
sample and nonterminals that are entered in a (relatively) simple way as "classes of
abstractions" for certain substrings. The only "operator" used is a simple catenation
operator. In a way, this operator is "visible" in a derived word. However, if grammar
productions contain operators that disappear during a derivation and do not occur
in a derived word, a grammatical inference problem becomes very difficult, since
a syntax of sample words does not deliver any information related to a history of
obtaining these words with such operators. It is hardly likely that algorithms recon-
structing such a history can be of a polynomial complexity. Thus, we can formulate
the following methodological principle.

III. Defining a control mechanism enhancing a grammar as a separate element
makes a development of an efficient grammatical inference algorithm easier than
"hiding" this mechanism in left- or right-hand sides of productions with the help
of additional syntactic operators.

4 Methodological Issues Concerning Graph Grammars

Graph grammars are widely used for a synthesis (generation) of multi-dimensional
pattern structures. A possibility of their use in machine vision and syntactic pat-
tern recognition depends on a balance between a generative power sufficient for
representing patterns and a parsing efficiency. Therefore, although the first graph
automata were proposed in the late 1960’s, only a few graph grammar-based syn-
tactic pattern recognition models have been presented for last forty years. Web
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automata were proposed by Rosenfeld and Milgram in 1972 [23]. An efficient parser
for expansive graph grammars was constructed by Fu and Shi in 1983 [26]. In 1990
two parsing algorithms for plex grammars were defined independently by Bunke
and Haller [3], and Peng, Yamamoto and Aoki [22]. In the early 1990’s two pars-
ing methods for relational grammars were proposed [6, 31]. An efficient, O(n2),
parser for the ETPL(k) subclass of the well-known edNLC [15] graph grammars
was constructed in 1993 [7, 8]. A parsing method for reserved graph grammars was
proposed in 2001 [32].

An analysis of the bibliography mentioned above shows that the methods have
been developed for precisely defined (sub)classes of graph grammars and their ap-
plication area has been determined by a nature of graph structures belonging to a
specific graph language. As we have mentioned it in introduction, a membership
problem for graph languages is, in general, NP-complete [29]. Therefore, in case of
a construction of a graph parser, either a generative power of a class of grammars is
usually decreased with imposing certain restrictions or one defines a specific class
of graph languages with a polynomial membership problem (like e.g. in case of
expansive grammars [26]). Summing up, we can define the following principle.

IV. During a process of defining a class of graph grammar one should focus pri-
marily on polynomial decidability of a membership problem for a language gen-
erated.

In case of a graph grammar inference area in a syntactic pattern recognition, the
efficient method has been defined only for the parsable ETPL(k) grammars [7, 8]
mentioned above [10]. It results from the fact that this problem is more complex
and difficult than a parsing problem. Analyzing the inference algorithm for ETPL(k)
grammars, one can easily see that it takes advantage of two analogies of string gram-
mars. Firstly, deterministic properties of a derivation of ETPL(k) graph languages
are obtained on the analogy of the well-known string deterministic LL(k) grammars
[25]. In fact, it allows us not only to defined an efficient grammatical inference algo-
rithm, but also an efficient parser. Secondly, a general scheme of an inference of an
ETPL(k) grammar is analogous to a scheme of formal derivatives technique used for
string grammars [11]. Looking for analogies in the area of string languages seems
seems to be a good methodological technique while we make a research in the area
of graph languages. Thus, let us formulate the following principle.

V. During a process of constructing a graph automaton and an algorithm of a
graph grammar inference one should look for analogical constructs and mecha-
nisms in an area of the theory of string languages.

5 Conclusions

Theory of formal languages (methematical linguistics) constitutes a formal basis
for various research areas in computer science. A specificity of an area determines
methodological principles that should be followed during a research. In other words,
for various areas various principles are valid. The general principles concerning an
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application of mathematical linguistics formalisms in a syntactic pattern recognition
area have been formulated in the paper. Let us remember that they are not neces-
sarily valid in other research areas that make use of formalisms of mathematical
linguistics such, as e.g. natural language processing, compiler design.

Syntactic pattern recognition paradigm is primarily an approach in a machine
recognition area. However, it relates also strongly with the Artificial Intelligence
(AI) field, since it can be used not only for pattern classification, but for pattern
understanding, as well (see e.g. [27]). Therefore, a set of methodological principles
presented in the paper will be extended in the future with new ones connected with
the AI paradigms.
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New Measures of Classifier Competence –
Heuristics and Application to the Design of
Multiple Classifier Systems

Bartlomiej Antosik and Marek Kurzynski

Abstract. In the paper three new methods based on different heuristics for calculat-
ing competence of a classifier are proposed. In the common two-step procedure, first
the so-called source competence at validation points are determined and next these
competence values are extended to the entire feature space. The first proposition
of the source competence reflects both the uncertainty of classifier’s decision and
its correctness. In the second method the source competence states the difference
of membership degrees to the fuzzy sets of competent and incompetent classifiers.
The third method is based on the normalized entropy of supports which classifier
gives for particular classes. The dynamic selection (DCS) and dynamic ensemble
selection (DES) systems were developed using proposed measures of competence.
The performance of multiclassifiers was evaluated using six benchmark databases
from the UCI Machine Learning Repository. Classification results obtained for five
multiclassifier system with selection and fusion strategy were used for a compar-
ison. The experimental results showed that, regardless of the strategy used by the
multiclassifier system, the classification accuracy for homogeneous base classifiers
has increased when the measure of competence was employed.

1 Introduction

Multiple classifier systems (MCS) which combines responses of set of classifiers
can achieved better classification accuracy than any single classifier in the ensemble.
This is because different classifiers may offer complementary information about the
objects to be classified. For the classifiers combination two main approaches used
are classifiers fusion and classifiers selection [10]. In the first method, all classifiers
in the ensemble contribute to the decision of MCS. In the second approach, a single
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classifier is selected from the ensemble and its decision is treated as the decision of
the MCS. The selection of a classifier can be either static or dynamic. In the first
method selection is a static process carried out only once for all test patterns, in the
second approach however, selection is a dynamic process repeated for different test
patterns [9].

Recently, dynamic ensemble selection methods (DES) has been developed which
first dynamically select an ensemble of classifiers from the entire set (pool) and then
combine the selected classifiers by majority voting. The most dynamic classifier
(ensemble of classifiers) selection schemes use the concept of classifier competence
on a defined neighbourhood or region [10], such as the local accuracy estimation
[3, 12, 16], Bayes confidence measure [8], multiple classifier behaviour [7] or ran-
domized classification model [15], among others.

In the approach presented in [13, 14, 15], the competence measure of classifier
is determined via the two-step procedure, in which first the so-called source com-
petence at validation points are determined and next these competence values are
extended to the entire feature space using potential function model.

In this paper we present new concepts of measure of source competence based
on the different heuristics. In the first method the source competence is calculated
as a common measure of uncertainty of classifier’s decision and its correctness. The
second method is based on the fuzzy logic and the source competence states the
difference between membership degrees of classifier to the fuzzy sets of competent
and incompetent classifiers. The third method is based on the entropy of supports
which classifier gives for particular classes.

This paper is divided into five sections and organized as follows. In Section 2
three different methods for determining measure of classifier competence are pre-
sented. In Section 3 two multiclassifier systems using proposed measures of clas-
sifier competence are developed. Computer experiments are described in Section 4
and Section 5 concludes the paper.

2 Theoretical Framework

2.1 Preliminaries

Consider an n-dimensional feature space X ⊆Rn and a set of class numbers M =
{1,2, . . . ,M}. Let

ψ : X →M (1)

be a trained classifier which produces a set of discriminant functions (d1(x),
d2(x), . . . ,dM(x)) for a given object described by a feature vector x. The value of
the discriminant function di(x), i = 1,2, . . . ,M represents a support given by the
classifier ψ for the i-th class. Without loss of generality we assume that di(x) > 0
and ∑di(x) = 1. Classification is made according to the maximum rule, i.e.

ψ(x) = i⇔ di(x) = max
k∈M

dk(x). (2)
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We assume that a validation dataset is available:

VN = {(x1, j1),(x2, j2), . . . ,(xN , jN)}, (3)

where xk ∈X , k = 1,2, . . . ,N denotes the feature vector representing the k-th object
in the dataset and jk ∈M denotes the object’s class label.

Now, using the set (3) we determine a competence measure C(ψ |x) which eval-
uates the competence of classifier ψ , i.e. its capability to correct activity (correct
classification) at a point x ∈X .

2.2 The Measures of Classifier Competence

According to the method presented in [13, 14], the competence C(ψ |x) of the clas-
sifier ψ for the object x is calculated in the following two-step procedure. First, the
so-called source competence at validation points CSRC(ψ |xk), (xk ∈ V ) are deter-
mined and next these competence values are extended to the entire feature space X
using normalized Gaussian potential function model [10]:

C(ψ |x) =
∑xk∈V CSRC(ψ |xk)exp(−dist(x,xk)2)

∑xk∈V exp(−dist(x,xk)2)
, (4)

where dist(x,xk)is the Euclidean distance between the objects x and xk.
In the next subsections three different methods for the calculation of the source

competence CSRC(ψ |xk) are proposed. The methods developed satisfy the following
properties formulated in [13]:

1. −1≤CSRC(ψ |xk)≤ 1,
2. CSRC(ψ |xk) is a strictly increasing function of d jk(xk),
3. if CSRC(ψ |xk) < 0 then ψ is incompetent,
4. if CSRC(ψ |xk) > 0 then ψ is competent,
5. if CSRC(ψ |xk) = 0 then ψ is neutral.

2.2.1 The Minimal Difference (MD) Method

In the classifiction procedure (1) values of discriminant functions, that is supports
given by the classifier ψ for particular classes, describe the confidence of the classi-
fier’s decision. Extreme case when one support is equal to 1 and remaining supports
are equal to 0 denotes the absolutely firm classifier’s decision. In typical cases how-
ever, when values of all discriminant functions are between 0 and 1, we deal with
an unreliable decision.

The MD method taking into account the uncertainty of classifier’s decision as
well as its correctness, leads to the following formula for the source competence of
classifier ψ at a validation point xk ∈V :

CSRC(ψ |xk) = min j∈M , j 
= jk [d jk(xk)−d j(xk)]. (5)
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If classifier ψ correctly classifies a validation point xk, then CSRC(ψ |xk) > 0 and ψ
is considered as competent. If classifier ψ makes an error, then CSRC(ψ |xk) < 0 and
ψ is incompetent. In both cases the value of competence (incompetence) depends
on the uncertainty of the classifier’s decision.

2.2.2 The Fuzzy Competence (FC) Method

In the terms of two-valued logic the set of classifiers correctly classifying a valida-
tion point xk (ψ(xk) = jk) can be considered as a crisp set of competent classifiers
C (xk) at a point xk ∈ V . Similarly, classifiers which incorrectly classify a point xk

(ψ(xk) = j ( j 
= jk)) create the set of incompetent classifiers I C (xk) at a point
xk ∈V . It means that both sets are disjunctive and any classifer or belongs to C (xk)
(does not belong to I C (xk)) or does not belong to C (xk) (belongs to I C (xk)).
In other words, for competent or incompetent classifier characteristic functions of
both sets are equal λC (ψ) = 1 and λI C (ψ) = 0 or λI C (ψ) = 1 and λC (ψ) = 0,
respectively.

This concept can be easily generalized and presented in the terms of fuzzy logic.
Now, C (xk) as well as I C (xk) are fuzzy sets with the following membership
functions:

μC (xk)(ψ) =
d jk(xk)−min j∈M d j(xk)

max j∈M d j(xk)−min j∈M d j(xk)
, (6)

μI C (xk)(ψ) =
max j∈M d j(xk)−d jk(xk)

max j∈M d j(xk)−min j∈M d j(xk)
, (7)

where d j(xk) ( j ∈M ) are supports (values of discriminant functions) produced by
the classifier ψ at a validation point xk (d jk(xk) is the support for correct class). It is
worth noting, that both sets are defined in the real-valued space and the membership
degree of the classifier ψ into C (xk) and I C (xk) depends on the support given by
ψ for the correct class.

In the FC method, the source competence of a classifier ψ at a point xk ∈ V is
defined as the following difference:

CSRC(ψ |xk) = μC (xk)(ψ)− μI C (xk)(ψ). (8)

From (6) and (7) after simple calculations we get

CSRC(ψ |xk) =
2 ·d jk(xk)−max j∈M d j(xk)−min j∈M d j(xk)

max j∈M d j(xk)−min j∈M d j(xk)
. (9)

In Fig. 1 membership functions (6), (7) and the source competence (9) of the classi-
fier ψ at a point xk are plotted against support given by ψ for the correct class.

2.2.3 The Entropy (ENT) Method

In this method the source competence of classifier ψ at the validation point xk is
a product of two factors, which separately determine the sign and absolute value
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a b

Fig. 1 The membership functions of sets C (xk) and I C (xk) (a) and the source competence
of ψ (b) plotted against the support for the correct class.

of the competence. The value of the source competence is inverse proportional to
the normalized entropy of its supports vector and the sign of competence is simply
determined by correct/incorrect classification of xk. This idea leads to the following
proposition of the ENT method:

CSRC(ψ |xk) = (−1)I{ψ(xk )
= jk} · [1− 1
logn

M

∑
i=1

di(xk) logdi(xk)] (10)

where I{A} is the indicator of the set (event) A.

3 Dynamic Classifier Selection Systems

The measures of competence can be incorporated in any multiclassifier system
providing that X is an metric space.

Let us assume that a set (pool) of trained base classifiers L = {ψ1,ψ2, . . . ,ψL}
and the validation dataset VN are given.

We define two multiclassifier systems based on proposed measures of
competence, each one employing different strategy.

1. The multiclassifier F1(x) is the classifier with the highest positive competence
value at the point x:

F1(x) = ψl(x) ⇔ C(ψl |x) > 0∧C(ψl|x) = max
k=1,2,...,L

C(ψk|x). (11)

The multiclassifier F1(x) uses a selection strategy, i.e. for each object described
by a feature vector x it selects a single classifier to be used for classification.

2. The multiclassifier F2(x) represents an ensemble selection approach where first
the set of competent classifiers is found and next the selected classifiers are com-
bined by weighted majority voting where the weights are equal to the competence
values. Thus, we have:
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F2(x) = j⇔ d(F2)
j (x) = max

k∈M
d(F2)

k (x), (12)

where
d(F2)

j (x) = ∑
ψl :C(ψl |x)>0

C(ψl |x)d jl(x). (13)

4 Experiments

4.1 Benchmark Data and Experimental Setup

Benchmark databases used in the experiments were obtained from the UCI Machine
Learning Repository [2]. A brief description of each database is given in Table 1.

Table 1 A brief description of the data sets used

Dataset # objects # features # classes
Iris 150 4 3
Wine 178 13 3
Breast 699 9 2
Glass 214 9 6
Ionosphere 351 34 2
Vowel 990 10 11

Selected databases represent classification problems with objects described by
continuous feature vectors. For each database, feature vectors were normalized for
zero mean and unit standard deviation. The training and testing datasets were ex-
tracted from each database using two-fold cross-validation. The training set was
also used as the validation set.

The experiments were conducted in MATLAB using PRTools [4].

4.2 Base Classifiers

Two types of classifier ensembles were used in the experiments: homogeneous
and heterogeneous. The homogeneous ensemble consisted of 50 unpruned decision
tree classifiers with misclassification (purity) splitting criterion. Each classifier was
trained using bootstrapping of the initial training set.

The pool of heterogeneous base classifiers using in the experiments, consisted of
the following nine classifiers [5]:

1. LDC — linear discriminant classifier based on normal distributions with the same
covariance matrix for each class

2. QDC — quadratic discriminant classifier based on normal distributions with
different covariance matrix for each class

3. NMC — nearest mean classifier
4. k-NN — k-nearest neighbours classifier with k = 1,5,10
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Table 2 Classification accuracies of the MCSs using heterogeneous ensembles. The best
result for each database is bolded. The statistically significant differences found are given
under the classification accuracies.

Database / Mean accuracy [%]
No MCS Iris Wine Breast Glass Iono Vowel
1 SB 95.20 97.86 95.62 69.06 85.58 94.75
2 MV 94.93 96.40 96.37 66.37 87.18 87.66
3 DCS 94.27 97.64 95.71 66.54 86.15 90.65
4 DCS-LA 96.53 97.41 95.91 65.91 86.21 85.51
5 DES-MCB 95.60 95.51 96.38 69.54 85.81 75.78
6 F1-MD 92.13 92.37 95.39 61.50 78.92 77.86

7 F1-FC 94.93 96.50 96.02 66.35 83.47 84.22
5

8 F1-ENT 92.67 92.68 95.19 57.44 78.12 79.76
5

9 F2-MD 95.33 95.84 95.48 62.24 85.47 78.79
3 5

10 F2-FC 95.47 96.40 95.48 64.20 91.51 90.67
3 1,2,3,4,5 2,4,5

11 F2-ENT 95.07 95.83 96.17 53.64 86.50 88.24
4,5

5. PARZEN — Parzen classifier with the Gaussian kernel and optimal smoothing
parameter hopt and smoothing parameter hopt/2

6. TREE — Unpruned tree classifier with purity splitting criterion

4.3 Multiple Classifier Systems

The F1 and F2 systems with MD, FC and ENT competence methods were compared
against five multiclassifier systems:

1. SB system – This system selects the single best classifier in the pool;
2. MV system – This system is based on majority voting of all classifiers in the

pool;
3. DCS system – This system defines competence of the classifier ψ at the test

object x using potential function model [11] with source competence at validation
point equal to +1 if this point is correctly classified or −1 if error is made.

4. DCS-LA system – This system defines the competence of the classifier ψ for the
test object x as the local classification accuracy.The accuracy is estimated using
the k-nearest neighbours odf the test sample x taken from the validation set V .
k = 10 was chosen since for this value the DCS-LA system had the best overall
performance in previous studies [16]

5. DES-MCB system – This system is the same as the DCS system, except the
competence is defined using the concept of multiple classifier behaviour [7].
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4.4 Results and Discussion

Classification accuracies (i.e. the percentage of correctly classified objects) were
calculated for the MCSs as average values obtained over 10 runs (5 replications of
two-fold cross validation). The results obtained for the MCSs using heterogeneous
and homogeneous ensembles are shown in Table 2 and Table 3, respectively. Statisti-
cal differences between the performaces of the F1 and F2 systems and the five MCSs
were evaluated using 5x2cv F test [1] and results are given under the classification
accuracies.

Table 3 Classification accuracies of the MCSs using homogeneous ensembles. The best result
for each database is bolded. The statistically significant differences found are given under the
classification accuracies.

Database / Mean accuracy [%]
No MCS Iris Wine Breast Glass Iono Vowel
1 SB 91.07 86.77 94.68 65.41 86.38 60.32
2 MV 92.53 93.17 96.08 74.12 89.46 82.46
3 DCS 91.20 86.56 94.59 65.74 87.12 64.87
4 DCS-LA 90.80 85.31 94.45 65.33 84.44 62.48
5 DES-MCB 92.93 93.17 96.11 74.03 89.17 83.25
6 F1-MD 92.80 86.89 95.39 65.53 86.49 73.09

1,3,4 4 4 1,3,4

7 F1-FC 90.13 84.50 94.31 64.02 85.30 61.90

8 F1-ENT 92.27 86.66 95.54 64.51 86.55 71.25
1,3,4 4 1,4 4 1,3,4

9 F2-MD 93.60 93.06 96.02 73.38 92.65 86.85
1,2,3,4 1,3,4 1,3,4 1,3,4 1,2,3,4,5 1,2,3,4,5

10 F2-FC 93.20 93.07 95.99 73.75 92.48 86.00
1,3,4 1,3,4 1,3,4 1,3,4 1,2,3,4,5 1,2,3,4,5

11 F2-ENT 93.60 93.62 96.05 73.37 92.71 87.31
1,2,3,4 1,3,4 1,3,4 1,3,4 1,2,3,4,5 1,2,3,4,5

These results imply the following conclusions:

1. The best F1 system outperformed the SB classifier by 1.73%, 0.12%, 0.86%,
0.12%, 0.17% and 12.77% for homogeneous ensembles and for different data-
bases, respectively;

2. The best F2 system outperformed the SB classifier by 2.53%, 6.85%, 1.37%,
7.97%, 6.43% and 16.99% for homogeneous ensembles and for different data-
bases, respectively;

3. The F2 systems achieved the highest classification accuracy for 1 dataset and 4
datasets for heterogeneous and homogeneous ensembles, respectively;

4. The F1 and F2 systems produced statistically significant higher scores in 34 out of
60 cases and 11 out of 60 cases for homogeneous and heterogeneous classifiers,
respectively;
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5. The F1 systems produced statistically significant higher scores against DCS
systems in 4 out of 12 cases for homogeneous classifiers;

6. The F2 systems produced statistically significant higher scores against DES
system in 2 out of 6 cases for homogeneous and heterogeneous classifiers.

5 Conclusions

In the paper new methods for calculating the competence of a classifier in the feature
space were presented. Two multiclassifier systems incorporating the competence
were evaluated using six databases from the UCI Machine Learning Repository.

The reason for the better performance of the F1 and F2 systems for the homoge-
neous ensemble could be that classifiers in the ensemble were diverse and their clas-
sification accuracies varied noticeably within the ensemble. Therefore, a wide range
of competences were obtained and the classifiers evaluated as better-than-random
could be successfully selected by the system developed.

The relatively worse performance of the F1 and F2 systems for the heterogeneous
ensemble could be explained by the fact that most of classifiers in the ensemble
were highly accurate. For example, the SB system outperformed at least one of the
other 10 MCSs for all 6 databases.
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Privacy Preserving Models of k-NN Algorithm

Bartosz Krawczyk and Michal Wozniak

Abstract. The paper focuses on the problem of privacy preserving for classification
task. This issue is quite an important subject for the machine learning approach
based on distributed databases. On the basis of the study of available works devoted
to privacy we propose its new definition and its taxonomy. We use this taxonomy
to create several modifications of k-nearest neighbors classifier which are consistent
with the proposed privacy levels. Their computational complexity are evaluated on
the basis of computer experiments.

Keywords: privacy preserving data mining, distributed data mining, pattern recog-
nition, k-NN, database security.

1 Introduction

Nowadays many enterprisers have collected huge amounts of valuable data, but
their manual analysis is virtually impossible. Ganz et al. [14] report that in 2012
2.5 trillion gigabytes will be produced and storage in the computer systems. The
market-leading companies realize that smart analytics tools which are capable to
interpret collected data could lead to business success. Therefore they desire to ex-
ploit strength of machine learning techniques like pattern recognition methods to
extract hidden, valuable knowledge from the huge, usually distributed databases.
The growing amount of mentioned above distributed data collections has caused a
rapid development of distributed data mining methods which are able to deal with
collected data effectively.

Designing classifiers for very large databases is an attractive analytics tool
[13, 17]. They are applied to the many practical areas like credit approval, predic-
tion of customer behavior, fraud detection, designing IPS/IDS, medical diagnosis,
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to name only a few. Numerous approaches have been proposed to construct efficient
pattern recognition methods [2]. The k-nearest neighbor rule [11], is one of the most
fundamental and simple implemented nonparametric classification algorithms. The
minimal distance classification is attractive from the theoretical and the practical
point of view, because it is the recommended approach for discriminant analysis
when the knowledge about probability densities is insufficient. However, its the-
oretical properties guaranteeing that for all distributions its probability of error is
bounded above by twice the Bayes probability of error [9]. The naive implementa-
tion of this rule does not have any learning phase.

Let us revert to the subject of distributed data analysis. Unfortunately, we should
remember that we can find legal or commercial limitations which do not allow shar-
ing data between databases. Therefore developing privacy preserving versions of
well known data analysis techniques is the focus of intense research. The aim of pri-
vacy preserving is to offer possibility of distributed data analysis with a minimum of
information disclosure. The main objectives of this work are to present an original
taxonomy of privacy preserving machine learning methods and to propose several
modifications of k-NN classifier which allows to keep established level of privacy.

The content of the work is as follows. In the next section a pattern recognition
task and k-NN algorithm are presented shortly. Then chosen topics related to pri-
vacy preserving classification are discussed and on this basis an original taxonomy
of privacy preserving is introduced. Several modifications of k-NN classifier pro-
posed on the basis of the taxonomy are described in section 4. Then the results of
computer experiments which estimate computational cost of proposed algorithms
are discussed. The last section concludes the paper.

2 Model of Pattern Recognition Task

The aim of the pattern recognition is to classify a given object to the one of the
predefined categories, on the basis of observation of the features described it. We do
not focus on a feature selection, which is very important for the quality of classifier,
i.e. we assume that the set of features is given by an expert or chosen by a feature
selection method [12]. All data concerning the object and its attributes are presented
as a feature vector x ∈ X .

The pattern recognition algorithmΨ maps the feature space X to the set of class
labels M

Ψ : X→M (1)

The mapping (1) is established on the basis of examples included in a learning
set or rules given by experts. The learning set consists of learning examples, i.e.
observation of features described object and its correct classification.

2.1 k-Nearest Neighbors Classifier

Among different concepts of instance-based learning [1], the minimal distance clas-
sifier - k-nearest neighbors is simple and quite popular. It proposes to classify an
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object by a majority vote of its k neighbors (k is a user-defined constant which value
is fixed arbitrary using the prior knowledge about the task or its value is chosen
on the basis of computer experiments). Usually Euclidean distance is used as the
distance metric, but in cases, e.g. when discrete attributes are used, another metric
should be chosen [8].

A weakness of the original k-nearest neighbors classifier is that the classes with
the most frequent examples tend to dominate the prediction of the object, as they
tend to come up in the k nearest neighbors when the neighbors are computed due to
their large number. One way to overcome this problem is to weight the classification
taking into account the distance from the test point to each of its k nearest neighbors
[10].

The computational load of a minimal distance classification of a single object is
O(nd), where d is the dimension of feature vectors and n is the number of training
samples. Therefore, the classification task takes a lot of time, particularly if n is large.

There are three main approaches which try to improve efficiency of k-NN rule.

1. The first category concerns methods for speeding-up nearest neighbor search
[5, 10].

2. The second one proposes a training set consistent subset for the nearest neigh-
bor rule [15], which determines a consistent subset of the original learning
set. Angiulli et al. propose the distributed version of consistent subset learning
algorithms for the nearest neighbor rule [3].

3. The third category concerns methods which focus on improving the classification
accuracy or the response time through the use of partitions of original dataset for
the nearest neighbor rule. Let us assume that an original database is divided into
V partitions. We could propose two different models of the classification:

a. For each partition of datasets object is classified independently and the final
decision is made on the basis of aforementioned V decisions using a fusion
method like majority voting or more sophisticated fuser model [20].

b. For each partition k-nearest neighbors are found independently and finally k-
nearest neighbors are selected among k∗V candidates coming from subsets of
original dataset. Let us note that additional computations for making final de-
cision (besides computations connected with establishing k-nearest neighbors
in each partition) should be done.

In the remaining part of paper we will focus on the last category, but we have to
stress flexibility of the proposition 3a. It could be used for the case that database
is partitioned from privacy reasons as well because this method does not need to
known feature values of the nearest neighbors.

3 Privacy Preserving

A privacy is a crucial problem in practical computer applications [6] and breaking
privacy principle could lead to serious legal consequences. Westin [25] proposes the
following definition of privacy: "control over personal information". Unfortunately
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it is to general to be use in practice, therefore Moor [22] notice that the concept of
privacy itself is best explained in terms of restricted access, not control. Problem of
individual privacy in public spaces is widely discussed, e.g in [23].

Privacy preserving methods are strongly related to secure databases and secure
operating [16, 18]. Privacy preserving data mining methods focus on hidden infor-
mation related to an individual record. One of the most popular approaches uses data
perturbation techniques or secure models to protect privacy of distributed databases
[21]. Some general tools supporting privacy-preserving data analysis like secure
sum, comparison, division, scalar product,etc [7]. They are used in implementation
of privacy-preserving in data mining methods, e.g. decision tree induction [24].

There are several works related to privacy protecting data mining for horizontal
and vertical partitioned databases. For classification model under consideration it is
worth noting the works which deal with privacy preserving k-NN across vertically
[19] and horizontally partitioned datasets [6].

Mentioned above methods use different models, e.g. Kantarcgouglu et al. use k-
anonymity privacy model [7] and Chitti et al. [6] propose to randomize data through
multiple rounds.

Most of the works on privacy preserving data mining show the aspect of privacy
as binary one - full privacy or lack of privacy. This observation encourages us to for-
mulate the following definition of privacy. We assume that we would like to assure
privacy in a distributed environment, e.g. where data are distributed among several
nodes of computer network.

Definition 1. Each of nodes has data and view. Data can be understand as direct val-
ues, statistical information or background knowledge. Each of them can be marked
as private or public, depending on a database owner. View represents the direct ac-
cess to the data possessed by other node or the ability to extract or estimate those
data. As preserving privacy we mean that the view of other side is restricted to the
data marked as public. As the lack of privacy we mean that the view of other node
allows access to private part of the database, thus creating threat to its owner.

According to formulated above definition we propose the following privacy
taxonomy.

• Level 0: No privacy - all data are public and available.
• Level 1: Local privacy - individual data values are protected, but statistical data,

such as histograms are public.
• Level 2: Statistical privacy - access to individual values is possible, but extracting

statistical information is denied.
• Level 3: Global privacy - both direct access to individual values and statistical

information are protected.
• Level 4: Classification step privacy - feature names used by classifier are public,

but their values are private.
• Level 5: Classifier privacy - feature names and their values used by classifier are

private. Only the result of data mining process is known to all sides.
• Level 6: Full privacy - all the data are restricted.
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Main 
node

Database 1 Database 2 Database V

 K(1) query 

K(1) response

. . .
K(1) action

 K(V) query  K(2) query 

K(V) responseK(2) response

K(2) action K(V) action

Fig. 1 Schema of described distributed data mining process with one main node and V
databases.

4 Algorithmic Approach to Privacy Preserving Data Mining

For purpose of our research we focus on possibilities of protecting data by mecha-
nism that are offered by classification algorithms themselves. Usually, privacy pre-
serving methods are based on supplementary mechanisms like Yao’s protocol [8].
Unfortunately they usually require extra remarkable computational cost, therefore
solutions that use mechanisms embedded in classification process itself are more
interesting.

The k-nearest neighbour classifier offers interesting possibilities for task of pri-
vacy protecting data mining. It is worth noticing that even in its basic form this al-
gorithm primitively conceals data itself, because the object is not used itself in the
classification step, but only the value of its distance to classified pattern. Therefore
we can find the hypersphere on which this object is located, but we cannot directly
point at it.

We assume that in described process we use V different databases (partitions,
sides, nodes) and one main node, which is responsible for conducting the algorithm.
We enlist three diffrent types of events – a query from the main node, an action taken
on a database and answer which is sent from a database to the main node. Schema
of this process is shown in figure 1.

On the basis of the taxonomy presented in the previous section, four different ap-
proaches for privacy preserving k-NN in distributed environment are proposed. Each
of them has its own advantages and drawbacks. It is up to individual user to choose
the scheme most adjusted to his needs.

4.1 Normal Querying with Full Neighbour Set

Algorithm:

Vs = set of nodes
V = number of nodes



212 B. Krawczyk and M. Wozniak

k = parameter of k-NN algorithm
query all nodes from Vs for k-nearest neighbours
main node sorts recieved objects
best k objects are chosen

Benefits: Each of the nodes sends the same number of objects, therefore none of
them has the knowledge which of them are used (privacy level 2 achieved).

Drawbacks: Each of the nodes sends full set of k objects. Therefore in more
complex problems it reveals some direct information.

4.2 Ranked Querying

Algorithm:

Vs = set of nodes
V = number of nodes
k = parameter of k-NN algorithm
t = 0
n = specified by user, n << V
repeat

query all nodes from Vs for nearest neighbour
remove n nodes with worst response from Vs set
t = t + 1

until t == k or no better solution found

Benefits: Number of queries is reduced. Databases reveal significantly less infor-
mation, because some of them are eliminated from querying during the procedure
(privacy level 3 achieved).

Drawbacks: Database that was eliminated in beginning is informed that its object
are not participating in classification. Database that was asked frequently may as-
sume that its objects play a major role in decision process.

4.3 Set of the Best Objects

Algorithm:

Vs = set of nodes
V = number of nodes
k = parameter of k-NN algorithm
generate set of k random objects in the main node
denote them as the set of best objects
repeat

choose random node from Vs set
send set of best objects to the choosen node
compare objects in the node with received set
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replace all worse objects
remove this node from Vs set
return the set to the main node
denote it as the set of best objects
V = V - 1

until V == 0

Benefits: Due to random set generation in the first step none of the nodes know
if they are asked as the first or the last one. Therefore no database can assume the
information that the package of objects they send to the main node is the final set
in the classification process. Also they are unable to identify to which databases the
objects from input set belongs. Each node reveals only the objects that are sent to
the main node. If database does not have better objects, none of them are revealed
and it is impossible to point out which database does not return any new objects.
(privacy 4 are achieved).

Drawbacks: This approach assumes that each of the nodes must compare on its side
the whole received set with objects stored in database. Therefore the computational
complexity is higher than in the previous methods.

4.4 Step Query with Increasing Neighbour Set

Algorithm:

Vs = set of nodes
V = number of nodes
k = parameter of $k$-NN algorithm
z = query parameter
generate set of k random objects in the main node
denote them as the set of best objects
repeat

choose random node from Vs set
z = k
repeat
send object number z from the best set to this node
compare it with objects in the node
if there is a better one send it to the main node
z = z - 1

until no better objects found or z = 0
main node sorts the set of recieved objects
denote them as the set of best objects
remove this node from Vs set
V = V - 1

until V == 0
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Benefits: Due to random set generation in first step none of the nodes knows if it is
asked as the first or the last one. Therefore no database can assume the information
it sends to the main node is the final set in the classification process. Also they
are unable to identify to which databases the objects from input set belong to. Each
node reveals only the objects that are sent to the main node. If database does not have
better objects, none of them are revealed and it is impossible to point which database
does not return any new objects. Additionally number of queries is significantly
reduced if tested database can not return better objects then the query ends. Each
node does not receive the tested set but only one object from it at the time. If there
are no better objects in database it will not receive more objects, thus concealing
their values (privacy level 4 achieved). Additionally lowest number of objects is
revealed compared to other method.

Drawbacks: This approach assumes that each of the nodes must compare on it’s
side received objects with objects stored in database. Therefore the computational
complexity is the highest, compared to the previous presented methods. Addition-
ally if a query from main ends quickly, this side may assume that its objects will not
participate in the classification process.

5 Experimental Evaluation

Usually the three performance metrics for privacy preserving classification algo-
rithm are used [6]:

1. Accuracy - which evaluates what is the accuracy lost of privacy preserving
method compared with the original algorithm.

2. Efficiency - which evaluates what is the computational and memory complex-
ity increases of privacy preserving modification compared with the original
algorithm.

3. Privacy - which estimate how much information are shared between the nodes
during privacy preserving modification.

Let us notice that our propositions are as accurate as the original k-NN and each
of them assures the appropriate privacy level what is discussed in the previous sec-
tion. Therefore the main goal of the experiments is to evaluate the computational
complexity (efficiency) of proposed methods. All experiments were carried out on
handwritten letter recognition dataset from UCI [4]. It consists of 20000 objects
described by the sixteen features. Tests were carried out for different values of k
parameter, number of nodes V , and number of features. We had assumed that 20000
is permanent number of objects and they were divided equally between the V nodes.

All experiments were carried out on Intel Core Duo T5800 2,0 GHz CPU with
3 GB RAM memory in R environment, with k-NN algorithm taken from dedicated
package, thus ensuring that results achieved the best possible efficiency and that
performance was not decreased by a bad implementation.

Figures from 2 to 4 show the execution time of proposed k-NN modifications.
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Fig. 2 Time complexity for objects with 4 features.
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Fig. 3 Time complexity for objects with 8 features.

The results of experiments did not surprise us, because we expected that higher
privacy level requires higher computational cost, but it is worth noting that the ad-
ditional computational cost is lower that usually reported in literature. Of course
we should remember that the decision about choosing an appropriate privacy level
should be made by user.
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Fig. 4 Time complexity for objects with 16 features.

6 Conclusions

The paper dealt with a problem of privacy preserving for pattern recognition task.
We proposed new definition of privacy and the original taxonomy of privacy pre-
serving algorithms was formulated. Classical binary representation of privacy have
strong limitations and leave a little choice for users. Therefore by splitting idea of
privacy into levels we introduced a flexible framework that can be adjusted to per-
sonal needs and offers balance between safety and computational cost. We discussed
four modification of the k-NN algorithm which take mentioned above privacy tax-
onomy into consideration. Our propositions were evaluated on the basis of computer
experiments which were carried out on the basis of huge benchmark dataset. What
is important, we showed that a good level of security can be achieved without using
additional time consuming algorithms. We believe that proposed concept can be use-
ful during real projects of computer recognition system which could use distributed
datasets and should respect privacy aspect.
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Some Properties of Binary Classifier with
Fuzzy-Valued Loss Function

Robert Burduk

Abstract. In this paper we present some prosperities of binary classifier with fuzzy-
valued loss function. The loss function in our case is dependent on the stage of the
decision tree or depends on the node of the decision tree. The decision rules of a
two-stage binary classifier minimize the mean risk, that is the mean value of the
fuzzy loss function. In the paper the effect of a loss function on the value of the
separation point of decision regions is presented. In this paper we will are not going
to study the impact of the choice of ranking of fuzzy numbers method on the results
of the classification.

1 Introduction

In many decision problems the evaluation of utility can be quite imprecise [3]. The
class of the fuzzy-valued loss functions is definitely much wider than the class of
the real-valued ones. This fact reflects the richness of the fuzzy expected loss ap-
proach to describe the consequences of incorrect classification as opposed to the
real-valued approach. For this reason, studies thus far have previously described
decision problems in which values assessed as the consequences of decision are as-
sumed to be fuzzy [2], [6], [9]. Those papers describe only single-stage decision
problems. This paper deals with a recognition problem, where - assuming a prob-
abilistic model with full information - values of a loss function are assumed to be
fuzzy numbers. We will also consider the so-called Bayesian hierarchical classi-
fier [7]. In this recognition problem the decision as to the membership of an object
in a given class is not a single activity, but is a result of a more or less complex
decision making process. This model was formulated so that, on the one hand, the
existence of fuzzy loss function representing the preference pattern of the decision
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maker can be established; whilist, on the other hand, a priori probabilities of classes
and class-conditional probability density functions can be given.

In the paper [8] the Bayesian hierarchical classifier is presented. The synthesis
of multistage classifier is a complex problem. It involves specifying the following
components:

• the decision logic, i.e. hierarchical ordering of classes,
• feature used at each stage of decision,
• the decision rules (strategy) of performing the classification.

This paper is devoted only to the last problem. This means that we will deal only
with the presentation of decision algorithms, assuming that both the tree skeleton
and the feature used at each non-terminal node have been specified.

The contents of the work are as follows: Section 2 introduces the necessary back-
ground and describes the Bayes hierarchical classifier. In section 3, the recognition
algorithms with fuzzy valued loss function are presented. Those values depend ei-
ther on the stage of the decision tree on which an error has occurred or depend on
the node of the decision tree at which misclassification has been made In section 4,
we compared those two cases of fuzzy-valued loss functions. The effect of a loss
function on the value of the separation point of decision regions is presented.

2 Decision Problem Statement

Let us consider a pattern recognition problem in which the number of classes equal
4. Let us assume that the classes are organized in a two-stage binary decision tree.
Let us number all the nodes of the constructed decision-tree with consecutive num-
bers of 0,1,2, . . . , reserving 0 for the root-node and let us assign numbers of classes
from the M = {1,2,3,4} set to terminal nodes so that each one of them can be
labelled with the number of the class connected with that node. This allows us to
introduce the following notation:

• M (n) – the set of numbers of nodes, which distance from the root is n, n = 0,1,2.
In particular M (0) = {0}, M (N) = M ,

• M =
N−1
⋃

n=0

M (n) – the set of interior node numbers (non terminal),

• Mi ⊆M (N) – the set of class labels attainable from the i-th node (i ∈M ),
• M i – the set of numbers of immediate descendant nodes (i ∈M ),
• mi – number of direct predecessor of the i-th node (i 
= 0).

We will continue to adopt the probabilistic model of the recognition problem, i.e. we
will assume that the class label of the pattern being recognized jN ∈M (N) and its
observed features x are realizations of a couple of random variables JN and X. The
complete probabilistic information denotes the knowledge of a priori probabilities
of classes:

p( jN) = P(JN = jN), jN ∈M (N) (1)

and class-conditional probability density functions:
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f jN (x) = f (x/ jN), x ∈ X , jN ∈M (N) . (2)

Let
xi ∈ Xi ⊆ Rdi , di ≤ d, i ∈M (3)

denote vector of features used at the i-th node, which have been selected from the
vector x.

Our aim is now to calculate the so-called multistage recognition strategy πN =
{Ψi}i∈M , that is the set of recognition algorithms in the form:

Ψi : Xi →M i, i ∈M . (4)

Formula (4) is a decision rule (recognition algorithm) used at the i-th node which
maps observation subspace to the set of immediate descendant nodes of the i-th
node. Equivalently, decision rule (4) partitions observation subspace Xi into disjoint
decision regions Dk

xi
, k ∈M i, such that observation xi is allocated to the node k if

ki ∈Dk
xi

, namely:

Dk
xi

= {xi ∈ Xi :Ψi(xi) = k}, k ∈M i, i ∈M . (5)

Let L̃(iN , jN) denote the fuzzy loss incurred when object of the class jN is assigned
to the class iN (iN , jN ∈M (N)). Our aim is to minimize the mean risk, that is the
mean value of the fuzzy loss function:

R̃∗(π∗N) = min
Ψin ,ΨiN−1

R̃(πN) = min
Ψin ,ΨiN−1

Ẽ[L(IN ,JN)]. (6)

We will refer to the π∗N strategy as the globally optimal N-stage recognition strategy.
R̃∗(π∗N) is a fuzzy-valued function on R, taking on values of the set Fc(R) (set

of normalized convex fuzzy sets on R whose level sets and the closed convex hull
of the support are compact).

In order to rank fuzzy mean values, we had selected the subjective method defined
by Campos and González [5]. This method is based on an λ -average value of a fuzzy
number, which is defined for Ã ∈Fc(R) as a real number given by

V λ
S (Ã) =

∫ 1

0
[λaα2 +(1−λ )aα1]dS(α) (7)

where Ãα = [aα1,aα2],λ ∈ [0,1] and S being an additive measure on Y ⊂ [0,1].
The λ parameter is a subjective degree of optimism-pessimism. In context of a

loss, λ = 0 reflects the highest rate of optimism, while λ = 1 reflects the highest
rate of pessimism. Then, the λ -ranking method used for comparing fuzzy numbers
in Fc(R) is given by

Ã� B̃⇔V λ
S (Ã)≥V λ

S (B̃). (8)

This λ -average extends some well-known ranking functions [1], [12]. One of the
most relevant characteristic of the ranking method based on the function V λ

S is its
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feasibility, which is due to the following reason: when we apply V λ
S on the fuzzy

expected value of an integrably bounded fuzzy random variable the computation of
this fuzzy expected value is not required. The λ -average value of a fuzzy expected
value is reduced to the expected value of a classic random variable, namely, the
composition of V λ

S and the fuzzy variable.
In addition to the described method many methods of comparison and ranking of

fuzzy numbers have previously been proposed in the literature. Some of them had
been reviewed and compared in [4], [10], [11]. In this paper we are not going to
study the impact of the choice of ranking of fuzzy numbers method on the results of
the classification.

3 The Recognition Algorithm

3.1 Stage-Dependent Fuzzy Loss Function

Let L̃(iN , jN) denote the fuzzy loss incurred when object of the class jN is assigned
to the class iN (iN ,JN ∈M (N)). Let us assume the following:

L̃(iN , jN) = L̃S
d(w) (9)

where w is the first common predecessor of the nodes iN and jN . The fuzzy
loss function define as above means that the loss depends on the stage at which
misclassification is made.

By putting (9) into (6), we obtain the optimal (Bayes) strategy whose decision
rules at the first stage are as follows:

Ψ∗
in (xin) = in+1,

(L̃S
0− L̃S

1)p(in+1) fin+1(xin)+
+L̃S

1 ∑
jN∈M jN−1

[q∗( jN/in+1, jN)p( jN) f jN (xin)] =

= max
k∈M in

{

(L̃S
0− L̃S

1)p(k) fk(xin)+

+L̃S
1 ∑

jN∈M k

[q∗( jN/k, jN)p( jN) f jN (xin)]
}

, (10)

where q∗( jN/in+1, jN) denotes the probability of accurate classification of the object
of the class jN at the second stage using π∗N strategy rules, on condition that at the
first stage the in+1 decision has been made.

Decision rules at the second stage of classification are like for single-stage
classifier with zero-one loss function.

3.2 Node-Dependent Fuzzy Loss Function

Let us assume now:
L̃(iN , jN) = L̃w (11)
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where w is the first common predecessor of the nodes iN and jN . The fuzzy loss
function defined as above means that the loss depends on the node of the decision
tree at which misclassification has been made. The difference between stage-depen-
dent fuzzy loss function and node-dependent fuzzy loss function for the two-stage
binary classifier is presented in Fig. 1.

Fig. 1 Interpretation of stage-dependent and node-dependent fuzzy loss function

By putting (11) into (6), we obtain the optimal (Bayes) strategy whose decision
rules at the first stage are as follows:

Ψ∗
in (xin) = in+1,

(L̃0− L̃in+1)p(in+1) fin+1(xin)+
+L̃in+1 ∑

jN∈M jN−1

[q∗( jN/in+1, jN)p( jN) f jN (xin)] =

= max
k∈M in

{

(L̃S
0− L̃k)p(k) fk(xin)+

+L̃k ∑
jN∈M k

[q∗( jN/k, jN)p( jN) f jN (xin)]
}

, (12)

where q∗( jN/in+1, jN) denotes the probability of accurate classification of the object
of the class jN at the second stage using π∗N strategy rules, on condition that at the
first stage the in+1 decision has been made.

Decision rules at the second stage of classification are like for single-stage
classifier with zero-one loss function.

4 Some Properties of the Binary Classifier

Let us consider the two-stage binary classifier like the on presented in Fig. 1. We as-
sume now that we have conditional independent features: f5(x0) = f1(x0) = f2(x0)
and f6(x0) = f3(x0) = f3(x0). Additionally we assume that we have equal a pri-
ori probabilities of classes: p(1) = p(2) = p(3) = p(4). For those assumptions the
recognition algorithm at the first stage of classification for the stage-dependent fuzzy
loss function (9) is following:
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Ψ∗
0 (x0) = in+1,when

in+1 = max
k∈M 0

{

(L̃S
0− L̃S

1)p(k) fk(x0)+

+L̃S
1 p(k) fk(x0) ∑

jN∈M k

q∗( jN/k, jN)
} . (13)

Knowing that p(5) = p(1) + p(2), p(6) = p(3) + p(4) and k ∈ 5,6 the point x∗0
(the separation point of decision regions at the first stage) is calculated from the
equation:

f5(x0)(L̃S
0− L̃S

1 + L̃S
1(q

∗(1/5,1)+ q∗(1/5,1))) =

f6(x0)(L̃S
0− L̃S

1 + L̃S
1(q

∗(3/6,3)+ q∗(4/6,4))).

Comparing the obtained results with the algorithm for the zero-one loss function and
locally optimal strategy it can be easily observed that the algorithm prefers the node
k of tree for which the sum of probabilities of correct classification q∗( jN/k, jN) is
greater. Preference is defined as an increase in decision regions, or equivalently, the
shift of the separation point of decision regions x∗0. Values of loss functions effect
the value of a point, but preferred is always going to be the node for which greater
is the value ∑ jN∈M k q∗( jN/k, jN).

It is different in the case of the node-dependent fuzzy loss function. For the same
assumptions, the point x∗0 is calculated from the equation:

f5(x0)(L̃0− L̃5 + L̃5(q∗(1/5,1)+ q∗(1/5,1))) =

f6(x0)(L̃0− L̃6 + L̃6(q∗(3/6,3)+ q∗(4/6,4))).

Which node of the decision tree is preferred depends not only on the sum of proba-
bilities of correct classification but also on the values of the loss function. Preferred
is the decision tree node for which the assigned loss function is to smaller. Thus, in
this case it may be preferable, each of the nodes, not just one. Which one depends
on the values of loss functions, and probabilities of correct classification. For two of
those loss functions we will receive the same point x∗0 value, if the assumed the node-

dependent fuzzy loss functions satisfy the condition L̃6 = L̃5(q∗(1/5,1)+q∗(1/5,1)−1)
q∗(3/6,3)+q∗(4/6,4)−1 .

The separation point of decision regions x∗0 also depends on the method of compar-
ing fuzzy numbers or value of parameter λ of the method described in this paper.

5 Conclusions

In the paper we have presented the multistage recognition problem in which con-
sequences of a wrong decision are fuzzy-valued. We considered two cases of loss
function. In the first one, the loss function is dependent on the stage of the deci-
sion tree, in the second it depends on the node of the decision tree. For the two-
stage Bayes classifier with full probabilistic information we compared both the
cases of loss function. In particular, the effect of a loss function on the value of the
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separation point of decision regions was presented. In a future work the impact of
the choice of ranking of fuzzy numbers method on the value of the separation point
can be considered.
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Interactive Exploration of Image Collections

Gerald Schaefer

Abstract. With image collections, both private and commercial, ever growing, ef-
ficient and effective tools for managing these repositories are becoming increas-
ingly important. Content-based approaches, which are based on the principle of
image feature extraction and similarity calulation based on these features, seem
necessary as most images are unannotated. However, typical content-based retrieval
systems have shown only limited usefulness. In this paper, we present interactive im-
age database browsing systems as an alternative to retrieval approaches. Exploiting
content-based concepts, image collections can be visualised so that visually similar
images are located close in the visualisation space. Once an image collection has
been displayed, the user is given the possibility of interactively exploring it further
through various browsing operations. After introducing basic approaches to visual-
ising and browsing image collections, we then focus on some of the systems that
we have developed in our lab for this purpose. In particular, we look in detail at the
Hue Sphere Image Browser and Honeycomb Image Browser systems, both of which
provide hierarchical browsing approaches that give access to large image collections
in an intuitive yet efficient manner.

1 Introduction

With image collections, both private and commercial, ever growing (while personal
image collections may contain hundreds or thousands of pictures, commercial image
repositories can comprise millions of images [13]), efficient and effective tools for
managing these repositories are becoming increasingly important. Content-based
approaches [28], which are based on the principle of image feature extraction and
similarity calulation based on these features, seem necessary as most images are
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unannotated. However, typical content-based retrieval systems have shown only lim-
ited usefulness and cannot be employed for generic image search, but rather only for
specific specialised domains. This is partly due to the semantic gap between low-
level image features and our high-level understanding of images [28], but also to
other reasons such as the fact that typical retrieval systems are often based on in-
adequate search paradigms such as query-by-example [29]. Image retrieval through
query-by-example returns, based on a query image provided by the user, those im-
ages from the database which are deemed most similar to the given query, i.e. those
images whose image features best match the query. Since only a relatively small
set of images (typically a few tens) is returned, most of the image database remains
unknown to the user.

In this paper, we present techniques that allow full exploration of an image
database. Rather than following the paradigm of direct image retrieval, image
browsing systems provide an overview of a complete image repository coupled with
methods to interactively navigate further through the image collection [18]. First, in
Section 2, we summarise various approaches for visualising and navigating image
collections [16]. In the following two sections, we then describe two of the sys-
tems we developed in our lab for interactive navigation of large image collections,
namely the Hue Sphere Image Browser [23] in Section 3, and the Honeycomb Im-
age Browser [17] in Section 4. We conclude the paper and highlight the issue of
benchmarking [14] in Section 5.

2 Image Database Navigation Systems

Common tools for managing image collections typically display images in a one-
dimensional linear format (usually on a grid) where only a limited number of thumb-
nail images are visible on screen at any one time, thus requiring the user to search
back and forth through thumbnail pages to view all images. Obviously, this con-
stitutes a time consuming, impractical and exhaustive way of searching images,
especially in larger collections. Furthermore, the order in which the pictures are
displayed is based on attributes like file names that often do not reflect the actual
image contents and hence cannot be used to speed up the search.

A much better approach is to employ content-based image retrieval concepts
[28] in order to arrange images in such a way that visually similar images are located
close to each other in the display, which has been shown to decrease the time it takes
to localise certain images [20]. Various approaches following this principle have
been introduced in recent years [18]; in general we can divide them into mapping-
based, clustering-based and graph-based image database visualisation methods [16].
Once an image collection has been visualised, interactive browsing allows full
exploration of the complete image repository [15].

Mapping-based approaches are based on the idea of reducing the high-dimen-
sional feature space into a low-dimensional visualisation space through applica-
tion of a dimensionality reduction technique. The simplest of these is principal
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component analysis (PCA) which uses the eigenvectors derived from the covari-
ance matrix to plot the original data where image thumbnails are displayed at the
co-ordinates obtained through projection of the orginal feature data in the low-
dimensional space. The Personal Digital Historian project [10] uses such PCA
splats in order to visualise images, while Keller et al. also employ a PCA visual-
isation to present images in a 3D interface based on texture features [8]. In con-
trast to PCA, multi-dimensional scaling (MDS) attempts to preserve the original
relationships (i.e., distances) in the high-dimensional feature space as best possible
in the low-dimensional projection and therefore works also with underlying dis-
tance measures that are different from Euclidean distances. MDS was employed by
Rubner et al. [22] who, based on colour signatures of images, placed image thumb-
nails at the co-ordinates derived by the algorithm. Nguyen and Worring [12]
investigated other dimensionality reduction algorithms including ISOMAP (iso-
metric mapping), SNE (stochastic neighbour embedding) and LLE (local linear
embedding) as well as some hybrid techniques for visualising image collections.
A common drawback of all dimensionality reduction techniques is that they re-
quire extensive computations, in particular for large image databases. Furthermore,
since images are typically placed on calculated co-ordinates, many images are
occluded while others overlap each other, leading to a less intuitive browsing
experience [20].

Clustering-based visualisation methods group similar images together and sum-
marise groups through representative images. This way an initial overview even
of large image sets can be gained. Krischnamachari and Abdel-Mottaleb [9] were
among the first to propose clustering images by image content (based on local colour
histograms). A hierarchical tree structure for browsing image databases was sug-
gested in [3], where images are grouped in a quadtree similarity pyramid through
a clustering process. A similar hierarchical browsing strategy was also pursued in
[1], however in this approach the underlying tree structure can also be interactively
modified by the user, while other recent systems that cluster images in a hierarchical
manner for image database browsing include [4, 6, 19]. Similar to mapping-based
approaches, the computational complexity involved in clustering-based approaches
is usually high since clustering itself is a costly operation.

Graph-based visualisations use, as the name suggests, a graph as a visualisation
(and browsing) structure, where the nodes of the graph represent images while the
edges link related images (e.g. visually similar images). Dontcheva et al. [5] and
Worring et al. [30] use a mass spring model to generate a visualisation based on as-
sociated keywords between images. In order to visualise this high-dimensional data
in 2D, connected images are placed closer together, while unconnected images are
moved further apart. Image browsing based on Pathfinder networks was introduced
in [2], while Heesch and Rueger [7] proposed NNk networks (where NN stands for
nearest neighbour and k describes a set of different features) to browse through an
image database.
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3 Hue Sphere Image Browser

The Hue Sphere Image Browser developed in [23, 24, 25, 26] aims to provide an
intuitive, effective and efficient interface for image database visualisation and navi-
gation. In particular, we want to address the high computational demands that char-
acterise other approaches, while integrating the advantages of both mapping- and
clustering-based systems. For this, we employ simple colour-based features, namely
the median colour expressed in HSV colour space of which we extract the hue
and value components. While this might at first seem a bit simplistic, experiments
have shown that such simple features work as well as high-dimensional descriptors
describing image colour distributions [21].

Since hue is a circular quality, and the extremes of value converge to singularities
(pure white respectively pure black), the visualisation space we naturally end up
with is that of a spherical globe, with black and white forming the poles and hue
changing in circles parallel to the equator. Since most users will be familiar with the
concept of the earth globe, this provides an immediately intuitive visualisation and
browsing interface as users are already aware of how to locate and find something
on its surface.

The Hue Sphere Image Browser approach to visualising image databases is sim-
ple and straightforward while providing a very fast (real-time) method for accessing
the image collection. Images are transformed to an HSV representation, and the me-
dian hue and value attributes calculated (we use of the median rather than the mean
in order to provide some robustness with regards to the image background). From
these, the co-ordinates on the globe are then determined, where hue translates to
longitude and value is rescaled to match the latitude range (V = 0.5 corresponds to
0◦ latitude, i.e. a position on the equator). A thumbnail of the image is then projected
onto the surface of the sphere at the calculated co-ordinates.

As mentioned above, just plotting images at calculated co-ordinates will lead to
images overlapping and occluding each other. While approaches to minimise these
effects have been proposed, e.g. in [10] where images are slightly moved as a result
of a local optimisation problem, these constitute only a partial solution to the prob-
lem, whereas it has been shown that organisation of images on a regular grid without
overlapping has a positive effect on the browsing experience [20]. In our approach,
we therefore adopt a lattice structure onto which image thumbnails are placed so
that they do not overlap each other. That is, we carry out the initial hue/brightness
calculation and then map each image to its closest cell in the lattice.

Clearly, and in particular for larger image sets, this will mean that more than one
image can be mapped to a particular cell. We consequently employ a hierarchical
tree structure to address the navigation through large image collections, but also to
eliminate the need for further computations. Hierarchical browsing environments
such as the one described in [3] have been shown to provide an effective and effi-
cient way of moving through large image datasets. In our approach, we make direct
use of the grid mapping introduced above to build a hierarchical tree based on clus-
tering images. However, in contrast to methods such as [3] we do not need to em-
ploy computationally expensive clustering algorithms. Rather, the resolution of the
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grid layout represents the maximal number of clusters present at a given level while
the grid cells directly determine which images fall into which clusters. Assigning
images to clusters/grid cells can hence be performed with simple comparison oper-
ations only. This procedure is adopted at the each level of the tree hierarchy, i.e. first
at the root node (the initial global display) and then for each non-empty cell again in
a recursive manner, where the images of each child node are again mapped to a grid
structure, until the complete tree is derived. For grid cells which contain more than
one image, a representative image, selected as the image whose colour is closest to
that of the centre of the cell, is used in the visualisation.

The resulting interface provides an intuitive way of browsing to the user, who can,
starting from an initial display, successively select a representative image to refine
the search. That image cluster is then expanded in the next level of the display where
the user can again select an image group to navigate further into the image collection.

In order to reduce the number of empty grid cells, we also apply two strategies
designed to fill more cells with images. The first identifies empty cells and subse-
quently inspects the neighbouring cells. If 3 or 4 of the 4-neighbourhood cells are
occupied, a relative percentage of those images (the images closest to the borders)
is moved across to fill the previously empty cell. The second filling strategy is ap-
plied to tree node cells which contain only a few images, most of which will be
visually fairly similar. To avoid them from being mapped to the same cell and hence
to trigger another tree level, a spreading algorithm is applied which moves images
to neighbouring cells in a similar fashion as the method presented in [20].

In Figures 1 to 3 we show some screenshots of the application loaded with the
MPEG-7 common colour dataset [11], an image collection of about 4500 images. A
global view of the image database is given in Figure 1. As can be seen, the globe as
a visualisation body provides an intuitive interface for navigation where it is clear
to the user in which part to look for certain image classes.

Fig. 1 Global Hue Sphere view of the MPEG-7 dataset.
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Fig. 2 Hue Sphere after after rotation and tilt operations.

Fig. 3 Hue Sphere after zoom operation.

In Figures 2 and 3 we show the results of some user interaction where the user
first rotated the sphere to focus on images with a different hue followed by a tilt
operation to bring up darker images resulting in the view given in Figure 2. Figure 3
then shows the result of a zoom operation where the user chose one of the images
to bring up those pictures that are contained in that selected part of the tree. To aid
navigation the previous hierarchy level is also displayed and the current position
within those grid marked by the red dot.

Apart from the stand-alone application developed in [23], an on-line browsing
tool based on the same ideas was also implemented [26] which, in addition, also
offers a browsing method where the user is immersed in the sphere rather than ob-
serving it from the outside as is shown in Figure 4.



Interactive Exploration of Image Collections 235

Fig. 4 Visualisation of MPEG-7 database in the online-browser [26] with the user immersed
at the centre of the sphere.

Fig. 5 MPEG-7 databased visualised in the Honeycomb Image Browser.

4 Honeycomb Image Browser

In our Honeycomb Image Browser system [17] we use many of the ideas developed
for the Hue Sphere browser, namely the use of simple colour features and a regu-
lar lattice rather than utilising expensive dimensionality reduction and/or clustering
techniques. However, instead of employing a spherical visualisation space, we use
(as the name suggests) a hexagonal lattice. This has the advantage that, when im-
ages are organised in a space-filling arrangement, each row and column of images is
visually displaced from its neighbouring rows/columns. This would not be possible
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Fig. 6 Honeycomb Image Browser after navigating into the next layer of the visualisation.

Fig. 7 Zoomed-in view of the Honeycomb Image Browser.

using a regular square grid structure as larger visual gaps are needed to delineate
images clearly. The space saved as a result of using a hexagonal lattice enables
larger or more images to be displayed within the visualisation. Also, on a hexagonal
lattice, the six neighbours of a hexagon are equidistant from the middle cell while
on a square architecture, the neighbours at the diagonal are further away than the
horizontal and vertical neighbouring cells [27].

In addition, the Honeycomb Image Browser offers various other enhancements,
namely the inclusion of small root and parent node views, a preview which is acti-
vated by moving the cursor over any cell, a clipboard to which the user can move
images of interest, as well as continuous panning on all layers of the browsing struc-
ture. Example screenshots of the Honeycomb browser are shown in Figures 5 to 7.
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5 Conclusions

Efficient and effective methods for accessing and managing large image collections
are highly sought after. In this paper, we have presented image database navigation
systems as an alternative to classical retrieval approaches. We have shown that in-
tuitive and fast browsing even through large image repositories is possible through
a combination of simple (colour) features and a hierarchical approach of navigation
coupled with arrangement of images on a regular lattice, either on a regular grid or
on a honeycomb structure.

While the usefulness of these approaches has been demonstrated, an appropriate
evaluation of image browsing systems is difficult and hence often (including, ad-
mittedly, in our own work) missing as a whole or at least in part. To address this,
we have set out some guidelines for benchmarking image database navigation sys-
tems [14], which include a series of tasks such as target and category searches as
well an annotation task which can be measured objectively (in terms of timing and
correctness) as well as some (subjective) user feedback.
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Variable Complexity Reduction in Image Grade
Decomposition

Maria Grzegorek

Abstract. The paper presents improved method of applying Grade Correspondence
Cluster Analysis to image decomposition. Image pixels are set of object and can
be described by a collection of values of variables. The set of pixels forms a data
table which is processed by application implementing GCCA. Variables with minor
complexity reveals hidden structures in more distinct manner.

1 Introduction

One of the tasks of image processing is to reveal structures in images. Some struc-
tures may be hidden as in medical imaging and only very skilled person could
point these features out. Other are obvious at a glance as at photograph, however,
involving very demanding task engaging context data in various applications.

In this article a next step towards application of the developed image grade
decomposition is described. The used tool is statistical application GradeStat [6],
which has been developed in Institute of Computer Science PAS. GradeStat makes
possible analyzing data of different domains. Beyond some typical tasks it offers
unique way of performing Grade Correspondence Cluster Analysis supported by
extensive visualization which allows to get "deeper insight" into multivariate data
sets. Wide fundamental description of grade methods is gathered in [11]. Short ex-
planation along with economic data discussion namely climate in Polish sevicing
sector, is printed in [5]. Another very short introduction to GradeStat with a theoret-
ical example can be found in [16]. Wide and useful description how to use GradeStat
in order to analyze medical and demographical data is put in [13]. Image as a source
of data table analyzed with grade procedures is presented in [7] as well as the use of
a grade differentiation measure between two data sets to compare variables drawn
from the image [10]. Review of numerous applications is in preparation.
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There are numerous algorithms performing similar task of image segmentation,
some popular are mentioned in Szeliski [15] Chapter 5. Algorithm developed by
Estrada and Jepson [1] belongs to graph-based min-cut type. Pixels are nodes of
graph, weights of edges are proportional to the similarity between image elements
corresponding to them and build affinity matrix, entry to random walk, which re-
sults in blur kernels with a properties which allow reveal candidates to minimum cut
through the graph. Shi and Malik in [14] apply disassociation measure between two
groups of nodes which is normalized, e.g. sum of node connections potentially re-
moved divided by a sum of connection of first group with all nodes plus sum of node
connections potentially removed divided by a sum of connection of second group
with all nodes. Second smallest of the generalized eigevalue system is a normal-
ized cut task. Felzenszwalb and Huttenlocher [4] use measure of internal variation
in region as maximum of all edge weights in minimum spanning tree and external
variation measure between regions as minimum weight of edges linking these re-
gions. Regions are merged if external measure is small enough in respect to both
internal values. Comaniciu and Meer [3] apply mapping of point of data into a point
in a multidimensional space of parameters. Point of data consisting for example of
space coordinates, gray or colour, texture parameters and so on. In parameter space
density estimate is defined, weighted mean within local neighborhood is computed
and a center of local neighborhood is shifted to this mean. Point of convergence with
corresponding start points determine separate region.

Grade transform groups and clusters similar pixels. Global information is pre-
served, local is used throughout features of neighboring pixels. So obtained regions
are homogenous and presentconsiderably basis to evolution significant segmentation.

In next Section simplified sets of variables are presented. Sets of variables are
tested and illustrated with synthetic image. Section 3 describes effect of grade image
decomposition and Section 4 summarizes obtained results and outlines future work.

2 Image Decomposition by GCCA

Fundamentally application GradeStat is dedicated to support data exploration.
GradeStat helps to detect regularity in data table after its reordering, to find outliers
and irregular objects, to detect more regular subpopulations, to divide data table into
clusters.

Grade data analysis is convenient for any measurement scale because such anal-
ysis bases on dissimilarity. Therefore grade analysis performed with GradeStat can
be applied to any kind of refined variables which can be defined for pixels. Two-way
objects/variables table is subject to grade transformation. Proper coding conditions
are easy fulfilled when pixel variable definitions are thought out.

Grade analysis involve Grade Correspondence Analysis (GCA) using grade
transformation which reorders objects (pixels) and variables of the data table in
such way that the table becomes more regular in regard to monotone dependence
measures [11]. It results in similarity of objects (pixels) located near each other
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in the reordered table and dissimilarity distant ones. Next step is objects cluster-
ing (hence Grade Correspondence Cluster Analysis – GCCA) on the aggregation
rule into pixels subsets. There is also possibility to point out main trend in data to
separate outliers which can be objects highly departing from this trend, for exam-
ple noisy pixels. Besides numerous graphs GradeStat has an important supporting
tool – overrepresentation map. This map is a graphic presentation of the probabil-
ity density of grade distribution, intrinsic representation of data table in GradeStat
(meaning and short interpretation can be seen in [16]). The overrepresentation map
can assist in establishing the number of pixel clusters.

Pixel "p,q" belongs to row p and column q in the image. For shortening of de-
scription these indices will be omitted in following text and the term "pixel" will
mean just pixel "p,q". Pixels in the image form set of objects. Each pixel is attached
by a set of variable values. Set of pixels is represented now by two dimensional data
table and can be processed by grade procedures. Main task is to construct variables
in such a way that cause GradeStat to cluster similar pixels, e.g. pixels with similar
characteristics in the grade transformed table. Recovering spatial location of pixels
in each cluster often reveals hidden structures.

Fig. 1 Synthetic image

First obvious variable value in gray scale images is value of gray intensity g.
Value of second variable may be established as a kind of gradient value, for in-
stance Sobel operator provides gradient magnitude value m. Next values of l vari-
ables ni, i = 1, ..., l are constructed in different way. Pixel neighborhood 3× 3 is
taken into consideration. In [8] variables are established on a basis of pixels magni-
tude values in such 8-neighborhood. Let m j, j = 1, ...,k;k = 8 are values of gradient
magnitudes in 8 neighboring pixels. ti, i = 1, ..., l is a family of thresholds values
usually established as a fraction f , f ∈< 0,1 > of maximum magnitude value in
whole image mmax ( f is usually between 0.0001 and 0.01):

ti = i∗ f ∗mmax (1)

Variable value ni is equal to the number of neighboring pixel magnitudes which
differ from central pixel magnitude less than threshold value:

ni = |{m j : |m j|<= ti, j = 1, ..,8}| (2)
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a b c

Fig. 2 Synthetic image processed by GCCA supported decomposition: a) normalized gray
variables version, b) magnitude variables version, c) normalized magnitude variables version;
cluster number is predefined equal to 4

The family of thresholds is linear dependent in this case. Thresholds can be derived
from non-linear dependencies as in [9].

In this paper reduction of variable complication is presented. Family of thresholds
is unnecessary now and process of establishing of the factor f value is avoided.
Instead, a sequence of image gray levels v j, j = 1, ..,8 in 8-neighborhood is used.
This sequence is ordered according to nondecreasing values:

v1, ...,v8 : v j <= v j+1, j = 1, ...,7 (3)

Ordered sequence v j, j = 1, ..,8 can represent magnitude values in the neighboring
pixels as well. Left column of figure 2 presents subimages obtained with the aid
of normalized gray level values, i.e. each variable value of neighboring pixel is de-
rived from gray value of the considered pixel and so ten values of variables used are
as follows: g,m,g j/g, j = 1, ...,8. The data table has 74576 objects due to magnitude
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a b c

Fig. 3 Images: a) crossroad, b) Lena , c) NMR fragment

a b c

Fig. 4 Gradient magnitude thresholding applied to images from Figure 3

values are not obtainable for pixels adjacent to image boundary. For the synthetic
image optimal number of clusters is 4 which results for example from overrepresen-
tation map (not shown for the lack of place). Pixels in subimages are located in the
reordered data table near each other due to theirs similarity of whole description in
the transformed table. The clustering procedure determined subsets with alike ob-
jects (pixels) so structures in the image can be distinguished. In the synthetic image
the clustering procedure separates regions with the same gray value. Also bound-
ary pixels are gathered together. In addition small dark point near the second circle
boundary at −45 degrees has its own small representation.

The second and third column of subimages in Figure 2 are obtained using fol-
lowing sets of variable values: g,m,m j, j = 1, ...,8 and g/255,m,m j/m, j = 1, ...,8.
In the first subimage in the middle column directional sensibility can be seen. Pix-
els with gradient magnitude direction 0 and 90 degree are shifted to second cluster.
These pixels have Sx or Sy component of Sobel operator only. Pixels occurs more
similar to those from second cluster. Such exceptions are rare in natural images
(approximately one hundred in whole image) which is less than 0.13 percent of im-
age pixel amount. The influence of such pixels on image decomposition (e.g. in-
correct clustering) can be neglected. Decomposition visualized in third column in
Figure 2 involves normalization, magnitudes of neighboring pixels are divided by
the magnitude of considered pixel. Directional sensibility disappears due to pixels
belonging to contour at any direction become more similar to each other in their
record description.
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Fig. 5 Structures revealed in images from Figure 3 using decomposition supported by GCCA;
at the top of each column first three subimages (out of ten), at the bottom last three subimages
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3 Examples of Image Decomposition

In Figure 3 are three test images: crossroad image, Lena (fragment of known Lena
image) and fragment of NMR image. All images have space resolution 320× 240
and depth resolution 255 like the synthetic image from Figure 1.

Gradient magnitude thresholding is a classic edge detection basis. Figure 4
presents magnitude thresholding for test images performed for threshold value
15. Figure 5 presents GCCA decomposition: crossroad image is processed with
normalized gray level values g,m,g j/g, j = 1, ...,8, Lena image with magnitude
values g,m,m j, j = 1, ...,8 and NMR image with normalized magnitude values
g/255,m,m j/m, j = 1, ...,8.

Table 1 Variable values ordering after GCA

crossroad m m8 m7 m6 m5 m4 m3 g m2 m1

Lena m8 m7 m6 m5 m m4 m3 m2 m1 g

NMR m8 m7 m6 m5 m m4 m3 m2 m1 g

Table 1 shows variable values ordering after GCA for each test image. The or-
dered list together with overrepresentation maps allows to make some observations
concerning image grade decomposition. Visualization of first three clusters and last
three clusters is shown in the Figure 5. First clusters gather pixels with greater over-
representation for variable values m, n8, n7 for crossroad/normalized gray level ver-
sion, n8, n7, m6 for Lena/magnitudes version and NMR/normalized magnitude ver-
sion. Values n8, n7, m6 contain the greatest values of v j. First clusters show in turn
underrepresentation for variable values n2,n1. It may also mean greater differences
among ni than expected. This involves that edges may appear in such locations.
Subimages at the bottom of Figure 5 contain pixels with opposite tendency: under-
representation occurs for variables m and n8,n7 and overrepresentation for variables
n2,n1 for crossroad, for variables n2,n1, g for Lena and NMR. In these clusters pix-
els form large regions. Bottom subimages can be compared at some extent to result
of split and merge method shown in Figure 6 as well as top subimages to result of
gradient thresholding shown in Figure 4.

Fig. 6 Split and merge algorithm applied to images from Figure 3
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The number of predefined clusters is chosen arbitrarily. Ten is great enough at a
moment but not to big to easy manage subimages.

4 Conclusions

In developed task complication of variables decreases when the thresholds family
with the parameter has been withdrawn. Parameter selection is troublesome and its
elimination is always advantageous. Described variable value variants come directly
from the neighborhood of the pixel. Intuitive interpretation is of great value too.
Normalization allows consider similarity of the pixel and its neighborhood more
precisely adapting to a change of intensity diversity. Recognition of similarity and
differentiation of objects in data table is just the task for which GradeStat is destined.
Described variable values collaborate with GradeStat.

The number of pixel clusters is fixed. This number does not depend on number
of existing uniform regions in the image. Adjacent regions in visualizing subimages
could be better separated when the number of clusters/subimages increases flexible.
Special version of GradeStat dedicated to image processing should solve problem
and make possible to connect next steps of processing.

To estimate quality of decomposition a comparison could be used to images of
Berkeley Segmentation Dataset [12], a set of 300 images and complementary set of
boundary images produced by humans. Authors presents a Local and a Global Con-
sistency Measures based on sums of numbers of pixels belonging to correspond-
ing regions in one segmentation and excluded in another. Other applied measure
is graph precision vs. recall [2] which are the probability that a machine-generated
boundary pixel is a true boundary pixel and the probability that a true boundary
pixel is detected. It is used to performance evaluation of four different algorithms.
Both measures are intend to check after merging obtained homogenous regions into
bigger ones with some of algorithms described in [1] [14] [4][16].
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Analysis of Inter-rater Agreement among
Human Observers Who Judge Image Similarity

Krzysztof Michalak, Bartłomiej Dzieńkowski, Elżbieta Hudyma,
and Michał Stanek

Abstract. In this paper a problem of inter-rater agreement is discussed in the case of
human observers who judge how similar pairs of images are. In such a case signifi-
cant differences in judgment appear among the group of people. We have observed
that for some pairs of images all values of similarity ratings are assigned by various
people with approximately the same probability. To investigate this phenomenon in
a more thorough manner we performed experiments in which inter–rater coefficients
were used to measure the level of agreement for each given pair of images and for
each pair of human judges. The results obtained in the experiments suggest that the
variation of the level of agreement is considerable among pairs of images as well as
among pairs of people. We suggest that this effect should be taken into account in
design of computer systems using image similarity as a criterion.

1 Introduction

Due to significant growth of the volume of image resources stored in various com-
puter systems there is an increase in the need to search through image collections
and to find images that fit user’s needs [5]. One of the possible approaches is to
make the computer system look for images the most "similar" or the most "dissim-
ilar" to what users select as examples [13]. Unfortunately, there is no easy way to
define what "similar images" means, because many criteria (such as the main object,
colour, picture style, etc.) can be taken into account. This rises a question: how do
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various people react when asked to judge similarity of the same pair of images? To
find an answer to this question we have performed a study in which people judged
the level of similarity in a series of image pairs. Data gathered in this study were
used to investigate how consistent are the scores assigned by human judges.

2 Experiment Design

User-assigned image similarity scores can be useful as a reference for comparing
scores given by automated image similarity assessment methods and also can be
used to answer the question: how consistent people as a group are in judging image
similarity. Both tasks require a statistical sample containing numerical scores for
pairs of images.

In order to produce a consistent result set the experiment was performed on
predefined image sets from which all possible pairs were generated. Pairs were
only generated from images within the same image set. No cross–set scoring was
performed. In the experiments described in this paper 5 image sets were used:

• city – images of urban landscapes, buildings and building details.
• impression – abstract art images.
• meadow – images of meadows in various surroundings (city, mountains, etc.).
• nature – natural landscapes, plants and animals.
• zoo – images of animals (all of them mammals).

Images in each set were obtained by entering the corresponding keyword ("city",
"impression", etc.) into the search box on the Flickr website [2]. Each of the image
sets contained the first 30 images returned in the result set, from which all 435 pairs
were generated. Examples of images from each image set are presented in Figure 1.
All images can be viewed at [1].

city impression meadow nature zoo

Fig. 1 Examples of images used in the experiments

The group of people to whom the image pairs were presented was selected from
the University employees and students. People from this group have similar back-
ground in aspects of education, cultural profile etc. Each image pair was rated
by 30 different people who were not instructed on what criteria to use when as-
signing scores. The scoring process was performed using the Similaris web tool,
further described in Appendix A. Using this tool image pairs were consecutively
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presented to the user. For each image pair a 5–grade scale was provided on which
users were asked to mark their votes. The scale extended from "not similar" to "very
similar" with more neutral grades in between. In computations these grades were
converted to numerical values: 0–not similar, 0.25–slightly similar, 0.5–average
similar, 0.75–similar, 1–very similar.

3 Results

Already at the first glance at the score charts we noticed that the distribution of grades
varies significantly from one image pair to another. There are image pairs for which
all votes are almost identical and such pairs for which the votes distribution is uni-
form. Identical votes occur more often for image pairs containing totally dissimilar
images than for other cases, because it is relatively easier to agree that two images
are not at all similar than to agree on the same grade when there is some similarity.

Image pairs visible in Figure 2 present the three most characteristic cases of gra-
des distribution. The first case is an image pair from the "nature" image set for which
all judges said the images are not similar at all. The second case is an image pair
from the "city" image set for which equally many people have given each of the
grades. The third case is an image pair from the "zoo" image set for which people
voted mostly for "very similar" and some of them for "similar".

Nature image set
Grades distribution
[30, 0, 0, 0, 0]

City image set
Grades distribution
[6, 6, 6, 6, 6]

Zoo image set
Grades distribution
[0, 0, 0, 4, 26]

Fig. 2 Image pairs with characteristic distributions of the grades
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To further investigate the matter of varying judgment of image similarity among
users we calculated several coefficients that quantitatively summarize inter–rater
agreement [4] in a series of observations. Inter–rater agreement coefficients such as
Cohen’s kappa K [6, 16], weighted kappa Kw [3, 7] and Fleiss’ kappa KF [9] are
used in psychology - to measure agreement among many raters [9], in medicine -
for measuring the level of agreement when several independent diagnoses are made
[12], in computer science - for measuring the level of agreement between text anno-
tators [15] and also in music information retrieval for comparing various methods of
song similarity assessment [8]. As these measures have been used by other authors
to numerically express the level of agreement among various raters and annotators
(human as well as automatic) they seem very well suited for analyzing the behaviour
of human raters as we wanted to do in our research. If the level of agreement be-
tween two raters is measured, the commonly used statistical measures of distribution
spread such as variance or standard deviation do not give meaningful results because
they are equally sensitive to differences between scores assigned by the same judge
to different objects (which reflect the diversity of the data set) as they are to dif-
ferences between scores assigned by different judges to the same object. Inter–rater
agreement measures used in this case are designed so that they focus on measur-
ing only the differences between the judges. In the literature well established guide-
lines for interpretation of values of inter-rater agreement measures can be found (see
Tables 3 and 4), and thus the meaning of numerical values can easily be understood.

The inter–rater agreement can be assessed in two ways: we can measure agree-
ment among several judges rating the same image pair and we can measure
agreement between any two given judges for all image pairs in a given image set.

The first approach requires a measure of inter–rater agreement that can be cal-
culated for any number of people who assign scores to the same image pair. For
this task we used the Fleiss’ kappa coefficient [9] which is calculated from score
distributions for any number of objects as shown in [8] using equations (1)-(2). The
advantage of this coefficient is in our case the fact that it can be calculated in par-
ticular for one object (one image pair). The summary of values of the Fleiss’ kappa
obtained for individual pairs of images in each of the image sets is given in Table 1.

KF =
P−Pe

1−Pe
, (1)

where:

P =
1

Nn(n−1)

N

∑
i=1

k

∑
j=1

ni j(ni j−1) , Pe =
k

∑
j=1

(

1
Nn

N

∑
i=1

ni j

)2

, (2)

N - number of pairs, n - number of judges, k - number of grades.

The lowest value of Fleiss’ kappa coefficient in the "city" image set was recorded
for the same image pair for which the most uniform distribution of grades, namely
[6, 6, 6, 6, 6], was obtained. This pair of images is presented in Figure 2.
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Table 1 Values of the Fleiss’ kappa obtained for individual pairs of images

Image set Mean SD min max
city 0.4885 0.2267 0.1667 1.0000
impression 0.4770 0.2339 0.1645 1.0000
meadow 0.6138 0.2543 0.1703 1.0000
nature 0.5222 0.2489 0.1714 1.0000
zoo 0.5930 0.2609 0.1830 1.0000

As can be seen from the values of standard deviation (SD) in Table 1 the val-
ues of Fleiss’ kappa vary greatly in each of the image sets. This is visualized in
Figure 3. From the histograms it can easily be seen that the inter–rater agreement
changes significantly from one image pair to another.
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Fig. 3 Histogram of Fleiss’ kappa values

The second method of inter–rater agreement assessment is to measure the agree-
ment separately for each pair of users using scores assigned by these two users to all
image pairs in a given image set. In this case there are several coefficients that can
be used. The most straightforward is a simple agreement frequency F (the number
of times both users have assigned identical scores divided by the total number of
scores given by each user). This coefficient, however, is often criticized because a
non–zero frequency of agreements is expected to occur purely by chance, so the
lower end of the scale is not meaningful.

The Cohen’s kappa coefficient K [6, 16] is aimed at correcting this shortcoming.
As shown in [17] it can be calculated using equation (3). Compared to the simple
agreement frequency F , values of the Cohen’s kappa coefficient K are scaled from
the range [Pc,1] to [0,1]. If the observed frequency is lower than "pure chance"
agreement frequency the value of Cohen’s kappa coefficient may be K < 0.

K =
Po−Pc

1−Pc
, (3)
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where:
Po – observed frequency of the same score being given by both users.
Pc – the probability of two scores being equal by "pure chance", calculated using

equation (4).

Pc =
k

∑
i=1

P1(Gi)P2(Gi) , (4)

where:
k – the number of grades (values used for rating),
Pj(Gi) – the probability that the j–th user assigns i–th grade (estimated from

sample as a frequency of i–th value among all scores assigned by j–th user).
The weighted kappa coefficient Kw [3, 7] is calculated with higher weights as-

signed to disagreements in which there is a greater discrepancy between the grades.
This measure is therefore better–suited for non–binary ratings such as the one we
have in our tests. The weighted kappa coefficient is calculated as shown in [11]
using equation (5).

Kw = 1− ∑wi jPoi j

∑wi jPci j
, (5)

where:
wi j – weight of the disagreement between grades i and j,
Poi j – observed frequency of grade i being assigned by the first user and grade j

being assigned by the second user,
Pci j = P1(Gi)P2(G j) – "pure chance" probability of grade i being assigned by the

first user and grade j being assigned by the second user.

Table 2 contains mean values of inter–rater agreement coefficients obtained for data
from the experiments.

Table 2 Mean values of inter–rater agreement coefficients obtained for pairs of judges

Image set Cohen’s Weighted Agreement
kappa kappa frequency

city 0.1925 0.3292 0.4955
impression 0.1942 0.3055 0.4771
meadow 0.2098 0.3215 0.6138
nature 0.1663 0.2701 0.5222
zoo 0.2739 0.4351 0.5930

The mean values of all coefficients obtained in the experiments are quite low
which leads to the conclusion that on average people may have quite different opin-
ions on whether two images are similar or not. By plotting distributions of inter–rater
agreement coefficients it can be shown that there is a varying level of agreement
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Fig. 4 Histogram of weighted kappa values

in pairs of people. Figure 4 shows distributions of the weighted kappa coefficient
for pairs of people in each of the image sets.

From the histograms which present distributions of values of weighted kappa
coefficient calculated for pairs of judges it is clear that the level of agreement of
image similarity scores varies greatly in the group of people.

Numerical values obtained in the experiments can be interpreted using kappa
interpretation guidelines available in the literature. In Tables 3 and 4 interpretations
suggested by Fleiss et al. for the Fleiss’ kappa coefficient [10] and by Landis and
Koch for kappa coefficient [14] are presented. These tables also contain percentages
of kappa values obtained for each of the image sets.

Results presented in Tables 3 and 4 show, that the level of agreement among
users who judge image similarity is rather low. Fleiss’ kappa coefficient can mostly
be interpreted as "poor" or "moderate" agreement. The situation is even worse when
values of weighted kappa are interpreted. For four of the five image sets values of
the weighted kappa coefficient indicate nothing more than "moderate" agreement
at best. Only for the "zoo" image set and for a few pairs of people the level of
agreement could be interpreted as "substantial".

Table 3 Interpretation of the Fleiss’ kappa coefficient according to guidelines presented
in [10]. The table also presents the percentage of image pairs for which agreement level
is in a given range.

Fleiss’ kappa Interpretation city impression meadow nature zoo
κF (agreement level)

< 0.40 poor 45% 48% 27% 40% 32%
0.40−0.74 moderate 41% 37% 33% 38% 32%
0.75−1.00 good 14% 15% 40% 22% 36%
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Table 4 Interpretation of the weighted kappa coefficient according to guidelines presented
in [14]. The table also presents the percentage of pairs of people for which agreement level is
in a given range.

Kappa Interpretation city impression meadow nature zoo
κ (agreement level)

< 0.00 poor 0% 0% 0% 0% 0%
0.00−0.20 slight 15% 16% 12% 31% 5%
0.21−0.40 fair 60% 71% 71% 55% 40%
0.41−0.60 moderate 25% 13% 17% 13% 49%
0.61−0.80 substantial 0% 0% 0% 0% 6%
0.81−1.00 almost perfect 0% 0% 0% 0% 0%

4 Conclusion

The experiments described in this paper were aimed at investigating how do people
perceive similarity of images. From even the most cursory glance on test results it
became obvious that there are significant differences in how various people judge
similarity of images.

In order to measure the level of agreement among human judges we used inter–
rater agreement coefficients: agreement frequency, Cohen’s kappa, weighted kappa
and Fleiss’ kappa. Using these coefficients we measured the agreement among all
users who assigned scores to each given image pair and the agreement between each
two judges calculated using scores assigned to all images in each image set.

From the results it can be seen that there exist image pairs that are given similar
grades by all users (especially pairs with clearly dissimilar images). However, there
are also image pairs for which the scores given by users vary significantly. The most
prominent example we have encountered was an image pair presented in Figure 2
for which each of the grades was assigned by exactly the same number of users.
Similarly, when the level of agreement is measured in pairs of judges it can be seen
that there exist pairs of people who agree to various extent in their scoring of a given
image pair set.

From the experiments we can draw a conclusion that the criterion of "image
similarity" is not as well defined as it may seem. Thus, in all applications where a
computer system is required to produce results based on image similarity it must be
taken into account that people may perceive image similarity in very different ways.

The significant differences in the assessment of image similarity suggest that peo-
ple may evaluate image similarity based on various criteria, such as the main object,
image composition, dominating color, image type (portrait, wide angle shot, etc.). It
might be worth considering that in real–life applications of computer systems this
diversity should be taken into account. In the case of image–search system this can
be achieved for example by asking users to explicitly choose what criterion of im-
age similarity should be used (for example: "find images similar in color to the one
I selected").
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Appendix A - The Similaris Tool

The idea of Similaris was to create a convenient tool which might help us find an
answer to the crucial question: How do people perceive similarity of two pictures?

For each given pair from the test image set the similarity level indicated by the
user is stored and then the entire collection of votes can be analyzed. The Similaris
tool provides visualization of the results, basic statistical indicators such as mean,
variance, etc. and allows to export raw data to a CSV file for further analysis. We
want to use the answers gathered in such a way to find out what is taken into ac-
count when pictures are compared by people and how to adjust image similarity
assessment algorithms to better match human behaviour.

Fig. 5 User interface of the Similaris tool

Using the Similaris tool users can choose one of many picture collections (ex-
periments) and start the test. Picture pairs appear one by one on the screen and the
user is asked to select the level of similarity between these two pictures during a
predefined period of time. It is possible to submit only one answer for one pair of
pictures. A test is finished when all the pairs generated from a given image set were
scored by the user.
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A Tool for Implementing and Evaluating Image
Processing Algorithms inside FPGA Circuits

E. Guzmán, I. García, and M. Mendoza

Abstract. This paper aims to show the design and implementation of an integral
environment for developing algorithms for digital images processing and analysis
on reconfigurable logic. Our tool was divided in four modules. The first module
designs a specific application architecture using a hardware description language.
Another module uses the designed architecture for designing a hardware system
using the SPIES development method. A third module develops a GUI to interact
with the embedded system and show the obtained results for processing images
with an algorithm inside a FPGA. A last module enables the user to implement
and integrate images processing/analysis algorithms through the developed tool. We
believe that our tool can be used for academic and research interests with a high level
of success.

1 Introduction

The digital image processing and analysis is an area that allows one to manipulate
and to analyze the information contained in a digital image by means of a processor.
The digital image processing is a set of methods that are applied to digital images
with the goal to improve its quality, and the image analysis includes those methods
which the principal goal is to facilitate the search and interpretation of information
contained in the image [9]. The scientific and academic interest for image processing
and analysis on autonomous systems for solving problems associated to the artificial
vision, such as objects recognition, trajectory planning of robots, etc., has grown in
the last years. On the other hand, the reconfigurable logic has attractive features
to implement applications of artificial vision on embedded systems. Some of these
features are: (1) to allow the user to handle a high level of abstraction in the system
design; (2) to facilitate the implementation of System on Chip (SoC); (3) to involve a
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design paradigm based on software methodologies; and (4) to allow the modeling of
parallel architectures that generate high processing speeds; resources optimization;
when standardized HDL’s is used, portable designs are generated, etc.

Bearing in mind the importance of the role that redeems the area of digital image
processing and analysis in our days, and the absence of tools that facilitate the de-
sign of new algorithms on reconfigurable logic, this paper presents the design and
implementation of a digital system of image processing and analysis based on Field
Programmable Gate Array (FPGA) technology. The remaining sections of this paper
are organized as follows. The next section alludes to work related to the proposals
in this paper. Section 3 describes the design and implementation of the hardware-
software tool for digital image processing and analysis within a FPGA; also, in this
section an integration method that establishes a sequence of procedures that enables
the implementation and performance evaluation of an algorithm over the FPGA
is proposed. The experimental results are presented in Section 4; the modeling of
the Wavelet Discrete Transform on reconfigurable logic is evaluated. Finally, the
Section 5 contains the conclusions of this paper.

2 Related Work

For real-time image processing systems, which need high performance requirement
because of a large amount of image data processed. So, special hardware or soft-
ware technology of parallel processing is particularly important, and FPGA chips
have natural advantages for real-time image processing systems because of their
specific units on the logical structure. Some related works that have relation with
the processing process improvement using FPGA are summarized in Table 1.

Table 1 FPGA related work

Reference Main contribution
[4] A system which provides a high level image processing oriented

programming model that is automatically implemented on an FPGA-
based machine.

[6] An educational environment (IPXS tools) for design and easy
checking of FPGA programmed applications.

[14] An architecture based on FPGA for embedded applications.
[3] The MApFPGAs (Multiple Applications for FPGAs) control on the

FPGA for image processing in PC.
[5] An image processing platform based on FPGA. The proposed system

uses a Virtex-4 SX35 FPGA device.
[7] An architecture of a hardware remote laboratory based on using

FPGA development boards for digital electronics circuit design.
[12] A specific tool for the evaluation of applications on FPGAs that

includes support of hardware and software.
[11] A general-purpose, multi-task, and reconfigurable platform for

video and image processing using a FPAG parallel processing.
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Our proposal is a tool that offers a solid base in the design and implementa-
tion of hardware prototypes that include algorithms of processing and/or analysis
of images. The principal aim of this tool is to speed up the design and modeling of
an algorithm and to allow visualizing the results before implementing on the final
hardware system. The principal fields of operation of our tool include ambiences,
academicians and investigation, related to the areas where the digital image pro-
cessing and the logic reconfigurable converge. The tool design was divided in four
modules:

Module 1. In the first module, the design and modeling of specific application ar-
chitecture, using a Hardware Description Language (HDL), focused on the digital
image processing was realized.

Module 2. In the following module, based on the designed architecture and using
the SPIES method [8], the design and implementation of an embedded system was
performed.

Module 3. A third module develops a GUI to interact with the embedded system and
show the obtained results for processing images with an algorithm inside a FPGA;
the FPGA tool’ interface was developed using the VY method proposed in [15]. The
GUI implementation was realized on the Integrated Development Environment C++;
the USB standard is used as communications protocol with the embedded system.

Module 4. Finally, the integration method module on physical layer establishes a se-
quence of procedures that enables the implementation and performance evaluation of
an algorithm over the FPGA; these procedures involve both to the specific application
architecture of the first module, and to the GUI developed in the module three.

3 The Tool Architecture

Fig. 1 shows that the basic architecture of FPGA tool is divided into two layers and
it is composed by four modules:

FPGA’s
processor
modeling

User interface
design

Embedded
system

construction

Integration
method

Logic layer

Physical layer

model

Fig. 1 Modules of FPGA tool

The physical layer establishes the configuration of embedded system used to
process, analyze, and retrieve information stored in a memory system. The layer is
composed by the following modules:
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• The FPGA’s specific application architecture modeling: This module follows a
descendent methodology for designing and modeling a basic structure of specific
application architecture, called Hardware Applications Manager (HAM), see
section 3.1. This architecture is integrated with components for interfacing to
User Interface, connecting with the system memory and supervises the execution
of image processing algorithms. This module uses the integration method module
for adding new algorithms to process and/or analyze images.

• Embedded systems construction: Using the SPIES method, an embedded system
is constructed using the FPGA’s HAM modeling. The HAM modeling and the
embedded system are designed to allow to add new peripheral to the system and
to facilitate the integration of new algorithms to the architecture.

• The Integration method: This module provides the capability for integrating new
algorithms for processing and/or analyzing to HAM architecture and enables its
evaluation. The module incorporates an integration method that establishes the
activities sequence to specify, integrate and evaluate the performance of a new
algorithm (see Section 3.5 for a detailed explanation).

The logical layer allows to select the image that will be processed, to send it to
embedded system and enables visualization of images processed inside the images
processor. The layer is composed by the following module:

• User interface design: All the processing work inside the FPGA is showed by
the user interface separating the algorithms parameters from processed images.

To make possible the implementation of the image processing tool it was used a
FPGA Spartan 3E-500 from Xilinx Company. This FPGA is used to store the im-
age processing algorithms modeled by user. Fig. 2 shows the block diagram of the
proposed tool.

User interface

Hardware Applications Manager

USB
Driver

USB
Driver

User
action

Integration

Communication

System
response

Memory
System

Memory
System

Control
Unit

Algorithms

Fig. 2 Architecture of FPGA Tool

3.1 Hardware Applications Manager

This module belongs to the physical layer and contemplates the design and imple-
mentation of specific application architecture on logic reconfigurable, called HAM.
HAM architecture is integrated by four subsystems:

• Control unit. This subsystem administers the system resources and the functions
developed by the HAM architecture; e.g., it verifies that the communication be-
tween the system and the user interface is correct, the image reception to process,
the results transmission to the user interface, etc.
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• Memory System driver. This subsystem controls the access to the memory sys-
tem when the HAM architecture or a user’s algorithm request a write or read
information.

• USB driver. This subsystem controls the information transfer between the HAM
architecture and the user interface across an USB external device.

• Algorithms. The HAM architecture has integrated some images processing and
analysis algorithms; furthermore, new algorithms can be included; each of these
new algorithms must be defined inside the HAM architecture as a new subsystem.

In the HAM architecture implementation, the board Nexys 2 and Xilinx ISE Foun-
dation 8.2i EDA tools was used. The Nexys 2 board was designed by Digital Inc.
company and it is based on Xilinx FPGA Spartan 3E-500. The Xilinx ISE Founda-
tion is an integrated software environment used in the digital systems design.

3.2 Embedded System Development Method

FPGA tool was developed concurrently with the hardware and other components
of the product in the Product Development phase of the SPIES method [8]. De-
velopment processes specification belongs to engineering process field of TSP [10]
and process areas from Level 2 of CMMI-DEV v1.2 [13]. Engineering process field
is usually related to requirement development, technical solutions, etc. Therefore,
SPIES provides concrete technical development specification for embedded applica-
tions that includes templates and guidelines. In addition, besides software processes,
hardware related processes are emphasized here. Using SPIES and the HAM archi-
tecture as central element, an embedded system focused to digital image processing
and analysis is constructed; it represent the second module of our tool, called Em-
bedded systems construction.

3.3 User Interface

According to [2], Graphical User Interface (GUI) for applications of embedded de-
vices has been increasingly in demand. Our FPGA tool’ interface was developed
using the VY method proposed in [15]. The VY method modifies the traditional
way of GUI development for embedded applications by adding a simulator. The
simulator was designed to simulate the graphic functions and processing algorithms
into the HAM architecture; in addition a graphic interface which is implemented by
Graphical Device Interface on PC was developed. The logic part of GUI includes
focusing, state transaction, and user functions. The simulator was implemented on
the FPGA including image processing algorithms. The second important feature of
the simulator is the mechanism of the message-driven process. The processes are
always waiting for selection of processing algorithms from the user, and when re-
ceived, the image is stored in memory, which finally gets processed as shown in
Section 4.
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3.4 Communication Protocol

The communication protocol allows the interaction between the user’s interface and
the embedded system. Fig. 3 describes the communication protocol used to establish
the data interchange and that is transparent for users. A brief explanation of each
package can be resumed as follows:

• The Send image package is used by user interface to send an image to FPGA.
Fig. 3 (A) shows that the package structure is composed by four attributes: ID,
CTR, DIR and DATA.

• The Implement algorithm package’ structure is designed to enable user interface
to indicate what algorithm should be applied to image inside the FPGA. Accord-
ing to Fig. 3 (B) this package is composed by three attributes: ID, DIR and CTR.

• The Results package enables to FPGA send the results to user interface. This
package is designed to facilitate the understanding of obtained result and present
it and adequate form. The package is composed by three attributes: ID, CTR and
DATA.

• The Communication package initializes the USB port and solicits an affirmation
to FPGA related to the establishment of the communication. This package can
be used at any moment to verify that the communication is established. ID and
CTR attributes constitutes the package structure.

• The Confirmation package is sent when the FPGA receives a Communication
package with the A5 Hex value in the CTR attribute. Fig. 3 (E) shows that the
structure package is composed by two attributes: ID and CTR.

3.5 The Integration Method

The integration method module on physical layer establishes a sequence of proce-
dures that enables the implementation and performance evaluation of an algorithm

Reserved

ID CTR

DATA

DIR

ID CTR

ID CTR

DATA

DIR

ReservedReserved“0001”
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“0010” ALG

IW IH
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Fig. 3 (A)Send image package (B)Implement algorithm package (C)Results package
(D)Communication test package (E)Confirmation package
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over the FPGA. With the integration of this module into the system, a tool for design
is obtained for pre visualizing the results of use an algorithm before its final appli-
cation. Thus, the development cycle for image processing software is considerably
reduced.

4 Experimental Results

This section shows how to integrate a new algorithm to the proposed tool; also, the
results of its evaluation using the user interface are presented. The algorithm that
will be integrated to the tool is the Discrete Wavelet Transform (DWT). The DWT
is an algorithm widely used in the digital image processing; example of this fact,
the DWT represents the base of the JPEG2000 standard [1]. The integration of the
DWT algorithm to the proposed tool it is done by means of the integration method
exhibited in the Section 3.5.

Phase 1. Algorithm analysis and specification. The specifications to consider for the
algorithm integration are the following ones:

• Only an algorithm is evaluated, the DWT; it uses filters Haar.
• Grayscale images will be processed.
• The processing result is a new image with the same number of elements as

original.
• The memory system space used to store the original image is 0x000000--

0x00FFFF and the obtained coefficients will be stored in 0x010000-0x01FFFF.
• Parameters to consider in the DWT algorithm: number of levels.

Phase 2. Integrated conceptual design. In this phase, the conceptual design of the
DWT algorithm, inside of the HAM architecture, and its corresponding GUI are de-
veloped. Also, with the information spilled in the specifications the communications
protocol packages are formed. The following steps are perfomed:

• Conceptual design of the DWT algorithm. The inputs to the DWT module are
pixels of the image to process and the outputs are the transform coefficients.
This module is formed by four internal blocks; every block forms a Haar filter
(LL, LH, HL o HH) that generates the output coefficients of each sub-band that
integrate the resultant image.

• Conceptual design of the DWT algorithm user interface. In this sub-phase, the
DWT algorithm interface is adapting to the user’s interface described in the
Section 3.3.

• Packages definition: send image package, implement algorithm package and re-
sults package. The send image package specifies the image dimension to process
(IW and IH), the image data (IMG) and the space of the memory system where
they will be stored (0000000). The implement algorithm package is used to iden-
tify to the DWT algorithm (0001); also, this package specifies the address of
the image data to process (0000000) and the address where the results must be
stored (0010000). The results package includes the data number that integrates
the result and the data result.
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Phase 3. Parallel implementation. Based on conceptual design, defined in the
Phase 2, in this phase the modeling of the DWT algorithm and its adaptation to
the user’s interface are implemented. The DWT algorithm interface is developed
and adapted to the user’s interface following the VY method; the DWT algorithm
interface is a Single Document Interface (SDI) application contained in the user’s
interface and accessible across its principal menu.

Phase 4. Component integration. When the user’s interface has been modified and
adapted for the visualization of the DWT results in a new SDI application and a
new version of the HAM architecture, which includes to the DWT algorithm, has
been programmed in the FPGA, both components are integrated to evaluate the new
version of the Tool to Support Image Processing and Analysis using Reconfigurable
Logic.

Phase 5. DWT Algorithm evaluation. Fig. 4 shows the results obtained when our
FPGA Tool applied the DWT algorithm on 8 bits/pixel grayscale Lena image with
size 256x256.

From the obtained results is possible to observe an image formed by 4 components
or sub-bands: LL, HL, LH, HH. The LL sub-band contains low pass information,
which is essentially a low resolution version of the image. Sub-band HL will con-
tain low pass information vertically and high pass information horizontally, and
sub-band LH will contain low pass information horizontally and high pass infor-
mation vertically. Finally, sub-band HH will contain high pass information in both
directions. These results coincide with the theory; therefore, the incorporation of the
algorithm wavelet to our tool has been successful.

Fig. 4 DWT algorithm interface
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5 Conclusions

We are providing a hardware-software tool for digital image processing and analysis
within a FPGA. This design would be useful to provide a solid basis for designing
and implementing autonomous prototypes that include algorithms for digital image
processing and/or analysis. The main goal of our tool is to make more agile the
design, modeling and evaluation of an algorithm inside the FPGA and visualize
the obtained results before that the implementation occurs. The proposed tool in
this paper has been used to evaluate diverse algorithms of images processing and
analysis showing a high efficiency.
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Textural Features for Scribble-Based Image
Colorization

Michal Kawulok, Jolanta Kawulok, and Bogdan Smolka�

Abstract. In this paper we propose how to exploit image textural features to im-
prove scribble-based image colorization. The existing techniques work by prop-
agating color from the user-added scribbles over the whole image. The color
propagation paths are determined so as to minimize the luminance changes inte-
grated along the path. In our method, at first linear discriminant analysis is per-
formed over the scribble pixels to extract discriminative textural features (DTF).
Our contribution to image colorization lies in using DTF for the path optimization
instead of the luminance. The colorization results presented in the paper explain and
confirm the method’s robustness compared with the alternative existing techniques.

1 Introduction

Image colorization is an automated process of converting a monochrome image into
a color image based on some arbitrary knowledge delivered by a human observer.
This initial information may take a form of user-added scribbles which indicate
the color of selected image pixels. Based on these few scribbles, the whole image
is colorized afterwards. Image colorization is usually used to add colors to old,
monochrome photographs or to enhance visual attractiveness of images with faded
colors. Its applications include as well marking regions of interest in medical images
or colorizing aerial and IR images.

Scribble-based colorization attracts considerable attention and it has been ex-
tensively studied. Levin et al. [1] formulated an optimization problem based on
an assumption that neighboring pixels of similar intensity should have similar
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color values under the limitation that the colors indicated in the scribbles remain
the same. Yatziv and Sapiro [2] proposed a method for determining propagation
paths in the image by minimizing geodesic distances from every scribble. Based
on the distances from each scribble, pixel color is obtained by blending scribble
chrominances. In other works, the propagation is performed using different tech-
niques, for example with probabilistic distance transform [3] or based on random
walks [4]. Among other related colorization techniques, it is worth to mention the
color transfer method [5]. A grayscale image is colorized based on a given reference
color image. This method matches textural and luminance information and can be
performed automatically, but gives better results with user assistance.

In the work reported here we have investigated how to exploit the textural infor-
mation to improve the colorization result. Although the existing techniques work
well for colorizing plain areas, they fail for rough, textured regions. Therefore, we
transform the image pixels into a discriminant textural feature space, in which the
color propagation is performed. This is the main contribution of our work, while in
alternative approaches the costs are obtained based on the difference in pixel lumi-
nance [2]. The propagation itself, as well as the chrominance blending, is executed
following the conventional techniques presented in Section 2. Our method for com-
puting the textural features and color propagation using the obtained feature space
is described in Section 3. The obtained colorization results are shown and discussed
in Section 4, and the conclusions are presented in Section 5.

2 Color Propagation Paths and Chrominance Blending

In order to colorize a monochromatic image Y based on a set of n initial scribbles
{Si}, i = 1, ...,n, first it is necessary to determine the propagation paths from each
scribble to every pixel in the image. A path from a pixel x to another pixel y is
defined as a discrete function p(t) : [1, l]→ Z2, which maps a position t in the path to
the pixel coordinate. The position is an integer ranging from 1 for the path beginning
(p(1) = x) to l for its end (p(l) = y). Also, if p(i) = a and p(i+ 1) = b, then a and
b are neighboring pixels.

The propagation paths from a scribble to every pixel are determined by
minimizing a total path cost:

C(p) =
l

∑
i=1

ρ {p(i), p(i+ 1)} , (1)

where ρ is a local cost between two neighboring pixels and l > 1 is the path length.
An image is considered as a graph and the cost minimization is performed using
Dijkstra algorithm [6]. The path route depends mainly on how the local costs are
computed. Following Yatziv’s approach [2], the local cost is obtained by projecting
the luminance gradient onto a line tangent to the path direction. This means that the
cost is proportional to the difference in luminance between the neighboring pixels.
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Chrominance of each pixel is determined based on the propagation paths from
every scribble. Its value is computed as a weighted mean of scribbles’ colors with the
weights obtained as a function of the total path cost. The chrominance is calculated
as a weighted mean of scribbles’ colors with the weights obtained as a function of
the total path cost. Usually two or three strongest components are taken into account
which provides a good visual effect of smooth color transitions. The final color value
v(x) of a pixel x is obtained as

v(x) =∑
i

viwi(x)/∑
i

wi(x), (2)

where vi is the chrominance of i-th scribble and wi(x) is its weight in pixel x. We
use YCrCb color space and calculate color values separately for Cr and Cb channels.
The weights are obtained as

wi(x) = (Ci(x)+ 1)−2 , (3)

where Ci(x) is the total path cost from i-th scribble to pixel x.

3 Textural Features for Image Colorization

Regions of uniform texture quite often have similar chrominance. Following this
observation, the texture may be an important source of information in image col-
orization. Unfortunately, this is neglected by many existing techniques, which as-
sume that the chrominance boundaries are correlated with the luminance changes
rather than with the texture. Following this assumption, the raw pixel values in lu-
minance channel are used as the color propagation domain [2, 7]. In our work we
focus on finding a better color propagation domain which takes into account the
textural features rather than the luminance exclusively.

Texture analysis is a complex task itself and many works have been reported,
mainly in the aspect of texture-based image segmentation [8]. However, the con-
sidered case is not identical to the segmentation task. Here, the aim is to define
a suitable domain for color propagation, and we have found textural features very
helpful for this purpose. Among the existing colorization methods, textural features
have been already exploited for color transfer methods [5, 9]. However, only simple
texture descriptors are used there, which may be helpful in some cases, but does not
guarantee the distinctiveness between the regions marked with different scribbles.

3.1 Discriminative Textural Features

The color propagation domain should induce low costs between pixels belonging to
a single scribble. On the other hand, the cost should be high, when the path crosses
a boundary between areas marked with different scribbles. It is therefore important
to find such image properties that would be uniform within a single scribble and
different between the scribbles. It is worth noting that the most relevant properties
may be different from case to case. For some images the luminance itself may be
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sufficiently distinctive (e.g. in case of cartoons), while for others the variation in the
gradient intensity may be relevant. In the work reported here we select the distinc-
tive properties independently for every scribbled image using linear discriminant
analysis (LDA). The analysis is performed over a set of simple image features ex-
tracted from pixels which belong to the scribbles. In this way we obtain the color
propagation domain which is dynamically conformed to every specific case.

3.1.1 Linear Discriminant Analysis

Linear discriminant analysis [10] is a supervised statistical feature extraction method
frequently used in machine learning. It finds a subspace defined by the most discrim-
inative directions within a given training set of M-dimensional vectors classified into
K classes. The analysis is performed first by computing two covariance matrices:
within-class scatter matrix SW :

SW =
K

∑
i=1

∑
uuuk∈Ki

(uuuk− μμμ i)(uuuk− μμμ i)
T , (4)

and between-class scatter matrix SB:

SB =
K

∑
i=1

(μμμ i− μμμ)(μμμ i− μμμ)T , (5)

where μμμ is a mean vector of the training set and μμμ i is a mean vector of the i-th class
(termed Ki). Subsequently, the matrix S = S−1

W SB is subjected to the eigen decom-
position S = ΦΛΦT , where Λ = diag(λ1, . . . ,λM) is the matrix with the ordered
eigenvalues along the diagonal and Φ = [υυυ1| . . . |υυυM] is the matrix with the corre-
spondingly ordered eigenvectors as columns. The eigenvectors form the orthogo-
nal basis of the feature space. Originally, the feature space has M dimensions, but
only those associated with the highest eigenvalues have strong discriminative power,
while the remaining can be rejected. In this way the dimensionality is reduced from
M to m, where m < M.

After having built the m-dimensional feature space the feature vectors are ob-
tained by projecting the original vectors uuu onto the feature space: ννν = ΦT uuu.
The similarity between the feature vectors is computed based on their Euclidean
distance in the feature space.

3.1.2 LDA for Texture Analysis

In order to determine the discriminative features, first we calculate basic image fea-
tures from every pixel. They are composed of: a) luminance, b) gradient intensity,
c) local binary pattern, d) mean value and e) standard deviation computed in many
kernels of different size, f) the difference between maximum and minimum values
in the kernels, and g) the pixel value in the median filtered image. The basic features
(d) – (g) were obtained for 15 kernel sizes ranging from 3×3 to 31×31. Hence, ev-
ery pixel x is described by an M-dimensional basic feature vector uuux (M = 63 in the
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presented case). The feature vectors of the scribble pixels are subsequently subject to
LDA. Every scribble forms a separate class, so the analysis determines the most dis-
criminative features between the scribbles for a given image. The feature vectors (ννν)
obtained using LDA are further termed discriminative textural features (DTF). The
distance between any two feature vectors ννν1 and ννν2 in DTF space is computed as:

d =
m

∑
i=1

(ν1i−ν2i)2. (6)

During our experiments we observed that for the majority of analyzed cases it is
sufficient to reduce the dimensionality of DTF vectors to m = 2. Also, we limit the
number of the input vectors in each class to 100 so as to reduce the LDA training
time. If a scribble contains more pixels, 100 of them are randomly selected. We
have not observed any noticeable difference in the outcome compared to using all
the scribble pixels, while the training time is definitely shorter.

3.2 DTF-Based Color Propagation Domain

After training, a projection matrix Φ is obtained and every pixel in the image is
projected onto m-dimensional DTF space. An example of a scribbled image and its
projection onto three leading LDA components representing the most discrimina-
tive textural features is presented in Fig. 1. The eigenvalues associated with these
components are also given in the figure. It may be observed that these projections
differentiate well between the areas marked with the scribbles. Also, 10 highest
eigenvalues obtained for these two images are plotted in the figure. The values on
the vertical axis are given relatively to the highest eigenvalue.

Fig. 2 shows an image with two scribbles (a) marked over flower and leafy back-
ground. The luminance of these pixels scaled from 0 to 100 is presented in (b) on
the horizontal axis. It may be noted that although the flower pixels (F) are generally
brighter than the background pixels (B), the luminance alone is not a discriminative
feature here. The scribble pixels projected onto 2D DTF subspace are shown in (c).
Here, two classes are well separated.

For every scribble a mean DTF feature vector is obtained and its DTF-distance
(6) to every pixel in the image is computed in DTF space. In this way a DTF-distance
map dddi is obtained for every i-th scribble, which serves as a domain for determining
the propagation paths. The local cost ρ from pixel x to y equals the y pixel value
in the DTF distance map (ρ(x,y) = dddi(y)). Examples of DTF-distance maps are
presented in Fig. 3. These are the distances obtained for a landscape image (a) from
the scribbles marked over: (b) sky, (c) volcano, and (d) ground.

It is worth noting that potentially the distance maps could be used directly for
chrominance blending without determining the propagation paths. In this case, to
obtain an i-th weight for a pixel x, the distance in DTF space dddi(x) would be used
instead of the total path cost Ci(x) in (3). Such approach does not guarantee con-
tinuity of the regions and therefore has not been utilized in the investigated cases.
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Fig. 1 Scribbled image and its projections onto three leading LDA components. A color ver-
sion is available at http://sun.aei.polsl.pl/~mkawulok/cores2011/Figure_1.pdf.
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Fig. 2 Scribble pixels (a) projected onto luminance (b) and 2D LDA (c) subspaces. A color
version is available at http://sun.aei.polsl.pl/~mkawulok/cores2011/Figure_2.pdf.

However, it may be useful for some other applications, e.g. for color transfer or
video colorization.

The propagation paths are determined so as they follow the texture similar to that
covered by the source scribble as long as possible. This is contrary to the conventional
Yatziv’s approach [2], with which the path is determined to minimize the gradient
integrated in the propagation direction. An example of a difference between these
two alternative approaches is given in Fig. 4. It shows the propagation paths leading
from a scribble to a selected pixel obtained using two methods. The path determined
using our method (b) does not leave the striped area, which allows to colorize the
image correctly (c). The path obtained using a conventional method (d) shows that
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a) b)

c) d)

Fig. 3 Examples of DTF-distance maps (b-d) obtained for the scribbled image (a). A color
version is available at http://sun.aei.polsl.pl/~mkawulok/cores2011/Figure_3.pdf.

a) b) c)

d) e)

Fig. 4 Scribbled image (a), propagation paths and colorized image obtained using our (b,c)
and Yatziv’s approach (d,e). A color version is available at
http://sun.aei.polsl.pl/~mkawulok/cores2011/Figure_4.pdf.
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Scribbled image Levin’s method [1] Yatziv’s method [2] Proposed method

Fig. 5 Input image with scribbles and colorization results obtained with [1], [2] and our
algorithm. A color version is available at
http://sun.aei.polsl.pl/~mkawulok/cores2011/Figure_5.pdf.

the texture information is not taken into account during the propagation. This results
in wrong colorization outcome (e).

In some cases the drawback of the presented method lies in the precision. At the
boundaries of regions having different texture the pixels may be misclassified. Size
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of such uncertain area depends on the kernel dimensions used for obtaining the basic
textural features. This results in observing small halos at the region boundaries. We
have approached this problem by determining a map of equal DTF distances. Then,
in proximity of the equally distant pixels, the propagation domain is changed to the
conventional one. This allows to remove the aforementioned effect. However, we
are planning to develop a better solution during our future works.

4 Experimental Validation

We compared the proposed method with two well-established colorization tech-
niques proposed by Levin [1] and Yatziv [2]. The first one is published in the form
of MATLAB code and for the latter a Java applet is available to colorize a fixed set
of images (for others we used our implementation). We evaluated the colorization
on the basis of the visual result as this is a commonly adapted practice in image
colorization.

Several examples of colorization result achieved using our method and alternative
algorithms are given in Fig. 5. We validated our algorithm using three types of data:
1) artificial images to verify the theoretical assumptions (1st row), 2) semi-artificial
images composed of various textures (2nd row), and 3) photographs to assess appli-
cability of our approach. Our algorithm delivers the best visual effect in all of the
presented cases, making it possible to colorize the textures with the largest preci-
sion. The halo effect mentioned in Section 3.2 can be observed around the flower
(6th row) and the tree (bottom row). Also, small imprecisions can be noted for (1st ,
2nd and 5th row), but they are definitely smaller than using the alternative meth-
ods. It is worth noting that the landscape photographs (3rd and 4th row) have been
colorized perfectly using our method.

The time needed to complete the colorization process has not exceeded 20s for
the tested cases. We have limited the number of pixels in every class to 100 and we
use only two LDA dimensions. This assures that calculating the DTF space is not
computationally expensive and takes a few percent of the time needed to colorize
the image using conventional methods.

5 Conclusions and Future Work

In this paper we have presented a novel method for scribble-based image col-
orization, which uses the discriminant textural features domain for color propaga-
tion instead of the luminance channel. The experiments have shown that the pro-
posed solution greatly improves the obtained results and decreases human assistance
required in the colorization process.

Although the DTF domain works well for color propagation, its precision is lim-
ited at the region boundaries due to a large kernel size. Sometimes it results in un-
natural halo effects which has been discussed in the paper and avoided in most cases
using a simple technique. However, we are planning to develop a better solution to
this problem during our future works. Moreover, we want to apply the proposed
technique to color transfer and video colorization.
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Palette Generation in L∗a∗b∗ Colour Space
Using ΔE

W.S. Mokrzycki and M. Tatol

Abstract. Existing colour spaces contain huge amount of colours describing their
spaces. However, graphic devices are able to reconstruct only limited number of
colours. This set of available reconstructed colours, called a colour palette, must
be selected from a wide variety of possible colours in particular colour space. De-
vice dependent colour spaces (for example RGB gamut) often uses many different
palettes depend on specific needs. There are known many colour space quantization
algotihms elaborated to that colour spaces, but we do not find palette for our needs.
We try to find a palette for colour object identification tasks, so we consider L∗a∗b∗
colour space and ΔE difference.

Keywords: Perceptual colour spaces, colour difference measure, colour quantiza-
tion, palette generation, L∗a∗b∗ colour space.

1 Introduction

1.1 Quantization Idea

Colour quantization can be viewed as a subset of the field of vector quantization.
Stated simply vector quantization is the problem of selecting K vectors in some N-
dimensional space to represent N vectors from that space where K<N and the total
error inferred by the quantization is minimal. Colour quantization is then vector
quantization in a 3-Dimensional space(RGB, CIE, HLS etc.).

Colour image quantization process is often divide into four phases, [4].

• Sampling the original image for colour statistics.
• Choosing a colour map based on these statistics.
• Mapping the colours to their representation in the colour map.
• Quantizing and drawing the new image.
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In general, algorithms for colour quantization can be divided into two categories:
uniform and non-uniform quantization.

Uniform: the colour space is divided into equal size regions NR, NR≤K (see for
example fig. 1).

Non-Uniform: the colour space is divided depending on the distribution of colours
in the image.

The remainder of this presentation will focus on 4 different algorithms: uniform,
popularity, median cut and octree, [10].

Fig. 1 Simple palette generator on DeGraeve webpage (RGB Hexadecimal), [12]

1.2 Uniform Quantization

In uniform quantization each axis of the colour space is considered independently
and is divided into equal sized segments. The planes perpendicular to the axis pass-
ing through the division points define regions in the color space. The number of
these regions is dependent on the scheme used for dividing the color space. One
possible scheme is to divide the red and green axis into 8 segments each and the
blue axis into 4 segments what results in 256 regions. Another possibility is divid-
ing the red and blue into 6 and the green into 7 segments what results in 252 regions.
Each one of these regions will produce a color for the color map, [5].

Once the color space has been divided, each of the original colors is then mapped
to the suitable region. The representative colors of each region is the average of all
the colors mapped to that region. Because each of the regions represents an entry
in the color map, the same process for mapping the original colors to a region can
be repeated. This algorithm is quick and easy to implement, but it does not yield
very good results. Often region in the color space will not have any colors mapped
to them, so color map entries are waste, [10].
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1.3 Popularity Quantization Algorithm

Popularity algorithms are another form of uniform quantization. These algorithms
divide the color space into much smaller so many more regions. One possible im-
plementation is to divide the space into regions 4x4x4 in size. The original colors
are again mapped to the region they fall in. The representative color for each region
is the average of the colours mapped to it. The color map is selected by taking the
representative colors of the 256 most popular regions (the regions that had the most
colours mapped to them).

These algorithms are also easy to implement and give better results than the uni-
form quantization algorithm. However, it takes slightly longer to execute and de-
pending on the size of regions it can have a larger storage requirement. Depending
on the image characteristics, it may not produce a good result. This can be said about
all uniform sub-division schemes as the method for dividing the color space does
utilize any information about the image.

1.4 Median Cut Algorithm

The premise behind median cut algorithms is to have every entry in the color map
represent the same number of pixels in the original image. In contrast to uniform
sub-division, these algorithms divide the color space based on the distribution of the
original colors. The process is as follows, [2]:

1. Find the smallest box which contains all the colors in the image.
2. Sort the enclosed colors along the longest axis of the box.
3. Split the box into 2 regions at median of the sorted list.
4. Repeat the above process until the original color space has been divided into 256

regions.

The representative colors are found by averaging the colors in each box, and the
appropriate color map index assigned to each color in that box.

Because these algorithms use image information in dividing the color space, this
class of algorithms consistently produce good results while having memory and time
complexity no worse than popularity algorithms.

1.5 Octree Algorithm

The principle of this algorithm is sequentially read of data. Every color is then stored
in an octree of depth 8 (every leaf at depth 8 represents a distinct color). A limit of
K (in this case K = 256) leaves is placed on the tree. Insertion of a color in the tree
can result in two outcomes. If there are less than K leaves the color is filtered down
the tree until either it reaches some leaf node that has an associated representative
color or it reaches the leaf node representing its unique color.

If there are greater than K leaves in the tree some set of leaves in the tree must
be merged (their representative colors averaged) together and a new representative
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color stored in their parent. Authors [3] offer two possible criteria to be used in the
selection of leaves to be merged. Reducible nodes that have the largest depth in the
tree should be chosen first. They represent colors that lie closest together.

If there is more than one group of leaves at the maximum depth the algorithm
could:

• Merge the leaves that represent the fewest number of pixels. This will help keep
the error small.

• Reduce the leaves that represent the most pixels. In this case large areas will be
uniformly filled in a slightly wrong color while maintaining detailed shadings.

Once the entire image has been processed in this manner the color map consists of
the representative colors of the leaf nodes in the tree. The index of the color map is
then stored at that leaf, and the process of quantizing the image is simply filtering
each color down the tree until a leaf is hit.

As a limit is placed on the number of leaves in the tree this algorithm has a
modest memory complexity, O(K), compared to the median cut and popularity al-
gorithms. The time complexity is more unclear. Authors [3] appreciate the search
phase as being O(N) where N is the number of pixels in the image. This is clearly
best case behavior. The average case needs to address the complexity of the merging
algorithm.

2 Description of L∗a∗b∗ Colour Space and ΔE’s

2.1 L∗a∗b∗ as Perceptual Colour Space

To create a formal description of human eye perception system, a colour spaces with
linear eye perceptibility is needed. It means, that kind of colour space in which every
dimension has the same linear modification. It is difficult, because of vision sense
complexity and its abilities. The vision sense is dependent on envoirmental ambient,
individual eye abilities or even age of person.

Perceptual colour spaces are designed to approximate human vision. They can
be used to make accurate colour balance corrections. It is done by modifying A
and B components, or to adjust the lightness intensity using the L. But perceptual
colour spaces are larger than the gamut of computer displays, printers (using RGB
and CMY colour spaces), or even human vision. A bitmap image represented as
Lab requires more data per pixel to obtain the same precision as a RGB or CMYK
bitmap, [7].

2.2 ΔE as Difference Measure Factor in L∗a∗b∗ Colour Space

Measuring colours is the first step in recognizing object property. These values,
stored in the colour database, are being processed then. The most common opera-
tion is measure the perceptual difference. In perceptual uniform colour space it is
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Fig. 2 RGB colour space

the distance vector called as ΔE . His value determines the difference between two
measures. Depending on requirements type additional operations must be done.

Mathematical description of colour space presents colours as a group of num-
bers (see fig. 2). To find the distance between two random colours only an equation
(on ΔE) is needed. If a colour space is linear, the measure reduces to a simple dis-
tance vector calculation. As well L∗a∗b∗ has closest human perception capabilities.
During latest years there are few ΔE formulas were proposed, according to strict
eye-like perception algorithm,[7].

3 Casting Range of L∗a∗b∗ Colour Space Quantization

Sometimes colour palette must be converted to destination colour space. Different
colour spaces may have lower amount of colour or conversion process may fail -
result value can be out of range of destination colour space. Also during preparations
to begin a quantization process, some additional informations must be taken. If the
quantization must take place over whole input colour space, in most colour space
only extreme values are needed to set the borders. For example in RGB [9], tab. 1.

Table 1 Localization RGB space in L∗a∗b∗ space

Component Value R G B
Lmin 0,00 0 0 0
Lmax 99,98 1 1 1
Amin −86,14 0 1 0
Amax 98,29 1 0 1
Bmin −107,84 0 0 1
Bmax 94,50 1 1 0
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If the range of input colour space is as well narrow down, it has to be taken into
consideration, too. In non-uniform quantization the range of input space is marked
on the L∗a∗b∗ colour space as a base to quantization process. Some of less pop-
ular colour (i.e. ProPhoto RGB developed by Kodak) spaces have values outside
of natural L∗a∗b∗ colour space so it has to be kept in mind for further processing
operations. Sample range of standarised RGB on L∗a∗b∗ gamut is shown on fig. 2.

4 Generation of Uniform and Non-uniform Palette

Uniform palette generation is broken into equal sized regions. This process of di-
vision is not dependent of any additional information. The important is the colour
space range that will be taken into algorithm. This process is simple and give us
fixed amount of colours, perceptually distant from each other. In this process ΔE is
used:

ΔE =
√

(L1−L2)2 +(a1−a2)2 +(b1−b2)2 (1)

This Delta E (1974) is the simplest method to measure the difference. There are
more precise delta’s (dE:CMC or dE2000) but they are also much more complex in
calculations and results are almost equal in RGB range area of L∗a∗b∗ colour space
[7]. If more precise calculations are needed, other delta’s may be applied.

In non-uniform generation additional information must be taken from the
consideration.

5 Conclusion

It was briefly described the problem of palette quantization in L∗a∗b∗ colour space.
This method allow to generate more precise palette according to perceptual human
eye properties. It can be very useful especially in that branch of industry, where
colour sometimes must be compared by human (ie. varnishing). Usage of this colour
space is strictly combined with ability of devices properties. In other way it can be
convert to more popular or device-dependent colour space. Palette generation using
L∗a∗b∗ is much more expensive in computations. Regardless this quantization is a
single isolated operation. Generated palette can be then used multiple.
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Colour Image Quality Assessment Using the
Combined Full-Reference Metric

Krzysztof Okarma

Abstract. In the paper the application of the combined image quality metric for
the assessment of colour images is discussed. Proposed technique belongs to the
group of full-reference objective methods, which require the exact knowledge of
the reference image but ensure high universality and independence on the image
contents. The combined metric discussed in the paper is based on three recently
proposed approaches: Multi-Scale Structural Similarity, Visual Information Fidelity
and RSVD metric utilising the Singular Value Decomposition. The verification of
its linear correlation with subjective quality evaluations has been performed using
two publicly available colour image databases: LIVE and TID2008.

Keywords: colour image quality assessment.

1 Introduction

Automatic image quality assessment is currently one of the most rapidly developing
areas of image processing and analysis. Modern image quality metrics are also ap-
plied for the video files [25], usually using simple frame-by-frame approach. Start-
ing from the Universal Image Quality Index [22] further extended into Structural
Similarity [23], many approaches have been proposed. The main reason of such
progress, apart from the growth of the possibilities of fast computing, e.g. using
GPGPU programming techniques, is poor correlation of the classical Mean Squared
Error and similar metrics [4, 5] with subjective image quality evaluation. Never-
theless, most of the metrics, even those recently proposed, do not use any colour
information limiting the computations to the greyscale versions of the images. The
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extension of such metrics into multichannel ones is not straightforward, similarly as
e.g. vector median filtering, but the proper choice of the colour space may be very
important as well as the choice of a specific quality metric. Considering the various
properties of some recently proposed image quality assessment techniques, each of
them has its specific properties and is more or less sensitive to specified types of
distortions. An interesting idea for a metric well correlated with subjective scores,
may be a nonlinear combination of some recent image quality assessment methods,
proposed and verified for greyscale images in one of the earlier papers [11].

2 Recent Trends in Image Quality Assessment

The first step towards modern image quality assessment without any sophisticated
model of the Human Visual System (HVS) has been the Universal Image Quality In-
dex proposed in 2002 [22]. Despite its disadvantages, mainly related to its instability
for dark or low variance regions of the image, it has become an impulse for many
researchers, which has allowed the dynamic progress in this area of image analysis.
Its further extension into the Structural Similarity (SSIM) is probably the most pop-
ular image quality assessment method, used also for the motion estimation [26] and
modifications of lossy compression algorithms such as H.264/AVC [27].

The overall SSIM metric for the whole image can be computed as the mean of the
local values calculated using the sliding window approach (11×11 pixels Gaussian
window is the default window) according to the simplified formula [23]:

SSIM =
(2x̄ȳ+C1) · (2σxy +C2)

(σ2
x +σ2

y +C1) · (x̄2 + ȳ2 +C2)
, (1)

where C1 and C2 are small values preventing the possible division by zero. The
default values suggested by the SSIM inventors are C1 = (0.01× 255)2 and C2 =
(0.03× 255)2. The symbols x̄ and ȳ denote the mean values of the original and
distorted image respectively, σ2

x , σ2
y and σxy stand for the respective variances and

the covariance for the currently analysed fragments of both images. The default
window can be changed, especially its size, especially depending on the resolution
of images [10].

An interesting extension of this metric is the multi-scale version [24] using the
dyadic pyramid. The luminance (l), contrast (c) and structure (s) factors are calcu-
lated for different scales and weighted using the specified exponents values. The
final value of the MS-SSIM metric can be calculated as

MS-SSIM(x,y) = [lM(x,y)]αM ·
M

∏
j=1

[c j(x,y)]
β j [s j(x,y)]

γ j , (2)

where M stands for the highest scale obtained after M− 1 iterations of low-pass
filtration and downsampling by a factor of 2.

Another metric proposed by the same group of researchers is the Visual Infor-
mation Fidelity (VIF) metric [17, 18], which has two general versions. The basic
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one utilises the wavelet decomposition and the simplified one operates in the pixel
domain. Both of them are well correlated with subjective perception of some typical
image distortions. The definition of this metric is

V IF =

S

∑
j=0

Mj

∑
i=1

I(ci, j; fi, j)

S

∑
j=0

Mj

∑
i=1

I(ci, j;ei, j)

, (3)

where S stands for the number of sub-bands (or scales), Mj stands for the number
of blocks at j-th sub-band (scale in the pixel domain) and I(x;y) denotes the mutual
information between x and y. The numerator and denominator are interpreted as
the information that vision extracts from the distorted and reference images. It is
assumed that c denotes a block vector at a specified location in the reference image,
e is the perception of block c by a human viewer with additive noise n, and f is the
perception of distorted block c [18].

Another promising idea for the image quality assessment is the application of
the Singular Value Decomposition (SVD). The first attempt has been the metric
proposed by Eskicioglu [19, 20] and in some of the recent publications the reflection
factors [8] and R-SVD metric [9] have been discussed. Those two metrics are quite
similar and better results can be achieved using the R-SVD metric, which can be
computed as

R-SVD =

⎛

⎜
⎜
⎜
⎝

m

∑
i=1

(di−1)2

m

∑
i=1

(di + 1)2

⎞

⎟
⎟
⎟
⎠

1
2

, (4)

where di stands for the singular values of the reference matrix R̂ = ÛΛV T . The ma-
trices U , S and V T are obtained by the SVD decomposition of the original image A,
Λ is the identity matrix and Û , Ŝ and V̂ T represent the distorted image respectively.
Instead of the right singular matrix of the distorted image V̂ T , the original matrix
V T can be used so the left singular matrix Û can be computed as

Ûi =
{

0 if ŝi = 0
Â ·Vi/ŝi otherwise

, (5)

where ŝi denotes the singular values of the matrix representing the distorted image
(Â).

3 Verification

Each newly proposed objective image quality assessment method requires some
tests in order to determine its correlation with the way that humans perceive various
distortions which may be present in the image. For this purpose an image database
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containing the subjective quality scores is necessary. A typical approach is using the
Mean Opinion Score (MOS) or Differential MOS values for the numerical expres-
sion of an average quality score for each image after the subjective assessment by
numerous observers. The MOS values are obtained as the mean values of the scores
derived by a number of observers which assess the quality of displayed images using
the double stimulus approach. The most commonly used subjective quality scale is
from 1 to 5 according to the recommendations of the ITU for such subjective tests.

Some of such databases contain a set of greyscale images, often with limited
number of distortion types. A good example may be the Wireless Image Quality
database (WIQ) consisting of 7 greyscale reference and 80 distorted images [2]
containing only the distortions specific for wireless transmission. Another one is
the Toyama database (known also as MICT) [13] containing 168 images obtained
from 14 originals by JPEG and JPEG2000 compression. Another ones are: the IRC-
CyN/IVC database [6] with 235 distorted images by 4 types of distortions, the LIVE
database (779 distorted images with five types of distortions) [16] and Tampere Im-
age Database (TID2008) containing 1700 images with 17 types of distortions [14].
Since two last databases are the most representative ones (many files and distortion
types), they have been chosen for the experiments described in the paper.

The correlation of a given quality metric and subjective scores for a specified
database can be expressed as Pearson’s linear correlation coefficient, Spearman
Rank Order Correlation Coefficient (SROCC), Kendall correlation, or the Root
Mean Squared Error (RMSE) as well as using the outlier ratio. Since all those mea-
sures usually lead to the same conclusions, only the Pearson’s correlation coeffi-
cients obtained for the proposed metric are presented in the paper.

Calculating the correlation coefficients all the DMOS/MOS scores for the re-
ference (undistorted) images have been removed from the analysis, since they are
predictable and would cause the unjustifiable increase of the correlation coefficient’s
values.

4 Combined Colour Image Quality Metric and Experimental
Results

In order to obtain a metric which is highly correlated with subjective scores the
nonlinear combination of three metrics has been proposed [11], which is expressed
as:

CQM = (MS-SSIM)7·(VIF)0.3·(R-SVD)−0.15 . (6)

The values of the exponents have been chosen as near optimal, leading to the linear
Pearson’s correlation coefficient equal to 0.86 for the whole TID2008 database and
0.7214 for the LIVE database. Nevertheless, those results have been obtained for
the images converted to greyscale regardless of the presence of colour information.
Such values are relatively high but in some publications one can find the correlations
even over 0.9. Unfortunately such results cannot be compared directly, since many
authors utilise the logistic function for nonlinear mapping suggested by the Video
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Quality Experts Group (VQEG) [21]. The main drawback of such approach are the
significant differences between the values of the coefficients of the logistic function
obtained for each type of distortions present in a given database, as well as for vari-
ous databases. In such case their proper choice requires additional optimization [15],
seriously limiting the universality of such technique.

The same approach can also be used for the colour images separately for the
RGB channels or using some other colour spaces. The experiments described in the
paper have been conducted for the most popular colour spaces: RGB, YCbCr, HSV
and CIE L*a*b* using three image quality metrics and their proposed combination.
The results obtained for LIVE database (release 2 with realigned DMOS values) are
presented in Table 1. Analysing the results a strong influence of the colour space and
chosen channel on the results can be noticed. Proposed metric performs similarly as
VIF for many channels. The most interesting results have been obtained for those
two metrics using the luminance channel from CIE L*a*b* colour space. Such high
linear correlation coefficients are much better than previously obtained (0.7214 for
greyscale images as reported in [11]).

Table 2 demonstrates the results obtained for the TID2008 database. Presented re-
sults for the CIE L*a*b* luminance channel are slightly worse than for the greyscale
images but illustrate the advantage of proposed combined index. Change of the ex-
ponents’ values from [7 0.3 -0.15] to [5 0.5 -0.06] respectively increases slightly the
correlation coefficient to 0.8487 for the L* channel. An interesting advantage of the
combined quality metric for the RGB channels can be observed for the TID2008
database but for the images from the LIVE database it is not evident.

Highly linear relationship obtained for both databases using the L* channel is
illustrated in Figs. 1 and 2 in comparison to Y luminance. The symbols used in the
scatter plot for the LIVE database denote five distortion types.

Table 1 Pearson linear correlation coefficients obtained for the whole LIVE database

channel MS-SSIM VIF RSVD CQM

R 0.4891 0.7257 0.5812 0.7105
G 0.4711 0.7319 0.5871 0.7145
B 0.4752 0.6906 0.5755 0.6932
Y 0.4755 0.7311 0.5893 0.7282
Cb 0.4488 0.0482 0.3474 0.2482
Cr 0.4532 0.0095 0.3498 0.2405
H 0.5149 0.6511 0.2971 0.6989
S 0.4752 0.7532 0.5293 0.7781
V 0.4037 0.7544 0.5932 0.7509
L* 0.6671 0.9421 0.5726 0.9358
a* 0.5572 0.7207 0.4083 0.7643
b* 0.6138 0.7675 0.4549 0.7734
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Fig. 1 Scatter plots of the CQM values calculated for L* and Y channels versus the MOS
values for the 1700 images from the TID2008 database
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Fig. 2 Scatter plots of the CQM values calculated for L* and Y channels versus the DMOS
values for the 779 images from the LIVE database
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Table 2 Pearson linear correlation coefficients obtained for the whole TID2008 database

channel MS-SSIM VIF RSVD CQM

R 0.7335 0.5771 0.6654 0.7995
G 0.7391 0.5919 0.6685 0.8241
B 0.7033 0.5296 0.6638 0.7701
Y 0.0090 0.5975 0.6674 0.6811
Cb 0.3061 0.2764 0.5541 0.0752
Cr 0.2755 0.1005 0.5489 0.0671
H 0.1919 0.0197 0.4610 0.0493
S 0.1007 0.3102 0.5611 0.4502
V 0.0653 0.5949 0.6578 0.6700
L* 0.6824 0.8027 0.6604 0.8313
a* 0.3415 0.5768 0.5625 0.5100
b* 0.3601 0.5401 0.5635 0.4819

5 Conclusions and Future Work

The image quality assessment methods for colour images can be successfully ap-
plied for the luminance channels rather from the chrominance ones. The most
promising results can be obtained using the CIE L*a*b* colour space together with
combined quality metric. Nevertheless, some more complex tests, also using video
quality assessment databases, should be performed in future work in order to exam-
ine the possibilities of using a combination of channels (e.g. L* but additionally sup-
ported by the chrominance) for the objective image and video quality assessment, as
well as the application of recently proposed further modifications of the Structural
Similarity, such as Gradient-based SSIM [1] and three-component SSIM [7].

Presented results, together with the analysis of the application of similar com-
bined metric for the video quality assessment, presented recently [12], may be
a starting point for further research towards a colour video quality metric even better
correlated with Human Visual System. Possible directions for the extension of pro-
posed approach can be the application of the Region Of Interest (ROI) approach [3]
and saliency maps, which require the modelling of the most likely Region Of Inter-
est based on the structural image analysis. For some types of images some existing
solutions can be utilised e.g. face detection algorithms. Additionally, some temporal
effects should be considered so the application of the motion estimation is necessary,
similarly as in spatio-temporal filtering algorithms.
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Model-Based 3D Human Motion Capture Using
Global-Local Particle Swarm Optimizations

Tomasz Krzeszowski, Bogdan Kwolek, and Konrad Wojciechowski

Abstract. We present an approach for tracking the articulated motion of humans
using image sequences obtained from multiple calibrated cameras. A 3D human
body model composed of eleven segments, which allows both rotation at joints and
translation, is utilized to estimate the pose. We assume that the initial pose estimate
is available. A modified swarm intelligence based searching scheme is utilized to
perform motion tracking. At the beginning of each optimization cycle, we estimate
the pose of the whole body and then we refine locally the limb poses using smaller
number of particles. The results that were achieved in our experiments are compared
with those produced by other state-of-the-art methods, with analyses carried out
both through qualitative visual evaluations as well as quantitatively by the use of the
motion capture data as ground truth. They indicate that our method outperforms the
algorithm based on the ordinary particle swarm optimization.

1 Introduction

Vision-based tracking of human bodies is an important problem due to various
potential applications like recognition and understanding human activities, user
friendly interfaces, surveillance, clinical analysis and sport (biomechanics). The
goal of body tracking is to estimate the joint angles of the human body at any time.
This is one of the most challenging problems in computer vision and pattern recog-
nition because of self-occlusions, high dimensional search space and high variability
in human appearance. An articulated human body can be thought of as a kinematic
chain with at least 11 body parts. This may involve around 26 parameters to de-
scribe the full body articulation. By building a mapping from configuration space to
observation space, 3D model-based approaches rely on searching the pose space to
find the body configuration that best-matches the current observations [1]. Matching
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such complex and self-occluding model to human silhouette might be especially dif-
ficult in cluttered scenes. The major problems with 3D body tracking arise by reason
of occlusions and depth ambiguities. Multiple cameras and simplified backgrounds
are often employed to ameliorate some of such practical difficulties. However, the
use of multiple cameras is connected with difficulties such as camera calibration and
synchronization, as well as correspondence.

The particle filtering is widely used in human motion tracking [2] owing to abil-
ity of dealing with high-dimensional probability distributions. Given the number of
parameters needed to describe an articulated model, the number of particles of that
is required to adequately approximate the underlying probability distribution in the
pose space might be huge. Recent work demonstrates that particle swarm optimiza-
tion (PSO) can produce similar or even superior results over particle filtering due to
capability exploration of the high dimensional search space [3].

Marker-less human motion capture has been studied since more than twenty years
and is still a very active research area in computer vision and recognition. The ad-
vantage of marker-less technique is that it eliminates the need for the specialized
equipment as well as time needed to attach the markers. Complete survey of marker-
less human motion capture can be found in [4]. Despite huge research effort in this
area, there have only been a few successful attempts to simultaneously capture video
and 3D motion data serving as ground truth for marker-less motion tracking [2].

In this paper we present motion tracing results, which were obtained by a modi-
fied particle swarm optimization algorithm, together with analyses carried out both
through qualitative visual evaluations as well as quantitatively by the use of the
motion capture data as ground truth. The human body motion is modeled by a kine-
matic chain describing the movement of the torso/head, and both the arms as well
as legs/feet. The tracking is done by particle swarm optimization with an objective
function, which is built not only on cues like shape and edges but also on the seg-
mented body parts. A global-local particle swarm optimization algorithm permits
improved exploration of the search space as well as leads to better tracking, par-
ticularly regarding undesirable inconsistency in tracking legs and arms, resulting in
swaps of such body parts, for instance, matching the right leg of the model to the
left person’s leg.

2 The Algorithm

2.1 Tracking Framework

The articulated model of the human body is built on kinematic chain with 11 seg-
ments. Such a 3D model consists of cuboids that model the pelvis, torso/head, upper
and lower arm and legs. Its configuration is defined by 26 DOF and it is determined
by position and orientation of the pelvis in the global coordinate system and the
relative angles between the connected limbs. Each cuboid can be projected into 2D
image plane via perspective projection. In this way we attain the image of the 3D
model in a given configuration, which can then be matched to the person extracted
through image analysis.
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2.2 Person Segmentation

In most of the approaches to articulated object tracking, background subtraction al-
gorithms are employed to extract a person undergoing tracking [5]. Additionally,
image cues such as edges, ridges, color are often employed to improve the extrac-
tion of the person [6]. In this work we additionally perform the segmentation of the
person’s shape into individual body parts. In our approach, the background subtrac-
tion algorithm [7] is used to extract the person and to store it in a binary image. We
model the skin color using 16×16 histogram in rg color space. The patches of skin
color are determined through histogram back-projection. The skin areas are then re-
fined using the binary image as mask. Given the height of the extracted person we
perform a rough segmentation of the legs and feet.

2.3 PSO-Based Motion Tracking

Particle swarm optimization [8] is a global optimization, population-based evolu-
tionary algorithm for dealing with problems in which a best solution can be rep-
resented as a point in n-dimensional space. The PSO is initialized with a group of
random particles (hypothetical solutions) and then it searches hyperspace (i.e. Rn) of
a problem for optima. Particles move through the solution space, and undergo eval-
uation according to some fitness function. Much of the success of PSO algorithms
comes from the fact that individual particles have tendency to diverge from the best
known position in any given iteration, enabling them to ignore local optima while
the swarm as a whole gravitates towards the global extremum. If the optimization
problem is dynamic, the aim is no more to seek the extrema, but to follow their pro-
gression through the space as closely as possible. Since the object tracking process
is a dynamic optimization problem, the tracking can be achieved through incorpo-
rating the temporal continuity information into the traditional PSO algorithm. This
means, that the tracking can be accomplished by a sequence of static PSO-based
optimizations to calculate the best object location, followed by re-diversification of
the particles to cover the possible object state in the next time step. In the simplest
case, the re-diversification of the particle i can be realized as follows:

x(i)
t ←N (x̂t−1,Σ) (1)

In the algorithm that we call global-local particle swarm optimization (GLPSO),
at the beginning of each frame the estimation of the whole body pose takes place,
see stage b) in Fig. 1. In the mentioned figure, the rectangular blocks represent
state vectors with distinguished state variables of torso/head, arms, and legs/feet.
To calculate such an estimate we initialize the particles using the estimated state
x̂t−1 in time t − 1, see stage a) in Fig. 1. In this stage the half of the particles is
perturbed according to (1). In the remaining part of the swarm, the state variables
describing the location of the pelvis are initialized using the linear motion, perturbed
by normally distributed random motion with zero mean, whereas the remaining state
variables are initialized using only normally distributed random motion with the
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mean equal to the estimated state. Given the pose of the whole body, we construct
state vectors consisting of the estimated state variables for torso/head and arms and
state variables of the legs, which are constructed on the basis of the estimates of the
corresponding state variables in time t−1, see Fig. 1 and the arrow connecting the
state variables in time t−1 and time t. At this stage the discussed state variables are
perturbed by normally distributed motion. Afterwards we execute particle swarm
optimization in order to calculate the refined legs estimate, see stage d) as well as
the right image in Fig. 1. Such refined state variables are then placed in the state
vector, see stage e) in Fig. 1. The state variables describing the hands are refined
analogously.

torso, head legsarms

legstorso, head arms

legs

legstorso, head arms

torso, head legsarms

torso, head arms

legs

estimate of full 
body pose

estimate of 
legs pose

t
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estimated full
body pose

a)

b)

c)

d)

e)

estimated full
body pose

...

Fig. 1 Global-local particle swarm optimization for motion tracking (left), refinement of the
legs configuration (right)

The fitness function of the PSO is determined on the basis of the following ex-
pression: f (x) = w1 f1(x)+w2 f2(x)+w3 f3(x), where wi stands for weighting coef-
ficients that were determined experimentally. The function f1(x) reflects the degree
of overlap between the segmented body parts and the projected segments of the
model into 2D image. It is expressed as the sum of two components. The first com-
ponent is the overlap between the binary image with distinguished body parts and
the considered rasterized image of the model. The second component is the overlap
between the rasterized image and the binary one. The larger the degree of overlap
is, the larger is the fitness value. The function f2(x) reflects the degree of overlap of
the edges. The last term, which reflects the overlap between arms and skin areas is
not taken into account in the refinement of the pose of the legs.

3 Experiments

The algorithm has been tested in a multi-camera system consisting of four synchro-
nized and calibrated cameras. The placement of the video cameras in our labora-
tory can be seen in Fig. 2. The cameras acquire images of size 1920× 1080 with
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rate 24 fps. Ground truth motion of the body is provided by a commercial motion
capture (MoCap) system from Vicon Nexus at rate 100 Hz. The system uses re-
flective markers and sixteen cameras to recover the 3D position of such markers.
The synchronization between the MoCap and multi-camera system is done through
hardware from Vicon Giganet Lab.

The tracking performance of our motion tracking algorithm was evaluated exper-
imentally in a scenario with a walking person, see Fig. 2. Although we focused on
tracking of torso and legs, we also estimated the pose of both arms as well as of
the head. The body pose is described by position and orientation of the pelvis in the
global coordinate system as well as relative angles between the connected limbs.
Figure 2 depicts the projected model and overlaid on the input images from four
cameras. It is worth noting that the analysis of the human way of walking (gait) can
be employed in various applications ranging from medical applications to surveil-
lance. Gait analysis is currently an active research topic.

Fig. 2 Human motion tracking. Frame #20 in view 1 and 2 (upper row), in view 3 and 4
(bottom row)

Figure 3 illustrates some tracking results, which were obtained in one of the ex-
periments. They were obtained using the global-local particle swarm optimization.
The tracking of the whole body was done using 300 particles. In the pose refinement
stage, the whole body is tracked using 200 particles, whereas 2×50 particles were
used for tracking the legs as well as the arms. The tracking was achieved using 20
iterations in each stage mentioned above. The number of frames in the discussed
sequence is equal to 180.

Figure 4 depicts some experimental results, which were achieved in another test
sequence. The results were obtained by global-local PSO algorithm using the same
number of the particles and iterations. The tracking was done on 150 images.
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Fig. 3 Tracking results in a sequence 1. Frames #20, 40, 60, 80, 100, 120, 140 in view 1 (1st
row) and in view 4 (2nd row)

Fig. 4 Tracking results in a sequence 2. Frames #20, 40, 60, 80, 100, 120, 140 in view 1 (1st
row) and in view 4 (2nd row)

The average Euclidean distance di for each marker i was calculated using real
world locations mi ∈ R3. It was calculated on the basis of the following expression:

di =
1
T

T

∑
t=1

||mi(x̂t)−mi(xt)|| (2)

where mi(x̂) stands for marker’s position that was calculated using the estimated
pose, mi(x) denotes the position, which has been determined using data from our
motion capture system, whereas T stands for the number of frames. In Tab. 1 are
shown the average distance errors d for M = 39 markers. For each marker i the
standard deviation σi was calculated on the basis of the following equation:

σi =

√

1
T −1

T

∑
t=1

(||mi(x̂t)−mi(xt)||−di
)2

(3)

The standard deviation σ shown in Tab. 1 is the average over all markers. From the
above set of markers, four markers were placed on the head, seven markers on each
arm, 6 on the legs, 5 on the torso and 4 markers were attached to the pelvis. Given
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the estimated human pose and such a placement of the markers on the human body,
the corresponding positions of virtual markers were calculated and then utilized in
calculating the average Euclidean distance given by (2). The errors that are shown in
Tab. 1 were obtained using frame sequences, which are depicted in Fig. 3 and Fig. 4.
As we can observe, our GLPSO algorithm outperforms significantly the tracker that
is based on the ordinary PSO.

Table 1 Average errors and standard deviations of the whole body tracking

Seq. 1 Seq. 2

#particles #it. error d [mm] σ [mm] error d [mm] σ [mm]

PSO

100 10 79.41 50.19 82.25 53.48

200 10 78.97 50.20 77.97 48.82

300 10 74.54 46.24 77.84 50.31

100 20 78.46 50.10 80.33 47.99

200 20 72.32 44.28 77.29 49.17

300 20 70.28 41.69 73.86 45.58

GLPSO

100 10 71.19 33.88 73.88 35.58

200 10 67.17 27.83 66.36 25.58

300 10 64.14 25.74 64.52 23.86

100 20 68.03 28.31 67.01 27.72

200 20 66.45 28.35 64.02 23.19

300 20 62.46 23.77 62.59 22.45

For fairness, in all experiments we use the identical particle configurations. For
the global-local PSO the sum of particles responsible for tracking the whole body,
arms and legs corresponds to the number of the particles in the PSO. For instance,
the use of 300 particles in PSO is equivalent to the use of 200 particles for tracking
the full body, 50 particles for tracking the arms and 50 particles for tracking both
legs in GLPSO. The use of 200 particles in the PSO corresponds to the exploitation
of 100, 50 and 50 particles, respectively, whereas the use of 100 particles equals to
utilization 60 particles for tracking the global configuration of the body, along with
20 and 20 particles for tracking hands and legs, respectively.

Table 2 shows the average errors and standard deviations of some markers, which
are located on lower body limbs, i.e. the right knee and the right tibia. The discussed
results were obtained on images from the sequence 1. As we can see, the differ-
ence between errors obtained by GLPSO and PSO algorithms is more significant
in comparison to the results shown in Tab. 1. The difference is larger because in
experiments, whose results are illustrated in Tab. 1 we considered several markers
on torso as well as pelvis, which typically produce small errors, see also Fig. 5, and
in consequence contribute towards more smoothed results.
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Table 2 Average errors and standard deviations of lower body tracking

PSO GLPSO

#particles #it. error d [mm] σ [mm] error d [mm] σ [mm]

right knee
100 20 68.08 59.88 50.13 33.18

300 20 63.01 56.87 44.84 27.17

right tibia
100 20 95.57 84.72 70.40 44.12

300 20 93.25 77.91 72.39 36.44
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Fig. 5 The errors [mm] versus frame number

In Fig. 5 we can observe a plot of the distance error over time for some body
limbs. As we can observe, in some frames the PSO based algorithm produces
considerably larger errors. The algorithm based on global-local PSO allows us to
achieve superior results thanks to the decomposition of the search space.

In the last few years, there have only been a few successful attempts to simul-
taneously capture video and 3D motion data from the MoCap [2]. Hence, there are
only few papers, which show the motion tracking accuracy by both qualitative visual
analyses as well as quantitatively by the use of the motion capture data as ground
truth. To our knowledge, the tracking accuracy presented above is as good as the
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accuracy presented in [2] and in other state-of-the-art systems. However, instead
of the annealed particle filter we utilize global-local particle swarm optimization.
Moreover, our algorithm performs the segmentation of the person’s shape into in-
dividual body parts. The global-local particle swarm optimization algorithm allows
better exploration of the search space as well as allows us obtaining better tracking,
particularly regarding undesirable swaps of legs and arms. The segmentation of the
body into individual body parts contributes towards improved tracking, mainly due
to better matching the individual parts of the model to corresponding body parts,
extracted on the image.

The complete human motion capture system was written in C/C++. Currently, it
requires an initial estimate of the body pose. The system operates on color images
with spatial resolution of 960×540 pixels. The entire tracking process can be realized
in approximately 1.1 sec. on a Intel Core i5 2.8 GHz using Open Multi-Processing
(OpenMP), see Tab. 3. The image processing and analysis takes about 1 sec.

Table 3 Computation time on Intel Core i5 2.8 GHz

time [sec.]

#particles #it. 1 core 4 cores

100 10 1.9 1.1

200 10 3.6 2.3

300 10 5.7 3.1

100 20 3.6 2.1

200 20 7.0 4.5

300 20 11.0 6.0

4 Conclusions

In this paper we presented an algorithm for tracking human pose using multiple cal-
ibrated cameras. The tracing is achieved by particle swarm optimization using both
motion and shape cues. At the beginning the algorithm extracts person’s silhouette
and afterwards it segments the shape into individual body parts. A particle swarm
optimization employs an objective function built on edges and such segmented body
parts. We evaluated the algorithm through both qualitative visual analyses and quan-
titatively by the use of the motion capture data as ground truth. Experimental results
show that algorithm achieves the tracking accuracy that is comparable to the accu-
racy produced by other state-of-art methods.
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Gesture Data Modeling and Classification Based
on Critical Points Approximation

Michał Cholewa and Przemysław Głomb

Abstract. Human-Computer Interaction (HCI) using natural gestures is one of the
promising developments in User Interface technology. One of key issues in its de-
sign is reliable modeling and classification of gesture data. In this article, we present
a method for abstraction of gesture movement information, by reducing it to a se-
quence of approximated critical points (locations and types). The sequence of such
critical points has good feature extraction properties. We present the method, re-
sults of classification, and discussion of the properties of the representation based
on example gesture dataset recorded with motion capture equpiment.

1 Introduction

Gestures are a natural, easy to use and effective communication modality. They are
now emerging as one of the most promising input data modalites for various types
of user interfaces.

The key to designing a reliable gesture-based HCI is to develop effective and
robust methods for classification of human motion data. This data is captured
either with cameras–usually requiring further complex preprocessing to segment
out acquistion effects (lighting, camera orientation, background, 2D to 3D conver-
sion, etc)–or directly with motion capture equipment. Then, feature extraction and
classification methods are needed to first to extract a representation maximizing
inter-gesture while minimizing intra-gesture differences (i.e. the effect of making
movement by different persons, speed) and second to make decision about recorded
movement. Various approaches are used for this task, i.e. Vector Quantization and
Hidden Markov Models [6]. For an in-depth review of methods, see [9].

We focus on designing a robust data representation and classification scheme
for gesture classification of motion capture data. As related work shows polynomial
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representation is by far sufficient to be used as an approximation of motion readings.
They are also quite easy to analyze as functions, with both derivatives and integrals
fast and easy to calculate. We choose to represent the polynomials as a sequence of
critical points (as opposed to coefficients), which are simpler to process and easier
to work with (i.e. to notice errors of approximation).

In this article, we propose a method for representation and comparison of mo-
tion capture data. Section 2 presents the method, section 3 experimental results of
classification with kNN on our gesture database; section 4 presents conclusions.

1.1 Related Work

Critical points are an established method of representing certain kinds of functions
arising in data analysis. In [2], a problem of object shape description is analyzed;
boundary line is decomposed to a sequence of arcs, which are segmented using
‘critical points’ (i.e. ‘corners’, that is points of discontinuity in the curvature, points
of inflection, and curvature maxima). Various advantages of this approach are dis-
cussed. In [1] authors focus on extracting significant features from contours. Having
assumed that the scale of a contour is unknown, the algorithm must focus on getting
shape describing elements. With that in mind, authors present a method where criti-
cal points are used for curve shape description. Critical points are also an element of
method of [10], who use them to describe noisy planar curves; a curve is segmented
into convex and concave sections separated by inflection points.

There exists a number of methods of points approximation, as shown in review
[7], which surveys methods of critical points extraction from digital data. Based on
this analysis we have decided to develop a critical points extraction method based
on polynomial approximation.

Polynomial approximation has been applied to processing of motion capture sig-
nals i.e. in [13] where it was used to approximate gait and was determined valuable,
as small number of control points was needed to gain accuracy sufficient for medical
sciences. Also, several attempts at recognition based on polynomial approximation
have been proposed, i.e. [3] used dominant points of planar curves for approximat-
ing their shape, therefore achieving a method that can classify the curve regardless
to its scale. Dominant points (points of intersection of shapes–a subset of critical
points in polynomial case) were a valid way to store shape information.

2 Method

Our objective is the classification of a set of sensor readings (a recording of a person
performing a gesture) using approximation of critical points of individual readings.

We have observed and empirically verified that each sensor readings can be reli-
ably approximated by a polynomial. We represent the polynomial by a sequence of
critical points (extrema, values at the end of the interval, and inflection points).

To compare two sensor readings we first select area of interest in both, focusing
on the part that actually represents a gesture, and is not merely a result of a delay
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or some slight hand movements that are hard to avoid when working with human
subjects. The two areas of interest are compared using the weighted sum of relation
between measure of area of interest, difference between polynomials on area of
interest, difference between them beyond area of interest and value at the beginning
and end of the gesture.

Knowing the difference between two sensor readings (as a real number) we can
calculate distance between two gestures as a sum of differences of appropriate sen-
sors. Having distance between two gestures we can apply a distance-based classifier
(we use kNN) to assign gesture to a class.

2.1 Computing Critical Point Approximation for a Single Sensor

Each sensor data D is a set of two dimensional points (ti,yi), i = 1, . . . ,n, with ti time
of registration, and yi sensor reading value. The sensor data is subject to scaling and
value normalization, performed as follows. Let

tmin = t1 tmax = tn μ =
Σn

i=1yi

n
σ =

√

Σn
i=1yi− μ

n
. (1)

The preprocessing can be represented as the transformation P : D→ D

P
(

(ti,yi)
)

=
( ti− tmin

tmax− tmin
,

yi− μ
σ

)

. (2)

In other words, the first coordinate is transformed into interval 〈0,1〉, and the second
is mean shifted and standard deviation normalized. Next, we calculate the critical
points.

We consider a point to be a local maximum, if its yi is highest in the interval
〈ti− γ,ti + γ〉. Value γ can be chosen depending on parameters of the sets. In our
method, based on the analysis of the data, we used

γ = 3× Σn
i=2(ti− ti−1)

n−1
. (3)

Local minima are calculated in similar way.
Having a number of maxima and minima, we can use polynomial regression to

approximate the dataset with a polynomial of given degree (determined by number
of extrema) and calculate its inflexion points. We do this simply by using second
derivative of polynomial being the effect of regression. Our final two points will be
the values at the end of the interval.

After all calculations, our dataset D is converted into following data

1. Set VD of points at the end of interval (ti = 0,ti = 1)
2. Set ED of maxima and minima of the set (as above)
3. Set ID of inflexion points of the polynomial approximating the dataset
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Note that points in the set VD are also local extrema. For future reference we can
define Dmax and Dmin as maxima and minima in VD∪ED.

2.2 Comparing Approximations

Selection of area of interest

During analysis of a dataset we must take into consideration that only a part of it
represents the actual gesture. It is often the case that recording of movement starts
too early or that there is additional reading before or after the gesture. Because of
that, for dataset D we define ‘Area of interest’ (AOI) AD as an interval within 〈0,1〉
that contains data actually representing a gesture. For a purpose of the algorithm we
define AD as

AD ∈
{

〈a,b〉 : a,b ∈VD∪ED

}

. (4)

In other words AD is an interval between two points that belong either to extrema
set or endings.

When we compare datasets Di and D j we call two AOIs ADi = 〈ai,bi〉 and ADj =
〈a j,b j〉 relating if ai and a j are of the same type (maximum or minimum) and bi

and b j are of the same type.

Transforming AOIs

Next, we scale AOI so they match - having two AOIs 〈a,b〉,a = (t1,y1),b = (t2,y2)
and 〈c,d〉,c = (t3,y3),d = (t4,y4), we scale them so t1 = t3 and t2 = t4. Once we
do that, we scale areas 〈0,t1),(t1, t2),(t2,1〉 and 〈0,t3),(t3, t4),(t4,1〉 accordingly.
Having those set of transformed points we can approximate them with polynomials
Pi and Pj.

Comparison

Once we have two datasets Di and D j with relating areas of interest ADi and ADj

of sizes |ADi | ≤ 1 and |ADj | ≤ 1 and with polynomials approximating those datasets
after transform (as in above paragraph) Pi and Pj we compute the difference between
them as follows:

1. Scale si j = max
{ |ADi |
|AD j |

,
|AD j |
|ADi |

}

2. Difference between points at the end of interval

pi j = |y(i)
1 − y( j)

1 |+ |y(i)
n − y( j)

n |
3. Integral qi j =

∫ 1
0 |Pi(x)−Pj(x)|dx

4. Final difference coefficient

dADi ,AD j
(Di,D j) = (si j−1)+ pi j + 4qi j (5)
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In other words we derive our difference from three values: scale between AOI in
both datasets, difference in integral between transformed polynomials and differ-
ence between end points values. The coefficient before qi j is selected considering
the average value of si j , qi j and pi j, so they have the same weight towards final re-
sult. Right now those coefficients are calculated so that the end points difference of
values and difference of integrals have on average the same magnitude, but it is a
matter for further study. We use s− 1 as coefficient for scale to achieve difference
between two identical gestures equal to zero.

Even though we calculate inflexion points they are at the moment not used as a
part of classification algorithm, though they remain useful for eliminating redundant
data from datasets.

Classification

Now we can compute the difference between datasets as

d(Di,D j) = min
ADi ,AD j

{

dADi ,AD j
(Di,D j)

}

(6)

For classification, we use a weighted kNN classifier. By that we understand that the
closest matching instance has a weight of k, next one k− 1 and so on, until finally
k− th has a weight of 1 and all further ones, 0. For each class we sum weight of
all instances belonging to that class, and the gesture is classified to the one with the
highest weight. If two classes have the same weight, we classify to the one with more
representants with positive weight. When using weights, distance between closest
neighbors and analyzed sample can be more important that actual number of closest
neighbors.

3 Experiments

Data collection

For our experiment, we used base of 20 different type of gestures, each type repre-
sented by 15 instances - 3 people performing the gestures, each of them made the
gesture 5 times (three with normal speed, then one fast following with one slow ex-
ecution). The gestures are detailed in table 1. For discussion on gesture choice the
reader is referred to [5]. The gestures were recored with DG5VHand motion capture
glove, containing 5 finger bend sensors (resistance type), and three-axis accelerom-
eter producing three acceleration and two orientation readings. The time between
each readings (ti+1− ti) was approximately 30ms.

Recognition experiments

Preliminary computations led us to conclusion that k for kNN classifier should be
between 5 and 10. We decided to prepare a series of experiments with different
k values, and weighted/unweighted classifier. Each gesture was compared to every
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Table 1 The gesture list used in the experiments (note that it is a reduced version of the
same set used in [12])

Name Classa Motionb Comments

1 A-OK symbolic F common ‘okay’ gesture

2 Walking iconic TF fingers depict a walking person

3 Cutting iconic F fingers portrait cutting a sheet of paper

4 Showe away iconic T hand shoves avay imaginary object

5 Point at self deictic RF finger points at the user

6 Thumbs up symbolic RF classic ‘thumbs up’ gesture

7 Crazy symbolic TRF symbolizes ‘a crazy person’

8 Knocking iconic RF finger in knocking motion

9 Cutthroat symbolic TR common taunting gesture

10 Money symbolic F popular ‘money’ sign

11 Thumbs down symbolic RF classic ‘thumbs down’ gesture

12 Doubting symbolic F popular Polish(?) flippant ‘I doubt’

13 Continue iconicc R circular hand motion ‘continue’, ‘go on’

14 Speaking iconic F hand portraits a speaking mouth

15 Hello symbolicc R greeting gesture, waving hand motion

16 Grasping manipulative TF grasping an object

17 Scaling manipulative F finger movement depicts size change

18 Rotating manipulative R hand rotation depicts object rotation

19 Come here symbolicc F fingers waving; ‘come here’

20 Telephone symbolic TRF popular Polish(?) ‘phone’ depiction
a We use the terms ‘symbolic’, ‘deictic’, and ‘iconic’ based on McNeill & Levy [8]

classification, supplemented with a category of ‘manipulative’ gestures (following [11]).
b Significant motion components: T-hand translation, R-hand rotation, F-individual finger

movement.
c This gesture is usually accompanied with a specific object (deictic) reference.

other gesture in the set. We also wanted to check if transformation of accelerometers
into velocity readings (numerical integration) has any effect on the results1.

The results of the experiments are presented in table 2. We present the recogni-
tion ratio for each individual gesture - as it can be seen it can differ greatly between
them which suggests the choice of gestures is important for the classifier. In first
experiment, we assume k in kNN as 6 and we use weighted kNN. Second experi-
ment, performed on the same set of data, incorporated transforming accelerometers to
velocity readings. Apart from that we still used k = 6 and weighted kNN classifier.

1 The finger bend and orientation are essentially position readings, while accelerometers can
be viewed as second derivative of position. Also, integration lowers the number of extrema,
thus speeding up algorithm’s execution.
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Table 2 The results of gesture classification experiments: the success rate and errors (in
parentheses – there were 15 input data points in all cases)

Experiment 1 Experiment 2 Experiment 3 Experiment 4

(wkNN, k=6) (wkNN, k=6,‘vel’a) (kNN, k=8, ’vel’ a) (kNN, k=8)

1 93.3% (1) 100.0% (0) 100.0% (0) 93.3% (1)

2 100.0% (0) 100.0% (0) 100.0% (0) 100.0% (0)

3 100.0% (0) 93.3% (1) 86.7 % (2) 86.7 % (2)

4 60.0 % (6) 60.0 % (6) 60.0 % (6) 60.0 % (6)

5 93.3% (1) 100.0% (0) 100.0% (0) 100.0% (0)

6 93.3% (1) 93.3% (1) 93.3% (1) 93.3% (1)

7 86.7 % (2) 93.3% (1) 93.3% (1) 80.0 % (3)

8 93.3% (1) 53.3 % (7) 53.3 % (7) 86.7 % (2)

9 93.3% (1) 93.3% (1) 100.0% (0) 93.3% (1)

10 60.0 % (6) 40.0 % (9) 13.3 % (13) 26.6 % (11)

11 93.3% (1) 93.3% (1) 93.3% (1) 100.0% (0)

12 53.3 % (7) 46.7 % (8) 53.3 % (7) 53.3 % (7)

13 40.0 % (9) 33.3 % (10) 40.0 % (9) 46.7 % (8)

14 80.0 % (3) 66.7 % (5) 40.0 % (9) 60.0 % (6)

15 100.0% (0) 93.3% (1) 100.0% (0) 93.3% (1)

16 86.7 % (2) 86.7 % (2) 86.7 % (2) 86.7 % (2)

17 100.0% (0) 100.0% (0) 100.0% (0) 100.0% (0)

18 60.0 % (6) 60.0 % (6) 66.7 % (5) 60.0 % (6)

19 86.7 % (2) 80.0 % (3) 80.0 % (3) 93.3% (1)

20 80.0 % (3) 46.7 % (8) 60.0 % (6) 66.7 % (5)

total 82.3 % (53) 76.6 % (70) 76 % (72) 79 % (63)

total-2 86.2 % (37/270) 81.1 % (51/270) 81.5 % (50/270) 83.7 % (44/270)

total-4 89.6 % (25/240) 85.4 % (35/240) 85.8 % (34/240) 87.1 % (31/240)
a Acceleration readings transformed to velocity readings.

In third experiment we used the same method of transforming data from accelerom-
eters into velocity values, but this time we didn’t use weighted kNN, but normal
kNN classifier with k = 8. Finally we used unweighted kNN with k = 8 and no
transformation.

3.1 Discussion

As there was no pre-selection of gestures we can safely assume that above re-
sults can roughly estimate basic efficiency of that algorithm. What must be noted,
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however, is that this method can become even more accurate if we incorporate some
criteria in selecting the gestures to match with - sufficiently ‘far’ by the means of
our distance measure.

In case of our set of gestures, gestures 4, 10, 12 and 13 had worst results in all ex-
periments, which suggests that they are candidates for elimination from the set. (For
example gestures ‘thumbs up’ and ‘thumbs down’ are different in a small number
of reading points, and ‘cutting’ gesture’s finger movements are almost undetectable
for the hardware used).

Another parameter that can influence the result is weight of three elements of dis-
tance measure (integral, scale and difference at the ends of interval). Manipulating
those values could possibly result in improved efficiency.

We can also see that conversion from acceleration to velocity, even though seems
irrelevant at first, produces noticeably worse results - this is the effect of having less
extrema, so less choices of areas of interest.

4 Conclusion

This article presents a new approach on modeling and classification of motion cap-
ture gestures data based on critical points approximation. The sequences of esti-
mated points are compared with a kNN classifier on a pre-prepared gesture database.
The experimental results verify the reliability of the method.

This work has been partially supported by a Polish Ministry of Science and
Higher Education project NN516405137 ‘User interface based on natural gestures
for exploration of virtual 3D spaces’.
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Evaluation of Illumination Compensation
Approaches for ELGBPHS

Matthias Fischer, Marlies Rybnicek, and Christoph Fischer

Abstract. Various environmental conditions like pose variations, scale, noise and
illumination changes cause matching problems for face recognition algorithms due
to the fact that inappropriate data from images is extracted and consequently the
recognition rate suffers. In the worst case, persons who should be accepted are re-
jected and vice versa. Enhanced Local Gabor Binary Patterns Histogram Sequence
(ELGBPHS) is considered as an advanced and robust face recognition method. In
this paper we evaluated if state-of-the-art illumination compensation approaches
can further improve the performance of ELGBPHS. The paper outlines if it is worth
to additionally implement preprocessing steps with the increasing complexity and
cost. Therefore tests were performed to check if the recognition rate improves if ap-
plying preprocessing steps and adjusting essential parameters. Multi-Scale-Retinex,
Histogram Equalization, 2D discrete Wavelet-Transformation and one approach
combining Gamma Correction, Difference of Gaussian Filtering and Contrast
Equalization (TT) were implemented and evaluated.

1 Introduction

In the practical field 2-dimensional face recognition systems are not considered
to be working successfully until they achieve high recognition rates and keep the
False Acceptance Rate (FAR) and False Rejection Rate (FRR) low. This is usually
achieved by adding preprocessing stages for compensating several environmental
conditions - like pose variations, scale, illumination changes and noise - before a
face recognition algorithm is applied on an image. Those disturbing conditions can
have substantial effects on the robustness of face detection and recognition systems
[5]. In the worst case a proper person gets rejected by the system even though the

Matthias Fischer ·Marlies Rybnicek · Christoph Fischer
St. Poelten University of Applied Sciences,
Institute of IT-Security Research, Matthias Corvinus-Strasse 15, 3100 St. Poelten, Austria
e-mail: {matthias.fischer,marlies.rybnicek}@fhstp.ac.at,
christoph.fischer@fhstp.ac.at

R. Burduk et al. (Eds.): Computer Recognition Systems 4, AISC 95, pp. 317–325.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011

{matthias.fischer,marlies.rybnicek}@fhstp.ac.at
christoph.fischer@fhstp.ac.at


318 M. Fischer, M. Rybnicek, and C. Fischer

person is registered as an authorized person. In the proposed paper the focus lies
on illumination changes in order to improve the recognition rate of Enhanced Local
Gabor Binary Patterns Histogram Sequence (ELGBPHS) [20]. The main contribu-
tion of this paper is to answer the question wether preprocessing methods can further
improve the recognion rate of ELGBPHS.

Face recognition algorithms can be roughly divided into holistic, feature-based
and hybrid methods [21]. ELGBPHS [20] is a holistic approach which is based on
Local Binary Patterns (LBP) [2]. In ELGBPHS a face image is convoluted with
Gabor Wavelets. The resulting magnitude and phase maps are processed with LBP.
Afterwards the maps are divided into sub-blocks, Histograms of the sub-blocks are
built and by means of Histogram Intersection the similarity of faces is calculated.
Increments of the Local Binary Patterns include Histograms of Gabor Phase Pat-
terns (HGPP) [19] and Local Gabor XOR Patterns (LGXP) [18]. These three ap-
proaches are based on Gabor Wavelets which are convoluted with face images to
get magnitude and phase maps of an image. The assignment of Gabor Wavelets for
face recognition increases [12]. Not only holistic approaches exploit them. Popu-
lar local-based face recognition algorithms like the Elastic Bunch Graph Matching
(EBGM) [3, 17] or Dynamic Link Architecture (DLA) [9] are based upon them too.
Local-based methods use Gabor Wavelets to extract features like the eyes or the tip
of the nose. In the training phase data around such characteristic points is extracted
and used to create a so-called bunch graph which is a collection of all nodes and/or
edges of the training images. By means of the bunch-graph a new graph can be found
and placed over a new, unknown face. To sum it up, the result of the training phase
is a so-called bunch graph which helps to find new image graphs in face images.
The similarity of faces can be calculated by the comparison of the nodes and/or the
edges of extracted face image graphs. Humans use both local and global features to
recognize people [13]. Being aware of this fact hybrid approaches combine holistic
and local-based methods to achieve good recognition rates [14].

Overall four preprocessing chains were implemented. All chains have two steps
in common: Face Detection and Resize of an image.

First the Multi-Scale Retinex (MSR) Algorithm [7, 8, 11] is discussed. MSR
splits the image into illumination and reflectance part. The aim is to adjust the il-
lumination part that is mainly responsible for illumination changes. Further Colour
Restoration is applied on the reflectance part and Gamma Correction on the illumi-
nation image. Because of the fact that the gamma value can be adapted within certain
ranges tests were performed to determine a reasonable value for good illumination
normalization.

In addition Histogram Equalization [1] as a well known efficient method is ap-
plied to enhance the image’s contrast by spreading the grey values within a defined
new range gaining new uniformly distributed grey values.

Moreover 2D discrete Wavelet-Transformation, an illumination approach in the
wavelet domain, as proposed in [4] is described. To get low- and high-frequency
coefficients the image is divided into four sub-bands using Daubechies-Wavelets.
The coefficients are modified by means of different methods. The altered subimages
are subsequently recombined to form the output image.
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Least the approach proposed in [15] was implemented that combines Gamma
Correction, Difference of Gaussian Filtering (DoG) and Contrast Equalization which
counters the effects of illumination variations, local shadowing and highlights.

The remainder of this paper is organized as follows: Section 2 describes the face
recognition algorithm ELGBPHS. Section 3 explains the applied preprocessing ap-
proaches for illumination compensation. Section 4 and 5 show experimental results
and conclusion.

2 Face Recognition Algorithm

2.1 Enhanced Local Gabor Binary Patterns Histogram Sequence

In this paper preprocessing methods are evaluated with respect to the holistic face
recognition algorithm Enhanced Local Gabor Binary Patterns Histogram Sequence
(ELGBPHS) [20]. After convoluting face images with Gabor Wavelets and apply-
ing Local Binary Patterns (LBP) [2] on the resulting magnitude and phase maps,
Histograms are calculated and by means of Histogram Intersection the similarity of
face images is computed. For convolution 2dimensional Gabor Wavelets are used
with the parameters orientation θ , frequency λ , phase ϕ , size σ and aspect ratio γ
which define the form of the wavelet. The values for the parameters are taken from
the master thesis of Bolme [3].

W (x,y,Θ ,λ ,ϕ ,σ ,γ) = e
−x′2+γ2y′2

2σ2 cos(2π
x′

λ
+ϕ) (1)

x′ = xcosΘ + ysinΘ

y′ =−xsinΘ + ycosΘ

The result of the convolution are magnitude and phase maps that are processed with
LBP and afterwards are divided into 10x10 (width x height) sub-blocks. We get 100
sub-blocks. The LBP operator processes all pixel values fc by comparing it to its
neighbourhood fp(0,1, ...,7).

S( fp− fc) =

⎧

⎨

⎩

1, if fp � fc

0, if fp < fc

(2)

Afterwards each pixel value is calculated by using the factor 2p as follows:

LBP =
7

∑
p=0

(S( fp− fc)2p (3)

From the resulting LBP images Histograms are built that can be compared by means
of Histogram Intersection. For every face image 8000 Histograms (there are 40 mag-
nitude and 40 phase maps for every sub-block) are built. By weighting the sub-
blocks W m

θ ,λ ,r one can emphasize important regions of a face like the eyes, the nose
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or the mouth. Uninteresting parts of the face can be ignored by setting the weight to
zero. So the biometric template of one face consists of histograms ℜm and ℜp of the
magnitude and phase LBP images. To compare two faces one has to calculate the
Histogram Intersection of the corresponding sub-blocks. This is summed up over
all orientations, frequencies, regions and phases. Ψ denotes the intersection of two
histograms and R the number of subregions of the image.

ℜ = (ℜm,ℜp) (4)

S(ℜ1,ℜ2) = Sm(ℜ1,ℜ2)+ Sp(ℜ1,ℜ2) (5)

Sm(ℜ1,ℜ2) =
7

∑
θ=0

4

∑
λ=0

R−1

∑
r=0

W m
θ ,λ ,rΨ(H1m

θ ,λ ,r,H2m
θ ,λ ,r) (6)

Sp(ℜ1,ℜ2) =
7

∑
θ=0

4

∑
λ=0

R−1

∑
r=0

W p
θ ,λ ,rΨ(H1p

θ ,λ ,r,H2p
θ ,λ ,r) (7)

The higher the resulting sum the similar the faces.

3 Preprocessing Approaches

Preprocessing steps can support the recognition process by compensating illumina-
tion changes or noise in images before a face recognition algorithm is applied on
an input image. The goal is to remove disturbing data. In this paper different pre-
processing approaches are evaluated with respect to the face recognition algorithm
ELGBPHS [20].

3.1 Common Preprocessing Steps

All preprocessing chains have two steps in common which are performed at the
beginning, namely Face Detection and Resize.

Face Detection: For Face Detection the HaarClassifier Cascade implemented in the
OpenCV Library [6] is used. It is based on the Viola-Jones detector developed by
Paul Viola and Michael Jones [16]. The detector is trained to find Haar-like features
in images and is able to find faces. One major advantage is that the position of a
person’s eyes nearly matches perfectly. This is very useful for following steps. The
result of Face Detection is a 200x200 (height x width) image of the face.

Resize: After Face Detection the image is resized to 100 x 100 (width x height)
to further reduce the data amount and ensure the same input for all following
preprocessing approaches.
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3.2 Multi-scale Retinex

Multi-Scale Retinex (MSR) [7, 8, 11] is a method to compensate illumination
changes in colour images. It is worth to mention that MSR is the only algorithm
that works on colour images, all others process grey-scale images. Because the
HaarCascade Classifier only works on grey-scale images, MSR is applied on the
original images before Face Detection and Resize take place. Therefore the input
image S(x,y) is divided into illumination L(x,y) and reflectance part R(x,y).

S(x,y) = R(x,y)∗L(x,y) (8)

Colour Restoration and Image Stretching are performed additionally to further im-
prove the resulting image. To get the illumination, the reflectance part is
computed by the following formula:

Ri(x1,x2) =
K

∑
k=1

Wk(logIi(x1,x2)− log[Fk(x1,x2)∗ Ii(x1,x2)]) (9)

FK(x,y) defines the neighbourhood function. The function is set manually, so a wide
scope of filters can be used. For the evaluation a Gaussian filter was used. Wk rep-
resents the weight of the neighbourhood functions. As default value 1 is used and
k > 1 is the number of neighbourhood functions. Five functions with different pixel
numbers were used for MSR. Colour-Restoration is applied on the reflectance part
to enhance the pixel values of the colour channels as given by the formula:

Ci(x,y) = β log[αI
′
i (x,y)] = β{log[αIi(x,y)]− log[

S

∑
i=1

(Ii(x,y))]} (10)

α is a gain constant and β controls the strength of nonlinearity. The first term repre-
sents the current colour channel and the second term the sum of the values over all
colour channels at a given pixel position. To get the illumination part L, the input im-
age is transformed to the logarithm domain and the reflectance part R is subtracted
from the original image S. This step is necessary because the illumination part is
essential for further illumination compensation. Gamma Correction is applied on
the illumination part. Before applying Gamma Correction, L has to be transformed
back to the spatial domain.

L
′
= W (

L
W

)
1
γ (11)

W defines the highest value in the RGB space (255).

S
′
= L

′ ∗R = (
L
′

L
)∗ S (12)

Finally the new illumination image is multiplied with the colour-restorated re-
flectance image generating the new output image named Bright Retinex Image.
Gamma Correction is only accomplished on the original illumination image.
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3.3 Histogram Equalization

Histogram Equalization (HE) [1] is a common and efficient method to increase
the global contrast and to compensate illumination changes in an image. Therefore
images are represented as histograms of their grey values.

3.4 Daubechies-Wavelet-Transformation

Daubechies-Wavelet-Transformation [4] is a method for normalizing an image in
the wavelet domain with respect to illumination changes. Applying the 1-level
Daubechies-Wavelet-Transformation on the whole image row-wise and column-
wise leads to four low- and high-frequency sub-bands. The LL sub-band was
processed by Histogram Equalization to enhance the contrast of the approxima-
tion coefficients, the other sub-bands were magnified by multiplying with the
scalar 2 to enlarge the detailed coefficients. To reconstruct the image inverse
Wavelet-Transform was used.

3.5 Gamma Correction, Difference of Gaussian Filtering and
Contrast Equalization (TT)

In [15] an illumination normalization process is presented which counters the ef-
fect of illumination variations, local shadowing and highlights. It is based upon
three stages, namely Gamma Correction, Difference of Gaussian (DoG) Filtering
and Contrast Equalization. Gamma Correction enhances the dynamic range of dark
or shadowed regions and concurrently compacts the range in bright regions. For
our tests we used the recommended gamma value γ of 0.2 and for Difference of
Gaussian Filtering the values σ0 = 1 and σ1 = 2. DoG is exploited because of
it’s bandpass behavior. The last step namely Contrast Equalization rescales the im-
age intensities to overcome extreme values produced by highlights and small dark
regions. The pixel intensities are normalized in the following three stages where
α = 0.1 and τ = 10:

I(x,y)← I(x,y)

(mean(
∣
∣I(x′ ,y′)

∣
∣α))

1
α

(13)

I(x,y)← I(x,y)

(mean(min(τ,
∣
∣I(x′ ,y′)

∣
∣)α))

1
α

(14)

I(x,y)← τtanh(
I(x,y)

τ
) (15)

4 Results

For testing the preprocessing chains frontal face images (fa and fb) of the FERET
(Facial Recognition Technology) face database [10] are used. All preprocessing ap-
proaches were tested against 500 static runs. One run consists of 20 Reject-Tests
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and about 4 Accept-Tests, all randomly chosen. The same images are used to test
all methods, therefore they are called "static runs", this ensures meaningful com-
parability. The False Acceptance Rate (FAR) and False Rejection Rate (FRR) were
calculated over all 500 runs to form the recognition rate of Table 1. One run consists
of Enrollment and Evaluation/Test Phase, see Figure 1. In the Enrollment Phase
templates of 3 face images are calculated and stored for later authentication. In the
Evaluation/Test Phase one template of a face image is created and compared to the
formerly stored Enrollment templates. By using a manually set threshold a face gets
accepted or rejected. Wrong decisions are recorded in the FAR and FRR. Every
processed image is preprocessed with the previously discussed approaches.

Fig. 1 General structure of the verification process

Table 1 Experimental results using different Illumination Compensation Methods

Illumination Compensation Method Recognition Rate

No Method 90.8

Histogram Equalization 91.4

Daub4 89.5

Multi-Scale Retinex 90.7

TT 91.4

5 Conclusion

The major contribution of this paper was to answer the question if additional pre-
processing steps can substantially improve the recognition rate of the advanced face
recognition approach ELGBPHS. Face recognition papers based on the pattern de-
scription method LBP are usually using preprocessing steps before the actual face
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recognition approach is applied. A major drawback of additional processing steps is
longer execution time and higher memory usage. We wanted to examine if this extra
cost is worth the effort.

Our evaluation shows that TT and Histogram Equalization achieve the highest
recognition rate but summarized all tested methods show comparable results. Using
an illumination compensation method as additional preprocessing step only causes
an insignificant improvement. Our experiments indicate that ELGBPHS is a very
robust face recognition approach. ELGBPHS itself compensates illumination varia-
tions and other disturbing conditions by means of the powerful texture description
LBP.

We state to consider to trade-off if implementing and executing the mentioned
preprocessing steps. In our opinion the robust ELGBPHS does not need preprocess-
ing except Face Detection and Resize which should always be performed. This saves
execution time and memory because the image data is considerably reduced.
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Efficient Stamps Classification by Means of
Point Distance Histogram and Discrete Cosine
Transform

Paweł Forczmański and Dariusz Frejlichowski

Abstract. The problem of stamp recognition addressed here involves a multi-stage
approach which includes stamp detection, localization and segmentation, features
extraction and finally, classification. In this paper we focus on the two last stages,
namely features extraction by means of Point Distance Histogram and Discrete
Cosine Transform, and classification employing distance calculation by means of
Euclidean metrics. The first stage which leads to automatic stamps segmentation
has been described in several previous papers and it is based mainly on color seg-
mentation. The feature extractor described here works on binary images of stamps
and employs polar representation of points gathered in a histogram form, which is
later reduced by means of Discrete Cosine Transform. At the classification stage,
compact descriptors of stamps are compared according to the distance to the refe-
rence objects (class’ centers), and the closest class is taken as the answer. The paper
includes some results of selected experiments on real documents having different
types of stamps. A comparison with the classical two-dimensional DCT calculated
over the images is also provided to prove high discriminative power of the developed
approach.

1 Introduction

The problem of stamps classification has emerged from the issue of seal imprint
identification on bank checks, envelopes, and transaction receipts addressed in the
scientific literature in the last 30 years, which has still not been solved in a satis-
factory way [8, 11, 12]. There are few scientific works related to the problem of
stamps recognition except several articles related to stamps detection [8, 11]. There
are two possible reasons for this fact. One of them is the observation that many
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official documents are converted into digital domain and the analysis of paper-based
documents in no longer needed. However, it should be remembered that there are
still numerous documents which are gathered in libraries and archives and they also
may be an objective of research and computer recognition of those documents can
be a very interesting topic of investigations. On the other hand, there are many situa-
tions where stamping is still employed, i.e. in the field of official documents, identity
cards, formal letters, certificates, travel identification documents, post office, etc. All
these documents are being issued by formal authorities and will not change in the
close future. Hence the stamping as the process of authentication will be present in
our surrounding for next years and it is the main support of the works presented in
this paper. This paper extends the research described in [4] in the area of descriptor
calculation and further classification.

2 Algorithm Overview

The whole procedure of stamp recognition is divided into two main stages: stamp
extraction and stamp classification. The first stage of initial processing has been pre-
sented in [4]. It leads from stamp detection to the stamp localization and extraction.
Below we describe the second stage — stamp classification, which is divided into
several steps: calculation of Point Distance Histogram (PDH), reduction of features
dimensionality by means of Discrete Cosine transform (DCT) and distance calcu-
lation by means of Euclidean Metrics. The flow of computations is presented in
Fig. 1. Detailed description of each step is presented in the following sections.

3 Features Extraction/Reduction

3.1 Stamps Characteristics

There are few features that can be employed to describe stamps found in the tra-
ditional paper-based documents. They come from the technical characteristics of
the process of stamping and can be observed in most of documents throughout the
centuries. In this paper we focus on official stamps as they play a very important
role in practical tasks, as it was mentioned in the introduction. Typical stamp, no
matter of the shape, consists of regularly-shaped silhouette with clearly visible text
and possible ornaments. The geometrical features of stamps (e.g. shape, complexity,
typical patterns) have evolved into de facto standards. The analysis of the problem
shows that the shape of stamp defines its category, hence official stamps are in most
cases round. There are 4 more classes of stamp shapes that are less popular: oval,
rectangular, square and triangular. Sample members of these shapes are presented
in Tab. 1. The color information is also very important since original documents in-
clude color stamps. The black ink is less frequently used for official stamping, and
in many cases suggests a copy (not original document). However in the procedure
described in this paper, we assume to have monochromatic images of stamps.
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Table 1 Sample official stamps, often regular and without distinct decorations, divided into
five classes.

class exemplary stamps

rectangular

square

triangular

round

oval

3.2 Point Distance Histogram Representation

The localized stamps, when extracted from an image (the process was described
in [4]), can be represented with a shape descriptor. There are lots of algorithms
developed for the task of shape representation so far. In general, they can be divided
into two main groups, according to the applied version of a shape — the whole
region or the outline only. The exhaustive survey of the shape description algorithms
is beyond the scope of this paper. Nevertheless, one can be referred to a review by
Zhang and Lu [10].

In works presented in this paper the Point Distance Histogram (PDH) was ap-
plied. This selection comes from the advantages of this algorithm; they will be
described later in this subsection. This shape representation algorithm was firstly
presented in [1]. It draws benefits from two very popular in image analysis and ef-
ficient techniques — histogram and polar transform. Such combination is not new.
For example the Distance Histogram [6] calculates the distances from the centroid
to all pixels within the object. The achieved values are normalized according to the
highest one. The Polar Histogram [7] is very similar, but it enhances the contribution
of the transformation from Cartesian to polar coordinates. Despite of the similarity
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between PDH, DH and PH there is an important difference. The DH and PH
calculate the descriptions using all pixels belonging to a shape, including its in-
terior. In the case of the PDH only the contour is taken into consideration. Hence,
this method is much faster.

The most important advantages of the Point Distance Histogram are:

1. invariance to the problem of the starting point selection and direction of tracing
the contour during the work with particular points,

2. invariance to scaling, achieved thanks to the normalization of the final histogram,
3. invariance to rotation, coming from the usage of the histogram,
4. invariance to translation within the image plane, thanks to the calculation of dis-

tances from particular points on the contour to the assumed point within the shape
(e.g. centroid),

5. possibility of the usage of some other points than centroid as an origin of the
transform, what can be useful in particular applications (e.g. in the presence of
occlusion),

6. controlling of the behavior of the achieved descriptions on he basis on the
parameter r, denoting the number of bins in the histogram.

The Point Distance Histogram was until now applied to several problems employing
the analysis and recognition of shapes. It was successfully used in the recognition
of erythrocyte shapes extracted from the digital grayscale MGG images of human
blood [5]. It was also applied to the problem of trademark recognition [2]. Lately
the advantages of the PDH descriptor were utilized in the general shape analysis
[3]. This problem has properties similar both to the recognition and retrieval of
shapes. However, the processed object usually does not belong to any of the tem-
plate classes. The idea is that it is only similar to some basic shapes, e.g. triangle,
circle, square. Thanks to this one can conclude how triangular, round, square, etc.
an analyzed shape is. The general shape analysis can be applied to various tasks,
where this method of coarse classification is desirable.

As it was mentioned, the Point Distance Histogram can use various methods for
the derivation of the origin of the transform. In the simpliest case the centroid is
applied [1]:

O = (xo,yo) =

(

1
N

N

∑
i=1

xi,
1
N

N

∑
i=1

yi

)

, (1)

where:
N — number of points in the contour,
xi,yi — a point in the contour, i = 1, . . . ,N. Later two vectors are calculated — Θ
for angles and P for radii [1]:

ρi =
√

(xi− xo)2 +(yi− yo)2, θi = atan

(
yi− yo

xi− xo

)

. (2)

The values in Θ are converted into nearest integers [1]:
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θi =

{

�θi� , i f θi−�θi�< 0.5

�θi� , i f θi−�θi� ≥ 0.5
. (3)

Next, the elements in the vectorsΘ and P are rearranged according to the increasing
values in Θ . Resultant vectors are denoted as Θ̂ and P̂. For equal values in Θ̂ only
single element with the highest corresponding value in P̂ is left and the other ones
are omitted. This way we eliminate repeating angular values by selecting only the
one with the highest distance from the origin of the transform. As a result, only
the outer points of the contour are selected, hence the method is less sensitive to the
internal structure of a stamp. In effect we get two vectors with at most 360 elements,
one for each integer angle (in degrees). Only the new vector P̃ is required for further
work, where k = 1,2, . . . ,m;m ≤ 360. The elements in P̃ are normalized according
to the maximal one [1]:

M = max
k
{ρ̃k} , ρ̃k =

ρ̃k

M
. (4)

Finally, the histogram is built — the elements in P̃ are assigned to r bins in his-
togram, ρ̃k to hk [1]:

hk =

{

r, i f ρ̃k = 1

�rρ̃k� , i f ρ̃k 
= 1
. (5)

In the experiments described earlier in this subsection the parameter r was equal
to 25 which have given satifactory results. This value was pre-established experi-
mentally. In the following section we describe the approach to reduce this value to
obtain a much more compact representation.

3.3 Features Dimensionality Reduction by Means of DCT

One of the most frequently and widely used spectral transformations in the field
of pattern recognition, but also in general image processing tasks, is the Discrete
Fourier Transform (DFT) and its variant — Discrete Cosine Transform (DCT) [9].
By using the DFT coefficients calculated for the stamp image, it is possible to ob-
tain features, which are invariant to periodic shifting in the image plane. We as-
sume, however, that the PDH descriptor is invariant to the affine transforms, as it
was shown above, therefore we use DCT as the method of obtaining spectral com-
ponents. The use of DCT is motivated by the fact that in many simple practical
applications, its basis functions are often used instead of the eigenfunctions from
the Karhunen-Loéve Transform (KLT). The other motivation is the widespread of
fast DCT calculation algorithm in the field of digital image processing. On the other
hand, it does make it possible to describe the stamp represented as its PDH de-
scriptor sufficiently with a small feature set — the spectral DCT components. Like
in the KLT, the high energy components tend to be in the beginning of the spec-
trum vector. If the initial PDH descriptor is represented by a vector H of size 1× r
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elements, then the calculation of spectral features of the DCT can be described in
the following discrete form [9]:

S(u) =

√

2
r

C(u)
r−1

∑
k=0

H(k)cos
(2k + 1)uπ

2r
,u = 0, . . . ,r−1, (6)

where: C(u) =

{

2−1/2 for u = 0

1 otherwise
.

The whole processing flow is presented below, in Fig.1. As it can be seen, it in-
volves simple vector manipulations, leading from PDH calculation to reduced (trun-
cated) DCT spectrum. Finally, the shape representation is reduced to a few DCT
coefficients which can be later compared using simple distance metrics (Euclidean
metrics in this case).

Binary

Image

Calculate
PDH �� PDH

vector

DCT
trans f orm �� DCT

vector

Truncate �� PDH/DCT

descriptor

Fig. 1 Process of feature extraction and reduction using PDH/DCT approach.

As a comparison, the typical flow of computation for two-dimensional DCT is
presented in Fig.2. As it can be seen, the procedure requires two-dimensional trans-
formation (DCT2) and ’zig-zag’ projection from two-dimensional representation
into one-dimensional vector, which is later truncated. The final shape representa-
tion is also reduced to a few DCT coefficients, yet different from the first approach
(Fig. 1), also possible to compare by simple distance metrics.

Binary

Image

DCT2
trans f orm �� DCT

matrix

Zig−Zag
trans f orm �� DCT

vector

Truncate �� DCT

descriptor

Fig. 2 Process of feature extraction and reduction using DCT2 approach.

Both above presented flows of computations were investigated in the context of
recognition performance. The results are presented in the section 4.1.

4 Classification Procedure

In the experiments we employed distance metrics based on Euclidean distance as a
measure of dissimilarity, since it is easy to compute and its interpretation is clear.
The input of the classification stage is a test object (extracted stamp) which is pro-
cessed using above described procedure, leading to the PDH/DCT descriptor, being
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Fig. 3 Templates used in the process of PDH Descriptor calculation (upper row) and graphical
representations of PDH (middle row) and their DCT-reduced representations (lower row).

a vector of very low-dimensionality. This vector is compared with J templates (de-
scriptors) related to the most common observable stamp classes, giving a set of
distance values. The lowest distance implies the class of the test stamp. In the Fig. 3
one can observe the templates (hand drawn) in the upper row, their PDH descriptors
calculated for 32 bins (middle row) and first four components of DCT spectra of
respective PDH descriptors (lower row).

As it can be seen from the above picture, the reduced vectors obtained by means
of DCT transformation of PDH descriptors are unique for all classes, which suggests
good discriminative power and efficient recognition.

4.1 Experiments and Results

In order to prove the assumed high discriminative power of PDH/DCT descriptor we
performed the experiments on a database containing bitmaps of scanned stamps, ex-
tracted from freely available images found in the Internet. The initial preprocessing
was performed using an approach described in [4]. All 140 stamps stored in binary
matrices were divided into J = 5 classes: rectangular (48 elements), square (12 ele-
ments), triangular (11 elements), round (52 elements), and oval (17 elements). The
classification procedure was described in the above section, however there were
three variants of templates: ideal silhouettes drawn in the image editor (rectangle,
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square, triangle, circle, and oval), hand drawn shapes (shown in Fig. 3) and aver-
age PDH/DCT descriptors calculated over all elements in each class in the database
(as the comparison niveau only). The results of the experiments are presented in
Tab.2, where column ’ideal’ represents ideal templates, ’hand drawn’ — manually
drawn images, and ’average’ stands for mean descriptors calculated for all images
in each class. It can be clearly seen that in most cases the best results give aver-
age descriptors calculated for all objects in the testing database. However it is a
base for comparison only. The second best result is for hand drawn templates in a
configuration 8 bins for PDH and 4 components after DCT.

Table 2 Recognition performance of PDH/DCT for different templates and different descrip-
tor sizes

ideal hand drawn average

DCT PDH size (bins) PDH size (bins) PDH size (bins)

comp. 8 16 24 32 64 128 256 8 16 24 32 64 128 256 8 16 24 32 64 128 256

1 38 21 23 22 22 24 19 49 51 53 46 41 45 51 61 58 58 53 54 55 49

2 44 24 28 27 27 28 21 56 59 56 55 51 54 52 64 54 58 54 54 53 44

4 71 67 66 54 54 56 54 75 73 74 73 74 74 74 76 74 75 74 74 74 72

8 64 63 62 52 52 56 52 72 70 69 68 69 72 71 76 76 76 75 75 75 74

16 - 59 53 47 47 51 49 - 66 67 66 69 69 64 - 76 76 76 76 75 76

24 - - 54 50 50 49 47 - - 64 66 69 68 65 - - 76 76 77 76 75

32 - - - 51 51 49 48 - - - 66 70 68 63 - - - 76 77 76 75

64 - - - - 57 52 48 - - - - 68 69 61 - - - - 76 77 76

128 - - - - - 59 53 - - - - - 67 61 - - - - - 77 76

256 - - - - - - 50 - - - - - - 59 - - - - - - 76

The additional experiments were performed to prove high efficiency of the pro-
posed method in a comparison to typical two-dimensional DCT performed on whole
images. We employed the scheme depicted in Fig. 2. The results are presented in
Tab. 3.

Table 3 Recognition performance of DCT2 for different templates and different spectrum
size (number of components after ’zig-zag’ scanning)

DCT2 spectrum size

1 2 4 8 16 32 64 128 256 512

ideal 9 9 16 16 16 15 14 14 14 18

hand drawn 12 12 10 18 25 24 17 24 21 20

average 30 30 30 32 39 40 44 51 54 57

In order to obtain one-dimensional descriptors (vectors) we employed ’zig-zag’
scanning of elements gathered in DCT2 matrices and selected first, most important
components. As it can be seen from Tab. 3, the performance of such an approach is
much lower. The only close results are for the case when we use 512 components of
DCT spectrum, which is much larger than in the developed algorithm.
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5 Summary

The main inspiration of the research presented in this paper was a shortage of al-
gorithms that are able to classify stamps extracted from digital images as visual
objects. The application area of this kind of a system is broad, ranging form law-
enforcement forces, law offices, official archives and any other institutions that uti-
lize stamping technique. Developed algorithm for stamp classification is divided
into two stages. At the first stage, the processed stamp (binary matrix) is repre-
sented using a shape descriptor. In the paper the Point Distance Histogram was ap-
plied for this purpose. It was motivated by its advantages in this particular problem
(e.g. invariance to the affine transforms of planar shape, generalization property).
The second stage involves dimensionality reduction by means of Discrete Cosine
Transform. Finally, the PDH/DCT descriptor is compared with a templates stored in
the database using Euclidean metrics.

There are two main conclusions coming form the performed experiments. The
first one is related to the PDH calculation, namely if the number of bins in the
obtained histogram is too large, the recognition result are worse. It comes from the
fact that in case of stamp images, which are small in general, the number of points
on the silhouette can be also limited. Moreover, better results were achieved for hand
drawn templates than for the ideal ones. It seems to be surprising on the first sight.
However, it is obvious, when we see that the hand drawn templates have more points
on the contour than the ideal ones. Despite the fact the PDH algorithm considers
only the furthest points from the origin of the polar transform, there are more of
them in the second case. Thanks to this more values are taken into consideration
during deriving the histogram.

The second main conclusion is related to the application of Discrete Cosine
Transform. The dimensionality reduction performed on descriptors calculated by
means of PDH have shown, that only four first DCT components are useful for clas-
sification purposes. Increasing the number of DCT components is not justified, since
it does not increase the overall recognition accuracy.

Finally, we presented classification employing classical two-dimensional DCT
calculated over the image matrix which proved higher discriminative power of the
developed approach.

The possible area of applications of this algorithm is broad and was briefly de-
scribed in the introductory part of the paper. In comparison to the standard, direct
application of DCT on images, developed descriptor gives much better results to-
gether with much lower dimensionality.
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Color Image Retrieval Based on Mixture
Approximation and Color Region Matching

Maria Luszczkiewicz-Piatek and Bogdan Smolka

Abstract. The paper introduces the extension of the color image retrieval method
based on the approximation of the perceptual parameters. The proposed solution
enables effective search for similar images regardlessly of the applied compression
scheme not only taking into account the color palette and the presence of regions of
the homogenous color within the image, but also their spatial arrangement. The pro-
posed method utilizes the Gaussian Mixture Modeling combined with the Bilateral
Filtering approach along with color matching method based on dominant region
color. The evaluated results show that satisfactory retrieval results can be obtained
regardlessly to applied compression schemes, preserving the spatial arrangement of
the color regions in evaluated results.

1 Introduction

The image retrieval field is widely explored these days due to the enormous influ-
ence of the Internet technologies on every-day life. Therefore it is essential that an
user is provided with powerful tools enabling efficient image retrieval regardless
of image file format available in e.g. World Wide Web. The most important tools
and methods are presented in [2, 9]. Since CBIR methods rely on feature extrac-
tion from images, color, because of its robustness to image deterioration, changes in
size, resolution or orientation, is the most widely explored image feature in retrieval
solutions. Moreover, color spaces, known to reflect human perception (e.g. L*a*b*)
widely applied in this field, are very suitable for applications such as proposed in
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this paper. However, very often search results are expected to share not only the
color palette of the query image, but also its content, understood as the visual simi-
larity of the query and the retrieved results. The presented method addresses both
of the problems. Firstly, the retrieval success is not bound to the image compression
rate, because of the applied approximation of the color histogram using Gaussian
Mixture Model (GMM) counteracting the loss of color information in contrary to
Vector Quantization approach do not addressing these problems, [6, 7, 8, 16]. Sec-
ondly, the image content similarity is reflected by the homogenous color regions,
and more importantly, their spatial location.

Presented spatial color region matching is a tool for retrieval of images sharing
spatial color composition of the query, resulting in closer similarity of evaluated
results, understood as the information conveyed by scene depicted by analyzed im-
ages. Thus, the proposed solution can be useful in retrieving images of the same
content but differently arranged within the image as a result of the changes in de-
picted scene between capture moments. The proposed method utilizes set of colors
which represents image only by palette of 10 elements. Let us note that such an
approach reflects the main image content, omitting unimportant details. Although,
the methods based on histogram approach to image color lose spatial information
of image, the application of proposed color region matching can an answer to this
disadvantage. In general, the approach to color region matching is based on division
of the analyzed image into the number of blocks specifying the representative color
of each block.

The proposed technique comprises of the following steps: firstly each color image
within the database is analyzed in order to evaluate it representation by Gaussian
Mixture. Let us note that for the incorporation of the information about the color
distribution in the image, the color histogram, subjected to mixture modeling, is
constructed using the approach inspired by the Bilateral Filtering (BF), [5]. On that
basis the retrieval is evaluated producing the ranked list of results. As the similarity
measure of the mixture models of the query and candidate images the Earth Mover’s
Distance (EMD), [15] is used. The EMD is based on the assumption that one of
the histograms reflects "hills" and the second represents "holes" in the ground of a
histogram. The measured distance is defined as a minimum amount of work needed
to transform one histogram into the other using a "soil" of the first histogram. As
this method operates on signatures and their weights using the approach based on
the Gaussian Mixture Models we assigned as signature values the mean of each
component and for the signature weight the weighting coefficient of each Gaussian
in the model. The EMD computations were evaluated using the Y. Rubner algorithm
implementation. This step concludes the first stage of the proposed method.

The second part of the algorithm introduces the information about the spatial
arrangement of the colors within the image. The representative color is chosen for
each of n x m image regions. The retrieval process, based on matching of region
colors, produces the set of ranked results, which combined with ranking evaluated
in the first part of the algorithm, provides the set of resulting candidate images.
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The presented experiments were evaluated on the database of Webmuseum1

which hosts over 1300 color images of paintings that span a wide range of
artistic styles (see Fig. 1).

The presented paper is organized as follows. In Section 2 the image represen-
tation using mixture approach is briefly described. The proposed approach is also
introduced. In Section 3 color region matching, being a complementary to mix-
ture modeling is presented. The experimental results are shown and discussed in
Section 4 along with drawn conclusions presented in Section 5.

Fig. 1 The exemplary images of the Webmuseum database. The collection comprises master-
pieces representing wide range of artistic styles.

2 Image Representation by Mixture Modeling

The solution presented in this paper utilizes the L∗a∗b∗ space, [14]. Let us note that
the L∗ component is not taken into account. The first step in applying the proposed
methodology is to construct the histogram H(x,y) in the a− b chromaticity space
defined as H(x,y) = N−1�{ai, j = x,bi, j = y}, where H(x,y) denotes a specified bin
of a two-dimensional histogram with a - component equal to x and b - component
equal to y, the symbol � denotes the number of elements in a bin and N is the number
of image pixels.

Let us note that the application of many compression techniques can change and
in consequence often cause a distortions and loss of the color information conveyed
by the image. The proposed methodology can successfully deal with this undesirable
property and assure the effective retrieval. Moreover, the drawback of various kinds
of standard color histograms is that they do not take into account the spatial image
structure. As a result images of the same color proportions but of different color
arrangements will have the same chromaticity histogram. Our goal is to take into
account the spatial arrangement of the image pixels. The first step of the incorpora-
tion of the region homogeneity information into the color histogram, is association

1 www.ibiblio.org/wm/
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of the weighting coefficients provided by the Bilateral Filter to each pixel in order
to reflect their similarity to neighboring ones.

Weighting coefficients calculated for every image pixel are then taken into ac-
count during the constructing of chromaticity histogram. Therefore, each pixel of
the original image is incorporated into a−b histogram with the weight reflecting its
color similarity to neighboring pixels. In details, weights are computed according to
the following scheme, [11]:

wx,y =
1
n ∑

(i, j)∈W

exp

(

−‖ cccx,y− ccci, j ‖
h

)k1

exp

(

−di, j

δ

)k2

(1)

where ccci, j and cccx,y denote the color pixels at positions (i, j) and (x,y) respectively, h
is the color difference smoothing parameter, di, j is the topological distance between
the pixel at position (i, j) and the filtering window W centered at (x,y) and δ is a
spatial smoothing parameter equal to the diameter of the square filtering window.
The pixel number n in W was set to be equal to 10% of N and we assumed k1 = k2.
The retrieval based on GMM+ BF sorting produces rank list of candidate images:
r(BF)ϕ , where ϕ is the index of the analyzed image.

Let us note that such an approach does not determine the spatial layout of the
regions of homogenous color within the image because it takes into account only
two aspects of pixel similarity: topological closeness and color similarity.

The next step of the indexing method, is the construction of a a−b histogram
approximation using the GMM and the Expectation-Maximization algorithm [4],
which provides a set of model parameters serving as an image signature that can be
used for retrieval purposes[10, 11]. Figure 4 illustrates the modeling process on the
a−b plane.

The important feature of the GMM is that it is able to restore the color informa-
tion lost during the image compression (see Fig. 4 b and c). Therefore this part of
proposed solution provides means for uncorrupted selection of a set of candidate im-
ages which are the most similar to a given query on the basis of their color content.
However, the problem of the spatial arrangement of the comprised colors within the
image is still not addressed. The next Section will discuss this problem in details.

3 Color Region Matching

In order to achieve the satisfactory retrieval results not only the color palette should
be taken into account but also the spatial arrangement of the regions of the homoge-
nous color. Therefore, the proposed technique utilizes the BF approach along with
color region matching. If only the overall color palette of the image is taken into ac-
count, the spatial organization of the images is not analyzed. Let us note that the BF
approach to spatial arrangements of the colors comprised in the image, does not rec-
ognize the differences like that between images shown in green frame in Fig.3(a),
because only the image palette and the fact that homogenous regions are present
are analyzed. Thus, these two images share the color palette and chromaticity
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a b c

Fig. 2 The visualization of the approximation of the chromaticity histogram (b) using Gaus-
sian Mixture Model (c) of Gustav Klimt’s "Virgin" (a) for the original image (upper row) and
lossy compressed (10% of the original file size using JPEG method.) and resized (10% of
original image size) version (bottom row).

histogram, but the spatial arrangement of image colors reflecting conveyed infor-
mation is not analyzed. Therefore, in order to reflect the similarity to given query
image, the spatial color structure is taken into account during the retrieval process.
Moreover, ranking of the retrieved candidate images is based on the match of the
representative colors of the corresponding image regions.

In order to facilitate the choice of the representative color of every analyzed
region, each color image is firstly subjected to color segmentation using the Hill
Climbing Method, [1, 13]. Thus, color image is represented as 3 dimensional his-
togram in L∗a∗b∗ color space. Than application of the Hill Climbing technique pro-
vides the initial color clusters locations for the k-means method evaluating color
segmentation. The approach presented in this work assumes that each color present
in the image can be associated to one of k = 10 clusters (colors). In result, the set of
triples (L∗,a∗,b∗) is chosen.

Then, each analyzed image is divided into R1 × R2 regions and the dominant
color ri, j of each region where i ∈ 1, ...,R1 and j ∈ 1, ...,R2 is assigned. For pur-
pose of this work R1 = R2 = 5 was assumed. The number of the color regions is
a key factor influencing the match effectiveness. The more regions are chosen, the
more accurate the color structure of the image is reflected. However, the influence
of possible color distortions caused by pixels of outlier colors to their neighborhood
is also increased. The dominant color is determined on the basis of the mean value
of all related pixels. In order to determine the similarity among the corresponding
regions of the candidate image and the query image the sum of the Euclidean dis-
tance among regions’ representative color is evaluated.
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(a)

(b)

(c)

(d)

Query First Second T hird

Fig. 3 Upper rows (a and c) show the retrieval results evaluated on the basis of the GMM of
color histogram combined with the BF approach. The additional application of color region
matching enables to take into account the image content reflected by spatial organization of
image colors, (b and d). Query images are placed in blue frames. Green-framed images (c)
share the chromaticity histogram, but spatial arrangement of color content is different.

a b c

Fig. 4 The process of choosing the representative color of image (a) regions. Image is firstly
segmented into k = 10 groups (b). For each of R1×R2 = 25 image region the representative
color is chosen (c).
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Then, the color images of the analyzed database are ranked according to their
spatial color arrangement match to a given query.

The final color matching rank zimage between candidate images and the query im-
age is evaluated in following manner: two sets of ranked candidate images are taken
into account as: zimage = sortA(zBF(im)+zCM(im)) where sortA denotes sorting op-
eration in ascending order, zBF and zCM denote the ranks related to GMM + BF and
Color Match approaches.

4 Retrieval Results

The application of the proposed method enables to retrieve candidate images which
not only share the color palette of the original query images, regardlessly of the
applied compression scheme, but also present regions of the homogenous color
placed in the same location as in the original image. Figure 5 illustrates the proposed
solution applied on database of paintings contained in the WebMuseum.

(a)

(b)

(c)

(d)

(e)

(f)

Fig. 5 The comparison of the retrieval results performed on the database of Webmuseum
obtained for the various retrieval methods based on color image representation using: GMM
with no additional weighting (a), GMM combined with Bilateral Filtering method (b), and
methods (a) and (b) combined with color region matching (c). The results were evaluated for
images transformed to JPEG25 (25% size of original image), and represented in the CIELab
color space.
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Let us note that the images comprising matching regions of similar representative
color are promoted over those sharing only the color palette of the query. Regions
are identified rather by their representative hue than by actual color because of possi-
ble color distortions introduced by lossy coding or possible noise. Combining these
two retrieval schemes enables effective image search, as shown if Fig. 5. It can be
noticed that candidate images share a spatial layout of the query, comprising color
regions of matching colors in corresponding locations, despite of slight differences
in color palettes of the query and retrieved images. However, these differences do
not disturb perceptual similarities between query and retrieved images, which are
more visible than those between query and candidate images sharing only overall
color palette. This phenomenon can be noticed as retrieved candidate images pre-
serve color region composition of the query, which can be seen in Fig. 5. Moreover,
the application of the proposed methodology provides more accurate retrieval re-
sults as shown in Fig.5f, than when spatial image structure is not analyzed (d and e).
This example clearly proves that when no spatial information about color location
within the image is available, the retrieved images (e.g. Fig. 5 d first retrieval result)
could have no meaningful relation to the query although its obvious relation in color
content reflected by chromaticity histogram.

5 Conclusions

The retrieval methods based only on the approximation of the color histogram by
mixture model or combined with bilateral approach provide correct results only
when the overall image palette is taken into account. However, these methods only
partially preserve color region information, i.e. the homogeneous color areas are
identified by application of bilateral filter approach, but their spatial arrangement
within the image is not taken into account during the retrieval process. The proposed
solution2 combines the ranking evaluated on the basis of the image palette content
and that based on representative region color. Therefore, this scheme is robust to
color distortion due to image manipulation and can assure correct retrieval results
for images of various (even large) compression rates (resulting in sometimes severe
loss of color information) because of reconstruction abilities of mixture approach
related to approximation of color histogram (as seen in Fig. 4), [10, 11]. Moreover,
bilateral approach enables to retrieve images not only sharing the color palette of
query but also promoting images of similar spatial arrangement of colors in form of
homogeneous color regions. However, it is crucial for any content search to asso-
ciate corresponding color regions present on query and retrieved images. Thus, it is
reasonable to incorporate an approach, which ranks images according to their spatial
color arrangement match to a given query. These two steps (i.e. GMM+BF and color
region matching) are evaluated simultaneously and independently in the proposed
solution, providing robustness to change of pixel colors due to lossy coding (be-
cause of the application of GMM+BF). Moreover, a coarse color region matching is
able to refine retrieval results evaluated in first part of algorithm.

2 For color version of this paper visit www.marialu.w.interii.pl
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LAMDA Methodology Applied to Image Vector
Quantization

E. Guzmán, J.G. Zambrano, I. García, and Oleksiy Pogrebnyak

Abstract. In this paper we present a novel approach to image vector quantiza-
tion (VQ) based on Learning Algorithm for Multivariate Data Analysis (LAMDA
methodology). The proposed algorithm, named VQ-LAMDA, employs a codebook
generated by LBG algorithm, which must be normalized to obtain a new codebook
representation, named LAMDA-codebook. The classification phase of the LAMDA
methodology uses the fuzzy binomial distribution to determine marginal adequacy
degrees between input vectors and LAMDA-codebook. Then, to obtain global ad-
equacy degrees, are used the operators min-max and product and a linear convex
function. Finally, using the Maximum Adequacy rule are calculate a set of indices
of the codewords, to which every input vector belongs. The computer simulation
results demonstrate that the proposed algorithm provides better performance than
other VQ methods based on the LGB algorithm, at the peak signal-to-noise ratio
(PSNR) parameter.

1 Introduction

Vector Quantization (VQ) is a fundamental element of applications involving data
compression. VQ is the most used scheme due to the fact that it results in lower
distortion for a given rate, in comparison with scalar quantization schemes. On the
other hand, however, the complexity and memory requirements of a vector quantizer
increases exponentially with the number of samples in a vector (vector dimension)
[8]. To solve this problem, have been proposed algorithms based on neural networks,
associative memories and fuzzy logic.

E. Guzmán · J.G. Zambrano · I. García
Universidad Tecnológica de la Mixteca
Carretera a Acatlima Km. 2.5, Huajuapan de León, Oaxaca, México
e-mail: eguzman@mixteco.utm.mx

Oleksiy Pogrebnyak
Centro de Investigación en Computación del IPN
Av. Juan de Dios Bátiz, Cd. de México
e-mail: olek@pollux.cic.ipn.mx

R. Burduk et al. (Eds.): Computer Recognition Systems 4, AISC 95, pp. 347–356.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011

eguzman@mixteco.utm.mx
olek@pollux.cic.ipn.mx


348 E. Guzmán et al.

An unsupervised learning model, called the Self-Organizing Map (SOM) was
proposed by Teuvo Kohonen as a learning algorithm for neural networks of compet-
itive learning . The SOM have also been used with a great deal of success in creating
new VQ schemes [15], [16], [14].

Amerijckx C. et al. they applied the SOM at both quantification and codification
stages of the image compressor. At the quantification stage, the SOM algorithm
creates a correspondence between the input space of stimuli, and the output space
constituted of the codebook elements (codewords, or neurons) derived using the
Euclidean distance. At the entropy coder stage, a differential entropy coder uses the
topology-preserving property of the SOMs resulted from the learning process and
the hypothesis that the consecutive blocks in the image are often similar [3].

Recently, Guzmán E. et al. proposed a new fast search algorithm for vector quan-
tization based on Extended Associative Memories (FSA-EAM) [9], [10]. This algo-
rithm uses the Extend Associative Memories (EAM) to create an EAM-codebook
(associative network) applying the EAM training stage to the codebook produced
by the LBG algorithm. The FSA-EAM VQ process is performed using the recalling
stage of EAM. This process generates a set of the class indices to which each input
vector belongs. The main advantage offered by this algorithm is high processing
speed and low demand of resources (system memory), while the encoding quality
remains competitive.

A VQ process has two big fields of investigation, the codebooks generation and
the search process of the reconstruction vector that presents a best matching to an
input vector. In this paper, we propose to apply to the search process a novel algo-
rithm for VQ of images based on Learning Algorithm for Multivariate Data Analysis
(LAMDA).

This paper is organized as follow. In next section, the operation of LBG algorithm
is explained. In section 3, a brief theoretical background of LAMDA methodology
is given. Then, in section 4 the algorithm proposed, VQ-LAMDA algorithm for
image compression, based on Learning Algorithm for Multivariate Data Analysis,
is presented. Numerical simulation results obtained are provided and discussed in
Section 5; furthermore, this section includes a comparative analysis with traditional
methods of VQ. Finally, the section 6 contains the conclusions of this paper.

2 LBG Algorithm

A generalized Lloyd clustering algorithm (GLA) proposed by Y. Linde, A. Buzo and
R. Gray, called the LBG algorithm, is typically used to generate VQ codebooks [17].
This algorithm is built upon the hypothesis that the optimization of the codewords
in each stage is based on the condition that the outcome in the previous stage is opti-
mum, resulting in practically the best codebook (at least locally) [6]. The codebook
generation algorithm consists of the following sequence of steps:

Step 1. Initialization. Start with an initial codebook, formed by a finite set of n-
dimension vectors, denoted by C =

{

yi : i = 1,2, ...,N
}

, and a set of training vectors
X =

{

x j : j = 1,2, ...,M
}

, k = 0 and select distortion threshold ε .
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Step 2. Partitioning. Given C(k) =
{

yi : i = 1,2, ...,N
}

, find all training vectors x j

that are closer to yi than to any other ym, in other words, find the minimum distor-
tion partition P(C(k)) =

{

Si : i = 1,2, ...,N
}

of the set of training vectors: x j ∈ Si

if d(x j,yi) ≤ d(x j,ym), for all i 
= m . Compute the average distortion (Euclidean
distance).

Step 3. Codebook update. Iteration k = k +1, in each partition Si(k), generate a new
codeword by applying the centroid condition.

Step 4. Convergence Check. Stop when process converges, if dk−1−dk

dk ≤ ε .
Otherwise go to Step 2.

The Fig. 1 shows a VQ basic scheme based on the LBG algorithm (LBG-VQ). In this
scheme, an image of h×w pixels is divided in M blocks of d× d dimensions; this
blocks represent n-dimensional (n = d×d) input vectors X =

{

x j : j = 1,2, ...,M
}

.
The LBG-VQ algorithm consists of an N-level and n-dimensional quantizer Q, that
makes a mapping of a input vector in Euclidean space ℜn, into a finite subset C
of ℜn, that containing N reconstruction vectors, called code vectors or codewords,
Q : ℜn −→C, where C =

{

yi : i = 1,2, ...,N
}

and yi ∈ℜn [7].
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Fig. 1 LBG vector quantization scheme.

3 Theoretical Background of LAMDA Methodology

The Learning Algorithm for Multivariate Data Analysis (LAMDA) is an incremen-
tal conceptual clustering method based on fuzzy logic, which can be applied in
the processes of formation and recognition of concepts (classes) [1], [19], [21].
LAMDA has the following features:

• The previous knowledge of the number of classes is not necessary.
• The descriptors can be qualitative, quantitative or a combination of both.
• Recognition of concepts is based on the maximum adequacy rule (MA).
• The α parameter serves to control the selectivity of the classification.

3.1 Operation of LAMDA Methodology

LAMDA methodology calculates a degree of adequacy, by means of a membership
function between the descriptors of the input vectors (x j) and the descriptors of
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Fig. 2 LAMDA basic structure.

all previously established classes (cl). The set of objects can be described by X =
{

x j : j = 1,2, ...,M
}

and any object can be represented by a vector x j = (x1, ...,xn).
The set of classes can be described by C =

{

cl : l = 1,2, ...,N
}

and any class can be
represented by a vector cl = (c1, ...,cn) [2], [19], [21].

3.2 Marginal Adequacy Degree

Given an object x j and a class cl , LAMDA computes for every descriptor the
marginal adequacy degree (MAD), between the value of component xi of object x j

and the value that the component ci takes in cl (see figure 2a). Hence, a MAD vector
can be associated with an object x j. This stage generates N MADs, and this process
is repeated iteratively for every object with all classes [22]. The probability distribu-
tions that use LAMDA methodology are: Fuzzy Binomial, Fuzzy Binomial-Center,
Fuzzy Binomial-Distance and Gaussian [2], [11]. The Fuzzy Binomial distribution
was selected to be used to calculate the MADs in this implementation, due to that
is the function that executes fewer operations, resulting in a low computational
complexity.

3.3 Global Adequacy Degree

The Global Adequacy degree (GAD) is obtained by aggregating or summarizing of
all marginal information previously calculated, given by the N MADs of an object x j

relative to class cl , using T-norms and S-conorms and a linear convex T-S function
(LT,S

α ), where α is called exigency level (see figure 2b) [2], [19], [21].
LAMDA methodology uses the following T-noms and their dual S-conorm: min-

max, Product, Lukasiewicz, Yager and Hammacher. In this implementation min-
max and Product, were selected because they are the that execute fewer operations.

Finally, computed the GAD of the object x j related to all classes, and using the
MA rule, x j will be placed in the highest degree adequacy class.

LAMDA has been applied to different domains, to name just a few: medi-
cal images [5], pattern recognition [20], detection and diagnosis of failures of
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industrial processes [13], biological processes [4], distribution systems of electrical
energy [18], processes for drinking water production [11], monitoring and diagnosis
of industrial processes [12].

4 Proposed Algorithm: VQ-LAMDA

This section describes the proposed scheme, denominated VQ-LAMDA; for this
purpose, we use the LAMDA methodology, furthermore, the codebook generated
by LBG algorithm as the set of classes used in the encoding process.

4.1 LAMDA-Codebook Generation

The LAMDA codebook is computed in two phases.

Phase 1. LBG codebook generation. In this phase, a codebook based on LGB al-
gorithm is generated. This phase is a supervised process; the training set used
in the codebook generation is formed by image blocks. Let x = [xi] be a n-
dimensional vector, which represents an image block; then, the training set is de-
fined by A =

{

x j : j = 1,2, ...,M
}

. The result of this stage is a codebook denoted as
C =

{

cl : l = 1,2, ...,N
}

, where c = [ci]n.

Phase 2. LBG codebook normalization. Before using the LBG codebook, and to
maintain coherence with fuzzy logic, it must be normalized through the use of (1).

ci =
c̃i− cmin

cmax− cmin
=

c̃i

2L−1
(1)

where, i = 1,2, ...,n, c̃i is the descriptor before to be normalized, ci is the normalized
descriptor, cmin = 0 and cmax = 2L−1; in the context of image processing, L is the
number of bits necessary to represent the value of a pixel. The limits (minimum and
maximum) of the descriptors values are the limits of the data set.

The set of normalized descriptors is denominated LAMDA-codebook and is used
in the VQ-LAMDA scheme.

4.2 VQ-LAMDA Scheme

The VQ scheme proposed performs the classification task according to membership
criterion computed in four phases.

Phase 1. Image row vectors normalization: Before using the image descriptors in
the VQ-LAMDA scheme, and to maintain coherence with fuzzy logic, they must be
normalized through the use of (2).

xi =
x̃i− xmin

xmax− xmin
=

x̃i

2L−1
(2)
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Table 1 T-Norms and S-Conorms.

Operator T-Norm (Intersection) S-Conorm (Union)

min-max min
(

MAD
(

x j
i /cl

i

))

max
(

MAD
(

x j
i /cl

i

))

Product ∏n
i=1 MAD

(

x j
i /cl

i

)

1−
(

∏n
i=1 MAD

(

x j
i /cl

i

))

where, i = 1,2, ...,n, x̃i is the descriptor before to be normalized, xi is the normalized
descriptor, 0≤ x̃i≤ 1, xmin = 0 and xmax = 2L−1, L is the number of bits necessary to
represent the value of a pixel. The minimum and maximum values of the descriptors
represent the limits of the data set.

Phase 2. Calculate the Marginal Adequacy Degree. MADs are calculated for each
descriptor x j

i of each input vector x j with each descriptor cl
i of each class cl . For this

purpose, we used the Fuzzy Binomial Distribution:

MAD
(

x j
i /cl

i

)

=
(

ρ l
i

)
(

x j
i

)
(

1−ρ l
i

)
(

1−x j
i

)

(3)

where, i = 1,2, ...,n; j = 1,2, ...,M and l = 1,2, ...,N. For this distribution function
ρ l

i = cl
i .

Phase 3. Calculate Global Adequacy Degree. This stage determines the grade of
membership of each input vector x j to each class cl , by means of a linear con-
vex function (using (4)) and the use of T-norms and S-conorms that are shown in
Table 1.

LT,S
α = GADcl (x j) = (α).T (MAD(x j

i /cl
i))+ (1−α).S(MAD(x j

i /cl
i)) (4)

where α ∈ [0,1], T ≤ LT,S
α ≤ S, T = LT,S

1 (intersection) and S = LT,S
0 (union).

Phase 4. Obtaining the index. Finally, this phase generates the index of the class to
which the input vector belongs. The index is determined by the GAD that presents
the maximum value (MA rule).

index = max(GADc1(x j),GADc2(x j), ...,GADcl (x j)) (5)

5 Experimental Results

In this section, we present the experimental results obtained when the VQ-LAMDA
is used in the process of VQ of images. First, we compared the VQ-LAMDA per-
formance with respect to LBG and FSA-EAM VQ algorithms. Second, we analyzed
the average number and type of operations used by the VQ-LAMDA, LBG and the
FSA-EAM VQ algorithms [9]. For this purpose, the following set of test images of
size 512×512 with 256 gray levels were used in simulations.
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Fig. 3 Set of test images: (a)Lena, (b)Peppers, (c)Elaine, (d)Man.

In order to evaluate performance of the proposed algorithm, VQ-LAMDA, we
used a popular objective performance criterion called peak signal-to-noise ratio
(PSNR), which is defined as

PSRN = 10log10

( (

2L−1
)2

1
M ∑M

i=1 (pi− p̃i)2

)

(6)

where L is the number of bits per pixel, M is the number of pixels in the image, pi

is the i-th pixel in the original image, and p̃i is the i-th pixel in the reconstructed
image.

Table 2 Summary of results of VQ-LAMDA with the codebook of different sizes.

Algorithm Exigency T-norms and Codebook Distortion measure (dB)

level(α) S-conorms size Elaine Lena Man Peppers

VQ-LAMDA 0.5-0.6 Min-Max

64x16

27.29 27.17 25.16 26.27

(Binomial) 1 Product 28.92 28.80 26.81 27.80

LBG - - 28.91 27.14 24.20 26.38

FSA-EAM - - 28.31 26.31 23.28 25.12

VQ-LAMDA 0.5-0.6 Min-Max

128x16

27.43 27.63 25.60 26.75

(Binomial) 1 Product 29.69 29.73 27.53 28.60

LBG - - 29.68 28.21 24.93 27.18

FSA-EAM - - 29.07 27.47 23.96 26.06

VQ-LAMDA 0.5-0.6 Min-Max

256x16

27.45 27.72 25.85 26.88

(Binomial) 1 Product 30.31 30.44 28.25 29.13

LBG - - 30.30 29.08 25.49 27.64

FSA-EAM - - 29.68 28.39 24.55 26.54

VQ-LAMDA 0.5-0.6 Min-Max

512x16

27.53 27.89 25.89 27.15

(Binomial) 1 Product 30.76 31.05 28.73 29.74

LBG - - 30.74 29.98 26.02 28.21

FSA-EAM - - 30.11 29.25 25.09 27.04
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Table 3 Operations required by LBG, FSA-EAM and VQ-LAMDA to quantify a pixel.

Algorithm Codebook The average number of operations per pixel

size CMP ± × SQRT Div Power

VQ-LAMDA min-max

128

264 512 384 - 128 256

(Binomial) product 8 256 256 - 128 256

LBG 8 387 129 8.062 - -

FSA-EAM 136 128 - - - -

VQ-LAMDA min-max

256

528 1024 768 - 256 512

(Binomial) product 16 512 512 - 256 512

LBG 16 771 257 16.062 - -

FSA-EAM 272 256 - - - -

VQ-LAMDA min-max

512

1056 2048 1536 - 512 1024

(Binomial) product 32 1024 1024 - 512 1024

LBG 32 1539 513 32.062 - -

FSA-EAM 544 512 - - - -

The first experiment has the objective to compare the image distortion gener-
ated by the LBG, FSA-EAM and the two variants of VQ-LAMDA algorithm. In
Table 2, we presented the findings of this experiment, in the combination of the
fuzzy binomial distribution with the T-norm and S-conorm product, we chose the
exigency level equal to 1 (although the range of the exigency level, in the which
were obtained the best results is 0.51 to 1.), so the linear convex function is reduced
by half, and consequently the number of operations is reduced. On the other hand, in
the combination of the fuzzy binomial distribution with the T-norm and S-conorm
min-max, we can not reduce the operations due that the range of exigency level, in
the which were obtained the best results is 0.5-0.6. Table 2, shows that the combina-
tion of the fuzzy binomial distribution with the T-norm and S-conorm product has
better performance than the LBG and FSA-EAM algorithms in the PSRN parameter.

In the second experiment, we compare the complexity of the VQ-LAMDA LBG
and FSA-EAM algorithms. Table 3, summarizes computation complexities in terms
of the average number of operations executed per pixels and type of operations. This
experiment was performed for codebook size 128, 256 and 512, which are the most
popular codebook sizes. With regard to time complexity, Table 3, shows that the
proposed algorithm is competitive with the LBG algorithm but it is overcome by the
FSA-EAM algorithm.

6 Conclusions

In this paper, we have proposed the use of LAMDA methodology in a VQ algorithm
for image compression. The use of LAMDA at the VQ stage of an image compres-
sor has demonstrated a high competitiveness in its efficiency in comparison to VQ
traditional methods based on LBG algorithm. Considering the average number of



LAMDA Methodology Applied to Image Vector Quantization 355

operations executed per pixels, our proposed algorithm is competitive with the LBG
algorithm but it is overcome by the FSA-EAM algorithm. On the other hand, based
on objective analysis, where objective performance criterion PSRN was used, we
can conclude that when our proposal uses the combination of the fuzzy binomial
distribution with the T-norm and S-conorm product, the quality of the image pro-
cessed provides improvement in comparison with the quality obtained by traditional
VQ methods based on the LBG algorithm.
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Detection of Semantically Significant Image
Elements Using Neural Networks

Jagoda Lazarek and Piotr S. Szczepaniak

Abstract. Detection of semantically significant image elements is a key task in the
pattern recognition field. There are a lot of methods solving this problem. The main
steps of the approach presented in this paper are colour transformation and detec-
tion, filtering and neural classification of contours.

1 Introduction

Detection of image elements is crucial for correct pattern recognition [1, 2] and it is
the first step of the process automatic interpretation of the image content [3, 4, 5].
The key to solve the task of recognition of significant image elements is their de-
tection on an image; it means that it is important to find the areas of the image,
where such elements potentially exist. Preprocessing only a part of image gives the
possibility to improve efficiency of image processing. The processing mentioned
involves shortcomings elimination and finding significant details. There are a lot of
filters which may be used. Filters are differentiated in terms of computational com-
plexity, depending on the number of pixels. Because of this, the smaller the area,
the more efficient the processing. This is why appropriate methods need to be cho-
sen to make the searching area smaller. Moreover, the significant image descriptors
are colour and shape. Further analysis determines correctness of the regions found.
In this paper, we focus on detection of shapes having the form of polygons. The
examples of practical importance are standard road signs.

The paper is organized as follows. First (section 2), the general description of
the approach is presented. In sections 3, 4 and 5, the main steps of the approach
are given, i.e. colour detection, filtering and final pattern recognition. The results of
the practical examination of the method are given in section 6. The paper concludes
with closing remarks.
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2 Approach

The proposed method is based on a priori known specific features of polygons (road
signs in particular), such as shape and colour. Polygons, here related to groups of
road signs, can be divided according to their features, e.g. number and length of
sides (triangle, parallelogram, etc.).

The types of shapes used for road signs are related to their meaning; there are
warning signs, prohibition signs, mandatory signs and informational signs. Each of
them has a well defined shape; it may be a triangle, a square, a rhomb, an octagon
or a circle. Also colours occurring on signs are exactly defined as red, yellow, blue
and some others, but the first three are sufficient for identification of the type of the
sign.

Fig. 1 The first part of the algorithm
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The presented approach uses significant road signs descriptions mentioned earlier
to select interesting parts of image being subject to further processing. To find the
particular road sign on image’s part, information included in contours is analysed.
It is result of Sobel filtering. Finally, to assess a particular region on account of road
sign’s existing, neural network is used. In Fig. 1 and Fig. 2, the algorithm of the
proposed method is presented.

Fig. 2 The second part of the algorithm

3 Colour Segmentation

Colour segmentation is an important part of image processing, which gives the pos-
sibility to process only the selected parts of an image, determined by colours. Road
signs have strictly predefined colours such as yellow, blue, red and black or white
(pictograms) according to the sign type. Segmentation of the first three is sufficient
to detect those image areas on which road signs may exist.

There real weather conditions can be different, e.g. rain, snow, or strong light.
Consequently, the collection of images used for the examination of the method
must involve a sufficient number of images having different qualities depending
on weather conditions. It should be noticed that sometimes photographs may be
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damaged because of too long or too short exposure, or blurring. Everything men-
tioned above has influence on the colour of the pixel. It follows that it is necessary
to define the colours typical for road signs.

It is also necessary to choose the appropriate model of colour. RGB colour space
is widely used in cameras. This is why photographs are represented by this model.
But it is not the best choice, because in this model there is no possibility to distin-
guish information about colour and brightness. These problems can be avoided with
colour space transformation. Conversion from RGB to YUV colour space gives the
possibility to have separate information about brightness Y and colour U and V.
Because of it, the YUV colour space has been chosen.

It is well known, that transformation of RGB into YUV (except for separation
information of colour from brightness) is given by the following relation

⎡

⎢
⎣

Y

U

V

⎤

⎥
⎦=

⎡

⎢
⎣

0.299 0.587 0.114

−0.147 −0.289 0.436

0.615 −0.515 −0.100

⎤

⎥
⎦

⎡

⎢
⎣

R

G

B

⎤

⎥
⎦

After transformation, each pixel is checked and qualified to the correct class of
colour. Only two logical expressions are needed to check the pixels. It is better than
using RGB colour model which requires checking of six conditional instructions.

Assuming, for example, that there are defined arrays Y, U, V and 10 levels of
discretization it is possible to determine if a pixel processed belongs to one of the
predefined classes. Let us take a pixel a=(y,u,v). Some computations are needed to
check to which class pixel "a" belongs.

y
′
= �(y/(25.5 +α)�

u
′
= �(u + 111.18)/(22.236 +α)�

v
′
= �(v + 156.825)/(31.365 +α)�, where α� 1

If Y [y
′
] AND U [u

′
] AND V [v

′
] i is true than pixel "a" is in the class defined by Y, U

and V (cf. [10, 11]).

Fig. 3 Segmentation of yellow colour from the image (see the square right on the top)
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Definitions of colours are based on many samples from images. For the segmen-
tation of red, yellow and blue, the right number of discretization levels is needed.
For clarity, only segmentation of yellow colour is shown.

4 Filtering

Sobel filter is used for edge-detection. There are two 3× 3 kernels applied sepa-
rately to the image to find vertical and horizontal edges. Edge-detection filters base
on evaluation of the gradient which gives information about brightness changing
from one pixel to another. The final result is given by approximation of the gradient
magnitude, on the basis of the first previously calculated derivatives [4, 6]. Kernels
are defined as follows

Sobelhorizon :

⎡

⎢
⎣

1 2 1

0 0 0

−1 −2 −1

⎤

⎥
⎦ ,Sobelvertical :

⎡

⎢
⎣

1 0 −1

2 0 −2

1 0 −1

⎤

⎥
⎦

To obtain the filtered image, some further computations are needed. Convolution
masks are used to estimate gradient in vertical and horizontal directions

img1 = img ∗ Sobelhorizon (1)

img2 = img ∗ Sobelvertical (2)

Result of Sobel filter is given by gradient magnitude

imgSobel =
√

img1
2 + img2

2 (3)

which gives the image presented in Fig.4, contained important information needed
in further processing.

Fig. 4 Contours of image’s part given by Sobel filter

5 Recognition

Image contours contain information of elements shape, which makes the recognition
easy for a human. For computer recognition, one needs to apply computer-oriented
methods. Here, artificial neural network (multilayer perceptron) was used to solve
the problem of polygon detection. Note that this task, easy for a human, is not trivial
for a computer, which acts in a different way.
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The chosen architecture collects three layers (input, hidden and output), cf.
Table 1. The hidden and output layers were equipped with the standard sigmoid
activation function given by eq. (4) and the standard back-propagation method of
learning was applied [7, 8, 9]. The momentum term has been used, and the values
of parameters are given in Table 2. The course of the learning is shown in Fig. 5.

ϕ(x) =
1

1 + e−x (4)

Table 1 Architecture of the neural network

Layer Neuron’s number

Input layer 39

Hidden layer 45

Output layer 1

Table 2 Parameters

Parameter’s name Value

Learning rate 0.9

Momentum rate 0.6

Bias 1.0

Global error 0.001

Fig. 5 Learning process
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6 Tests and Concluding Remarks

Tests done on different types of images provide the possibility to observe satisfying
effectiveness. The images analyzed here were taken in different weather conditions,
such as snow or rain. Part of them was of poor quality because of too long or too
short exposure, or due to blurring.

Fig. 6 Examples of images (strong light, blurred) and detection results (see contours in the
form of squares)

Fig. 7 Examples of images (bad weather conditions, short exposure, rain) and detection re-
sults (see contours in the form of squares)
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Tests have been done with the laptop with Intel Processor 2.0GHz, 1GB RAM;
96% of road signs (100 images, 640×480 px) have been detected correctly, in about
550 ms. The results show a significant potential of this approach and a possibility to
use it in many fields, in which time of processing is essential.

To sum up, the method presented in this paper gives the possibility to find poly-
gons on images taken even if in bad weather conditions or damaged by blurring,
which is an important advantage because we aim at correctness of detection in any
situation. The performed experiments confirm that polygons which are partially cov-
ered by other objects can also be found. The method is computationally effective,
which is important when the time of detection becomes a significant user require-
ment. The use of the method for detection of other types of shapes as presented in
the paper needs definition and numerical extraction of relevant figure features.
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The Effect of Multiple Training Sequences on
HMM Classification of Motion Capture Gesture
Data

Michał Romaszewski and Przemysław Głomb

Abstract. Hidden Markov Models (HMM) have been successfully applied to clas-
sification of various types of data, including human gestures. However, finding an
optimal size of the training set for HMMs trained with multiple sequences and
choosing a set of parameters for high performance is not a trivial task. We would
like to address those issues by presenting results obtained using classifier based on
HMM and Vector Quantisation applied to the set of a human gesture recordings. We
use HMM as a model of a single gesture, and assess its recognition performance for
multiple data sequences consisting of repetitions of selected gestures, performed by
different persons with varying speed of movement. Additionally we intend to verify
a reference database of 22 gestures for use in future experiments.

Keywords: gesture recognition,gesture interface, Vector Quantisation, HMM, ges-
ture database.

1 Introduction

The use of gestures in Human-computer interface (HCI) promises to make many
types of HCI interactions more effective and natural. Hovewer, the construction of
gesture-based interface is not easy. Typical problems include the difficulty in clearly
defining an adequate set of gestures and large differences between the various
repetitions of a defined gesture.

Efficient gesture recognition is, and probably will be, a key element of a gesture-
based HCI system. The result of capturing the motion of a human body can be
efficiently stored in the form of data vectors corresponding to the bending of joints,
and the speed of movement of individual body parts (e.g hands, fingers). HMMs are
a natural tool to use for processing this kind of data and were successfully applied
in multiple publications i.e. [1], [3].
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While the performance of classifiers based on HMM and Vector Quantisation
(VQ) is unquestionable, it is at the same time strongly affected by several issues
like the size of available data set, the proper choice of HMM parameters, and initial
setup. To address those issues, this paper contains the results concerning the impact
of the training set size on the performance of HMM-based detector, trained with
multiple gesture sequences. Additionally the analysis concerning the choice of the
initial HMM parameters is provided.

Our research is focused on a human motion data, but the exact definition of a
gesture is not obvious (for example in [11] the motion of a whole human body is
considered while in [3] the gesture is represented by a hand motion only). To answer
the need for a comparative set of a well-defined natural gestures the first instance
of a gesture database (GDB) was prepared containing the data of the 22 natural
gestures performed by different people at different speed rates. An additional goal
of this paper is to verify the current instance of the database and draw conclusions
about its further development.

1.1 Related Work

An excellent introduction to HMM usage is provided in [9] where it is noted that
the result of the reestimation is a local maximum of the likelihood function, and
whether it equals to global maximum depends on the initial values. [9] notes that
good initial estimates are either helpful or essential (depending on the HMM type),
and suggests iterative algorithm of data-dependent segmentation based on k-means
clustering verified by reestimation process.

[10] provides an analysis and the extension of the content presented in [9] in-
cluding the incorporation of scaling coefficients in formulas for multi-sequence
identification.

In-depth analysis of issues related to the recognition of gestures may be found
in [12] where authors used the HMM with VQ for the recognition performed on
the set of nine different mouse gestures. Authors achieved high detection rate using
bakis-topology discrete HMMs for both isolated and continuous recognition.

In [11] HMMs are used to detect gestures captured using video camera. Authors
analyzed both hands and whole body movement and provided an interesting insights
about extracting gesture features.

[3] presents the application of HMM for recognition of isolated and continuous
gestures for Arabic numbers, captured using a video camera. Authors provided re-
sults for different number of HMM states and three selected HMM topologies.

[7] presents the gesture recognition with HMM used for creation of a Tangi-
ble User Interfaces. To capture gesture data the authors used a custom capturing
devices called Smart Micrel Cubes, equipped with accelerometers. The authors
also provided an in-depth analysis of the computational complexity related to the
implementation of HMM based solutions on micro-controllers.
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2 Method

The objective of the approach is to test the performance of a gesture data classifier
based on VQ and HMM. The HMMs used in the experiments are trained with mul-
tiple sets of both raw and preprocessed data and initialised using different starting
parameters (i.e. HMM topology).

2.1 The Recognition System

A single motion capture recording produces a time series sequence of vectors X =
(xt), where each xt ∈ R

l represents data from l sensors (finger bend, hand rotation
etc) captured in time moment t. We map the vectors xt to one of the m symbols st

using Vector Quantisation (VQ):

Q : R
l → Zm xt �→ st . (1)

We use a well known Linde-Buzo-Gray VQ algorithm [5] with Euclidean distance.
To model the symbol sequences S = (st) we use a Hidden Markov Model λ with

n states and a symbol set of cardinality m, defined by a starting state probability
vector Π, a state-to-state transmission probability matrix A and a symbol emission
probability matrix B:

λ =
(

Π,A,B
)

, Π =
[

πi

]

n×1
, A =

[

ai j

]

n×n
, B =

[

bi j

]

n×m
. (2)

Given a set of HMMs {λ1,λ2, . . . ,λk} and a sequence S we can use forward algori-
thm [9] to compute the probability P(S|λi) and classify S with argmaxi=1...k P(S|λi).
In practice, due to limited machine precision, we use the logarithm of probability
− logP(S|λi).

Our main focus in experiments is the detection rate γ , which we define as fol-
lows. We are given k gestures, each modelled by a separate HMM. A motion se-
quence S known to be of gesture i is recognised, if argmax j=1...k P(S|λ j) = i. The
γ is computed by dividing the number of recognised sequences nr by number of all
recognition attempts na done during a test, thus γ = nr

na
∈ 〈0,1〉.

2.2 Initialization and Data Preprocessing

As noted in [9], initialisation is an important step in building an effective classifi-
cator, as the performance of HMM is highly dependent on its initial conditions. A
standard approach for model identification is choosing an initial model λ0, then us-
ing iterative Baum-Welch algorithm to optimize matrices for correspondence with
modeled sequence S.

To establish the effect of topology (configuration of a matrix A) on the detection
rate, we enumerate the following commonly used topologies (figure 1): ‘Ergodic’,
where the transition from each state ai j to every other state is possible; ‘Bakis’ and
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Fig. 1 Hidden Markov Model topologies used in the experiments.

‘Skip’ models, with the possibility of transition or skipping of the next state and
the ‘Top’ model where only backward transitions are forbidden. Since in the last
state of the topologies (with exception of the Ergodic model) only the recurrent
transition are possible, we’ve included the last three configurations in two versions:
‘with absorbing state’ (regular, recurrent only) and ‘without absorbing state’ (also
transition from the last state to the first state is possible).

We use uniform initialization for matrix A (equal probability of jumping to the

states allowed by the topology), random for matrix B, and for either Π =
[

1
n

]

(Ergodic) or Π =
[

1 0 . . . 0
]�

(all other topologies).

We focus on multiple training sequences for gesture model identification. As the
formulas in [9] for this case do not consider scaling coefficients, which are nec-
essary in practical applications (the probabilities quickly diminish below machine
precision), we use the multi-sequence indentification formulas provided in [10].

To test the impact of the data preprocessing on the detection quality, additional
two sets were created from the initial raw gesture data set. In the first set, the data
was resampled using linear interpolation, effectively normalising the time domain.
The number of resampled data vectors for every gesture was set to n = 100. In the
second set, aside from interpolation, the sensor readings were a subject to z-score
normalization:

[xt ]′i =
[xt ]i− μi

σi
(3)

where [xt ]i ∈ R is a sensor i reading from the time t, μi and σi are the mean and
standard deviation of the all sensor i readings in this sequence.
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3 Experiments

Our experiments use two sets of a gesture data to test the recognition rate of a HMM-
based detector. The impact of the starting point selection and number of training
sequences on the detection quality is provided.

3.1 Data Sets

The data for the experiments was captured with the DG5VHand motion capture
glove, containing five finger bend sensors (resistance type), and three-axis ac-
celerometer producing three acceleration and two orientation readings. The time
between each readings (ti+1− ti) was approximately 30ms.

Two data sets were used in the experiments. The first one was a test set of gestures
designed to examine the properties of gesture execution among different persons and
with different movement speeds. The gestures are detailed in table 1. For discussion
on gesture choice the reader is referred to [4]. There are 22 gestures in the set, each
performed by four persons five times (three times normal speed, one fast, one slow).

During the work, it was noticed that in order to achieve a satisfactory level of de-
tection, a larger training set may be needed. Since the current version of the database
contains only n = 20 repetitions of every gesture, an additional testing data was cre-
ated. Gesture numer 16 (Grasping) was selected for the experiment and a new set
of n = 40 repetitions performed by one person was prepared using the same motion
capture equipment that was used to create an original database.

3.2 Methodology

Our main objective is to observe the performance (measured with the detection rate
γ) as a function of number of ‘teaching’ sequences, for different parameters (num-
ber of states, number of symbols, used preprocessing scheme, used dataset, HMM
topology).

In all cases we use a single HMM for every gesture. Given a dataset with k ges-

tures, for each gesture i we have a set of sequences S (i) = {S(i)
j }. We peform an

experiment with the steps outlined below:

1. Initialize nr = 0 (number of recognised sequences).
2. For every gesture, select previously unused sequence from S (i) as test sequence,

labelled T(i). If every sequence has been used as a test, terminate. Set number of
teaching sequences nt to 1.

3. Identify HMMs for each gesture, using nt of sequences remaining in S (i)\T(i).
4. Test recognition of each of the T(i) with given HMMs; add the number of prop-

erly recognised sequences to nr.
5. Increase nt . If nt is greater than number of sequences available to train, goto 2,

else goto 3.

The γ is computed by dividing nr by the number of tests done.
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Table 1 The gesture list used in experiments (a part of this set was also used in [2])

Name Classa Motionb Comments

1 A-OK symbolic F common ‘okay’ gesture

2 Walking iconic TF fingers depict a walking person

3 Cutting iconic F fingers portrait cutting a sheet of paper

4 Showe away iconic T hand shoves avay imaginary object

5 Point at self deictic RF finger points at the user

6 Thumbs up symbolic RF classic ‘thumbs up’ gesture

7 Crazy symbolic TRF symbolizes ‘a crazy person’

8 Knocking iconic RF finger in knocking motion

9 Cutthroat symbolic TR common taunting gesture

10 Money symbolic F popular ‘money’ sign

11 Thumbs down symbolic RF classic ‘thumbs down’ gesture

12 Doubting symbolic F popular Polish(?) flippant ‘I doubt’

13 Continue iconicc R circular hand motion ‘continue’, ‘go on’

14 Speaking iconic F hand portraits a speaking mouth

15 Hello symbolicc R greeting gesture, waving hand motion

16 Grasping manipulative TF grasping an object

17 Scaling manipulative F finger movement depicts size change

18 Rotating manipulative R hand rotation depicts object rotation

19 Come here symbolicc F fingers waving; ‘come here’

20 Telephone symbolic TRF popular Polish(?) ‘phone’ depiction

21 Go away symbolicc F fingers waving; ‘go away’

22 Relocate deictic TF ‘put that there’
a We use the terms ‘symbolic’, ‘deictic’, and ‘iconic’ based on McNeill & Levy [6]

classification, supplemented with a category of ‘manipulative’ gestures (following [8]).
b Significant motion components: T-hand translation, R-hand rotation, F-individual finger

movement.
c This gesture is usually accompanied with a specific object (deictic) reference.

3.3 Results

Based on early experiments, best values were determined for the number of quanti-
sation symbols m≈ 60 and number of HMM states n≈ 5.

Number of VQ symbols

Number of symbols m is one of the basic parameters of the VQ, its impact on γ is
presented in figure 2 (left). Since this parameter governs VQ precision, high m value
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results in very different sequences for multiple repetitions of the same gesture, hence
a value of m≈ 60 was chosen in the experiments.

Number of HMM states

Figure 2 (right) presents the impact of the number of HMM states on γ . Its change
does not significantly affect results, but the best performance was observed for n≈ 5,
and it was used in experiments.

Topology and datasets

One of the basic steps to create an optimal detector is to choose a correct topology.
Figure 3 presents the impact of chosen topologies (with and without an absorbing
state) on detection results.‘Ergodic’ and ‘Bakis’ topologies seem to yield best results
for gesture data, but the detection rate of γ ≈ 0.62 is not satisfactory (although the
detector quality is clearly highly dependent on the number of training sequences).

The impact of a number of training sequences on γ for the selected ‘Grasping’
gesture (second dataset) is presented in Figure 4 (right). The satisfactory detec-
tor quality γ ≈ 0.96 is achieved for n ≈ 20 teaching sequences with the best re-
sult achieved using an ‘Ergodic’ HMM topology. The performance for the second
dataset may result from the fact that it was recorded by one person without an in-
tended change in motion speed.

Preprocessing

To test the impact of data preprocessing on the detector quality, the data was re-
sampled and normalised. Results for raw and preprocessed data set are presented in
Figure 4 (left). Basic preprocessing doesn’t significantly improve the detector qua-
lity although the resampled data may be used without the significant loss of detec-
tion quality.
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Fig. 2 The impact of classifier parameters on the γ . No. symbols for n = 5 states (left) and
number of HMM states for m = 60 symbols (right)
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Fig. 3 The impact of the HMM topology on the γ , models without absorbing state (left) and
with absorbing state (right). Number of states h = 5, number of symbols m = 60
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Fig. 4 The impact of data preprocessing on the γ for the gesture database and Bakis-topology
HMMs (left) and the impact of the HMM topology on the classification results for the ‘Grasp-
ing’ gesture (right). Number of states h = 5, number of symbols m = 60

3.4 Discussion

On the basis of performed experiments it can be concluded that the simple HMM-
based classifier using one model per gesture, trained with multiple sequences may
not be sufficient for an effective gesture recognition without an additional data anal-
ysis. While the solution achieved a detection rate of γ ≈ 0.96 using (n≈ 20) training
sequences for a gesture data set created by one person, the performance for more di-
versified database with gestures performed by multiple persons with different speed
was not satisfactory (γ ≈ 0.62).

Since raw data of multiple gesture repetitions may be very different (eg, ac-
celerometer sensor may not register a sufficiently slow gesture), an initial extrac-
tion of specific gesture features to be used for quantisation and/or a data dependent
initialisation, may improve the detection rate for diversified databases.

While a choice of a correct number of VQ symbols is obviously essential, a relative
tolerance to the selection of starting classifier hmm-related parameters (eg, adopted
topology, the number of states) may be observed. This may mean that the classi-
fier can maintain the similar detection quality for data from different motion capture
devices.
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4 Conclusion

Raw data HMM-based classifier may be a sufficient solution for gesture recognition
in simple databases but the diversity of a gesture data requires an additional analysis
to achieve a satisfactory performance. The solution seems relatively tolerant for
starting parameter selection.
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A Generic Approach to the Texture Detection
Problem in Digital Images

Christian Feinen, Marcin Grzegorzek, Detlev Droege, and Dietrich Paulus

Abstract. In this paper, we describe our solution to the marker detection problem
in digital images. In order to keep our investigations as general as possible, our ap-
proach has not been developed in an application-driven way. However, we have eval-
uated the system for the bar code detection problem. To represent the markers, our
system uses general feature extraction methods like Hu Moments and the Fourier-
Mellin transform which are both invariant to rotation, scaling and translation. For
marker classification, Bayes Classifier and Support Vector Machine have been ap-
plied. A comprehensive set of experiments performed for our algorithm proved its
high robustness for a challenging set of images.

1 Introduction

Numerous image processing applications rely on the detection of characteristic vi-
sual structures in unknown regions of input images. This may be the detection of 1D
or 2D bar codes on commercial goods, the detection of license plates, traffic signs or
landmarks in image series as well as the navigation of autonomous robots. Usually,
regions of interest may appear anywhere in an image and should be identified as
accurate as possible to be worthwhile for further thorough analysis. Most of such
regions can be considered to represent a texture with unique description parameters.
Searching for such characteristic textures based on invariant features is a promising
approach for a universal component identifying such regions of interest.

In this paper, we propose a robust solution to this problem in form of a generic
application-independent approach by combining well established invariant
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measures like Hu moments [6] and the Fourier-Mellin transform [13] with super-
vised classification approaches, namely the Bayes Classifier and the Support Vector
Machine. In this way, an efficiently adaptable and reconfigurable component for
ROI detection can be provided.

The paper is structured as follows. In Section 2, an overview of existing related
approaches in this research field is given. Section 3 presents our detection method
with its feature extraction and classification parts. In Section 4, a comprehensive
set of experiments, which have been performed for the quantitative evaluation of
the system, is presented. Section 5 closes the paper by providing some interesting
conclusions, final remarks, and research plans for the future.

2 Related Work

The image processing and pattern recognition community has been working on the
problem of detecting characteristic textures in digital images for years. However,
most of the systems have been developed for a certain application domain. In gen-
eral, they are not easily generalisable, i.e., they can not be applied for different
applications without significant changes. This is the main feature differentiating our
approach from the state-of-the-art.

For example, there are systems developed specifically for the detection of planar
markers (e.g., 2D bar codes). Many of them work in a very similar way. First, they
apply a simple thresholding approach followed by finding connected groups of pix-
els [4]. Other methods like those described in [2, 4] make use of well known edge de-
tectors in order to find regions of interest. For this, statistical or gradient approaches
as well as the Hough transform (see [1, 12]) are often applied. Other solutions focus
on the specific code pattern and are usually faster than the former techniques [11].
Furthermore, region growing algorithms and texture analysis procedures [5] are also
under focus in this context. Many methods employ numerous preprocessing steps
like skew angle estimation based on the Fourier transform, Hough transform, direc-
tional projection or least square method (LSM) [8]. Template matching algorithms
can also be found in the literature for finding 2D bar codes in digital images. In [10]
such a technique using a Normalised Cross Correlation (NCC) is described.

3 Detection

As mentioned above, in this paper we describe a method for planar marker detec-
tion. Our approach uses two different types of features which are both invariant to
rotation, scaling and translation. We will abbreviate this expression with the term
“RST” in the following text. By using this special feature type we could reduce
the false-positive rate of marker detection and avoid an extra preprocessing step as
described in Section 2. In this paper, we only measure the detection rate, not the
recognition success between different markers. The latter challenge is not solved
with our proposed methods, but is performed by subsequent processing.
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The employed features are the Hu Moments and Fourier-Mellin values. The for-
mer belong to the category of “texture features” and describe a pattern based on
its intensity values. The latter operate on a Fourier and a log-polar transform to
produce an invariant Fourier spectrum. The Hu Moments have been introduced by
Ming-Kuei Hu in 1962. They are based on non-orthogonal centralised moments (see
equation (1)),

μpq =
∫∫ ∞
−∞(x− x)p(y− y)qI(x,y)dxdy

with x = m10
m00

and y = m01
m00

(1)

which are translation invariant and can be easily made scaling invariant by perform-
ing a normalising step as shown in equation (2). In order to achieve the desired rota-
tion invariance M.-K. Hu employed the theory of algebraic invariants to reformulate
the centralised moments. As a result of these new expressions Hu was able to derive
his seven RST invariant features of 2D objects [6]. Table 1 shows the mathematical
formulation of groups of nonlinear centralised moment terms.

ηpq =
μpq

μγ
00

γ =
p + q + 2

2
(2)

Table 1 Mathematical formulation of Hu’s seven invariant moments [6]

φ1 η20 +η02

φ2 (η20−η02)2 +4(η11)2

φ3 (η30−3η12)2 +(η03−3η21)2

φ4 (η30 +η12)2 +(η03 +2η21)2

φ5 (η30 − 3η12)(η30 + η12)[(η30 + η12)2 − 3(η03 + η21)2] + (3η21 −
η03)(η03 +η21)[3(η30 +η12)2− (η13 +η21)2]

φ6 (η20 +η02)[(η30 +η12)2− (η03 +η21)2]+4η11(η30 +η12)(η03 +η21)
φ7 (3η21 − η03)(η30 + η12[(η30 + η12)2 − 3(η03 + η21)2] + (3η12 −

η30)(η03 +η21)[3(η30 +η12)2− (η03 +η21)2]

The next feature type that shall be considered in this paper is called Fourier-
Mellin. Feature values of this type can be calculated by performing a Fourier and a
Mellin transform. Since the Fourier transform is a well-known operation we don’t
go too much into detail here. The most important property of the Fourier transform
in this context is its natural translation invariance to all 2D object displacements.
On the other hand, the Mellin transform leads to a 2D scaling invariance. Since
the Mellin transform is not as popular as the Fourier transform we provide a short
description. As already mentioned, the resulting values of the Mellin transform are
scaling invariant. More precisely, it is an integral transform of a real- or complex-
valued function f (x) and it is defined as shown in (3) [13].

MT{ f (x)} = M(k) =
∫ ∞

0
f (x)x−ik−1 dx (3)
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However, the practical use of this operation is limited due to the fact that the native
use of the sampling theorem is not possible in contrast to the Fourier transform.
Furthermore, there are no algorithms available performing a fast Mellin transform.
Thus the general process for computing such values prevents the direct use of the
Mellin transform. Fortunately, it is possible to map the definition of Mellin to a
Fourier operation by logarithmic scaling the Mellin input data as shown in [13].
Accordingly, the Fourier-Mellin process pipeline changes as depicted in Figure 1.
Since we only achieve translation and scaling invariance by performing a Fourier

Fig. 1 FM Pipeline for producing RST invariant features (taken out from [13])

and a Mellin transform we need a further step, the polar transform, to obtain RST
invariant features. The main advantage associated with this operation is the decou-
pling of rotation and scaling simply by defining the spectral magnitudes in polar
coordinates. Within the polar representation, rotation is reduced to a translation and
appears as a phase shift within the spectrum now [7].

By performing the process pipeline shown in Figure 1 we receive a 2D spec-
trum of the size of the input image or of an optimal size correlated to the Fourier
transform. It is not important which one is chosen, because the feature space is too
large in both cases. Thus, a PCA for reducing the feature space has to be performed.
In addition to this, high pass filtering is necessary for sorting out all dominant low
frequencies.

Finally, we want give some information about the classifiers used. In this paper
we compare two classifiers combined with the features introduced above. The clas-
sifiers used are the Bayes Classifier and the Support Vector Machine. The former
is a probabilistic based classifier which is useful for one- and multi-class-problems.
The latter is a non-probabilistic linear classifier. Traditionally, the Support Vector
Machine was designed for classifying two-class problems. Today, there are imple-
mentations that are equally capable for solving one- or multi-class problems. Here
we use a Support Vector Machine specified for two-class problems, with the aim to
evaluate this case combined with a one-class problem. To obtain a detail overview
about the mentioned classifiers, please refer to the book “Pattern Recognition” [14]
by Theodoridis and Koutroumbas.

These classifiers can be parametrised in different ways. For example, to estimate
the probability density function of a pattern that is used by the Bayes classifier you
have to choose how to sample the function. This can be done by a parametrised
approximation like a Gaussian distribution function or in a non-parametrised way
by using a histogram. We have used the latter method. In addition to this, we have
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to set a threshold because we want to solve a one-class problem and therefore we
cannot compare a posteriori probabilities of different classes with each other. The
implementation of the Support Vector Machine supports equally different param-
eters which can be used to optimise the classification process. These parameters
include kernel functions, a scaling factor, functions to find the separating hyper-
plane and many more. For our purposes we use the default parameter set provided
by Matlab.

4 Evaluation

In this section, we describe our experimental setup to evaluate the features and clas-
sifiers introduced in section 3 for a bar code detection problem. In addition to this,
we involve a third feature type which is not totally RST invariant, namely the Har-
alick Texture Features. They belong to the category of texture features similar to the
Hu Moments. In its core version, this feature type consists of thirteen values which
describe the corresponding texture. By using the implemented parameters you can
compute the values for different directions. For obtaining further information about
the Haralick Features, please refer to [3]. For our purposes we configure the Har-
alick Features with two different parameters. The first one determines the distance
between pixels which are used to compute the co-occurrence matrix; we set this fac-
tor to one (for all directions). The second parameter determines the angle for what
direction the values shall be computed; here the values are estimated for 0◦, 45◦,
90◦ and 135◦.

We organised the evaluation process as a 10-fold cross-validation. This means,
that the whole set of available data (here: 2D bar codes) is divided into 10 subsets.
Thus, one evaluation sequence consists of ten iterations. For each iteration nine
subsets are taken to train the classification system and one subset is used to test it.
Altogether, this is done ten times with each subset successively. Overall, we have
3000 codes of size 342× 342 pixels and, therefore, each subset consists of 300
codes. As test pattern we take an Aztec-Code (see figure 2(a)) [9]. Furthermore, our
purpose is only to detect the code in a picture and not to analyse it so the choice
of the pattern is not that important as long as it is similar to a marker. In each
iteration, all codes are placed randomly in an arbitrary picture that is used as search
area. Thereby, 90 codes are randomly scaled and 90 codes are rotated by a random
angle; the remaining 120 codes only differ in their position within the picture. The
test pictures for searching are captured with an ordinary digital camera and have a
size of 1600× 1200 pixels. Their background is heterogeneous showing different
patterns, objects and landscapes. In order to check quality requirements of the input
data, all configurations leading to good results are performed once again, but this
time a two-step Gaussian noise is added to the input data.

Once we have prepared our subsets and merged search areas with bar codes we
train our classification system and test it. In relation to this we need a search strategy
which consequently affects both, the training and the search process. In this paper,
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we do not use a traditional sliding window since its handling is problematic. For
example, it is difficult to consider things like overlapping patterns or size changes.
Our method is designed as follows. First, we slice the pattern into configured sub
regions and then we train our classifier with all of them. After that and second,
we partition all test images (merged search areas) into the described sub regions
and present them to the classifier. It takes the decision whether a sub region is part
of a pattern or not (see figure 2(b)). This approach also provides the possibility

(a) (b)

Fig. 2 Left: Aztec-Code Example; Right: Merging example of search area and code

to estimate the pattern size or to detect occluded patterns. The values of the Hu
Moments are computed as shown in Table 1. Since the values are close to zero and
quite different, it is useful to work with the logarithms of their absolute values as
demonstrated in equation (4).

φ ′n = log(|φn|) ∀φn 
= 0, n = 1, . . . ,7 (4)

In context of the Fourier-Mellin features the best results can be achieved with 6 to
15 eigenvectors. We also performed tests with 30 eigenvectors revealing that this
number is too large to discriminate the searched pattern from the background. The
evaluation environment uses Matlab on an UNIX system (Ubuntu 64bit) with an
Intel Core 2 Duo processor and 4GB RAM. We employ predefined functions like
fft2, cov or eig to compute all needed values. To interpret the evaluation results
it is necessary to know what kind of tests we are running. First of all, we test the
detection success rate, which is one of the most important factors for such a system.
Secondly, we investigate the false-positive rate influenced by the amount of regions
which are wrongly classified as searched patterns. Since we work on sub regions we
need a neighbourhood constraint that tells us, if there are enough connected sub re-
gions to build a pattern. This amount correlates with the size of the currently merged
code that varies permanently. If a bar code has its normal size of 342× 342 pixels
which equals to 3×3 sub regions, the classifier has to find five of them to mark this
region as a found pattern. In contrast to this, if there are only four connected sub
regions which are wrongly indicated as sub patterns the false-positive rate increases
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by one. The detection success rate (DR) is a number between 0 and 1, whereas 1
means that all bar codes has been found. However, the false-positive rate (FPR) is
the sum of all misclassified regions. Both values, the detection success rate and
the false-positive rate are mean-values of the 10-fold cross-validation. We also
provide the average calculation time (ACT) which is needed for one set of 140 sub
regions.

As already stated, we compute a threshold value. This is done during the training
phase of the Bayes Classifier. To evaluate this value we multiply it by a “threshold
factor” to increase or to decrease it.

4.1 Results of Bayes Classifier

4.1.1 Configuration: 30 Bins and 0.8 Threshold Factor

Feature Type DR FPR ACT

Hu Moments 0.9790 25.9580 0.3016

FM Features (6 EigenVecs) 0.8197 0.1263 2.2479

FM Features (15 EigenVecs) 0.9517 1.5670 2.3091

FM Features
(15 EigenVecs, noisy)

0.9990 67.9060 2.0535

Haralick Texture Features 0.0177 0 19.7260

4.1.2 Configuration: 30 Bins and 1.0 Threshold Factor

Feature Type DR FPR ACT

Hu Moments 0.7427 5.7537 0.3009

Hu Moments (noisy) 0.7417 5.8873 0.2784

FM Features (6 EigenVecs) 0.3490 0.0030 2.2620

FM Features (15 EigenVecs) 0.6033 0.1233 2.3215

Haralick Texture Features 0.0070 0 19.9680

4.1.3 Configuration: 60 Bins and 0.8 Threshold Factor

Feature Type DR FPR ACT

Hu Moments 0.9803 24.1790 0.3041

FM Features (6 EigenVecs) 0.8057 0.0917 2.2363

FM Features (15 EigenVecs) 0.9130 1.2700 2.3106

Haralick Texture Features 0.0203 0 18.9708
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4.1.4 Configuration: 60 Bins and 1.0 Threshold Factor

Feature Type DR FPR ACT

Hu Moments 0.6920 4.9407 0.3030

FM Features (6 EigenVecs) 0.3080 0.0010 2.2673

FM Features (15 EigenVecs) 0.1527 0.0153 2.3558

Haralick Texture Features 0.0093 0 19.1208

4.2 Results of Support Vector Machine

Feature Type DR FPR ACT

Hu Moments 0.2887 12.6367 0.3925

FM Features (6 EigenVecs) 0.8677 0.1517 2.6906

FM Features (15 EigenVecs) 0.8757 0.2667 2.4151

FM Features
(15 EigenVecs, noisy)

0.8333 46.8997 2.1307

Haralick Texture Features 0.9777 0.0027 21.3422

Haralick Texture Features
(noisy)

0.8153 8.1083 52.9953

After performing all of our tests we are able to derive the following conclusions.
Firstly, the Fourier-Mellin transform leads to a set of features which are more ef-
fective than the values of the Hu Moments. These are not able to discriminate the
searched patterns sufficiently against the heterogeneous background of our test im-
ages. Secondly, the Haralick Features provide a high and accurate detection rate
and their FPR values are really impressive. However, the calculation time as well
as the detection time needed by the Haralick Features are a substantial drawback.
A similar problem is observable in context of the Fourier-Mellin transform. Due to
the dimension problem and the PCA the training phase is very time consuming. In
general, this step can be performed offline and a detection time around 2.5 seconds
is acceptable for a number of applications. Further observations which are derivable
from our evaluation relate to the classification systems. Both, the Bayes Classifier
and the Support Vector Machine, produce high detection rates. Only the combina-
tion of a SVM and Hu Moments leads to a disappointing result. In context of the
Bayes Classifier an appropriate threshold must be chosen to achieve a high detec-
tion rate as it is not the case for the Haralick Features in our evaluation. The value of
this threshold is not obvious and an application-driven threshold can be chosen ex-
perimentally. Finally, it is interesting to know that the Hu Moments are quite robust
against noisy input data.
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5 Conclusion

As already mentioned in Section 1, detection of characteristic textures is an essential
step in many image processing systems. It is important to improve solutions to the
detection problem with the aim to limit the search space of subsequent processing
procedures and to avoid unnecessary work. In this paper we presented a generic
approach to the problem of texture detection using invariant features. In contrast
to the most existing approaches from this research field, our system has not been
developed for a certain application domain (Section 2). Although we evaluated the
system for the 2D bar code detection problem, generally it can be applied for other
kinds of textures as well. Thus, there is a lot of potential to adapt our methods in an
application-driven way. In order to extract features for the textures to be detected,
our system computes Hu Moments and values of a Fourier-Mellin transform which
are both invariant to rotation, scaling and translation. This is an enormous advantage
in comparison to other feature types like the Haralick Features, since time consum-
ing preprocessing during the detection phase has been omitted in this way; e.g. it
is not necessary to rotate the sliding window above the same position for different
angles and to compare all of the resulting values with the one generated during the
training phase. For the classification, supervised pattern recognition techniques like
the Bayes Classifier and the Support Vector Machine are used (Section 3). In Addi-
tion to this, we have performed a comprehensive set of experiments (Section 4) and
achieved promising results for the 2D bar code detection problem. From the per-
spective of the detection rate there is no difference between the investigated classi-
fiers. However the Bayes Classifier is more suitable to work with less discriminatory
features like the Hu Moments.

In the future, further feature extraction methods and classification schemes will
be integrated into our framework. There are numerous invariant feature types which
are able to solve the addressed problem. Moreover, we will investigate unsupervised
methods in this context. Additionally, we are going to compare the results of the
two-class SVM with the detection rate of an one-class SVM. Finally, the evaluation
results will be proved in an application-driven domain.
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Waterball - Iterative Watershed Algorithm with
Reduced Oversegmentation

Michal Swiercz and Marcin Iwanowski

Abstract. In this paper we present a new approach to watershed algorithm for seg-
mentation of digital grey-scale images. The approach is derived from rainfall-type
watershed methods, but utilises a different method of path tracing and iterative gra-
dient image preparation to reduce oversegmentation and yield better results in object
extraction. Sample results are discussed, with emphasis on their global correctness
and practical applications.

1 Introduction

The watershed transformation is an established, powerful tool for morphological
image segmentation. It has found many applications in different areas of science.
The concept of watersheds comes from the field of topography, referring to the divi-
sion of a continental landscape into water catchment basins, which collect rain water
flowing down from areas of land associated with them. This concept can be utilised
in image segmentation to simulate this water behaviour and generate partitions of
the image corresponding to objects of interest. A grey-scale picture is considered
a topographic relief, where the height of a point is equal to the grey level of the
corresponding pixel.

The watershed segmentation method is not usually applied directly to the original
intensity image, as this will not produce meaningful segmentation results for most
images. We are interested in extracting objects out of the background that are most
homogeneous in respect of their grey level. High values of pixel gradient usually
correspond to object boundaries, so when considering the gradient image as a to-
pographic relief, these boundaries should form catchment basins corresponding to
objects of interest. Therefore, the gradient image is much more useful as the base
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input material for watershed segmentation processing. The computation of gradi-
ent magnitude is quite straightforward, though many variations exist e.g., Sobel,
Prewitt, or morphological gradient operators.

During the recent years, two conceptually distinct techniques have been devel-
oped to calculate the watershed transform. The first method proposes the transfor-
mation by immersing the topographic surface in a lake, with holes pierced in all
local minima of the surface. This technique was implemented in e.g. [4, 12]. The
second method simulates the behaviour of rain water over the topographic surface
associated with the image, so is in a sense the reverse of the immersion approach.
This method has been described, amongst others, in [5, 8, 9, 10].

One of the main drawbacks of the classical watershed algorithm is a phenomenon
known as oversegmentation. The watershed transform tends to properly extract the
edges of the objects of interest, but break up their interior into many small segments,
as each local minimum of the gradient image becomes a seed of a new region, even
though these minima are irrelevant in the global scope. There exist several tech-
niques of countering oversegmentation, most commonly based on blurring the input
gradient image. This, however, creates the risk of loosing fine detail and disrupting
object boundaries.

The „waterball” method presented in this paper can be perceived as a composite
method for object extraction, combining several techniques and mechanisms to pro-
duce satisfactory macro-scale results and demonstrating an alternative approach to
the oversegmentation problem in watersheds. The method was designed to counter
oversegmentation during the actual calculation of watersheds, without the need to
heavily blur the image beforehand, which can result in rapid, undesired loss of
detail. Also, there is no post-processing phase, where region merging is performed
- the partitioning is obtained solely by modifying the input image, calculating wa-
tersheds and evaluating results.

The „waterball” method uses two distinct mechanisms of reducing oversegmen-
tation. First of these mechanisms, the "rolling ball", was based on a simulation of
a larger body, such as a massive ball, rolling down the slope. Contrary to classic
rainfall-type watershed methods, where a single-pixel drop of water is used, this
ball has the ability to cross small ridges and ignore small, insignificant local min-
ima. When such a minimum is encountered, the analysis of extended neighbour-
hood is performed, and if a certain type of barrier is encountered, it can be crossed
in search of a more dominant minimum. The second mechanism, weakening with
edge enhancement, makes it possible to eliminate low, insignificant interior bound-
aries, which contribute to oversegmentation. In each iteration of the algorithm, a
new gradient image is constructed, by means of first weakening the one used in
previous iteration, and then strengthening edges to prevent detail loss.

The paper is organized as follows: in section 2 we provide a detailed description
of our basic algorithm for image segmentation. Some fundamental notations are de-
fined and the concept of „rolling ball’ is outlined. In section 3, we present an edge
enhancement method and finally, an iterative image segmentation algorithm (the
„waterball” algorithm) utilising the „rolling ball” mechanism and edge enhancement
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to produce image partitionings with low oversegmentation. Results, as well as merits
and drawbacks of our method are discussed in section 4, together with their impact
on practical applications. Section 5 concludes the paper.

2 Base Segmentation Algorithm

2.1 Basic Definitions and Notations

Before describing in detail our approach, we introduce some basic definitions used
throughout this paper. We define the following terms:

1. Direction is any vector spanning between two adjacent nodes of underly-
ing connectivity grid, with an emphasized origin node. Therefore, with 4-
connectivity, there exist four directions associated with a given pixel (which can
be intuitively understood as left, right, up and down), with 8-connectivity, there
exist additional four directions (left-up, left-down, right-up and right-down).

2. Intensity function of pixel p will be denoted as f (p). The value of the inten-
sity function may be intuitively associated with the height of the pixel on the
topographic relief.

3. Pixel q is considered a neighbour of pixel p if and only if pixel q is adjacent
to pixel p on the underlying connectivity grid. If the height of q ( f (q)) is the
lowest of all the neighbours of p, and also lower than the height of p ( f (p)), q
is the lowest neighbour of p. If there are multiple pixels meeting this criterion,
they are all considered lowest neighbours of p. Also, in regard of the previous
point, q is a neighbour of p in a certain direction, if p is the origin point for this
direction.

4. Path is a series of pixels, in which every two consecutive pixels in the series
are neighbours in the image, and every pixel in the series is unique. As length
of path we will understand the number of pixels in the path.

5. Pixel pB is a jump neighbour of pixel pA in direction D if all of the below
conditions are met:

a. Pixel pB is a neighbour of pA in direction D.
b. Pixel pB has a greater height than pixel pA ( f (pB) > f (pA)).
c. Pixel pB has a neighbour pC in direction D.
d. Height of pC is lower than height of pA ( f (pA) > f (pC)). Pixel pC will be

called jump target of pixel pA.

6. Jump function of pixel pA in direction D is defined as follows:

J(pA,D) = a f (pB)+ b f (pC), (1)

where pB is a jump neighbour of pA in direction D and pC is a jump target of
pA in direction D. Values a and b are constants chosen during the tuning phase
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of the algorithm. Jump function for a pixel exists only if both jump neighbour
and jump target exist for this pixel.

7. Pixel pB is a lowest jump neighbour of pixel pA if it is a jump neighbour of
pA, and the jump function of pA associated with pB (being A’s jump neighbour)
is the lowest of all the jump functions of pA.

8. Plateau of height h is a set of pixels such that all the pixels are of the same
height h and every two pixels can be connected by a path with all the pixels in
the path also having a height of h. Plateau pixel is considered an outlet, if it has
at least one lower neighbour or at least one jump neighbour.

9. Minor minimum is a pixel that does not have a neighbour with a lower height
but has at least one jump neighbour, or a plateau consisting of pixels without
lower neighbours but having at least one jump neighbour.

10. Major minimum is a pixel that does not have a neighbour with a lower height
or a jump neighbour, or a plateau consisting of pixels without lower neighbours
or jump neighbours.

11. Roll path is the shortest possible path from pixel pA towards pixel pB, where
each successive pixel is either the lowest neighbour of the previous pixel in
the path, or a lowest jump neighbour of the previous pixel if the previous pixel
has no lower neighbours. Additionally, the starting pixel pA is not lower than
pixel pB. Every roll path ends in a major minimum but can cross several minor
minima.

An additional explanation is required for the case of roll paths on plateaus. This
is a special scenario, as inner pixels of a plateau do not have a lowest neighbour
and cannot have jump neighbours. In this case, we assume geodesic distance [7]
as distance criterion on the plateau and on this basis we calculate the shortest path
between the plateau entry pixel and the nearest outlet.

As we mentioned before, there can exist several equally valid roll paths for a
pixel, leading to different major minima. Therefore, such a pixel can belong to
more than one catchment basin and a criterion must be chosen to determine which
basin to use. In this work, we use the „first-found” criterion, by which to con-
tinue the roll path we pick the first viable lowest neighbour or, if not possible, the
first lowest jump neighbour found during a pixel’s neighbourhood scan. This is a
simple and fast method that, even though is biased in certain specific scenarios,
generates satisfying overall results and has virtually no meaningful impact in the
macro-scale.

The jump function is one of the central concepts behind the waterball algorithm.
Jump pixels can be considered a cross-section of the barrier that blocks the move-
ment of the rolling ball. By analysis of the shape of that cross-section, it can be
determined whether the barrier is likely to be a small obstruction due to noise or
similar phenomena, or if it is a proper division area between meaningful objects in
the image. Then, the significance of this barrier can be assigned a numeric value,
which in turn can be associated with pixel height and in this respect compared with
other pixel heights when determining further roll path.
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2.2 Path Tracing by “Rolling Ball”

Our "rolling ball" algorithm implements the rainfall approach to find a downstream
flow along the steepest roll path from each pixel, and distribute region labels mark-
ing the association of each pixel to a certain regional minimum. A mechanism called
directional code is used to code roll paths, where each visited pixel receives a mark-
ing in the dedicated ’direction array’ - a specially created integer array equal in size
to the image array. The value of this marking represents the position of pixel in the
image that should become the next step in the roll path. A path can be therefore
viewed as a series of pointers to pixels stored in the direction array.

Fig. 1 Rolling ball segmentation: single roll path from pixel a5 (a), fully scanned image with
all direction markings (b), and the final partition of the image (c)

First, the image is surrounded by a 2-pixel wide frame of guardian pixels which
are of set, much higher altitude than any of the actual pixels in the image, and
therefore provide an uncrossable boundary for roll path tracing. This is done to
improve performance and eliminate unnecessary checks of boundary conditions in
each neighbourhood scan. The path-tracing process is performed for each pixel in
the image and consists of the following steps:

1. Neighbourhood scan is performed to find the lowest neighbour of the starting
pixel. The lowest neighbour of the starting pixel becomes the next step in the roll
path and is marked with directional code. Each new pixel in the path is in turn
scanned for its lowest neighbour to add to the path, and the process continues
until a minimum is encountered. This case is demonstrated on the example of
pixels a5 or b4 in Fig. 1(a).

2. If a minimum is encountered, it is scanned to determine if it is a minor or a
major minimum. If a jump pixel (neighbour) is found, this minimum is a minor
minimum and this jump neighbour is treated as lowest neighbour and becomes
the next step in the roll path. Path tracing continues at that jump pixel. If no jump
pixels are found, this candidate minimum is considered a major minimum and
every pixel of this minimum is labeled with a new label (unless it was already
labeled during previous processing). In Fig. 1(a), pixel c3 is a minor minimum,
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for which jump neighbours c2 and e3 exist. Jump neighbour c2 is preferred (it is
the lowest jump neighbour for c3) and the roll path can continue from c3 through
c2 to pixel c1, which is a major minimum. Pixel c1, as a newly encountered major
minimum, receives a new label, „A”.

3. If a plateau is encountered, it is scanned to find all the pixels belonging to it, as
well as to locate the plateau’s outlets. Every outlet is analysed, and its next step
is found (note that a lower neighbour always takes precedence before a jump
neighbour when considering a next step). The plateau itself is then labeled using
the region growing prairie fire method, where the outlets act as seeds for propa-
gation and distribute their next step to their neighbours on the plateau. The next
step markers spread with each iteration of the region growing to gradually fill
the whole plateau. After spreading the next step markers over the plateau, the
processing continues to the next pixel in the image.

4. After every pixel is given a direction marker (Fig. 1(b)), the whole image is
scanned again, and for every pixel, its roll path is traced until an associated ma-
jor minimum is found. Since all the major minima are labeled at this point, the
appropriate label can be propagated along the processed roll path. At the end of
this step, the whole image is labeled (Fig. 1(c)).

It is worth pointing out that there are many cases, where roll paths originating from
different pixels merge at some point along the way. For example, in Fig. 1(a),
paths originating from pixels a4 and a3 meet and merge at pixel b3. To avoid
unnecessary computations, whenever an already labeled pixel is encountered during
roll path tracing, the path is not traced further (as it was obviously already scanned
and labeled) and we proceed with propagation of the encountered label, just as if a
minimum was reached. Therefore, only one of the paths from pixels a4 or a3 will
be fully retraced, the other will be retraced only from the origin point to the merge
point.

3 Segmentation Algorithm with Iterative Edge Enhancement

3.1 Weakening with Edge Enhancement

The gradient image calculated from the original intensity image (for example using
the classic Sobel method) usually captures object boundaries sufficiently well, rep-
resenting them as high-intensity edges. However, often the interior of the objects is
not uniform and some small internal boundaries also manifest in the gradient image.
These boundaries are not globally significant and are a major cause of undesired
oversegmentation. To reduce their impact on segmentation results, an immersion
technique was designed, consisting of the following steps:

1. The gradient image is weakened by subtracting from it a constant, relatively small
value. In this work, weakening value of 2 was used for gradient images with in-
tensity range between 0 and 255. If there are pixels that have a negative intensity
value after this subtraction, their value is rounded to zero.
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2. Edge intensity image is calculated from the weakened gradient image obtained
in step 1. In this work, Roberts method was used.

3. Edge intensity image, obtained in step 2, is multiplied by a scaling factor. In this
work, a scaling factor of 1.1 was used.

4. Such prepared edge intensity image is added to the weakened gradient image
from step 1 to produce a final gradient image. This final gradient image is the
input material for segmentation.

The weakening technique allows to remove smallest internal boundaries, which are
insignificant compared to the strong, external object edges, but would heavily in-
fluence the results of watershed transform. The edge enhancement helps mitigate
the effect of weakening on main boundaries in the image. As will be demonstrated
later, the described mechanism, together with rolling ball path tracing works very
efficiently in the iterative segmentation method.

3.2 Iterative Waterball Segmentation

The iterative waterball segmentation utilises two techniques described in the previ-
ous sections: „rolling ball” segmentation and edge enhancement. The algorithm can
be summarised as follows:

1. Initial gradient image is prepared from the intensity image
2. The waterball segmentation is performed on the gradient image to extract seg-

ment labels. Values a = 2 and b = 1 were used as jump function parameters.
3. Stop condition test is performed. If the stop condition is satisfied, processing

ends. If not, execution proceeds to step 4.
4. Weakening with edge enhancement is performed on the gradient image, forming

new input for the next iteration.
5. Execution returns to step 2 and the next iteration begins.

Due to the iterative nature of this method, a stop condition needs to be formulated.
Optimally, the algorithm should yield results that are consistent with an intuitive
partitioning of the image into macro-scale objects of interest. Therefore, in most
cases, it is very hard to define the stop condition without human input. There exist
several guided watershed algorithms, where human input is taken into account when
performing the watershed segmentation, such as marker-based methods. However,
it is sometimes difficult to pinpoint proper locations for markers. In this work, the
concept of dominant segment set is introduced to function as a simple, intuitive
stop criterion. Dominant segment set is a set of image segments, whose total pixel
count equals or exceeds a predefined threshold (for example, 90% of a total pixel
count of the image). The number of segments belonging to the dominant segment set
is given by the user at the beginning of the segmentation process, and the algorithm
stops when this set emerges.
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4 Result Discussion

The results of the waterball segmentation method are demonstrated in Fig. 2 and
Fig. 3 for a series of test images. The parameters of the algorithm were chosen
individually in each case to achieve satisfactory performance and meaningful output.

Fig. 2 Example images: hand (a), car (c), and the result of „waterball” segmentation of these
images: (b), (d)

Fig. 3 Reference image „Lena”: original image (a), segmentation by „waterball” (b), detail
of the original image(c), detail of the segmented image (d)

In Fig. 4, several iterations of the „waterball” method are shown for a chosen im-
age. In this case, the best results are obtained with 13 iterations. It is worth noticing
that if the dominant segment set parameters were chosen poorly and the iterations
are allowed to continue beyond the desired, intuitive stop point, the fine details and
smaller internal objects are gradually lost but the segmentation still produces vi-
able macro-scale results for several more iterations. This effect is demonstrated in
Fig. 4(e).

The „waterball” method is less effective in segmentation of images, where main
objects of interest have weakly defined or blurred edges. During the edge enhance-
ment step, these edges will disappear faster than desired and some internal segments
laying close to these edges might be merged with the background. Another unde-
sired effect is the presence of many small segments in the proximity of such weakly
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Fig. 4 Iterations of „waterball” algorithm for image „hand”: 1st (a), 3rd (b), 6th (c), 13th (d)
and 15th (e)

defined edges, as can be observed in Fig. 3(d). The overall results, however, are on
par with results reported in [3, 9] when considering the effectiveness of macro-scale
object extraction.

The structure of the „waterball” algorithm allows for a wide degree of paral-
lelization of calculations. One possible approach is to obtain several input images
corresponding to several iterations of the edge enhancement steps, and then calcu-
late watersheds for each of these images in parallel, on different processing nodes.
Afterwards, the results can be evaluated using the dominant segment criterion and
the best result can be chosen. This approach would allow significant shortening of
the total calculation time, however, at the expense of increased memory consump-
tion (as all the data structures associated with each input image would have to be
stored in memory at the same time).

5 Conclusion

The „waterball” algorithm presented in this paper provides an efficient tool for seg-
mentation of digital greyscale images and a viable alternative to existing methods
based on classical watersheds and region merging. The oversegmentation was sig-
nificantly reduced while the edges of macro-scale objects were faithfully repro-
duced. The method performs best when the objects of interest in the image are
well defined, with strong edges and uniform background and in such cases, can be
effectively used as a replacement of classical image segmentation algorithms.
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Kernel Postprocessing of Multispectral Images

Marcin Michalak and Adam Świtoński

Abstract. Multispectral analysis is the one of possible ways of skin desease de-
tection. This short paper describes the nonparametrical way of multispectral image
postprocessing that improves the quality of obtained pictures. The method below
may be described as the regressional approach because it uses kernel regression
function estimator as its essence. The algorithm called HASKE was developed as
the time series predictor. Its simplification may be used for the postprocessing of
multispectral images.

Keywords: Multispectral images analysis, nonparametrical regression, machine
learning, HASKE.

1 Introduction

Every color may be described as the finite set of real values. Depending of the
features we choose we obtain models like RGB, HSV and many others. When the
number of color features, called channels, increases we say about multispectral or
hyperspectral color definitions. We assume, that increasing the number of channels
will give us more information about every pixel, or in other words the discernibility
of different pixels will be higher.

This article describes the kernel method of multispectral image postprocessing
and points the direction of its development to obtain the scalable postprocessing
algorithm that would give also high quality of results.
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It is common, that measured samples (spectra) of the same color may be different
due to the distance from the camera or the difference in lightening density. If the
reference point is given, for example correct spectra of finite number of colors, it
should be possible to describe the dependence between the observed spectrum and
the expected one.

Next chapter introduces the research context of the presented paper. Then some
theoretical aspects are described, especially the definition of HASKE algorithm that
became the essential part of the kernel postprocessing. Afterwards experiments and
their results are described. The paper ends with some conclusions and possible
perspectives of further works.

2 Previous Research

Multispectral analysis becomes more popular as a tool for skin disaes diagnosis
[6][1]. In the paper [8] similar problem is raised: multispectral images for skin
tumour tissue detection. On the base of acquired skin images and tumor regions
pointed by medical experts some popular classifiers were build. Simultanously, the
other point of interest was defined: how does the measuring device influence ob-
tained images? It occured, that for the well define given color (color with its spec-
trum) a wide range of spectra were obtained from the device (device is shown on
the Fig. 1).

Fig. 1 Acquiring device.

In the paper [4] two approaches of multispectral images postprocessing were
proposed. First of them (called classificational) give quite good results but has
the disadvantage of being not scalable for colors that did not take the participa-
tion in building the classifier. Second one (called regressional) is scalable, but does
not give satisfying results. This paper shows the results of regressional approach
improvement.
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Fig. 2 Colors from the ColorChecker.

3 Regressional Postprocessing

For the further reading of the paper the following notions are defined:

specimen - the real spectrum of the colour from the GretagMacbeth ColorChecker;
sample - the measured spectrum from the ColorChecker;
(color) profile - the aggregated information about all samples from the same

colour of the ColorChecker.

The regressional approach of multispectral images postprocessing is based on the
assumption that there exists some unknown regression function between the ob-
served spectrum and the real one (close to the specimen). This dependence may be
the one of the following:

• ”1 vs 1”: describes how the c-th color of the specimen depends on the c-th color
of original spectrum;

• ”1 vs all”: describes how the c-th color of the specimen depend on the all image
channels;

• ”1 vs all ext.”: extension of previous model wit the usage of additional input
variables like the spectrum intergal.

3.1 Nadaraya–Watson Estimator

The Nadaraya–Watson estimator [5][10] is defined in the following way:

f̃ (x) =

n

∑
i=1

yiK

(
x− xi

h

)

n

∑
i=1

K

(
x− xi

h

) (1)

where f̃ (x) means the estimator of the f (x) value, n is a number of training pairs
(x,y), K is a kernel function and h is the smoothing parameter.

As it is described in [7] and [9], the selection of h is more important than the
selection of the kernel function. It may occure that small values of the h cause that
the estimator fits data too much. From the other hand big values of this parameter
h lead to the estimator that oversmooths dependencies in the analysed set.
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One of the most popular method of evaluation the h parametr is the analysis of
the approximation of the Mean Integrated Squared root Error (MISE).

MISE(h) =
∫

E{ f̃h(x)− f (x)}2dx (2)

The generalization of the above formula, with the introduction of Integrated Squared
Bias(ISB) and Integrated Variance (IV), leads to the Asymptotic Mean Integrated
Squared root Error (AMISE):

AMISE(h) =
R(K)

nh
+

1
4
σ4

Kh4R( f ′′) (3)

where R(L) =
∫

L2(x)dx and σα
K =

∫ ∞
−∞ xαK(x)dx. Optimization the AMISE in re-

spect of h gives:

h0 =
[

R(K)
σ4

KR( f ′′)

] 1
5

·n− 1
5 (4)

The value of the expression R(K) depends on the choosen kernel function K, but the
value of the expression R( f ′′) is unknown, so it is being replaced by some estima-
tors. Further generalization leads to the following expression:

h0 = 1,06min(σ̃ , R̃/1,34)n−1/5 (5)

Details of derivations can be found in [7]. More advanced methods of h evaluation
can be found in [9].

One of the most popular is the Epanechnikov kernel [2]. If Vq denotes the volume
of the q–dimensional unit sphere in the R

q space:

Vq =

{
(2π)q/2

2·4·...·n for q even
2(2π)(q−1)/2

1·3·...·n for q odd

then the Epanechnikov kernel is defined as:

K(x) =
q + 2
2Vq

(1−||x||), ||x|| ≤ 1

Other popular kernel function are listed in the Table 1 where I(A) means the
indicator of the set A.

3.2 HASKE Algorithm

Heuristic Adaptive Smoothing parameter Kernel Estimator (HASKE) [3] was de-
veloped as the kernel time series predictor. As the first step of the algorithm the
mapping between the time series domain (t,xt) and the regression domain (xt ,xt+p)
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Table 1 Popular kernel functions.

kernel type onedimensional multidimensional

Epanechnikov K(x) = 3
4

(

1−x2
)

I(−1 < x < 1) K(x) = q+2
2Vq

(1−||x||)I(||x||< 1)

Uniform K(x) = 1
2 I(−1 < x < 1) K(x) = 1

Vq
I(||x||< 1)

Triangular K(x) = (1−|x|)I(−1 < x < 1) K(x) = q+1
Vq

(1−√||x||)I(||x||< 1)

Biweight K(x) = 15
16 (1−u2)I(−1 < x < 1) K(x) = (q+2)(q+4)

Vq
(1−||x||)2I(||x||< 1)

Gaussian K(x) = 1√
2π exp−u2/2 K(x) = (2π)−q/2 exp(−||x||/2)

is performed. The p parameter is usually a period of the time series. After the map-
ping, the final prediction is proceeded as the estimation of the regression function
task that is divided into two steps.

Before the first step the division of the training set into the smaller training step
and the tuning set is performed. Then the value of the smoothing parameter h, calcu-
lated on the smaller training set with the Eq. 5, is modified with the usage of parame-
ter μ : h′ = μh. The value of the μ parameter that gives the smallest error on the tune
set is considered as the optimal one1. To avoid the underestimation (or overestima-
tion) of the result the second HASKE parameter is introduced. The underestimation
αi is defined as the quotient of estimated value ỹi and the real value yi. Then, the
final underestimation α is defined as the median of tune set underestimations va-
lues calculated with the usage of h′ smoothing parameter and the Nadaraya–Watson
estimator.

After the first step, when two new parameters μ and α are calculated, the final
regression step is performed: on the basis of the (bigger) training set smoothing
parameter is calculated, then its value is multiplied by the μ value and the result of
Nadaraya–Watson estimator is divided by α .

For the purpose of using HASKE for simple regression there is no need to trans-
form data from one space to another. Only division the train set into train and tune
set must be performed. On the basis of μ and α the final formula of regression takes
the following form:

f̃ (xt) =
1
α

n

∑
i=1

yiK

(
xi− xt

h ·μ
)

n

∑
i=1

K

(
xi− xt

h ·μ
) (6)

4 Experiments and Results

The data set contained 31 456 observed spectra from 24 colors. Four of them were
represented by 2130 instances, one was represented by 1238 instances and the rest

1 For the time series it is a little more complicated and the notion of time series phase is
introduced. Details are described in detail in [3].
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of them were represented by 1142 instances. Specimen spectra were 36 channel
and were interpolated linearly into 21 channel (domain of the acquisition device
spectra). The data set was divided randomly into train set (28 311 objects) and the
test set (3 145 objects).

As the quality measure the root of the mean value of the squared absolute error
(RMSAE) was used:

RMSAE =

√

1
n

n

∑
i=1

(
c̃i− ci

ci

)2

(7)

All three models of data dependance were examined: ”1 vs 1”, ”1 vs all”, ”1 vs all
ext.”. For each of the model three regressors were used: Nadaraya–Watson (NW ),
HASKE without underestimation step (μHASKE) and full HASKE. The result
comparision is shown in the Table 2.

Table 2 Postprocessing results.

regressor

model NW μHASKE HASKE

1 vs 1 102,8% 93,2% 93,24%

1 vs all 100,0% 130,2% 236,4%

1 vs all (ext.) 100,0% 46,7% 42,3%

We may see that the usage of HASKE gives different results for different models
of regressional dependency. The best results may be observed for the third one. In
this case it is also visible that the following steps of HASKE give better results that
the typical regression with Nadaraya–Watson estimator.

5 Conclusions and Further Works

Referring to the results of the previous research [4] in this paper the regressional
approach of multispectral images postprocessing was developed. The usage of time
series dedicated HASKE algorithm gave better results than non-nodified Nadaraya–
Watson kernel estimator. The adaptive modification of the smoothing parameter
value that is the essential part of HASKE should be regarded as the main reason
of the results improvement. This means that furhter works should focus on the prob-
lem of h parameter evaluation.

It also occured that adaptive methods of smoothing parameter evaluation should
be applied for the third model of spectra dependencies representation. It may be also
interesting to expand this model with several new variables like the typical statistics:
mean, maximal and minimal value, standard deviation etc.

It may be also interesting to recognize which spectra channels provide most of
the color information. In other words – which channels are the most useless ones
and make the models more complicated.
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A Semi-local Topological Constraint for Efficient
Detection of Near-Duplicate Image Fragments

Mariusz Paradowski and Andrzej Śluzek

Abstract. Image matching methods are an important branch of computer vision
and have many possible applications, i.e. robotics, navigation, etc. Their goal is to
detect near-duplicate images, sub-images or even localize image fragments. The pa-
per addresses the last, and the most difficult problem: simultaneous localization of
multiple image fragments in images of unknown content. A complete lack of any
a priori knowledge is assumed, including no information of the number of frag-
ments. The presented approach combines low level vision techniques and high level
spatial constraints. Photometric properties of the images are represented using key-
regions. Spatial consistency is verified using the topology of images. A graph of
topologically consistent key-regions is created. It allows efficient localization of
entire near-duplicate image fragments.

1 Introduction

Local approaches, where the data representing visual and spatial properties of
images are key-regions (also referred to as keypoints), are typical tools for near-
duplicate detection in image matching. In most cases, key-regions are elliptical ar-
eas within the image, which are extracted using various key-region detectors), e.g.
in places of high gradient changes (Harris-Affine detector [5]). Such key-regions
are characterized by feature vectors typically built by key-region descriptors, e.g.
SIFT, [4], is one of the most popular choices. The methods of key-region detection
and description are designed to be invariant under typical geometric and photomet-
ric distortions, which makes key-region matching a feasible method of identifying
visually similar image patches.

However, even the most reliable approaches usually match correctly only a frac-
tion (sometimes very small) of the returned key-region pairs. To remove incorrect
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matches (outliers), additional steps are needed. Various kinds of spatial models are
used to verify the correctness of key-region matching. These models are based on
either image geometry or topology. They may be unimodal (matching an image
against a single model or a sub-image) or multimodal (to find multiple similar frag-
ments in matched images). In this paper we discuss a multimodal approach based
on image topology.

Problem formulation

In this work, we generally assume no a priori knowledge about the processed im-
ages, i.e. the method is designed to handle random visual contents so that it is not
possible to build any model of images or to apply any typical machine learning ap-
proaches. Therefore, we define the objective in a very general and straightforward
manner: Given two random images, find all near-duplicate image fragments which
appeared on these two images.

Selected prior works

As mentioned above, the correctness of key-region matching is verified using ei-
ther unimodal and multimodal approaches (the former being more common and
popular). In the unimodal techniques, the objective is to determine the optimum im-
age transformation which maximizes the correspondences between the actual and
model-mapped coordinates of matched key-regions. A range of approaches is pos-
sible, very often based on a popular RANSAC algorithm [1]. Affine [3, 4], homog-
raphy [2] or non-linear [12] transformations are used to model the image mappings.
Multimodal approaches (though discussed in the research literature) are less popu-
lar. They are designed to handle a more difficult problem, i.e. simultaneous detection
and localization of multiple near-duplicate fragments in matched images. Simila-
rity [13] and affine [7, 9] transformations have been used to build geometry-based
constraints verifying the correctness of key-region matching.

In the presented work, we and focus on image topology instead, i.e. local topo-
logical constraints are applied to verify whether groups of matched key-regions ac-
tually form similar fragments, [8]. This is obviously more general compared to the
geometrical approach. However, such a generality may results in a lower precision
of the topological methods.

The idea of semi-local topological pseudo-invariants can be traced back to the
works of Schmid and Mohr [10, 11]. They suggested the correctness of keypoint
matching could be verified by processing neighborhoods of key-regions. A pair of
keypoints is considered correctly matched, if a certain fraction (50% in [10]) of
their nearest neighbors in both images are also matched. Filtered nearest neighbors
of the key-region pair have to follow the similarity transformation, which is less
generic than the affine transformation. In our earlier research, we have generalized
this approach and proposed another topological constraint based on the orientation
of vectors [8], which puts much less assumptions on the geometry of the neighbor-
hood. However, computational costs are higher because of its complexity which is
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equal to O(nN3), where n is the number of keypoint pairs and N is the size of the
neighborhood. Thus, he neighborhood N has to be very small in practice.

We have verified the usefulness of the topologically consistent neighborhoods (as
suggested in Schmid–Mohr approach) in our prior work [6]. Similarly to the origi-
nal report [10], we have used the semi-local invariant to calculate distances between
many images, i.e. to pre-retrieve images possibly containing fragments similar to
the query. In this paper, we apply the same constraint to a much more difficult task –
to accurately locate multiple similar fragments existing in the matched images. We
have addressed different aspects of such a problem in our previous researches. In [9],
we proposed a geometrical, triangle based method of relatively high computational
complexity (O(nN2)). Its faster (O(nN)) complexity) variant with more assump-
tions and lower quality has been presented in [7]. A topological method based on
vector orientation (of O(nN3) complexity) has been reported in [8]. Our objective is,
therefore, to develop a method providing similar (or better) performances at lower
computational costs.

2 The Proposed Method

The main contribution of this paper is a method capable to detect (without any im-
age model and/or learning) multiple near-duplicate fragments in matched images at
O(nN) complexity. The proposed method combines two ideas: the neighborhood-
based topological constraint [6, 10] used to verify if a pair of key-regions is reli-
ably matched, and the topological graph [8] used to merge key-regions into image
fragments. The general concept of the method can be represented by the following
pseudocode:

1: Detect key-regions in each image (off-line).
2: Find N neighborhoods for each key-region (off-line).
3: Match key-regions between two images I and J .
4: for all key region pairs R(I ,J ) do
5: Identify all matched pairs of key-regions within the neighborhoods for each matched key-region pair (rI ,rJ ).
6: Count the number of identified key-region pairs in both images
7: if number of key-region pairs higher than threshold in both images then
8: Mark the (rI ,rJ ) key-region pair as correct

9: Connect key-regions rI and rJ to their matched neighbors
10: end if
11: end for
12: Group all correct regions according to connections.
13: Calculate convex hull for each group.

2.1 Local Topological Constraint

We assume that if a pair of key-regions is correctly matched, more matches should
be consistently expected in the neighborhoods of both key-regions. Such a con-
sistency of the neighborhoods is verified by counting matched key-region pairs
within both neighborhoods. In other words, a single evidence that two regions are
visually similar may not be enough. However, if we have multiple such evidences,
the regions should be considered visually similar. This idea is illustrated in Fig. 1.
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Fig. 1 Illustration of the neighborhood-based topological constraint. Only these key-region
pairs are correct which are surrounded by a sufficient number of matching pairs of other
key-regions.

Given an Euclidean distance d, the spatial neighbourhood N (rX ) of a size s for
a key-region rX from an image (set of key-regions) X is equal to:

N (rX ) = arg min
N∈X

∑
n∈N

d(n,rX ), |N|= s. (1)

Given two images I ,J , a pair of key-regions (rI ,rJ ) ∈ R(I ,J ) and a thresh-
old t, the neighborhood-based topological constraint T (I ,J ,rI ,rJ , t) is defined
as:

T (I ,J ,rI ,rJ ,t) =
∣
∣
∣

[

N (rI )×N (rJ )
]∩R(I ,J )

∣
∣
∣> t, (2)

where R(I ,J ) is a set of key-region pairs, N is the spatial neighborhood
function, and × stands for Cartesian product.

The idea of multiple-evidence key-region pairs does have an important advan-
tage: it is very simple to verify. Given key-region neighborhoods, we only need
to check how many matched pairs belong to the neighborhoods. For a single pair
of key-regions, this operation takes only O(N) so that the total complexity for all
matched pairs of key-regions is equal to O(nN).

To demonstrate that such a topological constraint has the ability to filter out only
correct keypoint matches, a number of examples is shown in Fig. 2. In general, the
majority of filtered keypoint pairs (small circles) are correct.

2.2 Topological Graph

Multiple evidences supporting similarity of image fragments can be conveniently
represented by a graph (which will be referred to as topological graph [8]). Each
node of the topological graph corresponds to a pair of matched key-regions. If two
pairs of matched key-regions are found evidences supporting similarity of an image
fragment (as explained above), and edge is created between the corresponding nodes
of the graph.
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(a) Despite background clut-
ter, small road signs are fil-
tered correctly.

(b) The method is invariant
to typical image transforma-
tions.

(c) Weakness of the ap-
proach – matches are correct,
but the region is incorrectly
detected.

Fig. 2 Image pairs with encircled filtered keypoints.

Now, the retrieval of similar image fragments can be considered the connected
component search. In fact, the routine is a classic 1-connected component search al-
gorithm, which takes only O(nN), which is the maximum possible number of edges
in the graph. Exemplary components found within the topological graph are shown
in Fig. 3. Key-regions are marked with small circles and lines represent connections
between them. Because of a high acceptance threshold (the percentage of key-region
matches with a neighborhood) the number of graph edges, i.e. the number of lines
in the figure, is large.

Once the topological graph is constructed and its nodes are grouped into connected
components, we create convex hulls of such groups of (separately in both images).
The convex hulls represent the estimated outlines of similar image fragments.

3 Experimental Verification

The experimental verification of the method has been performed on a database
containing 9900 image pairs (http://www.ii.pwr.wroc.pl/∼visible/). About 15% of
the pairs share at least one common fragment, many of these pairs contain multi-
ple common fragments. This makes the data set suitable both for testing precision
(most pairs do not share similar content) and recall (a sufficiently large number of
pairs share multiple objects). The database contains both indoor and outdoor scenes,
with diversified objects. Background clutter is generally very high. The quality mea-
surement is performed using classic precision and recall measures, in two aspects
however. First, we only determine if the similar fragments are correctly extracted
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(a) Objects are correctly sep-
arated. Only a single key-
point pair is incorrect.

(b) The graph is dense, there
are many evidences to sup-
port the similarity.

(c) Occlusions do not pose
problems, because there is no
model.

Fig. 3 Relations between keypoint pairs – the topological graph.

(regardless how well their shape are estimated). In the second aspect, we measure
how accurately the areas of similar fragments are outlined.

The proposed matching method has two parameters – the neighborhood size N
and the cutoff threshold t. Due to O(nN) complexity the neighborhood size setting
linearly impacts the method execution time. Thus, the parameter should not be ex-
cessively increased in order to avoid slowdowns. However, too small neighborhoods
deteriorate precision. The cutoff threshold affects only the achieved quality of re-
sults. Increasing the cutoff threshold means that more evidences are required to sup-
port similarity. The results obtained for different parameter settings are presented
in Tab. 1. The achieved precision is well above 90% both in object and area as-
pects. Exemplary similar fragments found within the database images are presented
in Fig. 4. In fact, the algorithm’s ability to effectively process large neighborhoods
(e.g. N = 140) is one of the advantages of this approach. Our previous approach
(the orientation-based topological method [8]) has been limited only to very small
neighborhoods (recommended N = 30) due to O(nN3) complexity. We have also
tested our approach on the threshold setup suggested in [10] (t = 0.5N). Almost all
key-regions were filtered out and the achieved quality was low.

To summarize the experimental verification of the method, we compare it with
other image fragment matching approaches. All of these approaches have higher
computational complexity. Quality of results achieved by the new method is fully
satisfying. It achieves very high precision – over 90%, while keeping recall at
competing levels. The final comparison is shown in Tab. 2.
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Table 1 Average quality results for 9900 image pairs.

neighborhood size

80 100 120 140

object based measurement (precision/recall/f-score)

th
re

sh
ol

d 12% 0.69/0.85/0.76 0.75/0.85/0.80 0.84/0.83/0.84 0.86/0.83/0.85

14% 0.74/0.83/0.78 0.83/0.81/0.82 0.89/0.79/0.84 0.92/0.78/0.84

16% 0.82/0.78/0.80 0.88/0.78/0.83 0.90/0.76/0.82 0.93/0.75/0.83

20% 0.85/0.71/0.77 0.88/0.68/0.77 0.91/0.65/0.76 0.94/0.63/0.75

area based measurement (precision/recall/f-score)

th
re

sh
ol

d 12% 0.75/0.46/0.57 0.79/0.49/0.61 0.86/0.49/0.63 0.87/0.52/0.65

14% 0.81/0.43/0.56 0.88/0.44/0.59 0.91/0.44/0.60 0.93/0.45/0.60
16% 0.88/0.37/0.52 0.92/0.39/0.55 0.93/0.37/0.53 0.94/0.38/0.54

20% 0.92/0.28/0.43 0.93/0.28/0.43 0.94/0.28/0.43 0.96/0.28/0.43

(a) Successful matches (b) Failed matches

Fig. 4 Matched image fragments using the neighborhood based topological constraint and the
topological graph.

Table 2 Comparison of image fragment matching methods.

image fragment fragment key regions prec. recall prec. recall

matching method matching matching [obj.] [obj.] [area] [area]

topological-angles [8] O(nN3) O(kn2) 0.94 0.93 0.63 0.79

geometrical-triangles [9] O(n2 +nN2) O(kn2) 0.96 0.82 0.95 0.65

geometrical-ellipses [7] O(n2 +nN) O(kn2) 0.95 0.65 0.87 0.49

topological-neighbors O(nN) O(kn2) 0.92 0.78 0.93 0.45

4 Summary

A novel method for matching image fragments has been presented. It is based on
a local topological constraint defined over the spatial neighborhoods of key-region
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pairs. The main advantage of the method is its low computational complexity equal
to O(nN), where n is the number of key-region pairs and N is the size of the spatial
neighborhood. The method is able to compete with much more complex approaches.
On the test data set we achieved up to 92% precision for the object-based aspect and
93% for the area aspect of measurements. These results are are comparable with the
geometrical approach, which has much higher computational complexity.
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Education Republic of Poland resources in 2008–2010 years as a Poland–Singapore joint
research project 65/N-SINGAPORE/2007/0.
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Morphology-Based Method for Reconstruction
of Invisible Road Parts on Remote Sensing
Imagery and Digitized Maps

Bartlomiej Zielinski and Marcin Iwanowski

Abstract. Road detection in remote sensing imagery is an important field of interest
in remote scene analysis. In complex process of road network extraction one has
to cope with many separate problems. One is presence of objects which are similar
(or identical) in colour to road surface. Another is absence of some road fragments
in the image. In this paper we propose a new approach with use of morphological
image processing to address aforementioned issues. Moreover, we claim it works
well for road detection on maps. Our experiments prove effectiveness of proposed
solution. Along with relative simplicity, our proposal presents a convenient method
for road network reconstruction.

1 Introduction

1.1 The Background

Increasing availability of satellite and aerial images contributed to growing interest
in remote scene analysis. Demands emerging from different directions — industry,
military, government agencies etc. — intensified involvement in remote sensing re-
search which mainly focuses on detecting certain type of objects in examined image
(or series of images). Multiple image analysis might be performed while discover-
ing seasonal changes in the environment, updating geographic information systems,
monitoring disasters like floods and conflagrations or determining their range of
damage.

Among many subjects in remote sensing domain, road detection has been a topic
of significant importance. Despite considerable research, no unfailing solution has
appeared. Numerous sub-problems arising in the course of extracting roads make
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the task not a trivial one. There are many potential ways of handling the question.
Some of them offer ease of overcoming certain difficulties. However, there are some
essential issues one has to deal with while designing a road detection tool.

First of all, some road fragments are invisible, as they lead underground or sim-
ply might be covered by treetops. It imposes necessity of guessing where some
parts of a road are, because this information the initial image sometimes just
lacks.

Secondly, some objects in an image might be of exactly same colour as roads.
Sheds, buildings and a whole range of stuff similar to road surface make analysis
even more onerous.

Thirdly, various types of roads appear in the image. Especially suburban areas
are rich in roads of diverse surfaces: tarmac, concrete, dirt to name just a few. Every
one of them is of a different colour which makes initial preselection pretty difficult
task. The more so, because we cannot assume that all the images had been taken in
exactly same lighting conditions.

By and large, even sophisticated methods of analyzing image need a solution of
getting rid of unwanted objects as well as of merging roads into a network by filling
gaps between potential road segments.

1.2 Scope of the Paper

This paper shows a mathematical morphology based approach solving separate
problems which exist in road detection process. The approach handles with binary
images, so a preprocessing step is required. It can be some complex preselection as
well as simple thresholding method.

One of the problems the paper is addressing is presence of non-elongated objects
in an image. Such objects might be suspected of being anything else but roads and
generally can be safely removed. We solve the issue by erasing all the pixels which
do not belong to lines longer than certain value.

The other problem is lack of some road fragments due to covering effects. Our
algorithm merges near road parts and so reproduces road network.

1.3 Previous Works

Since the beginning of research in the area many different ideas have arisen. [2]
presents a survey on road extraction methods. In [3] pattern matching is used
to search for road parts. [6] offers an artificial neural network approach, while
[8] proposes reconstructing roads with snakes and multiresolution analysis. In
[1] a region competition algorithm is presented. [11] introduces road tracking
with particle filtering. [10] and [7] apply Markov random fields and in [9] so
called line segment matching is shown. [5] describes a road tracing method based
on road footprints classification. Finally, in [4] road tracking by active testing
is proposed.
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2 Proposed Method

Mathematical morphology is a well known approach in image analysis. The main
idea underlying its methods consists in taking advantage of so called structuring el-
ement which defines neighbourhood for every pixel of the image. Probing an image
with structuring element of different shapes and by applying various morphological
operators enables designing powerful algorithms for image processing purposes.

2.1 Preprocessing

As our solution operates with binary data, initial image has to be subjected with a
preprocessing procedure. Presented method is meant to cope with noisy and insuf-
ficient information images. Performing simple thresholding of an image produces
results which are definitely incomparable to outcomes of complex operations. How-
ever, our approach eliminates necessity of harnessing extremely sophisticated pre-
processing methodology. Obviously, one may feel free to take any initial steps, as
long as they output binary image ready for removing redundant objects and linking
divided road fragments.

In our procedure we have used colour thresholding to preselect potential road
segments. As a result, we have obtained images with separated road network and
some unwanted objects as well.

2.2 Binary Morphological Filtering

Let L(α, l) be asymmetric and L̂(α, l) symmetric linear structuring elements speci-
fied as straight lines of angle α and length l. Examples of such structuring elements
are shown in Fig. 1.

......... ......... ......... ......... ......... ......... .........

......... ....*.... ......... ......... ....*.... ......... .........

......... ....*.... .*....... ......... ....*.... .*....... .........

......... ....*.... ..*...... ......... ....*.... ..*...... .........

......... ....*.... ...*..... ......... ....*.... ...*..... ....*....

....***.. ....*.... ....*.... ..*****.. ....*.... ....*.... ...***...

......... ......... ......... ......... ....*.... .....*... ....*....

......... ......... ......... ......... ....*.... ......*.. .........

......... ......... ......... ......... ....*.... .......*. .........

......... ......... ......... ......... ....*.... ......... .........

......... ......... ......... ......... ......... ......... .........

(a) (b) (c) (d) (e) (f) (g)

Fig. 1 Linear and elementary structuring elements: (a) L(0,3), (b) L( 1
2π,5),

(c) L( 3
4π,4), (d) L̂(0,5), (e) L̂( 1

2π,9), (f) L̂( 3
4π,7), (g) elementary 4-connected N4; * stands

for the pixel belonging to the structuring element, underlined pixel is its center.
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Erosion and dilation operators are defined as follows, respectively:

F"B =
⋂

b∈B

F[−b], F⊕B =
⋃

b∈B

F[−b], (1)

where F[−b] stands for translation of image F by vector−b and B stands for a struc-
turing element.

Morphological filters of opening and closing are the combination of erosion and
dilation performed successively:

F ◦B = (F"B)⊕BT , F •B = (F⊕B)"BT , (2)

where ◦ operator stands for opening, • for closing and BT is a transposed structuring
element B (i.e. BT = {−p : p ∈ B}).

Our goal is to define a filter that detects straight lines longer than a fixed thresh-
old, at all possible angles. We achieve this by applying superposition of directional
openings.

Basing on above, we introduce the following filter:

G =
⋃

α∈A

[F ◦ L̂(α, l)], (3)

where A = {s,2s,3s, . . . ,π} is a set of angles and s stands for a step value. Because
of symmetry, L̂(α, l) = L̂(α+π , l) and that is why set A contains angles from 〈0,π〉.

The filter erases all the pixels in the image F except those which are part of
segments of length of at least l, inclined at an angle α ∈ A. By applying the filter
with small value of step s between α angles, both accuracy and computational cost
are increased. On the contrary, greater step s can save calculation time but the filter
may skip some segments and therefore remove lines which should not have been
deleted. Nevertheless, one should keep in mind that for little l values and even quite
distant α values, structuring elements might be exactly the same.

2.3 Merging Split Road Parts

In order to detect invisible road fragments we propose an approach combining di-
rectional opening, dilation and closing.

Let us denote:
Oα ,l = F ◦ L̂(α, l), (4)

Dα ,l1,l2 = Oα ,l1⊕L(α, l2), (5)

Mα ,β ,l1,l2 = {[Dα ,l1,l2 ∩Dβ ,l1,l2 ]∪Oα ,l1} •L(α, l2), (6)

where F is initial binary image and α ∈ 〈0,2π〉.
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(a) (b)

(c) (d)

Fig. 2 Trial image: (a) noisy input image, (b) denoised image, (c) image with merged lines,
(d) final road network.

Image Il1,l2 with merged lines is produced by performing:

Il1,l2 =
⋃

(α ,β )

[Mα ,β ,l1,l2 ∪Mβ ,α ,l1,l2 ], (7)

such that (α,β ) is a pair of any angles in 〈0,2π〉, satisfying the condition:
|α−β |< δ , where δ stands for minimal angle difference.

To obtain the road network image Il1,l2 is smoothed by closing:

Jl1,l2 = Il1,l2 •N4 (8)

and finally thinning objects to lines is accomplished. This eventual operation results
in presenting roads as one pixel thick lines.

Minimal angle difference δ has been introduced in order to avoid lengthening of
wide dead ends. With no δ condition, respectively broad objects would reshape, as
intersection of dilated component lines may produce nonempty set. In fact, regard-
less of δ value, it might occur in case of wide roads, however thinning operation
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ensures, at most, inconsiderable deflection, whereas in case of an elongated dead
end, thinning operation is useless.

Let us investigate the algorithm on the following trial example (Fig. 2). Firstly,
initial binary image (Fig. 2 (a)) is repeatedly opened (Eq. 4) with different α angles.
Union of result images (Eq. 3) is devoid of short lines, thus it lacks objects which
most likely are not parts of a road (Fig. 2 (b)). Next, pairs of images acquired by
applying opening with different α values are dilated (Eq. 5) and their intersection
is determined. Subsequently, union of previously fixed intersection with result of
opening is closed (Eq. 6). Image with reconstructed road network (Fig. 2 (c)) is an
outcome of Eq. 7. Eventually, the image is smoothed by closing (Eq. 8) and thinned.
Final result is presented in Fig. 2 (d).

3 Results

The method has been tested on variety of images. We show possible application to
recovering roads on remote sensed images and on maps.

Assuming the length of the longest gap between split road parts we want to merge
is longer than the length of the longest unwanted object in the image, we choose
proper l1 and l2 values. For all the images examined in this study we have applied
minimal angle difference δ equal 30 degrees.

Initial colour images are presented as grayscale images.

3.1 Test Results on Images

We present two real life examples of images depicting exurbs. In both cases some
parts of road surface are invisible, hidden behind trees. Moreover, images contain
objects unable to remove by thresholding. With use of our method we managed to
get rid of them and reconstruct road trace. In Fig. 3–8 consecutive image processing
steps have been shown.

(a) (b)

Fig. 3 Initial grayscale images.
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(a) (b)

Fig. 4 Thresholding results.

(a) (b)

Fig. 5 Images with non-elongated objects removed.

(a) (b)

Fig. 6 Images with merged road segments.

(a) (b)

Fig. 7 Images smoothed by closing.

(a) (b)

Fig. 8 Final images with roads thinned to lines.
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3.2 Test Results on Maps

Our solution may also be useful in digitizing of archival maps. Maps are often cov-
ered with notations or marked with different signs and symbols. As a consequence,
roads (or other important lines like borders, railways etc.) might not be entirely visi-
ble. As there is no problem with new maps which exist in digital form, in digitization
of archival ones reconstruction measures are definitely required.

We present two images of maps. In both of them covering effects occur. In
Fig. 9–14 we show consecutive processing steps leading to road reconstruction.

(a) (b)

Fig. 9 Initial grayscale maps.

(a) (b)

Fig. 10 Thresholding results.

(a) (b)

Fig. 11 Maps with non-elongated objects removed.



Morphology-Based Method for Reconstruction of Invisible Roads 419

(a) (b)

Fig. 12 Maps with merged road segments.

(a) (b)

Fig. 13 Maps smoothed by closing.

(a) (b)

Fig. 14 Final maps with roads thinned to lines.

4 Conclusions

In this paper we have introduced a solution which might be useful as a component
part of an algorithm detecting roads on satellite or aerial images and on maps. The
approach is particularly serviceable while dealing with limited visibility of roads.
Presented methodology is based upon mathematical morphology tools. Not only
does it allow removing objects which — due to their shape — do not seem to be
road parts, but enables merging separated road fragments as well.
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Test results of both synthetic, real remote sensed images and maps confirm
usefulness of proposed approach and justify its usage in road reconstruction
problem.
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Spatio-Temporal Filters in Video Stream
Processing

Marek Szczepanski

Abstract. An overview of real-time video filtering techniques was presented in
this paper. The extension of standard techniques based on temporal Gaussian com-
bined with Fast Digital Paths Approach [8] was presented. Presented technique pro-
vides excellent noise suppression ability especially for low light sequences with low
computational complexity.

1 Introduction

The widespread use of webcams, camcoders, digital cameras embedded in mobile
phones allows capturing images and videos in different situations especially in low
light environment.

Unfortunately, the high level of miniaturization of sensors entails very poor
quality of recorded material. In addition, increasing the number of megapixels
packed into such a small area in order to improve image quality imposes strong
noise artifacts in resulting images. Similar problems with low light acquisition are
encountered in medical imagery systems.

Is therefore necessary to use algorithms that improve the quality of such images.
One of the most challenging tasks is shot noise removal which is dominant in low
light images [3].

The speed of these processes is a critical parameter here. Their execution time
should be less than the interval between consecutive frames.

In this paper, a novel noise spatio-temporal filter,which combines Temporal
Gaussian smoothing with spatial Fast Digital Path Approach (FDPA) [8] has been
proposed. Temporal Gaussian smoothing effectively removes shot noise or Gaus-
sian artifacts but introduces ghosting artifacts in dynamic sequences, thus in such
regions spatial filtering is used.

The paper is organized as follows. In Section 2 reference video filtering tech-
niques were presented including spatial, temporal and spatio-temporal filters.
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Section 3 introduces the concept of new filtering scheme, while Section 4 presents
simulation results. Finally, Section 5 summarizes our paper.

2 Reference Video Filters

2.1 Spatial Filters

Spatial filtering uses standard image denoising techniques applied to subsequent
frames. Spatial approach may be particularly effective for impulsive noise filter-
ing, but as it does not use inter-frame information is not able to effectively remove
Gaussian or shot noise. In this work following spatial filters were implemented:

• Linear convolution
• median filter
• Vector Median Filter (VMF)
• Fast Digital Paths Approach (FDPA) [8]

2.2 Fast Digital Paths Approach Spatial Filter

The FDPA Filter exploits possible connections between successive image pixels
using the concept of digital paths in spatial domain. According to the proposed
here methodology, image pixels are grouped together forming paths that reveal the
underlying structural dynamics of the image.

In this work general fuzzy filtering structure proposed in [7] will be used. The
general form of the fuzzy adaptive filters proposed in this work is defined as
weighted average of input vectors inside the processing window W.

F̂0 =
k−1

∑
i=0

wiFi =

k−1
∑

i=0
μiFi

k−1
∑

i=0
μi

, (1)

where Fi and F̂0 denotes filter inputs and output respectively, μ is the similarity
function calculated over digital paths of length n included in the processing window
W .

The similarity function μ will be based on connection cost between two im-
age pixels pixels (x0,y0) and (xn,yn) connected by a digital path PW

m {(x0,y0),
(x1,y1), . . . ,(xn,yn)} of length n:

χW,n
m {(x0,y0),(xn,yn)}=

n−1

∑
k=0

||F(xk+1,yk+1)−F(xk,yk)|| , (2)

which plays the role of a measure of dissimilarity between pixels (x0,y0) and
(xn,yn), along a specific digital path PW

m joining (x0,y0) and (xn,yn), where m is
the path index and ‖·‖ denotes the vector norm [9].
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Let us now define a fuzzy similarity function between two pixels connected along
all digital paths leading from (i, j) to (k, l).

μW,n {(i, j),(k, l)}=
ω

∑
m=1

exp
[−β · χW,n

m {(i, j),(k, l)}] (3)

where ω is the number of all paths connecting (i, j) and (k, l), β is a design param-
eter and χW,n

m {(i, j),(k, l)} is a total distance function along a specific path from a
set of all ω possible paths joining (i, j) and (k, l). In this way μW,n{(i, j),(k, l)} is
a value, calculated over all routes linking the starting point (i, j) and the endpoint
(k, l).

In order to reduce filter complexity the FDPA filter uses fixed size of the
supporting window W is set to (3×3) independently of the path’s length.

2.3 Temporal Filters

Noise introduced by CCD and CMOS sensors significantly reduce the quality of the
recorded material and cause considerable losses during compression. Because we
are dealing with a sequence of images, rather than a single frame, we can eliminate
the noise using inter frame relations.

It is important that the sensor noise is characterized by a low correlation between
individual frames (with exception of hot pixels), while parts of the image, even the
fast-changing, they are strongly correlated.

These properties are used during temporal filtering using different variants of
averaging the values of individual pixels in successive video frames. The simplest
temporal filter is the Temporal Arithmetic Mean Filter (TAMF), the output of that
filter can be represented by the following relationships:

F̂ (i, j,t) =
1
n

n−1

∑
Δ t=0

F (i, j, t +Δ t),or (4)

F̂ (i, j,t) =
1

2n + 1

n

∑
Δ t=−n

F (i, j,t +Δ t), (5)

where F, F̂ denote the input and output frames and n determines temporal window
size.

This method, although the simplest and quickest is only suitable for static
sequences, because averaging frames where there are objects in motion creates
"ghosting" effects in output sequence.

Figure 1 shows highly efficient filtering of stat ic regions of sequence, with strong
ghosting effect around moving objects. One way to reduce the ghosting effect is to
use temporal Gaussian filtering instead of simply averaging:

F̂ (i, j,t) =
t=n

∑
t=−n

g(σ ,t)∗F(i, j, t). (6)
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a) b)

Fig. 1 Frame from standard video sequence hall monitor with additional Gaussian noise
added (σ = 10) and the result of temporal averaging with window length n = 9.

Other simple approach involves movement detection so the filtering results can be
described as follows:

F̂ (i, j,t) =

=

⎧

⎨

⎩

1
n

n−1
∑

Δ t=0
F (i, j,t +Δ t), if

n−1
∑

Δ t=0
|F (i, j, t +Δ t)−F (i, j, t +Δ t−1)| ≤ ε

F (i, j,t)otherwise.

(7)

Some algorithms utilize motion compensation to reduce blurring effect such as
works presented by Dubois and Sabri [2] Another solution to reduce ghosting ar-
tifacts is to use a temporal version of bilateral filter used as a element of ASTA
filter [1].

2.4 Spatio-Temporal Filters

Spatio-temporal filtering is a combination of the methods discussed in previous
chapters. Filter output is calculated using spatial neighbors of the processed pixel as
well as its equivalents in other frames.

Using this information we can effectively improve the quality of the film, reduc-
ing negative filtration effects.

Larger set of input information needed to process one pixel means greater com-
putational effort, among other reasons discussed in this chapter, the filters are among
the most computationally complex and often they are used for off-line processing.

Established a whole group of filters which are a generalization of standard filters
on the spatial-time-spatial domain. The principal advantage of this approach is its
simplicity, in general no motion detection is needed.



Spatio-Temporal Filters in Video Stream Processing 425

These methods can include three-dimensional median filters are described in [5,
11]. Other solutions used for color sequences is three-dimensional version of the
vector median filter (VMF3D).

Unfortunately, these methods often cause the formation of jagged edges of
moving objects (Fig. 2).

a) b)

Fig. 2 Frame from popular Juggling video sequence and the result of temporal three dimen-
sional Vector Median Filtering (processing window: 3×3×3, norm L1).

This problem occurs to a lesser extent, by using an expanded time-space version
of anisotropic diffusion of Perona and Malik [6] described by Suk Ho Lee and Moon
Gi Kang [4].

Other very effective solution has been used in the ASTA filter (Adaptive Spatio-
Temporal Accumulation Filter) [1], using a combination of temporal and spatial bi-
lateral filter [10]. The ASTA filter and spatio-temporal anisotropic diffusion are very
effective in noise reduction, however, require considerable computational effort.

3 Temporal Gaussian with Spatial FDPA Filter (TGaussFDPA)

As can be seen in Fig. 1 in the case of static scenes get excellent results using a
simple averaging or Gaussian smoothing over time, which, however, completely
does not work when the scene contains moving objects, then we should use the
spatial filtering algorithms.

F̂(i, j, t) =

⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

t=n
∑

t=−n
g(σ ,t)∗F(i, j,t), if

1
2n+1

2n
∑

Δ t=0
dist (F(i, j, t +Δ t) ,F(i, j, t +Δ t−1))≤ ε

FFDPA (i, j, t) ,otherwise.

(8)

where the distance between two points is calculated as module of the difference in
luminance:
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dist (F1,F2) =
∣
∣
∣
∣

1
3

[(F1R + F1G + F1B)− (F2R + F2G + F2B)]
∣
∣
∣
∣

(9)

Figure 3 b) presents temporal Gaussian filtering with movement detection mask
calculated from the formula 9. The selected pixels were completely ignored by the
filter, since the differences between their counterparts in the subsequent frames were
too big. This example shows a flaw presented approach, a mask containing pixels
skipped in the processing time is often torn and heterogeneous. This can lead to
noticeable artifacts in the vicinity of moving objects.

The solution to this problem would be to carry out the opening of our mask. The
results of this operation are shown in 3 c) and d).

a) b)

c) d)

Fig. 3 a) Frame from standard video sequence hall monitor with additional Gaussian noise
added (σ = 10), b) Temporal Gaussian filtering with mask of skipped pixels, c) mask of
skipped pixels after morphological opening (with mask of size 3× 3) and d) Final filtering
result (n = 5,σ = 5,ε = 11,β = 15).
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4 Simulation Results

Several filters capable of real-time video processing were examined on numerous
video sequences. Subjective results were obtained from original noisy video se-
quences,however some synthetic tests with artificial noise were also performed.

Objective quality measures such as the Root Mean Squared Error (RMSE), the
Signal to Noise Ratio (SNR), the Peak Signal to Noise Ratio (PSNR), the Normal-
ized Mean Square Error (NMSE) and the Normalized Color Difference (NCD) were
used for the analysis. All those objective quality measures were calculated for the
sequence of the filtered images.

The performance of the following filters was evaluated:

• Temporal Gaussian Filter TGauss (with time window n = 5 and σ = 5),
• Spatial Vector Median Filter (with window 3×3 and L1 norm),
• Spatial Fast Digital Paths Approach FDPA (β = 15),
• Spatio-temporal Vector Median Filter - VMF3D (with window 3× 3× 3 and L1

norm),
• Temporal Gaussian Filter combined with Fast Digital Paths Approach

TGaussFDPA (n = 5,σ = 5,ε = 11,β = 15)

Figure 4 shows the frame from noisy sequence captured in low light conditions
containing small toy-car moving rapidly. It can bee seen that temporal methods pro-
duces perfect background while moving object is blurred, static techniqes can’t clear
the noise effectively. Only combination of spatial and temporal techniques gives
satisfactory results.

Objective quality measures for sequence Foreman corrupted with Gaussian noise
(σ = 20) are presented in Table 1 while Table 2 combines results of filtering Hall
monitor sequence with Gaussian noise (σ = 10). Average values and their standard
deviation are presented their standard deviation were evaluated.

Table 1 Comparison of the filtering algorithms applied for Foreman sequence corrupted with
Gaussian noise (σ = 20)

Filter PSNR [dB] σPSNR [dB] NCD [10−4] σNCD [10−4]

None 22.22 0.03 185.8 24.7

VMF 25.7 0.72 109.4 16.5

VMF3D 26.6 1.81 80.0 11.6

FDPA 30.3 1.75 47.7 7.3

TGauss 25.7 2.23 90.2 11.9

TGaussFDPA 28.2 0.51 80.1 11.3

It can be noticed that the sequence Hall monitor has mean PSNR value slightly
better for temporal Gaussian filter then for the hybrid one (2). However for temporal
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a) b) c)

d) e) f)

Fig. 4 a) Frame from the noisy video seqence - Toy Car and results of filtering with b)
Temporal Gaussian, c) VMF3D, d)Spatial FDPA, e) VMF and f) Temporal Gaussian with
Spatial FDPA.

Table 2 Comparison of the filtering algorithms applied for Hall monitor sequence corrupted
with Gaussian noise (σ = 10)

Filter PSNR [dB] σPSNR [dB] NCD [10−4] σNCD [10−4]

None 28.3 0.01 95.2 10.4

VMF 28.8 0.57 62.2 6.9

VMF3D 29.4 0.14 51.0 11.1

FDPA 32.4 0.05 38.4 4.3

TGauss 33.5 0.79 51.2 13.2

TGaussFDPA 32.9 0.09 50.4 8.4

filtering gives much higher standard deviation. The Figure 5 depicts PSNR values
of subsequent frames filtered with temporal Gaussian and spatio-temporal filter, it
can be clearly seen when temporal filters produces ghosting artifacts.

One of the key issues in the processing video sequence is real-time computational
efficiency. The average speed of various algorithms for test sequences Hall monitor
and Foreman with a CIF resolution (352x288) is presented in Table 3. Tests were
conducted on a computer with an Intel Core i7 running at 2.67 GHz with single pro-
cessing thread. All filters based on temporal Gaussian use the time window length
n = 5 and σ = 5, the filters with motion detection uses constant threshold ε = 11.
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Fig. 5 PSNR coefficients of noisy Hall monitor sequence with TGauss and TGaussFDPA
filters

The fastest is of course the simplest one - temporal Gaussian, while the slowest
FDPA and VMF3D is rather to complicated for real-time processing. This results
can be improved by utilizing additional threads, however the gain is not linear.

Table 3 The average processing speeds for test sequences Hall monitor and Foreman

Filter Hall monitor [fps] Foreman [fps]

VMF 27.2 26.1

VMF3D 4.7 4.7

FDPA 3.5 3.5

TGauss 71 71

TGaussFDPA 37.5 15.8

5 Conclusions

From several years we can observe increasing interest in video processing. Video
noise reduction without structure degradation is perhaps the most challenging video
enhancements task. Several techniques have been proposed over the years. Among
them are standard noise reduction techniques, the so-called spatial filters, applied
to subsequent frames of the video stream. However, standard image processing
techniques cannot utilize all available information i.e. similarities in neighboring
frames, so modern video denoising algorithms utilize also temporal information.
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An overview of real-time video filtering techniques was presented in this paper. The
new approach is based on temporal Gaussian combined with movement detection
and spatial filtering was presented. Presented technique provides excellent noise
suppression with low computational complexity.
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Simplifying SURF Feature Descriptor to Achieve
Real-Time Performance

Marek Kraft and Adam Schmidt

Abstract. The detection and matching of interest points serves as the base for many
computer vision algorithms, such as visual odometry, structure from motion, track-
ing or simultaneous localization and mapping. The accuracy of matching is therefore
of very high importance. This requirement is however often irreconciliable with the
requirement of real-time performance, especially on resource constrained architec-
tures. In this paper, we analyze a few possible simplifications to the recently de-
veloped SURF feature description and matching scheme, enabling it to shorten the
processing time on virtually all computing platforms. The introduced simplifications
do not introduce any significant matching performance penalty when compared with
the full SURF implementation in the aforementioned applications.1

1 Introduction

Numerous modern computer vision applications require robust feature detection and
matching algorithms. Over the years, the methods based on detection of natural fea-
tures have superseded marker based methods. The methods based on natural features
require the detection of distinctive image keypoints and matching them across dif-
ferent scene views. Active research in the field of feature detection and description
led to the development of numerous algorithms, that can successfully cope with re-
alistic application scenarios. One of the most recently developed algorithms is the
SURF multiscale feature detector and descriptor.

In this paper, we analyze the possible simplifications, that can be introduced to
the SURF feature descriptor, to achieve real-time performance of the algorithm.
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The research presented in [13] has shown, that for indoor mobile robot navigation
applications, the high-performance SURF feature descriptors can be paired with
fast, single-scale feature detectors like Harris [8] or FAST [12] with very good re-
sults. The simplified version of SURF is faster, enabling real-time performance on
resource constrained architectures, with just a minor performance penalty. Further-
more, it can also be easily adopted to dedicated hardware architectures.

2 SURF Feature Descriptor

The recently developed SURF feature descriptor [1] is built upon the SIFT feature
descriptor [11]. Both of these multiscale descriptors encode the distribution of pixel
intensities in the neighborhood of the detected feature, rather than considering raw
pixel intensities as it is the case with commonly used similarity measures like sum
of absolute differences (SAD), sum of squared differences (SSD), normalized cross-
correlation (NCC) etc. In the case of SIFT, the distribution of pixel intensities is
encoded as gradient direction histograms, while the SURF descriptor uses gradient
responses computed in the x and y direction using Haar wavelets – see figure 1.

Fig. 1 Haar wavelets used to compute the gradient in the x and y directions, respectively. The
weights are equal to 1 for the white areas, and -1 for the black areas.

The use of Haar wavelets in conjunction with integral images allows to decrease
computation time when compared to SIFT [10]. Computation time does not depend
on the size of the wavelet, so the scale space is built by resizing the feature in-
stead of resizing the original image, resulting in further speedup. Computation of the
descriptor for a given feature can be divided into two distinct tasks.

The first task is the dominant orientation assignment, necessary to achieve rota-
tion invariance. To this goal, the Haar wavelet responses in x and y directions are
computed for all points located within the circle with the radius of 6s, centered at
the interest point, where s is the scale at which the interest point was detected. The
wavelets are also properly resized to correspond with the scale s – the length of
the side is set to 4s. The responses are then weighted with a Gaussian centered at
the interest point. The standard deviation of the Gaussian is also scale dependent –
σ = 2s. The response at each one of the points gives rise to a point in the vector
space, with the magnitude of the x-response being the value on the abscissa, and
the magnitude of the y-response being the value on the ordinate. The dominant ori-
entation is selected by rotating a circle sector covering an angle of π

3 rad around
the interest point. The responses (the x and y gradient values) in each segment are
summed and form a resultant vector. The angle of the longest resultant vector is
assigned as the dominant orientation for a given interest point.
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The computation of the descriptor itself begins with placing a square window
with the size length of 20s, so that its center of this window is aligned with the
interest point, and its orientation is taken from the previous step. This window is
subsequently divided into 4× 4 square subregions. Inside these subregions, 5× 5
regularly spaced sample points are selected. Consult figure 2 for an illustration.

Fig. 2 Structure of the window used for the computation of the SURF descriptor for a given
feature (as used in SURF64).

In the following step, Haar wavelet responses are computed at each one of these
sample points. The responses (denoted dx and dy) are computed along the two prin-
cipal directions using the masks show in figure 1, with the mask side length of 2s,
and then weighted with a Gaussian, centered at the center of the subregion(σ = 2.5s)
to increase the robustness to geometric deformations and localization errors. The
complete form of the descriptor for each of the subregions is computed by summing
the responses and their absolute values acquired at each of the sample points (see
equation 1). The sums are additionally weighted with a 2D Gaussian according to
the subregion coordinates (sigma = 1.5).

DESCsub = [∑dx,∑dy,∑ |dx|,∑ |dy|] (1)

Incorporating the sums of absolute values of the responses into the descriptor al-
lows for encoding of more complex intensity patterns, making the descriptor more
distinctive. Every subregion adds 4 elements to the descriptor. Hence, for 16 sub-
regions, the descriptor size is 64 elements, and the descriptor name is SURF64.
To achieve the invariance to contrast, the summed values are normalized to a unit
length vector. The authors proposed also, among other others, the reduced version of
the descriptor called SURF36. In this variant, the window processed is divided into
3×3 square subregions, resulting in reduced dimensionality. This results in shorter
computation time and faster matching. If the rotational invariance is not required,
the upright version of the descriptor, called USURF can be used. Skipping the dom-
inant orientation assignment step yields further reduction of the time required for
computation. The authors report, that such simplified version is robust to in-plane
rotations in the range of ±15◦.
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3 Changes Introduced to the Original Algorithm

Three different modifications were introduced to the SURF descriptor in order to re-
duce its complexity and computational requirements. One of our goals was to check
whether the Gaussian weighting of the sample points’ responses and subregions’ de-
scriptors has noticeable influence on the matching reliability. Therefore, disabling
the Gaussian weighting was the first proposed modification of the SURF descriptor.

The elements of the original SURF descriptor are stored as an array of 32-bit
floating point numbers. As the descriptors are compared by the means of the Eu-
clidean distance switching to the integer representation can significantly reduce the
time and resources needed for both the computation and comparison of the distance
between two descriptors. Therefore, the components of the modified descriptor were
stored as an array of integers.

Such change required reformulation of the descriptor normalization. The original
SURF descriptor is scaled to a unit length vector which means that the values of
components lie in the range of < −1.0,1.0 >. In case of the integer representation
the minimum and maximum value of decriptor’s components depend of the number
of bits used to represent the integer (SURFi ∈< −2n−1,2n−1− 1 >, where SURFi

is the i-th component and n is the number of bits). Instead of normalizing to a unit
scale vector the integer descriptors were scaled to have a length equal to 2n−1.

The last change introduced to the SURF descriptor was aimed at reducing the
complexity of the descriptors normalization. Scaling to a unit length vector requires
calculating the length of the 36 or 64 dimensional vector (involving calculation of
the square root). The normalization was considerably simplified by ensuring that the
maximal absolute value of the descriptor’s components is equal to 2n−1.

4 Experiment Description

The unaltered, floating point versions of the USURF36 and USURF64 served as the
base for the simplifications evaluation [6]. The first part of the experiment was aimed
at evaluating the influence of Gaussian weighting on the matching performance.
Therefore, the variants of the floating point USURF36 and USURF64 descriptors
with the disabled weighting of sample points, subregions or both of them were used.
After that the performance of the integer USURF36 and USURF64 descriptors for
different sizes of integers (n∈< 8,10,12,14,16 >) and both of the above mentioned
normalization methods was evaluated. No Gaussian weighting was used with the
integer descriptors.

All 28 variants of the SURF descriptor were evaluated on three different video se-
quences. The first sequence was registered in the lab room and is distinguished by
high feature density. The second sequence should allow to test the matching perfor-
mance on poorly textured image sequence with low feature density and was recorded
in a corridor with uniformly colored walls and floor. The third sequence is an ur-
ban outdoor sequence, recorded in a car park area. Due to a fairly rough, gravel-like
ground structure, the sequence displays significant camera shake during movement.
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The UI-1225LE-C uEye camera (IDS Imaging) with 1/3” CMOS sensor was used
for registration. The camera enables fast registration (up to 87 FPS) with the global
shutter. The camera was equipped with a wide-angle lens ( f = 2.8mm). The images
were undistorted according to camera model presented in [4]. The camera parame-
ters were obtained using calibration functions available in the OpenCV library [3].
To maintain stable framerate, exposure time was set to a constant value, but the auto-
matic gain control function was used. No filtering of images was performed, therefore
the sequences display many realistic effects – noise, contrast variations etc.

Fig. 3 Exemplary images from the registered sequences

To evaluate the influence of algorithm simplifications on matching performance,
each of the earlier described variants of the descriptor was tested on all three se-
quences. For each sequence the descriptors performance was evaluated while match-
ing consecutive frames, every fifth and every tenth frame which simulated lower cam-
era frame rate. No restrictions were made to the search area and no cross checking
was performed. The features pair was considered to be matched if the distance be-
tween their descriptors was less than 0.65 of the distance between the second-best
pair.

To evaluate the quality of matches, we used the 8-point algorithm for fundamental
matrix computation [9], with robust estimation method based on the RANSAC (ran-
dom sample consensus) algorithm [7], readily available as a function in the OpenCV
computer vision software library [3]. RANSAC is an iterative method allowing for
the estimation of a mathematical model (the fundamental matrix in our case) from a
set of observations (matched points) containing outliers (false matches). We chose
the ratio of the number of inliers (i.e. feature matches consistent with the estimated
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Fig. 4 Exemplary frame before and after image rectification

Table 1 The average inliers to matched features ratio of the standard USURF descriptors

Descriptor length 64 36

Seq. 1 step 1 0.88 0.88

Seq. 1 step 5 0.82 0.80

Seq. 1 step 10 0.78 0.75

Seq. 2 step 1 0.83 0.83

Seq. 2 step 5 0.74 0.74

Seq. 2 step 10 0.78 0.75

Seq. 3 step 1 0.93 0.94

Seq. 3 step 5 0.89 0.90

Seq. 3 step 10 0.87 0.88

fundamental matrix) to the number of all the detected matches as the metric allow-
ing for the evaluation of the quality of the matching process. Any case in which
the number of inliers was less than 12 was treated as a matching failure, so that at
least 4 additional point pairs (aside from the original 8 pairs used to compute the
fundamental matrix) must be consistent with the generated model. The symmetric
reprojection error [9] was used to check consistency of the data with mathematical
model.

5 Results

Table 1 presents the ratio of inliers to the total number of matched features for the
standard USURF36 and USURF64 descriptors. The length of the descriptor had no
significant impact on the matching reliability. Descriptors performed worse while
matching every fifth and every tenth frame which was caused by bigger differences
between images.

Generally, the Gaussian weighting of the sample points and subregion compo-
nents did not have notable influence of the average inliers to matched features ratio
(see Table 2). The performance dropped only during matching of the every tenth
frame of the first two sequences. However, the performance drop could be compen-
sated by weighting only either sample points or subregions.



Simplifying SURF Feature Descriptor to Achieve Real-Time Performance 437

Table 2 The inliers to number of matched features ratio of floating point USURF descriptor

Descriptor length 64 64 64 36 36 36

Sample weighting + - - + - -

Subregion weighting - + - - + -

Seq. 1 step 1 0.88 0.88 0.88 0.88 0.88 0.88

Seq. 1 step 5 0.81 0.81 0.81 0.81 0.80 0.80

Seq. 1 step 10 0.77 0.75 0.76 0.75 0.75 0.72

Seq. 2 step 1 0.83 0.82 0.82 0.83 0.83 0.83

Seq. 2 step 5 0.73 0.75 0.74 0.72 0.73 0.73

Seq. 2 step 10 0.77 0.75 0.76 0.75 0.75 0.72

Seq. 3 step 1 0.92 0.93 0.92 0.94 0.94 0.93

Seq. 3 step 5 0.89 0.89 0.88 0.90 0.90 0.89

Seq. 3 step 10 0.86 0.86 0.86 0.87 0.87 0.87

Table 3 The inliers to number of matched features ratio of integer USURF descriptor with
unit length scaling

Descriptor length 64 64 64 64 64 36 36 36 36 36

Number of bits 16 14 12 10 8 16 14 12 10 8

Seq. 1 step 1 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88

Seq. 1 step 5 0.81 0.81 0.81 0.81 0.81 0.80 0.80 0.80 0.80 0.80

Seq. 1 step 10 0.76 0.76 0.77 0.76 0.76 0.73 0.73 0.73 0.73 0.73

Seq. 2 step 1 0.82 0.82 0.82 0.82 0.82 0.83 0.83 0.83 0.83 0.83

Seq. 2 step 5 0.74 0.74 0.74 0.74 0.73 0.73 0.73 0.73 0.73 0.73

Seq. 2 step 10 0.76 0.76 0.77 0.76 0.76 0.73 0.73 0.73 0.73 0.73

Seq. 3 step 1 0.92 0.92 0.92 0.92 0.92 0.93 0.93 0.93 0.93 0.93

Seq. 3 step 5 0.88 0.88 0.88 0.88 0.88 0.89 0.89 0.89 0.89 0.89

Seq. 3 step 10 0.86 0.86 0.86 0.86 0.86 0.87 0.87 0.87 0.87 0.87

Tables 3 and 4 present the performance of the integer-based USURF36 and
USURF64 descriptors without the Gaussian weighting of the sample points and the
subregions. In case of the results in Table 3, the descriptors were normalized as unit
length vectors. Table 4 shows the performance of the descriptors normalized accord-
ing to the maximal component. No significant difference between the performance
of the floating-point and the integer descriptors was observed. The simplification
of the descriptor normalization not only did not reduce the matching reliability, but
actually slightly improved it.
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Table 4 The inliers to number of matched features ratio of integer USURF descriptor with
maximal scaling

Descriptor length 64 64 64 64 64 36 36 36 36 36

Number of bits 16 14 12 10 8 16 14 12 10 8

Seq. 1 step 1 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88

Seq. 1 step 5 0.81 0.81 0.81 0.81 0.81 0.81 0.81 0.81 0.81 0.81

Seq. 1 step 10 0.77 0.77 0.77 0.77 0.78 0.75 0.75 0.75 0.75 0.75

Seq. 2 step 1 0.83 0.83 0.83 0.83 0.83 0.83 0.83 0.83 0.83 0.83

Seq. 2 step 5 0.74 0.74 0.74 0.74 0.74 0.73 0.73 0.73 0.73 0.73

Seq. 2 step 10 0.77 0.77 0.77 0.77 0.78 0.75 0.75 0.75 0.75 0.75

Seq. 3 step 1 0.92 0.92 0.92 0.92 0.92 0.94 0.94 0.94 0.94 0.94

Seq. 3 step 5 0.88 0.88 0.88 0.89 0.88 0.90 0.90 0.90 0.90 0.90

Seq. 3 step 10 0.86 0.86 0.86 0.86 0.86 0.88 0.87 0.87 0.87 0.88
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Fig. 5 An example time course of the percentage of inliers for SURF64 and simplified
USURF36 over a whole sequence.

An example time course of the percentage of inliers for SURF64 and simplified
USURF36 over a whole sequence (sequence number 1 with frame skip of 5 in this
case) further proves, that the differences between the full SURF and its truncated
version are minimal in the considered benchmarks.
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6 Conclusions

This paper presented a number of modifications of the SURF descriptor aimed at
reducing the numerical complexity and computational requirements. It was experi-
mentally shown that the Gaussian weighting of sample point responses and subre-
gion descriptors can be simplified. Moreover, it is possible to switch to the 8-bit in-
teger representation of the descriptor components and to simplify the normalization
process without any effect on the feature matching reliability. The alterations to the
original SURF descriptors considerably reduce the computational power necessary
to match features between images. This is especially important in applications run-
ning on resource-constrained platforms which, as opposed to complex desktop PCs,
sacrifice computing power for lower total system cost, power consumption and com-
plexity. Such applications include mobile computing (smartphones, tablets), mobile
robotics, automotive applications etc. Switching from floating point to integer arith-
metics allows to reduce the complexity and resource cost of implementation of the
algorithm on custom computing machines like FPGAs (field programmable gate ar-
rays), ASICs (application-specific integrated circuits) and embedded systems [5].
Applications running on the common PCs can also benefit from these simplifica-
tions. Proper optimization of the code allows for the use of SIMD (single instruction,
multiple data) extensions, implemented in modern x86-compatible microprocessors
with so called ’packed instructions’ [2]. These instructions allow for, among other
things, the simultaneous, parallel operation on a set of data held inside 128-bit wide
dedicated registers. One such register can therefore hold sixteen 8-bit integer values,
but only four 32-bit floating point values. Packed integer arithmetic instructions are
also faster than floating-point instructions. All this results in a significant reduction
of processing time.
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Algorithm for Accurate Determination
of Contact Angles in Vision System
for High-Temperature Measurements
of Metals and Alloys Surface Properties

Tomasz Koszmider, Krzysztof Strzecha, Anna Fabijańska, and Marcin Bakała

Abstract. In this paper problem of contact angle determination using image pro-
cessing and analysis algorithms is considered. Specifically, algorithms developed
for computerised system for high temperature measurements of surface properties
of metals and alloys are introduced. Application of the proposed methods allows
to overcome limitations caused by specimen intense thermal radiation and obtain
accurate values of surface tension in a wide range of temperatures.

1 Introduction

In many technological, high-temperature processes i.e. welding, composite material
making, powder sintering, saturation of porous structures, coating etc. an important
role is played by the phenomena occurring in contact of the liquid and the solid
phase [1, 2, 3, 4, 5]. Therefore, investigation of physical-chemical processes occur-
ring between a liquid and a solid is an important technological problem.

The main measurable quantities characterizing interactions between the solid and
the liquid are surface tension of the liquid phase and the extreme angle of wetting
of the base by a liquid [6, 7, 8]. Once the above quantities have been measured, it is
possible to determine the remaining important quantities of the system, such as the
adhesion energy, interfacial tension and, possibly, adsorption.

In spite of their importance, the surface properties of metals and alloys have not
been fully investigated. This is because their measurements are performed in very
high temperatures and are related to different problems arising from the activity of
liquid metals and sensitivity of surface phenomena to impurities and the measure-
ment conditions (temperature, pressure, atmosphere etc.). Therefore, recent results
vary, depending on the method used for the measurements.
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In order to provide reliable results and create a stable measurement environment
the computerised system for high temperature measurements of surface properties
was build in Computer Engineering Department of Technical University of Lodz
(Poland) [9, 10]. In the system, the wetting angles and surface tension of metals and
alloys are determined by image processing and analysis algorithms [11, 12].

The method commonly used for specimen shape description and surface prop-
erties determination is Axisymmetric Drop Shape Analysis (ADSA). The method
however is not free from imperfections. The main weaknesses of the method are
its computational complexity and difficulty of implementation. In this paper we
propose the alternative solution which eliminates main drawbacks of ADSA. The
algorithm was developed for the considered measurement system and significantly
improves the quality of obtained results.

This paper is organised as follows. Firstly, in Section 2 the description of Thermo-
Wet hardware and software is given. It is followed in Section 3 by description of the
improved algorithm for contact angle determination. Results are given in Section 4.
Finally, Section 5 concludes the paper.

2 The Experimatal Setup

The paper presents the results of research on images acquired from computerized
system for high temperature measurements of surface properties (wetting angle and
surface tension) of liquid and solid in contact. The system named Thermo-Wet is
capable of measuring the surface tension of a liquid and the wetting angle of a solid
by a liquid over a wide range of temperatures (up to 1800°C).

2.1 Hardware

The apparatus of Thermo-Wet system consists of:

1. vision unit with a CCD camera, image analysis and processing algorithms and a
set of infrared filters with the algorithm of their automatic changes;

2. specimen insertion mechanism;
3. technological gases supply system and system for the precise temperature mea-

surement and control;
4. computer control of the measurement process;
5. high-temperature electric furnace with a protective atmosphere.

The block diagram of Thermo-Wet is presented in Figure 1.

2.2 Image Processing Algorithms

Crucial part of the measurements is connected with vision unit of Thermo-Wet. The
unit is responsible for the following operations:
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Fig. 1 Block diagram of Thermo-Wet system

1. image acquisition;
2. image preprocessing and segmentation;
3. image analysis, localisation of the specimen and determinationn of its geometri-

cal parameters;
4. determination of specimen surface properties: contact angles and surface tension.

The considered vision system determines the surface properties of metals and alloys
using the sessile drop method [6]. The method relates the characteristic dimensions
of a drop of molten material into values of surface tension. Specifically, drop max-
imum width X and drop maximum height H are related to surface tension through
the Equation (1).

γ = g$ρa2 (1)

where:
γ - surface tension;

g - gravity acceleration;

$ρ - gradient of densities;

a - parameter determined using Equation(2).

a2

X2 = (
H
X

)2−0.66(
H
X

)3[1−4.05(
H
X

)2] (2)

Drop characteristic dimensions are shown in Figure 2.
In order to determine the left and the right contact angle (denoted as α1 and α2

respectively) it is necessary to:

1. approximate specimen shape;
2. define intersection points of approximated shape and the upper edge of the base

plate;
3. compute angles between the base and tangents to specimen shape in the

intersection points.
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Fig. 2 Drop characteristic parameters.

A more detailed description of the algorithms recently used in Thermo-Wet
system for contact angles determination can be found in [11].

In the considered system, the determination of contact angles is hindered by fac-
tors resulting from high temperature of the measurements and usage of gas protec-
tive atmosphere. Specifically, aura phenomenon and specimen reflection on the base
should be mentioned. The method which allows to overcome the problems caused
by these factors is introduced in the next section.

3 Contact Angle Determination Algorithm

Contact angle is the angle between the base plate and the tangent to the specimen
profile in contact of three phases: the solid phase of base plate, the liquid phase
of a specimen and the gas phase of the measurement atmosphere. In Thermo-Wet
system the proper determination of contact angles is hindered by an intense illu-
mination of the observed specimen. The illumination is a result of specimen ther-
mal radiation (measurements are performed in temperatures of 1000°C - 1800°C)
and causes the deformation of the specimen shape in contact of three phases.
The deformation is not a result of wetting the base what was veryfied experimen-
tally. The problem is shown in Figure 3. The specimen profile remains rounded
while there should be the distinct angle between the specimen profile and the base
plate.

In order to diminish the influence of the abovementioned deformation on the
determined values of contact angles it is necessary to find all points located very
close to the base plate but not belonging to the deformed part of the profile. De-
scription of this algorithm can be found in [11]. The search is performed for both:
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Fig. 3 The deformation of specimen shape profile in contact of three phases.

the left and the right side of the specimen profile. In order to determine the tangent
to the specimen profile and the tangent angle to the base plate its necessary:

• to expand the set of edge points, so that the point of contact of three phases is not
the utmost point of the approximated set;

• to approximate the extended set of points using polynomial of 5th or 6th order
(depending on the shape of the drop);

• to determine the tangent to the curve approximating specimen profile in the point
of contact of three phases.

The determined angle is equal to the contact angle.
The set of edge points of each profile after excluding points corresponding to the

deformed part of the profile is approximated by a polynomial of 5th or 6th order.
After the approximating curve is determined the tangent to the specimen profile is
found in contact of three phases. The tangent becomes an abscissa axis OY ′ in local
coordinate system with a center in point of contact of three phases. It is shown in
Figure 4.

Extending the set of edge points is simply determining points A′ axially sym-
metric to axis OX ′ of local coordinate system. Points are added to the set of points
located above point of contact of three phases A.

Knowing the equations of lines along axes OX ′ and OY ′ in the local coordinate
system and the coordinates of point A, it is possible to designate the coordinates x′
and y′ as the distance from the axis OX ′ and the axis OY ′ respectively. Determining
coordinates of additional points in the global coordinate system is equivalent to
solving the set of equations for local coordinates x′ and y′.
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Fig. 4 The method of determining additional points of specimen shape profile.

Fig. 5 Results of contact angle determination in exemplary image; (a) original image, steel,
1088 °C on Al2O3 surface; (b) results obtained using the original profile, (c) results obtained
after extending the specimen profile using the proposed method.

4 Results

Results of contact angle determination in exemplary image of steel at temperature
1088°C are shown in Figure 5. Specifically, Figure 5a shows the original image. In
Figure 5b results obtained using the original specimen profile are shown. Finally,
Figure 5c presents results obtained after extending the specimen profile using the
proposed method.

In case of the considered drop of molten steel (see Fig. 5a), contact angles are vis-
ibly below 90°, while contact angles determined from the original profile are above
90°. Adding the points to specimen profile using the introduced method improves
the accuracy of contact angle determination as the determined values are below 90°.



Algorithm for Accurate Determination of Contact Angles in Vision System 447

Fig. 6 Results of contact angle determination in images of copper at temperature 1050°C-
1200 °C on Al2O3 surface.

In Figure 6 results of contact angle determination in images of copper at temper-
ature 1050°C- 1200°C are shown. Results provided by the old and the new method
are compared with results obtained using ADSA approach used as the reference.

The old method for contact angle measurements provides angles characterized by
high deviation. Moreover, the determined values of contact angles are significantly
smaller than the reference provided by ADSA.

The introduced method for contact angle determination significantly improves
quality of the obtained results. The determined values of contact angles are very
close to the reference values. Moreover, they have the same - decreasing trend.

It should be also underlined, that ADSA method used as the reference is charac-
terized by high computational complexity and in consequence is very time consum-
ing. The proposed method is much simpler and significantly less computationally
complex. This makes it very useful in "Thermo-Wet" system as remarkably acceler-
ate process of contact angles determination.

5 Conclusions

In this paper problem of accurate contact angle determination form images of molten
heat-emitting materials was considered. The new method for contact angle determi-
nation was proposed. The method was developed for computerised system for high
temperature measurements of metals and alloys.



448 T. Koszmider et al.

Experimental results have proven that the introduced method provides results
close to those provided by axisymmetric drop shape analysis. However, the new
method is significantly less complex than ADSA what accelerates the measurements.

It should be also underlined, that although the proposed method was developed
for the certain measurement system it can be successfully applied in other applica-
tions for contact angle determination.

Acknowledgement. This paper presents research sponsored by the Ministry of Science and
Higher Education of Poland, as a project no. N N519 403037.
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A Fuzzy C-Means Based Color Impulse Noise
Detection and Its Benefits for Color Image
Filtering

Mihaela Cislariu, Mihaela Gordan, Victor Eugen Salca, and Aurel Vlaicu

Abstract. Many median filters are developed for images affected by color impulse
noise. A particular approach aims to preserve fine details by noise detection fol-
lowed by filtering. The color noise detection algorithms vary as principle and per-
formance. This paper proposes a new color image filtering method from this class,
which jointly applies two methods of modified fuzzy c-means clustering for the de-
tection of noisy pixels and afterwards performs a color noise filtering on the detected
pixels only. The approach shows a good noise detection performance (in terms of
false acceptance and false rejection rates), and the filtering performance in terms of
PSNR and details preservation is superior to other filters (including vector median
filter).

1 Introduction

Noise can be systematically introduced into digital images during acquisition or
transmission of images. A fundamental problem of image processing is to effec-
tively reduce noise from a digital image while keeping its features intact. Three
main types of noise exist: impulse noise, additive noise and multiplicative noise.
The impulse noise is a frequent and very disturbing type of noise in digital images,
usually characterized by some portion of image pixels that are corrupted, leaving the
remaining pixels unchanged. In the case of grey scale images, it usually appears as
black and white dots distributed over the image (therefore its more common name of
"salt & pepper" noise); in color images, the effect is maybe even more disturbing and
harder to remove, since the "impulses" can alter the three color channels, appearing
as color impulse noise. Therefore specific algorithms must be developed for an effi-
cient impulse noise removal in color images, which are not always straightforward
generalizations of the grey scale impulse noise filtering algorithms. It is well known
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that the most common filter type for the impulse noise removal in the grey scale im-
ages is the median filter. In the case of the color impulse noise, a number of methods
have been proposed in the literature, such as: the adaptive scalar median filter; the
median filter applied to the chromaticity in the HSI space; the median filter based on
conditional ordering in the HSV space; the vector median filter [5]; the arithmetic
mean filter [7]. Many filtering techniques have been proposed to remove impulse
noise; however the removal of impulse noise is often accomplished at the expense
of edge altering. If we apply the median filter on the entire image, some edges will
also be affected by the filter. A way for solving this problem is to apply the median
filter only on the noisy pixels in the image. This implies an accurate detection of
the noisy pixels performed prior to filtering - which is a non-trivial task. Recently,
several algorithms for the detection of noisy pixels are proposed in the literature.
Some of these methods are summarized in the following. In [6] the authors propose
a no reference blur metric based iterative edge preserving filtering technique. In [4]
the author proposes a two-step algorithm. In the first step he identifies the possi-
bly corrupted pixels by ordering the pixel values by rank and in the second step
he decides whether the pixel under the consideration is really corrupted or not by
computing the distance vector and comparing the current pixel with the minimum
and maximum value of the noise free pixels. In [3] the authors propose an adaptive
sub-band-based strategy in which an image is divided into low-frequency blocks
and high-frequency blocks of 8× 8 pixels based on their PSNR, estimated between
the original brightness block and a low-pass filtered version of the block performed
directly in the discrete cosine transform domain through coefficient quantization.
Depending on the type of the block, a different filtering neighborhood is chosen to
iteratively apply a multi-state median filter on each pixel in the block, and the PSNR
between the filtered and non-filtered block is used in an iterative process to decide
when to stop the iterations. In [9] the authors propose a technique that employs the
switching scheme based on the impulse noise detection mechanism using so called
peer groups concept. In this paper we propose an alternative approach to the color
impulse noise detection process and apply afterwards a color noise filtering tech-
nique on the detected noisy pixels - e.g. the vector median filter (VMF), which is
a popular technique due to its good performance in noise removal (used in a simi-
lar filtering approach in [9]). The detection of the noisy pixels prior to filtering can
improve significantly the detail-preserving ability of the filter (as with any filters in
general) and its computational speed, since the filtering is applied just on a sub-set
of the pixels present in the image. Whereas the benefits of the noise detection step to
detect the pixels on which the filtering is applied are not significant for high levels
of noise density, the gain is especially remarkable for low levels of noise density,
and this situation can occur in practice (as one can see in a standard test image
database, TID2008 [8]). Our approach to noisy pixels detection in a color image is
based on some modified version of the standard fuzzy c-means clustering [2], ap-
plied on the intensities of the pixels in the image; the modification is inspired by
a noise rejection fuzzy c-means algorithm proposed in [10], where the authors in-
clude a new outlier detection and membership degree filtering stage in the standard
iterative procedure of fuzzy c-means to improve the segmentation results of grey
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scale medical images in the presence of noise. Inspired by this formulation, we pro-
pose to use such a modified fuzzy c-means clustering approach for noise detection
by examining the amount of change of the membership values during the iterative
minimization process associated with the fuzzy c-means algorithm combined with
the membership degrees filtering. If a pixel is noisy, then is likely to expect that its
membership degree to the clusters generated by the fuzzy c-means partition will be
much different than the membership degrees of its neighbors. Furthermore, if the
pixel is in a uniform region, the membership degrees of the neighbors of the noisy
pixel to all the fuzzy clusters generated by the fuzzy c-means algorithm are very
similar. Even if the pixel is in a region around a boundary, there can generally be
only two dominant fuzzy clusters to which the pixels around the noisy pixel give
high membership values. These considerations are of course valid in the case of a
moderate noise density; for a very large noise density, there will be a significant dif-
ference in the membership degrees for all the pixels in the neighborhood, in which
case our proposed noise detection algorithm will fail, but in such a case the effi-
ciency of noise detection is no longer important, since most of the pixels need to be
filtered anyway. Thus, in the proposed approach, we apply a noise rejection modified
fuzzy c-means clustering(here is referred as NR-MFCM), we compute a cumulative
membership degree amount of change in the modified fuzzy c-means iterative pro-
cess from the beginning until convergence, and binary classify the pixels according
to their cumulative membership degree change (denoted by CMDC)as noisy (for
large values of this measure) or not noisy (for small values of this measure). This
general approach can be applied on any representation of the color image. However
considering that in most practical cases the images are stored and transmitted either
in a luminance-chrominance encoding format or in an RGB primary color space
representation format, it is likely to assume that the noise will affect independently
the corresponding color space components. Therefore an independent noise detec-
tion on each such color plane would be the most straightforward approach; a pixel
is classified as noisy if it was identified as noisy in at least one color plane. The
description of the noise rejection modified fuzzy c-means clustering, the proposed
approach, the implementation, the results and the conclusions are presented in the
following.

2 The Noise Rejection Modified Fuzzy C-Means Pixels
Clustering(NR-MFCM)

Let X[H×W] represent an intensity image, each pixel in a spatial location (i,j) being
in this case a scalar value x(i,j)∈ℜ. If on the set of all intensity values {x(i,j)|i=1,
..., H, j=1, ..., W} one applies a fuzzy c-means clustering [2], based on the Euclid-
ian distance between the intensity values of the pixels in X (without taking into
account the spatial distribution of the intensity values in the image), we obtain at
the end of the iterative fuzzy c-means algorithm, the optimal fuzzy partition ma-
trix U[C×HW], showing the membership degrees of each data x(i,j) to the C fuzzy
classes, and the C prototypes of the classes vk (intensity values obtained as the



452 M. Cislariu et al.

centers of mass of the corresponding fuzzy classes), k = 1, ..., C. For an easier de-
scription of the NR-MFCM algorithm, we consider an alternative representation of
the membership degrees of the pixels in X to the C fuzzy classes, in the form of a 3D
matrix Ũ[H×W×C], with ũ(i,j,k) the membership degree of the pixel x(i,j) to the
fuzzy class k, k = 1, 2, ..., C. Uk[H×W] is the "kth plane" of the matrix Ũ , formed by
the membership degrees of the pixels in X to the fuzzy class k. The optimal values
of membership degrees and fuzzy prototypes are found by the minimization of the
cost function:

Jm(ũ,v) =
H

∑
i=1

W

∑
j=1

C

∑
k=1

ũm(i, j,k)d2(x(i, j),vk), (1)

where m is a parameter controlling the shape of the resulting clusters; the conver-
gence of the optimization problem is guaranteed for m > 1. d is a distance measure
between x(i,j) and vk - usually the Euclidian distance. The minimization of Jm is
solved iteratively, starting from an initial fuzzy partition matrix U0 or an initial set
of cluster centers v0

k , being updated in each iteration t(until convergence) with the
following expressions:

ũ(i, j,k) = (
C

∑
l=1

(
d(x(i, j),v(t−1)

k )

d(x(i, j),v(t−1)
l )

)
2

m−1 )−1,v(t)
k =

∑H
i=1 ∑W

j=1 ũ(t−1)(i, j,k)x(i, j)

∑H
i=1 ∑W

j=1 ũ(t−1)(i, j,k)
(2)

Typically, in a noise-free intensity image X, the intensities x(i,j) will not change
abruptly in small spatial neighborhoods and therefore also the corresponding mem-
bership degrees will be similar in these spatial neighborhoods. However when a
noisy pixel (i.e. with a much different intensity than its neighbors) appears in the
image, this pixel will have, at least for one of the fuzzy classes k, a membership
degree much different than its neighbors to this class. Therefore, examining the 3D
fuzzy membership degrees matrix of the image, Ũ[H×W×C], should allow us to
identify the noisy pixels as well; if some filtering schemes (e.g. spatial averaging,
similar to the standard filtering procedures from image processing) are applied on
each "fuzzy plane" Uk(k = 1,2, ...,C) from Ũ , the resulting fuzzy clustering will be
more robust to the noise. This is a useful idea if we want to apply the fuzzy C-means
algorithm for image segmentation; if we consider the opposite goal, of identifying
the noisy pixels instead of just "ignoring" them in the segmentation process, we can
use the same approach, since the noisy pixels are the ones whose membership de-
grees will change the most in the filtering procedure from their values resulting by
the standard fuzzy C-means iterations. The local spatial averaging of the member-
ship degrees may be performed after the completion of the standard fuzzy C-means
iterations or during each iteration step. The later case is more suitable for noise de-
tection, since it allows to asses better the evolution of the memberships in the noise
affected areas as opposed to the evolution in the noise-free areas. Let w(i, j) [3×3] be
a spatial window centered on the location (i,j) over a membership plane for the fuzzy
class k, Uk [H×W], and A [3×3] - a matrix of positive weights, A = {a(p,q)|p,q = 1,
2, 3}, ∑3

p=1∑
3
q=1 a(p,q) = 1, a(p,q) ≥ 0, ∀ p,q = 1, 2, 3, with at least two non-zero

elements. Then ū(t)(i, j,k), i = 1, 2, ..., H; j = 1, 2, ..., W; k = 1, 2, ..., C is called
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the filtered membership degree of the pixel x(i,j) to the fuzzy class k after the tth

iteration and is computed as:

u(t)(i, j,k) =
3

∑
p=1

3

∑
q=1

ũ(i+ p−2, j + q−2,k)a(p,q) (3)

These averaged membership degrees are used to re-update the membership degrees
ũ(i,j,k) and the prototypes values vk in each iteration in the NR-MFCM algorithm,
which can be expressed by the following steps.

Step 1. Initialization. Define: m, C, the distance measure d, set the convergence
error ε . Select an exponent controlling the influence of the average in the updat-
ing of the membership degrees, n > 1. Generate an initial fuzzy partition matrix
Ũ0[H×W×C]. Compute the initial prototype values vk according to Equation 2. Set
the iteration step t = 0.

Step 2. Set t=t+1. Update the membership degrees ũ(t)(i, j,k) and the prototypes

v(t)
k according to Equation 2.

Step 3. Compute the Averaged Membership Degrees. According to Equation 3,
update the membership degrees by (as proposed in [10]):

û(t)(i, j,k) =
ũ(t)(i, j,k)m(u(t)(i, j,k))n

∑C
k=1(ũ(t)(i, j,k)m(u(t)(i, j,k))n

(4)

i = 1, 2, ..., H; j = 1, 2, ..., W; k = 1, 2, ..., C, and copy these values in the old fuzzy
membership matrix: ũ(t)(i, j,k) = û(t)(i, j,k), i = 1, 2, ..., H; j = 1, 2, ..., W; k = 1, 2,
..., C. Update vt

k according to Equation 2.

Step 4. If max |ũ(t)(i, j,k)− ũ(t−1)(i, j,k)| < ε , the convergence has been reached
and the algorithm stops. Otherwise, go to Step 2.

In the updating rule from Equation 4, if no outlier is present in the current spa-
tial window w(i, j), ū(t)(i, j,k) ∼= ũ(t)(i, j,k) and therefore û((t))(i, j,k) ∼= ũ(t)(i, j,k).
However, if the current pixel x(i,j) is a noise pixel, its membership degree ũ(t)(i, j,k)
may be significantly different than ū(t)(i, j,k) and therefore û(t)(i, j,k) would change
significantly, especially for large values of n. This means that x(i,j) will contribute
more to another class’ prototype, and the prototypes vk (k = 1, 2, ..., C) will change.
But since in general the number of noisy pixels is much smaller than the number
of "clean" pixels, the values vk are not likely to change significantly (unlike the
membership values). Therefore, if reaching Step 2 of the iterative process again,
the membership values ũ(t)(i, j,k) will again modify according to Equation 2, until
some "steady state" is reached. The larger the difference in the intensity of a pixel
x(i,j) from its neighbors in w(i, j), the longer the convergence time and the larger the
cumulative membership degrees to change (CMDCD) the C fuzzy classes will be.
This observation is very suitable for the detection of impulse noise; if we define
CMDC feature during the NR-MFCM algorithm for each pixel x(i,j) by:
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$ũ(i, j) =
1

TC

T

∑
t=1

C

∑
k=1

|ũ(t)(i, j,k)− û(t)(i, j,k)| (5)

and we compare this value with a statistically derived threshold θ (e.g. some
high value percentile) the pixels whose $ũt(i, j,k) > θ are very likely to be
noisy, whereas the others are likely to be clean. This strategy is adopted in our
noise detection scheme referred briefly by the acronym FCMDC (fuzzy cumulative
membership degree change), explained for a color image in the following.

3 The Proposed Fuzzy Cumulative Membership Degree
Change Based Algorithm (FCMDC)

Let us assume a color image is affected by color impulse noise. The noise filtering
goal is to obtain the noise-free image without altering the image details, but this task
is often difficult since both the noise and the fine details in the image introduce high
spatial frequency components and therefore any low pass filtering procedure (linear
or non-linear) is prone to affect in some way all the high spatial frequencies in the
image. Therefore a better solution is to first identify the locations of the noisy pixels
and apply the filter in these locations only. As explained in the previous section,
the solution we propose for the detection of the noisy pixels locations is based on
the definition of a feature called CMDC(cumulative membership degrees change)
during the NR-MFCM algorithm. The CMDC is extracted for each pixel, in each
color plane of the color image representation, and compared to some threshold value
to generate a crisp classification of the pixels as noisy or clean. We assume the image
affected by color impulse noise is represented in the primary RGB color space. The
proposed filtering algorithm is the following.

Each color plane of the image, i.e. R[H×W ], G[H×W ] and B[H×W ], is repre-
sented as an intensity image (denoted generically by X in the previous section).
On each of the three color planes, independently, we apply two versions of the
NR-MFCM algorithm, differing in the filtering coefficients considered:

1. The first is the simple mean filter between all the values in the neighbor-
hood centered on each pixel (i, j) in the color plane, w(i, j), i.e. the filter with
the coefficients a(p,q) = 1/9,∀p,q ∈ {1,2,3}. We denote the resulting NR-
MFCM algorithm that employs this filter by NR-MFCM1 (in Figure 1), and
the resulting CMDC features computed by NR-MFCM1 with Equation 5 by
$R/G/BNR−MFCM1[H×W ].

2. The second computes the mean of the neighbors of the central pixel (i, j) in the
color plane, w(i, j), i.e. the filter with the coefficients a(2,2)= 0, and a(p,q)= 1/8
for the other values of p and q. We denote the resulting NR-MFCM algorithm
that employs this filter by NR-MFCM2 (in Figure 1), and the resulting features
computed by NR-MFCM2 with Equation 5 by$R/G/BNR−MFCM2[H×W ].

The use of these two filters in the NR-MFCM algorithm for noisy pixels detection
was considered necessary because it can be estimated that they will give different
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CMDC values when the membership degree of the middle pixel to a class k is much
smaller than the memberships of its neighbors, and viceversa. One should note that
the use of other filters may be good for other noise distributions and the selection of
the most suitable filter is a topic that worths investigating. Each of the six resulting
CDCM feature maps is converted to a binary mask, by the classification of its data
through a binary thresholding. The threshold detection is done statistically, based on
a set of training images, to minimize the false acceptance and false rejection rates for
different images and amounts of noise. For an image-independent selection of the
threshold, we estimated it as the 70% percentile of the histograms of the features
maps $R/G/BNR−MFCM1 and $R/G/BNR−MFCM2. The resulting binary maps in
which the black pixels represent the noise and the white ones - clean pixels, are
combined by a max operation to obtain the global noise mask. Finally, only in the
image locations marked as noisy by the global binary noise mask, we apply any
color impulse noise filter - here we chose to apply the vector median filter (as also
done by other authors, e.g. [9]). The block diagram of this method is presented in
Figure 1. The number of classes C for the modified fuzzy c-means segmentation
should be roughly compliant to the number of dominant color modes in the image
histogram. In our experiments, we chose a value of C = 5. The suitable value for the
parameter n in Equation 4, for this value of C, was 5 or 7.

Input 
Image(RGB)

NR-MFCM1 NR-MFCM2

Selective 
color filtering

Output 
Image

max

NR-MFCM1 NR-MFCM2
NR-MFCM1 NR-MFCM2

maxmax

R G B

Noise Mask 
B

Noise Mask 
G

Noise Mask 
R

Global Noise Mask

max

Fig. 1 The noise detection and filtering scheme

4 Implementation and Results

The performance of the proposed algorithm has been evaluated and compared with
vector median filter. The algorithm was implemented in C++. A set of standard
color images have been chosen for testing the performance of the filter; they were
corrupted by a controlled amount of color impulse noise, at different noise levels,
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using a Matlab color noise generation function. The objective quantitative measure
used for the evaluation of the filtering performance is the peak signal to noise ra-
tio (PSNR). We used the following color test images: Lenna, Basalt, Peppers and
Baboon. Some experimental results, for one test image, are illustrated in Figure 2
below. One can see that both visually (in respect to the elimination of the noisy
pixels) and numerically (in respect to the PSNR, summarized in Table 1), the new
solution outperforms the reference vector median filter without noise detection.

Table 1 Results in PSNR for the proposed noise removal algorithm in comparison with VMF-
vector median filter

Image Noise Noisy VMF Proposed

level FCMDC

0% - 32.53 51.18

2% 27.77 32.5 35.7

Baboon 5% 24.64 32.43 34.81

10% 20.2 32.36 33.37

15% 17.96 32.17 32.2

0% - 26.94 43.14

2% 28.1 24.01 27.95

Basalt 5% 24.78 23.98 27.37

10% 20.07 23.86 26.09

15% 17.85 23.65 25.19

0% - 31.87 47.79

2% 28.05 31.8 35.38

Lenna 5% 25.05 31.72 34.53

10% 20.22 31.5 33.45

15% 18.04 31.07 31.79

0% - 32.86 50.62

2% 27.89 32.8 36.9

Peppers 5% 24.75 32.75 35.52

10% 20.03 32.49 33.44

15% 17.74 32.25 32.3

In terms of the noise detection performance, the FAR (showing how many non-
noisy pixels were classified as noisy) and FRR (showing how many noisy pix-
els were "missed") were assessed on these images, for the noise levels shown in
Table 1). The maximum value of FAR is around 20% and the maximum value of the
FRR is around 15%, slightly better than the current results in the state of the art.
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(a) (b) (c)

(d) (e) (f)

(g) (h)

(i) (j) (k)

Fig. 2 (a) The original image "Baboon" detail; (b) the result for the proposed FCMDC algo-
rithm; (c) the result of vector median filter in [1]; (d)(e)(f) the R, G and B components for the
image affected by color noise; (g) the image affected by color noise; (h) Noise mask RGB;
(i) Noise mask R; (j) Noise mask G; (k) Noise mask B.

5 Conclusions

In this paper a new fuzzy c-means based method for the detection of noisy
pixels in color images altered by color impulse noise was proposed and its per-
formance was assessed in conjunction with the standard vector median filter. The
approach provides good noise detection results, for different images and more im-
portantly, for different noise levels. The method is very suitable for image fil-
tering in the case of moderate to small noise levels. Numerical measurements
and visual observation show that the proposed noise detection has good perfor-
mance, and its fuzzy formulation allows for extensions in terms of the interpreta-
tion of the behavior of the membership degrees changing in the noisy and clean
pixels.
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Stereovision System for Visually Impaired

Rafal Kozik

Abstract. Nowadays the problem of BVIPs (Blind and Visually Impaired Persons)
social exclusion arises to one of the major problems of modern society. It is usually
framed in terms of accessibility to services like shops, theaters or cafeterias. The dis-
ability is main barrier both for fully and partially blinded to become an active mem-
bers of society. However, thanks to growing progress in computer vision together
with increasing power of portable devices new opportunities and solutions appear.
Nearly real-time vision-based algorithms and knowledge-based systems start to help
visually impaired during daily activities increasing social inclusion. New solutions
for people with vision impairment are dedicated to support the user during the de-
cision process, giving the information about obstacles located in the environment.
However, in many cases this information is still not enough for blind person to have
full situational awareness. Therefore the solution presented in this paper engages
the stereo camera and image processing algorithms to facilitate its user with ob-
ject detection and recognition mechanisms. The risk assessment based on ontology
problem modeling allows to handle the risk, predict possible user’s moves and pro-
vide the user with appropriate set of suggestions that will eliminate or reduce the
discovered risk.

1 Introduction

Research on solutions for visually impaired still reveals that the most popular and
commonly used solutions for aiding the blind people are systems based on ac-
tive environment sensing ("Detection" box in Fig. 1). Such devices first generate
signal (commonly ultrasonic wave) that is sent to the environment and then the
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Fig. 1 Evolution of systems dedicated for visually impaired.

signal reflection is analyzed. This approach is battery consuming and vulnerable to
interferences generated by another user facilitated with the same device. Moreover
such solutions do not intend to replace the traditional aids such as white cane or
guide dog.

However, in the last few years the research concerning the alternative solutions
has been growing and introducing new designs and systems that focus on adap-
tive and intelligent methods utilizing stereo cues and image processing approaches.
In contrary to ultrasonic-based solutions computer vision based approaches are pas-
sive, since only signal generated by the environment is analyzed (sunlight reflection,
sound, etc.). Solutions (similar to one proposed in [1]) engaging the camera sensors
allow to perceive the nearest obstacles. However, the users of such device still don’t
have enough information to tell what the detected obstacles are. Commonly the raw
information about the obstacle orientation in 3D space does not allow the blind
person to have a good situation awareness, therefore the object identification is cru-
cial. It allows to predict particular object behavior (e.g. moving car) and efficiently
identify threats connected with that object.

Into second group of the evolution diagram ("Recognition" box in Fig. 1) fall
systems which engage pattern recognition and computer learning algorithms to rec-
ognize objects. The majority of developed algorithms serve single object detection
(e.g. dedicated to find particular classes of objects), while some are aimed at iden-
tifying wide range of objects. Typical single-object detectors allow for such objects
recognition as door [7],[8] pedestrians [9] or staircase [10]. However such solutions
are considered by blind persons as an additional source of the information during
the travel.

Into the last group in the evolution diagram ("Situational awareness" box in
Fig. 1) fits solution proposed in [11]. However the MoBIC project does not adapt
computer vision and focuses more on increasing the mobility of visually impaired
providing information about locations. This helps the blind person to infer the
surrounding threats itself.
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Fig. 2 General system architecture.

The solution proposed in this paper (with vision-based object detection, recogni-
tion and ontology-based reasoning) aims at fitting into the last group.

2 System Architecture

The proposed solution has client-server architecture. There are local and remote
CPUs. The local CPU is directly connected with the blind person and engages two
USB cameras to perform depth estimation and obstacle segmentation (see Fig. 2).
The cameras are bind together and calibrated. The depth map obtained from stereo-
camera allows to get the information about the position and size of the surrounding
obstacles. This allows the system to plan the next step of blind person. For the
nearest obstacles object recognition task is started. This task is performed on re-
mote servers. When object is identified the ontology knowledge is queried to iden-
tify threats. Basing on visual observations (names of detected objects) system tries
to identify the user localization. It allows the system to perform further reasoning
like identifying the most severe threats connected with that localization. The pro-
posed system allows the blind person to assess and to apply appropriate action plan,
which will reduce or eliminate discovered threats. Finally the message (describing
the threats and suggesting action plan) is generated in textual form (see "Remote
CPUs" in Fig. 2) and converted to voice via TTS (Text To Speech) application.

3 Obstacles Segmentation

In order to segment the obstacles the disparity (map obtained from stereocamera)
is analyzed. To obtain the real distance to obstacle (e.g. in cm) the intrinsic cam-
era parameters have to be known. Therefore the stereo cues have to be calibrated
to work with the proposed system. However the most challenging part of obstacle
segmentation task is to produce disparity map.



462 R. Kozik

3.1 Depth Estimation

There are different approaches to stereo matching. These can be generally divided
into two groups. Fist group of algorithms use the local features to compute the dis-
parity map (the product of stereo matching). The second group engages both local
and global constraints, minimizing the cost function. Both of these methods have
advantages and disadvantages. The local-based methods allow to obtain the dispar-
ity map in relatively short time, but its quality (accuracy) is quite poor. On the other
hand the methods engaging global constraints allow to generate high accuracy of
disparity maps, however not in a real time.

The algorithm for disparity map (proposed in this paper) is a hybrid one. It cap-
tures advantages of both local and global ones. Particularly it allows to estimate
the depth in nearly real-time simultaneously capturing some global features like
smoothness and depth discontinuities. The algorithm tries to assign each pixel in
disparity map a disparity value (a label f). The energy (cost) for the assignment f is
given by:

E( f ) = Edata( f )+ Esmooth( f ) (1)

The Edata describes the initial depth assignment cost (energy). Commonly this is a
difference between luminance levels of the same pixels from left and right camera
(SAD rule - Sum of Absolute Differences). The Esmooth describes the depth map
smoothness. It can be notice that this model does not handle the occlusion (which
is considered by global approaches [2]). Tests prove that without this constraint the
estimated disparity map is may be very inaccurate in some conditions. Therefore
to handle this issue Birichfield DP (Dynamic Programing) algorithm [3] for stereo
matching was adapted to compute the Edata term. Instead of pixel-to-pixel matching
the algorithm focuses on lines. The algorithm inserts blank spaces into one of the
line to obtain the best matching (Fig. 3). Each inserted empty space (padding) can
be considered as occluded region.

In should be noticed that (in comparison to SAD) this method gives sharp edges
of obstacles. It can be also noticed that some lines still have poorly estimated lines.
Therefore Edata term have to be combined with smoothness term. In order to find
the optimal solution of disparity label assignment this problem formulation can be
modeled as finding MAP (Maximum A Posteriori) solution to MRF (Markov Ran-
dom Field) problem. As it is stated in [6], good approximation for MAP problem is
MAX Product Belief Propagation. It uses an efficient message passing techniques
that allows to find the solution in real-time. Examples of disparity map obtained
with DPBP algorithm (Dynamic Programming + Belief Propagation) are shown in
Fig. 4.

3.2 Finding Obstacles in Depth Map

Before the particular object can be located in the environment it has to be segmented
and extracted form the depth map. However, this is not trivial task since different
object may occupy different depth ranges. The main idea which solves this problem
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Fig. 3 Scan-line matching algorithm.

Fig. 4 Examples of depth map obtained with DPBP algorithm.

aims at generating the bird’s eye view image of the scene. This can be obtained by
applying the formula 2 to each pixel of the image, where height indicates the depth
map height, and depthMapPixEq(x, j,y) is equal to 1, if pixel at position (x, j) has
depth y and 0 otherwise.
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birdsEyeView(x,y) =
height

∑
j=0

depthMapPixEq(x, j,y) (2)

The bird’s eye view image (3D model in Fig.6) is further segmented and each of
segments is labeled to identify the width and the depth ranges of the object. Having
this information the obstacle can be easily located in the original image as it is
shown in Fig. 5. This region of texture is used as an input for obstacle identification.

Fig. 5 Nearest obstacles detection and labeling (red line)

4 Obstacle Identification

Since recognition is performed on remote machines huge amount of resources can
be assumed. However this can be done only theoretical because whole system has
to work in real-time. Therefore applied detectors and object recognition techniques
have to be adjusted processing power of remote units. Currently there are different
approaches to index images in large data base. However, among many following
ones are adapted to work with the proposed system: SURF descriptors, BoW (Bag
of words), GIST descriptors, Haar-like features. For SURF descriptors naive near-
est neighbor classifier is chosen (distances between the first and the second match
have to be grater than system threshold). For BoW and GIST kNN classifier is used
while for Haar-like features boosted cascade of classifiers is applied. Different clas-
sifiers effectiveness and examples are presented in "Experiments" section. First tests
showed that setting the stereocamera to capture in small resolution (320x240) allow
to achieve real-time stereo matching. However the low resolution causes that some
high resolution texture patterns can not be detected if object is too far from camera.
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Therefore the solution integrating mobile phone camera with the system was pro-
posed to increase the object recognition. In that case stereovision camera is attached
to a belt tied around waist, so that only mobile phone is carried by blind person.

5 Risk Assessment

The design of the proposed system assumes that information about threats the blind
person is exposed might be deducted from objects found in environment and from
environment itself. Particularly, objects introducing threats are mugs, glasses, ket-
tles or pots (not detected on time may expose blind person to serious injury). In-
ferencing threats both about places and objects requires prior knowledge. In order
to solve these complicated relations between object and to provide good semantic
description the ontology notation model is introduced. The ontology focuses on risk
assessment. It describes object, which has some physical properties. In example cof-
fee mug will have property "may contain hot coffee". With that property there are
connected some threats. In this example there are two of them: "burn yourself" and
"spill content". Each of these threats increase the total risk the blind person is ex-
posed to. However, for each of treats there may be some reaction that will eliminate
or reduce the risk.

6 Experiments

The system effectiveness was evaluated using set of scenarios. Each one aims at
modeling typical problem that blind person has to cope with. These are categorized
in following groups:

• Threats identification
• Object recognition
• Obstacle avoidance

6.1 Avoiding Collisions and Planing Next Steps

The obstacles detected trough depth map segmentation are used to build small
3D map of surrounded environment. This allows the system to plan the next step
of blind person. System analyses obstacles height and distances between them.
The suggestions are generated in textual form and presented to blind person using
Text-To-Speech. Examples of algorithm at work are presented in Fig.6.

6.2 Object Recognition

For the experiments databases of 182 images (47 unique objects) was collected.
Images were taken for three (indoor testbed) localizations: university, home and
office. During the tests recognition ratio was evaluated (Fig. 7).
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Fig. 6 Example of segmented objects (red boxes are the colliding obstacles and blue box
indicates the user).

Fig. 7 Recognition ratio of adapted classifiers.

6.3 Risk Assessment

An example of risk assessment module at work is shown in Fig. 9. The left panel
displays the name of most likely location. The Right panel list the objects seen by
the system in last 15s. The bottom panel displays list of identified risks. Each time
new object is detected and recognized by the system the ontology is queried in order
to evaluate the risk. Each visual observation (recognized object) is used to estimate
user localization. In the example shown in Fig. 9 the system was able to estimate the
user localization with high probability (after recognizing the oven). Basing on that
information system detected two threats: one coming from oven and the second one
coming from prior knowledge that there is a kettle on the left side.
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Fig. 8 Object recognized via mobile phone camera (additional camera sensor in the system).

Fig. 9 GUI panel of risk assessment module.

7 Conclusions

In this paper prototype of mobility aid system for people with vision impairment is
proposed. The preliminary results are promising and show that engaging the stere-
ovision systems together with robust object extraction algorithm and semantic de-
scription of the environment allow to asses the risk the blind person is exposed to.
Further more prosed here distributed architecture allows to perform huge amount of
operation in nearly real time.
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Artefactual Reasoning in a Hypergraph-Based
CAD System

Mehul Bhatt, Szymon Gajek, Ewa Grabska, and Wojciech Palacz

Abstract. This paper deals with a computer system supporting conceptual floor
layout and reasoning about abstract spatial artefacts. The reasoning module is able
to evaluate constraints which involve immaterial entities (range spaces of sensor
devices). The internal data structures of the system are hypergraph-based, but the
design constraints are specified as first-order logic formulae.

1 Introduction

The first phase of the design process – the conceptual phase – is very important.
Decisions taken in this phase heavily influence the later phases, and thus the whole
project. In order to properly support conceptual design, a Computer Aided (Archi-
tecture) Design (CAD / CAAD) system has to be able to work with incomplete,
preliminary projects, and to communicate their current state to the users. Architec-
tural drawings are not suitable for this purpose, because in conceptual phase many
properties (such as exact room dimensions, materials, etc.) have not been specified
yet. Simple diagrams, similar to hand-drawn sketches, seem to be more convenient
to externalize designer’s ideas.

The designer has to take into account many constraints with varying degrees of
importance. Some of them are dictated by physics, some are part of the building
code, some are recommended as the best architectural practices. Ensuring that all
of them are fulfilled is no easy task. So, there were many attempts to implement
a system for automatic validation of architectural design projects. Those systems
were primarily meant to be employed at the end of the design process. They were
used to check if a finished project fulfills all necessary constraints [9].
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This paper proposes a system which allows designers to create a conceptual
project, and constantly monitors their progress. Any constraint violations resulting
from a modification applied to the project are immediately reported.

2 The HSSDR System and the Hypergraph Model

The Hypergraph System Supporting Design and Reasoning (HSSDR) is a system for
designing floor layouts using the top-down methodology [5, 6]. It uses a specialized
visual language of diagrams to communicate with users. The diagrams can represent
architectural entities such as rooms, walls, and doors.

Internally, the project is represented as a hierarchical hypergraph, consisting of
hyperedges and nodes. In our approach there are two types of hypergedges: those
representing rooms and areas, and those representing adjacency and accessibility
relations. Functional areas and groups of rooms are at higher hierarchy levels, while
single rooms are at the bottom. Graph nodes correspond to walls. Attributes are used
to store rooms positions, as well as wall lengths, number and positions of doors,
room labels, etc. A detailed description of the graph data model can be found in [7].

2.1 HSSDR as a Sketching System

A designer starts working in HSSDR by sketching the outline of an apartment. Then
he divides it in two by drawing a polyline. The resulting areas are further divided,
and this process continues recursively until it reaches the level of rooms.

Fig. 1 A Diagram Representing a Floor Layout Being Sketched
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Either during this process, or at its end, doors can be placed in the walls. An
example of a floor layout being sketched is presented in Fig. 1.

Every splitting operation results in creation of two new hyperedges correspond-
ing to two new rooms/areas. They are attached as children of the hyperedge corre-
sponding to the original, undivided area. Thanks to that, the graph model represents
not only the current state of a layout, but also its development history.

2.2 HSSDR as a Reasoning System

HSSDR was conceived as a design system aimed at assisting its users by checking
if the created design fulfills specified constraints. In the beginning, the requirement
constraint checking engine was dealing directly with a graph-theoretic representa-
tion and corresponding computational algorithms1. Subsequently, we have noted
that majority of the tests can be describe directly using a symbolic specification,
e.g., such as the language of the first-order logic. Declaratively specifying tests in
the form of the first-order logic formulae has many advantages over implementing
them using procedural or object-oriented languages, primarily among them being
easy specification and readability, modifiability, and quite often, a direct correspon-
dence the manner of their conceptualisation by experts, designers, customers, and
even design guidelines.

For example, a test which forbids adjacency between a kitchen and a bedroom
can be written as follows:

failure_msg "a kitchen should not be adjacent to a bedroom"
forall x, y in Rooms : type(x) = "Bedroom" and
type(y) = "Kitchen" => not adjacent(x, y);

The current version of HSSDR includes modules (see Fig. 2), which can load
such formulae from external text files and evaluate them. The system lets users
choose which tests they want to apply. It also allows them to write their own tests.

Valuation of a first-order logic formula can be done only in context of a given re-
lational structure [4]. The structure provides semantic meaning for predicates, func-
tions, and constants used in the formula. It also provides an universe of individuals
over which quantifiers range.

HSSDR constructs a relational structure on the basis of the graph model. For
every hyperedge representing a room it creates a corresponding individual in the
structure; a binary relation named “adjacent” is constructed so that it is true only
for individuals corresponding to adjacent rooms in the graph; and so on. Any
modification applied to the model is immediately reflected in the structure.

This structure is used to evaluate test suites. Results of evaluation and failure
messages are presented to the designer.

An example of tests checking for conformity with the Polish Fire Code was pre-
sented in [7]. The test classifies rooms and doors (some of them are safe areas,

1 Tests were implemented as Java classes, and acquired the necessary data directly from the
underlying graph model.
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Fig. 2 HSSDR System Architecture

some others can be used as evacuation routes), then calculates the distance from
every room to the nearest safe area. The fire code specifies an upper bound on this
distance – going over it means that the project is not conformant.

Nearly all constraints and auxiliary definitions were specified as the first-order
logic formulae. The function which calculated the distance between two doors in a
room was the only exception – it had to be implemented in Java.

3 Constraints on Spatial Artefacts

Semantic descriptions of designs and their high-level requirements at an early de-
sign stage acquires real significance when functional constraints are among strictly
spatial entities as well as abstract spatial artefacts [2]. For instance, although it is
possible to model the spatial layout of an environment at a fine-grained level in con-
ventional CAD tools, it is not possible to model spatial artefacts such as the range
space of a sensory device (e.g., camera, motion sensor, view-point of an agent),
which is not strictly a spatial entity in the form of having a material existence, but
needs to be treated as such nevertheless.

The graph model used in HSSDR, as well as models employed by many other
CAD systems, do not represent abstract spatial artefacts. For example, they do not
represent the operational space of a door (the space occupied when the door is be-
ing opened), or its functional space (the space required by a human which wants to
pass through the door). In general, architectural working designs only contain phys-
ical entities. Therefore, it becomes impossible for a designer to model constraints
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involving spatial artefacts at the design level. For instance, consider the following
constraint: ‘the motion-sensor should be placed such that the door connecting room
A and room B is always within the sensor’s range space’. In order to model such
constraints, rich artefactual characterizations and constraints are necessary.

3.1 Spatial Artefacts

Inspired by [2, 3], we have evaluated the feasibility of implementing tests which take
into account spatial artefacts. Here, the following spatial artefacts may be identified;
more detailed explanation of these issues can be found in [2].

• the operational space denotes the region of space that an object requires to per-
form its intrinsic function that characterizes its utility or purpose

• the functional space of an object denotes the region of space within which an
agent must be located to manipulate or physically interact with a given object

• the range space denotes the region of space that lies within the scope of a sensory
device such as a motion or temperature sensor, or any other entity capable of
visual perception. Range space may be further classified into other categories,
such as observational space (e.g., to model the concept of the isovist [1])

As it turns out, the architecture of HSSDR is naturally suited to incorporating
these artefactual extensions. We discuss this in the rest of the paper with concrete
examples.

3.2 Artefactual Constraints with HSSDR

Constraints are specified as logic formulae, and their value is determined on the
basis of contents of the relational structure. This structure was so far constructed as
a direct reflection of the graph model, and represented the same objects and relations
as this model. But it can be extended, so that it contains additional information
indirectly derived from the graph model. This additional information can represent
properties of abstract spatial artefacts.

We validate this approach by implementing a set of tests dealing with range space
of sensors. There are several types of sensors used in buildings: motion detectors,
CCTV cameras, smoke detectors, etc.

It is possible to devise many different conditions, which could be used to con-
strain sensor placement. For example, we may require all paths leading from exter-
nal doors to important areas (office rooms, etc.) to be monitored. So, we start by
defining a one-argument predicate specifying which rooms are important:

SecuredArea(r) <=> Rooms(r) and (type(r) = "Office"
or type(r) = "Living_Room" or type(r) = "Garage");

HSSDR provides a core predicate, isPathWatched, which checks if a path be-
tween two doors in the same room is inside the range space of a sensor. We define a
negated version of it:
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UnwatchedPath(d1,d2) <=> d1 != d2 and Doors(d1) and Doors(d2)
and (exists r in Rooms: doorsInRoom(d1,r) and
doorsInRoom(d2,r) and not isPathWatched(d1,d2));

Next, induction is applied to compute the transitive closure of UnwatchedPath.
The induction goes up only to 99, instead of infinity, but this should be enough for
all architectural projects of moderate size.

UnwatchedPathInduction(d1,d2,n) <=>
(n=1 and UnwatchedPath(d1,d2)) or
(n<>1 and UnwatchedPathInduction(d1, d2, n-1)) or
(n<>1 and exists d in Doors:
UnwatchedPathInduction(d1,d,n-1) and UnwatchedPath(d,d2));

UnwatchedPathPlus(d1,d2)<=>UnwatchedPathInduction(d1,d2,99);

Finally, the test itself is specified:

failure_msg "path leading to secured area is not surveilled"
not exists d1, d2 in Doors: exists r in Rooms:

SecuredArea(r) and doorsInRoom(d2,r) and
UnwatchedPathPlus(d1,d2);

If cameras are used instead of infrared motion detectors, then we may need
an additional constraint: cameras should not be placed in private areas, and they
should not observe doors leading to private areas (bedrooms, bathrooms etc). These
conditions can be specified as a set of logic formulae, too.

3.3 Implementation

Implementing this new set of tests required modifications of HSDDR.

1. The graph model had to be extended so that it could represent cameras and
their positions. It gained additional nodes representing sensors (these nodes are
hierarchically nested in component hyperedges representing rooms).

2. A set of Sensor objects, relations (sensorInRoom, isPathWatched) and functions
(surveilledDoors) had to be added to the relational structure.

3. The user interface has been modified to allow placing sensors on the layout. For
each sensor the user specifies its location and direction in which it is pointing.
Range and angular extent of all sensors are parametrized.

After placing a sensor it is shown as a light gray transparent circular segment. Direc-
tion, range and extent of the shape correspond to the features processed by reasoning
modules of HSSDR, however visualization is not completely accurate, circular seg-
ments are not clipped when sensor’s range is limited by a wall. On the other hand,
on the level of reasoning modules area covered by a sensor is computed accurately.

Two figures illustrate the process of checking design constraints. For the layout
presented in Fig. 3, the test concerning the security of important areas has been
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Fig. 3 A Floor Layout Not Meeting Design Constraints

Fig. 4 After Adding Another Sensor the Layout Passes the Test

enabled. The test fails for this layout, because there is a path leading from back doors
to the office that is not surveilled.

After placing another sensor in the kitchen (Fig. 4) the layout passes the test. All
paths are surveilled.
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4 Conclusions

This paper presents a system for conceptual design of floor layouts which can reason
about spatial artefacts, and evaluate constraints which refer to them (e.g. “a bank
vault door must be within a camera’s range space”). The system internally represents
floor layouts as hierarchical hypergraphs. The reasoning module takes such a graph
model, and derives a relational structure from it; the structure is then used to valuate
first-order logic formulae which specify design constraints.

The separation between project models and design constraints made implement-
ing spatial artefacts easy. The reasoning module simply needs to generate structures
which contain objects, relations and functions pertaining to them.

During this work we found that graph models used by HSSDR are problematic,
when it comes to representing low-level layout elements (doors, sensors). We plan
to replace them with models based on definitions presented in [8].

Another line of future extensions to the HSSDR system is the inclusion of formal
qualitative spatial abstraction and spatial computing techniques, and semantic (onto-
logical) representation and reasoning capabilities as proposed in [2]. This will enable
us to represent the general spatial constraints and also the artefactual constraints with
respect to the formal semantics of the qualitative spatial formalisms in the context of
industrially conformant CAD models.
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A Shape Description Language for Osteophytes
Detection in Upper Surfaces of the
Metacarpophalangeal Joints

Marzena Bielecka, Andrzej Bielecki, Mariusz Korkosz, Marek Skomorowski,
Kamila Sprężak, Wadim Wojciechowski, and Bartosz Zieliński

Abstract. In this paper, the successive module of the computer system for hand
diseases diagnosis support is presented. Based on the upper surface borders of the
metacarpophalangeal joints, syntactic description is constructed. Then, it is analysed
to verify if considered border contains osteophytes. As has been presented, shape
description introduced in this paper can be used to distinguish contour of the upper
surface with and without osteophytes. This kind of diversification is required to
build an intelligent system for joint diseases diagnosis.

1 Introduction

Hand radiographs are the source of important clinical information in rheuma-
tology. One of the most significant radiological features are osteophytes, which
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occur in non-inflammatory diseases, but do not occur in inflammatory diseases [6].
Detecting and tracing pathological changes is a crucial point in medical diagnosis.
It is essential to distinguish between inflammatory diseases, which can be fatal, and
non-inflammatory diseases, which are relatively harmless and occur in the majority
of people aged around 65 [15].

Therefore, the possibility of such analysis performed by a computer system,
which enables not only the detection of minimal changes in X-ray picture, but also
their medical interpretation is a key point for diagnosis support. Studies concern-
ing possibilities of such systems implementation are topic of numerous publications
[5, 8, 10, 11, 12, 13, 16].

This paper is a continuation of studies described in [1, 2, 3, 4, 17, 18], concern-
ing automatic hand radiographs analysis. In previous papers the preprocessing and
joint location algorithms were introduced [4, 17, 18]. Based on obtained locations,
the algorithm for identifying the borders of the upper and lower joint surfaces was
proposed [3]. The preliminary analysis of such borders due to erosions detection,
using Jakubowski shape description methodology [7] is described in [1, 2].

In this paper, the successive module of the computer system for hand diseases
diagnosis support is introduced. Based on the upper surface borders of the metacar-
pophalangeal joint, syntactic description is constructed. Then, it is analysed to verify
if considered border contains osteophytes.

2 A Shape Description Language

Let us consider the alphabet Σ , which consists of two types of symbols, arcs (set A)
and angles (set B), defined as follows:

Σ = A∪B, (1)

A = {[α] : α ∈
12
⋃

a=−12

a ·30}, (2)

B = {β : β ∈
6
⋃

b=−6

b ·30}, (3)

where [α] represents the arcs, called primitives, which start in any points called
tails and end in any other points called heads. Moreover, that kind of arcs have start
angles (αstart ) and end angles (αend), such that αend−αstart ∈ [α−15,α+15). The
example of the arc represented by [60] is shown in Fig.1. Its tail is located near point
(7.7,−6.4) and its head in located in point (0,−10). Its start angle equals 130◦ and
end angle equals 180◦.

If α is smaller than 0, arc is considered as concave, otherwise it is convex. Ex-
amples of convex arcs, represented by [60] are shown in Fig.2. Concave arcs can be
simply obtained, by switching heads and tails of those primitives.
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Fig. 1 Example of the primitive.

−30 −25 −20 −15 −10 −5 0 5

−15

−10

−5

0

5

10

15

[60]

[60]

[60]

αend=80°

αstart=30°

αstart=−30° αend=40°

[60]

αend=250°

αstart=190°
αstart=190°

αend=250°

Fig. 2 Examples of arcs represented by [60].

The shape description language L consists of words k, called contours, formed
alternatively from arcs [α] and angles β between them:

k ∈ L⇔ k = [α1]β1[α2]β2...βn[αn+1] (4)

The interpretation of [α1]β1[α2] is as follows. Two arcs, represented respectively by
[α1] and [α2] symbols, are connected with each other in such a way, that head[α1] =
tail[α2]. β1 equals αstart

2 −αend
1 rounded to the nearest angle from set B. Example

contour described by [60]90[−120] is shown in Fig.3b.
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Fig. 3 Contour described by [60]90[−120].

3 Contour from the Border

This approach, which is resistant to rotation, is based on the fact that numerically a
tangent at the point xn is calculated using a secant: f ′(xn) = f (xn)− f (xn−1)

xn−xn−1
, where xn

and xn−1 are successive points in a numerical procedure. According to the definition
of a tangent, the closer to each other xn, xn−1 points are, the better approximation of
a derivative is given by the above formula [9].

a b

Fig. 4 Example of the healthy metacarpophalangeal joint (a) and its border (b).
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Let us consider healthy metacarpophalangeal joint and its border presented in
Fig.4a and Fig.4b, respectively. At the beginning, to obtain contour, the border is di-
vided into groups of n successive points {(XPi ,YPi)}n

i=1. Middle point of each group

is then computed as
(

∑n
i=1 XPi

n ,
∑n

i=1 YPi
n

)

- white dots in Fig.5a. For each group Gi, two

middle points of adjacent groups (Gi−1 and Gi+1) are taken and line passes trough
those two points is considered. Following [9], this line is a tangent to the middle point
of the group Gi - white line in Fig.5a. Angles of tangents at successive middle points
are presented in Fig.5b. Function created for such values (white thin fragments of
lines in Fig.5b) is analysed using linear least squares method, to obtain fragments
of the lines (grey thick fragments of lines in Fig.5b). Each line fragment contains at
least m successive values for m successive middle points. Moreover, the difference
between each approximated and accurate value has to be smaller than Δα .
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Sum of the distances between middle points of the successive groups
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Fig. 5 Middle points of the groups created for initial fragment of border from Fig.4b (a) and
tangent angles function of all middle points (b).

Further analysis is based on the fact that in case of a circle, tangent angles in-
crease linearly. Therefore, values for the start and end of the successive line frag-
ments can be considered as start angle and end angle of the arc (primitive), and can

be described as [αstart
i ,αend

i ]ki=1. Three first line fragments from Fig.5b will be then
described as: [75.7523,65.5752], [82.9490,100.1008], [89.9691,119.3453].

Those pairs are used to create contour in such a way, that the nearest arc from
set A is taken for αend

i − αstart
i and the nearest angle from set B is taken for

αstart
i+1 −αend

i . Thus, in case of considered example, the contour is rounded version
of [−10.1771]17.3738[17.1518]−10.1317[29.3762], ie [0]30[30]0[30] (Fig.6b). The
whole contour shown in Fig.6a equals:

[0]30[30]0[30]0[30]0[−30]0[90]0[0]30[−60]30[−30]0[−30]0[−30]0[120]−30...

...[30]−30[30]0[30]0[0].



484 M. Bielecka et al.

a b

Fig. 6 Contour of the border from Fig.4b and its enlarged initial fragment (b). Gray and white
curves represent convex and concave primitives, respectively.

4 Contours of the Borders with Osteophytes

Contours of the borders with osteophytes contain fragments which do not occur in
case of the healthy joint contours. Those fragments can be described as patterns,
which can be used to verify, if there are osteophytes in other contours.

Let us consider two metacarpophalangeal joints with osteophytes presented in
Fig.7a and Fig.7b, with contours equal:

[0]0[30]0[30]−30[90]0[0]−30[0]30[−30]0[−30]-30[0]0[30]30[60]0[-30]-30...

...[60]0[0]30[0]

and

[−30]0[60]30[−30]0[30]0[0]−30[30]0[−30]0[0]0[−30]0[0]0[90]0[-30]0[0]0...

...[30]−30[30]0[0],

respectively. It can be noticed, that osteophytes are described by the fragment in
bold. However, in case of the second syntactic description, first arc ([0]) can be
replaced by arcs [−30], [−60] or [−90] (this arc can be longer, what results in a
bigger difference between the end angle and the start angle). Therefore, it is replaced
by [(0|−30|−60|−90)], when considered as pattern.

Patterns for all osteophytes of the examined metacarpophalangeal joints are
shown in Tab.1. It can be noticed, that two of them occur in more than one affected
contours (column Quantity).
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a b

Fig. 7 Contours of the metacarpophalangeal joints with osteophytes.

Table 1 Patterns of the contour fragments with osteophytes, where [−] means [(0| − 30| −
60|−90)].

Number Patterns of the contour fragments with osteophytes Quantity

1 −30[0]0[30]30[60]0[−30]−30 1

2 [−]0[90]0[−30]0 1

3 [−]−30[150]30[−90]0 1

4 0[0]−60[180]0[−30]0 1

5 30[−60]0[60]60[−] 1

6 [−]−30[0]0[120]0[−] 2

7 [−]0[90]0[60]−30[−30]30 1

8 −30[−60]30[60]−30[30]60[−] 1

9 0[−60]0[120]0[0]0[60]−30[0]−30 1

10 [−]0[90]0[−30]30 2

5 Experiments

In total, 24 metacarpophalangeal joints of index and middle fingers were analysed,
derived from 12 images (for 6 patients) included in the test set, acquired through
the offices of the University Hospital in Cracow, Poland. Half of the tested metacar-
pophalangeal joints presented osteophytes in upper surfaces.

Borders marked by the expert were used as the basis of the analysis, to prevent
the error caused by possible incorrect automatic identification [3]. An experienced
radiologist examined all upper surfaces of the metacarpophalangeal joints from the
test set and manually marked borders using tablet Dell XT2. Images were presented
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with the help of a graphical user interface and the radiologist was able to draw
or correct the contours, as well as zoom in or zoom out the image. Moreover, the
radiologist was able to mark the osteophytes.

Parameters adopted to convert border to contour was as follow: n = 10, m = 3
and Δα = 10◦.

Contours of all joints were analysed, to check if they contain patterns from Tab.1.
Naturally, all contours with osteophytes matched those patterns. However, what is
more important, all healthy joints did not match any of those patterns. This suggests
that presented set can be used as a basis of complete set of patterns.

6 Concluding Remarks

As has been presented the shape description language introduced in this paper can be
used to distinguish contours of the upper surface with and without osteophytes. This
kind of diversification is required to build an intelligent system for joint diseases
diagnosis.

Presented approach is resistant to rotation and uses rounded primitives. Thus it
is better suited to bones which are rounded, than section like primitives. Despite the
fact that this approach in some points is similar to Jakubowski shape description [7]
and Shaw shape description [14], it still differs in several important aspects, what
can be noticed in section 2.

This paper shows results for 24 joints. However, more than 200 joints are being
actually analysed by a radiologist, providing authors with the possibility to verify
their hypothesis on a more numerous set of examples in the future research.

To recapitulate, the final system will be the hierarchical one, with the following
levels (starting from the lowest to highest level): preprocessing and joint location
[4, 17, 18], identifying the borders [3], contour shape description analysis and the
expert system to diagnose rheumatoid diseases. This kind of system will serve as an
aid in radiological diagnosis of the hand radiographs.
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Using Graph Mining Approach to Automatic
Reasoning in Design Support Systems

Barbara Strug

Abstract. In this paper an improved method of using frequent patterns to gain
knowledge about the quality of new designs in design systems is presented. The
hypergraph-based representation is used as an underlying structure for design repre-
sentation. The application of this method to automatic evaluation of designs is also
presented. Two different methods of reducing size of the set of frequent patterns are
described. Experimental results are also presented.

1 Introduction

Graphs are a very useful way of representing complex objects in different domains
of computer science [24]. They are used in engineering, system modeling and test-
ing, bioinformatics, chemistry and other domains of science to represent objects and
the relations between them or their parts [2, 3, 28].

In this approach hypergraphs [14], which enable us to express multi-argument
relations between elements, are used. While in ordinary graphs edges always con-
nect only two nodes, hypergraphs are composed of a set of nodes and a collection
of hyperedges with different numbers of ordered tentacles, each of them touch-
ing a node. Hyperedges of hypergraphs used in this paper represent both design
components and multi-argument relations among them.

By means of hypergraph transformation methods (hypergraph grammars or hy-
pergraph operations) a large database of hypergraphs representing designs can be
created. Hypergraphs can be then mapped into various graphical models of designs
using a given interpretation in the form of a so called realization scheme. The in-
terpretation specifies semantics of hypergraph elements by assigning geometrical
objects and relations between them to hyperedges. The interpretation determines
also transformations which design parts should undergo to be arranged properly and
enables the system to create a visualization of the whole design.
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Designing new artifacts requires a method of generating graphs representing
them, and thus many methods for graph generation were researched. These meth-
ods include approach based on application of the theory of formal languages to
the computer aided design [9, 10, 11, 23], in particular the graph based represen-
tation jointly with graph grammars [2, 9, 10, 12, 13, 22], and grammar systems
[4, 6, 8, 18, 21, 25]. Other methods used to generate graphs representing designs
include evolutionary computations that were used in different domains of design
[2, 13, 22].

All generation methods result in producing a number of graphs representing
designs. Using graph grammars and evolutionary methods, either separately or
combined together, results in building a large database of graphs - or designs.

The main problem lies in the complexity and size (understood as the number
of graphs) of such database. It is difficult to automatically evaluate the quality of
the graphs. The quality of a graph is here understood as the quality of the design
represented by this graph as a solutions to a given design problem. Thus the process
of evaluation usually requires the presence of a human designer who can choose the
best solution or give some numerical values to each design. The problem is that for
a human "evaluator" all graphs have to be rendered to designs. This process in turn
requires visualising designed objects. Unless the design problem is very simple the
rendering of designs may be very complex and result in very long execution times.

A possible method of eliminating the visualization step seems to be the one us-
ing a number of graphs representing designs for which a human "evaluator" has
defined a quality value as a basis for evaluating other designs in the same design
problem. As it can be noticed that the designs getting higher quality values usu-
ally have some common elements, finding frequent substructures in graphs seems a
useful approach.

Thus the use of methods based on frequent graph mining techniques is proposed
in this paper.

2 Hypergraphs-Based Design Representation

The methods used in CAD problems like boundary representations, sweep-volume
representation, surface representations or CSG (constructive solid geometry) [16,
19, 20] allow only for the "coding" of geometry of an object being designed and
do not take into account the inter-related structure of many design objects i.e. the
fact that parts (or components) of an object can be related to other parts in different
ways. So in this paper a representations based on graphs is used. Different types
of graphs have been researched and used in this domain, for example composition
graphs [11, 12]. Here an extension of ordinary graphs - known as hypergraphs is
used.

Hypergraphs (HGs) consist of nodes and edges, but they differ from standard
graphs because the edges can connect more then two nodes, thus allowing for more
complex relations to be represented. A hyperedge in a hypergraph may represent a
geometrical object or a relation. A hyperedge representing an object is called object
hyperedge, while the one representing a relation is called a relational hyperedge.
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Nodes and hyperedges in hypergraphs can be labelled and attributed. Labels are
assigned to nodes and hyperedges by means of node and hyperedge labelling func-
tions, respectively, and attributes - by node and hyperedge attributing functions.
Attributes represent properties (for example size, position, colour or material) of a
component or relation represented by a given hyperedge.

3 Frequent Graph Mining Methods

Frequent graph mining techniques are developed on the basis of a more general fre-
quent pattern mining. Frequent patterns can be defined as itemsets, subsequences, or
substructures which appear in a data set with a frequency equal or greater to a user-
specified threshold value. In this paper the most interesting are the substructures
patterns. A substructure can refer to different structural forms, such as subgraphs,
subtrees, or sublattices, which may be combined with itemsets or subsequences. If a
substructure occurs frequently in a graph database, it is called a (frequent) structural
pattern. Finding frequent patterns is an important part in mining associations, corre-
lations, and many other interesting relationships among data. It may also be used in
data indexing, classification, clustering, and other data mining tasks.

Frequent pattern mining was first proposed by Agrawal et al. [1] for market bas-
ket analysis in the form of association rule mining. It was used to analyze customer
buying habits by finding associations between the different items that customers
place in their "shopping baskets". Since the first proposal of this data mining prob-
lem and the mining algorithms relating to it, there have been many other research
publications, on various kinds of extensions and applications, from scalable data
mining methodologies, to handling a wide diversity of data types and a huge num-
ber of applications [30, 31].

3.1 Apriori-Based Methods

One of the classes of frequent subgraph mining algorithms is an Apriori method
([1]) In this approach the frequent patterns of larger size are searched for, starting
from subgraphs of smaller sizes by adding to them an additional node or edge with
a node.

In case of hypergraphs the size of a hypergraph is understood in this paper as
the total number of hyperedges and nodes. The main reason for complexity of the
Apriori-based algorithm is a candidate solution generation step. Various types of
candidate solution generation algorithms were proposed. One of them is so called
AGM algorithm proposed by Inokochi [17], which increases the substructure by one
node at each iteration of algorithm. Two frequent graphs of size k are combined only
if they have the same subgraph of size k−1. The newly generated graph of size k+1
includes the common subgraph of size k−1 and two additional nodes from both size
k graphs. As it is undetermined if there is an edge connecting the two nodes from
combined graphs two different k + 1 size graphs are possible.
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This algorithm is a basic formulation for general graphs. In case of using hyper-
graphs some modifications must be introduced. Firstly both the nodes and hyper-
edges are treated in a way only nodes are treated in standard algorithm. Moreover
the tentacles (shown as "links" joining visually hyperedges and nodes) in a hyper-
graph are treated as edges in the algorithm.

It can be noticed that Apriori-based algorithms require a lot of computations to
join two size k graphs into one size k + 1 graph candidate solution. To reduce these
computations other methods were developed, mainly based on the pattern growth
model.

3.2 Pattern Growth Methods

Pattern growth methodology consists in extending a single pattern into more com-
plex one [15]. A single graph g can be extended by an edge e. This edge may or may
not introduce a new node into graph. For each found frequent graph g the pattern
growth algorithm tries recursively to extend it until all possible frequent graphs of
which g is a subgraph are found. The recursive process ends when no more frequent
graphs can be found.

The main problem of this method is the fact that each k size frequent graph can
be found independently k times - by extending k different size k−1 graphs.

4 Frequent Patterns in Design System

Both algorithms described in the previous section should be considered more as
classes then as actual algorithms. Different algorithms were developed basing on
these classes.

In this paper two algorithms, namely FFSM and gSpan, are considered. Both
algorithms can work on undirected graphs with labelled nodes and edges. They
perform the analysis of graphs in a depth-first order and can only find connected
subgraphs. The way in which these algorithms generate potential candidates for
frequent patterns is different. As each subgraph of a graph can be generated as a
result of expanding different smaller subgraphs in several ways, a way of removing
duplicates is also required. In a gSpan algorithm a so-called dfs-code, representing
the edges in the order in which they are added to the fragment, is build. As different
paths to each fragment exist also different codes are possible. By using a global
order of these codes the smallest one is defined as canonical. Thus gSpan extends
only those fragments which have canonical representations. To lower the cost of
detecting non-canonical codes gSpan uses a heuristic based on grouping all possible
extending edges into forward edges that insert a new node, and backward edges
which end cycles, and then it extends the fragments with forward edges outgoing
from nodes on the right most path and backward edges from the last added node.
For each fragment gSpan stores a list of graphs containing a given fragment. The
size of this list describes the frequency of the fragment. To extend a fragment, only
the graphs from this list are used, as they contain a given fragment.
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FFSM, on the other hand, represents a graph in the form of a two dimensional
matrix, with node labels on a diagonal. The code is generated by concatenating all
rows of the matrix. In lexicographical order isomorphic graphs have the same matrix
code. Then the new fragments are generated by joining two matrices.

The approach to reasoning about designs used in this paper has been implemented
and tested on examples of a floor layout design. The approach consists in several
steps. In the first step a database of floor layouts was coded in the GraphML for-
mat and imported to the GraphSearcher application [29]. Then the set of frequent
patterns is generated and finally these patterns are used to evaluate new designs.

The first experiment was carried out with the support set to 100%, that is for
a subgraph to be considered frequent it has to appear in all hypergraphs from the
database. The subsequent two experiments were carried out with the support param-
eter set to 90%, and 60%, respectively. In table 1 the number of frequent patterns
found for various support parameters is presented.

The frequent patterns found with the support set to 100% have been subsequently
used as the reasoning rules and tested against a number of new designs. Some
of them are depicted in Fig. 1a and b. One of the hypergraphs representing new

a) b)

Fig. 1 Examples of frequent patterns representing design requirements

a) b)

Fig. 2 Examples of frequent patterns representing meaningless rules
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Fig. 3 Hypergraph representing a new design

Table 1 The number of frequent patterns for different values of support for FFSM and gSpan
algorithms

algorithm FFSM FFSM FFSM gSpan gSpan gSpan

support 100% 90% 60% 100% 90% 60%

num. of freq. 910 1775 19075 1021 1808 19104

designs is presented in Fig. 3. In all figures object hyperedges are depicted as squares
and relational ones - as circles. Then the designs were evaluated on the basis of the
number of frequent patterns present in their hypergraph representations in such a
way that those which contain the highest number of frequent substructures are con-
sidered to be the best. The quality of such a new design is expressed by a percentage
of frequent patterns it contains. For a hypergraph depicted in Fig. 3 the value is
91% by FFSM-generated set and 92% by gSpan-generated set. The designs with the
highest quality value are then presented to the designer for approval. Thus the au-
tomation of the rule generation process can save a lot of time in the design process.

More detailed results obtained with the use of the FFSM method were pre-
sented in [26], and the results obtained with the use of the gSpan algorithm and a
comparison of both results were presented in [27].

However, two problems can be noticed. The first one is the fact that the
number of frequent subgraphs even for high support parameters is very high. For the
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support parameter set to 100% there were 1021 frequent patterns found by gSpan
and 910 - by FFSM. As the evaluation of a hypergraph representing a new design
consists in checking how many of these frequent subgraphs are also subgraphs of
the new hypergraph a huge number of subgraph isomorphism checking operations
is required. Even taking into account the fact that the hypergraphs are labelled, what
lowers considerably the computational cost of these operations, it still is a costly
and time consuming process.

The second problem is the quality of rules represented by the frequent patterns
found. For example patterns depicted in Fig. 1a and b represent valid, meaningful
design rules; the accessibility of a room from an entrance (Fig. 1a) and the accessi-
bility of a kitchen from an entrance (Fig. 1b). But at the same time the frequent pat-
terns depicted in Figs. 2a and 2b do not represent any valid design rules. Moreover
the presence of many meaningless patterns affects the reliability of the evaluation -
a hypergraph containing many of such patterns could get high quality value while
representing an obviously bad design.

Solving the second problem i.e. eliminating meaningless frequent patterns would
reduce the total number of frequent patterns and thus could at the same time con-
tribute to solving the first problem. But it would also improve the quality and the
reliability of the automatic evaluation process.

It can be observed that in all patterns that should be eliminated some common
elements are present. In the frequent patterns depicted in Figs. 2a and b a pres-
ence of two consecutive relational hyperedges can be noticed. In both examples
two hyperedges labelled adjacency and accessibility are connected without a single
object hyperedge between them. Such a sequence of hyperedges would never rep-
resent a valid design rule. Similarly, two consecutive object hyperedges without re-
lation between them cannot represent a correct rule. In some frequent patterns even
longer sequences of same-type hyperedges were found. Thus frequent subgraphs
containing such subgraphs are good candidates for elimination from the set.

Two methods of eliminating meaningless patterns were tested.

4.1 Frequent Patterns Postprocessing

First approach tested consists in analyzing all hypergraphs in the set of frequent
patterns found by each algorithm and eliminating those containing unwanted sub-
graphs. Such a process is time consuming, what is due to a large number of graphs
to analyze, but results in significant reduction of the number of patterns used in eval-
uation of the new designs. As this process has to be performed only once, the time
it needs can be justified.

Applying this postprocessing to sets found by FFSM and gSpan algorithms with
100% support (910 and 1021, respectively) a significant reduction was achieved. In
case of FFSM the reduced set consisted of 642 frequent subgraph, and for gSpan
- 612. The reduction is similar for both sets, but the gSpan-generated set has been
reduced slightly more. Both reduced sets have been then used to evaluate the qua-
lity of some hypergraphs representing new designs and the quality values obtained
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were compared to the ones obtained with the unreduced sets. While the resulting
scores are different, as was expected, the quality values are now closer to the human
evaluation.

4.2 Modified Frequent Pattern Generator

In the second method the frequent pattern mining algorithm was modified by apply-
ing additional constraints to the possible extensions. It takes into account the type of
the hyperedge to be added and if it is of the same type as the one to which it would be
connected such an extension is forbidden and another extension is tried. As a result
frequent subgraphs generated do not contain same type hyperedges sequences.

This approach, in addition to eliminating meaningless subgraphs, also speeds up
the mining process. This speed-up results from smaller number of small graphs,
which propagates into larger subgraphs.

The modification was so far applied only to gSpan algorithm. The set of frequent
subgraphs generated by the modified algorithm consists of 585 hypergraphs. The
number is slightly lower then the one obtained by the postprocessing approach,
what may suggest missing some frequent patterns, but more experiments have to be
carried out to verify this possibility. The reduced set has also been used to evaluate
the quality of hypergraphs representing new designs and the quality values obtained
were compared to the ones obtained with the unreduced set. Similarly to the first
method the resulting scores are different, but the quality values are also closer to the
human evaluation.

5 Concluding Remarks and Future Work

In this paper two methods of reducing sets of frequent subgraphs in hypergraphs
used to represent designs are presented. These methods were tested on a set of
hypergraphs representing floor layouts. The frequent patterns found were used to
evaluate the quality of new designs. Both methods used resulted in reducing the size
of the set of frequent patterns by approximately 30% to 40%. While it makes the
evaluation of new designs much faster - as a smaller number of subgraph isomor-
phism tests must be carried out, the number is still large. Thus a further reduction
would be desired. At the same time such a reduction has to preserve the quality of
the evaluation.

One possible way of reducing the subgraph set, which is currently being investi-
gated, is an evolutionary selection of a subset of frequent graphs. Each subset could
be then evaluated by comparing the scores for a number of designs received from a
full set and from a subset.

The elimination of small frequent subgraphs, i.e. subgraphs of size smaller than a
predefined threshold, is also being investigated as very small subgraphs are unlikely
to represent any important rules.

The modification of the FFSM algorithm to include constraints on consecutive
same type hyperedges is also planned to be investigated.
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A New Approach to Multi-class SVM-Based
Classification Using Error Correcting Output
Codes

Wiesław Chmielnicki and Katarzyna Stąpor

Abstract. Protein fold classification is the prediction of protein’s tertiary structure
(fold) from amino acid sequence without relying on the sequence similarity. The
problem how to predict protein fold from amino acid sequence is regarded as a great
challenge in computational biology and bioinformatics. To deal with this problem
the support vector machine (SVM) classifier was introduced. However the SVM
is a binary classifier, but protein fold recognition is a multi-class problem. So the
method of solving this issue was proposed based on error correcting output codes
(ECOC). The key problem in this approach is how to construct the optimal ECOC
codewords. There are three strategies presented in this paper based on recognition
ratios obtained by binary classfiers on the traing data set. The SVM classifier using
the ECOC codewords contructed using these strategies was used on a real world data
set. The obtained results (57.1% - 62.6%) are better than the best results published
in the literature.

1 Introduction

Proteins are not just simple sequences of amino acids. They create different struc-
tures. In this paper we deal with the tertiary structure (fold) of a protein. The knowl-
edge of it is very important because this structure of a protein is closely related to
its biological function [3]. The successful completion of many genome-sequencing
projects has meant that the number of proteins with known amino acids sequence
is quickly increasing, but the number of proteins with known fold is still relatively
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very small. There are more than 6 millions of proteins with known amino acid se-
quence in the UniProt database in January 2010 and only about 58,500 proteins with
known structure in the PDB database in July 2009.

Several machine-learning methods to predict the protein folds from amino acids
sequences can be found in literature. Ding and Dubchak [6] experiments with Sup-
port Vector Machine (SVM) and Neural Network (NN) classifiers. Shen and Chou
[18] proposed ensemble model based on nearest neighbour. A modified nearest
neighbour algorithm called K-local hyperplane (HKNN) was used by Okun [16].
Nanni [15] proposed ensemble of classifiers: Fisher’s linear classifier and HKNN
classifier.

This paper focuses on the support vector machine (SVM) classifier. However, the
SVM is a binary classifier but the protein fold recognition is a multi-class problem
and how to effectively extend a binary to a multi-class classifier case is still an on-
going research problem. There are many methods proposed to deal with this issue.
The most popular is to construct the multi-class classifier by combining several
binary classifiers.

There are many methods proposed in literature, such as one-versus-others, one-
versus-one strategies, DAG (Directed Acyclic Graph), ADAG (Adaptive Di-rected
Acyclic Graph) methods [17], BDT (Binary Decision Tree) approach [10]), DB2
method [20]), pairwise coupling [11] or error-correcting output codes [7]. The last
method we use in our experiments. The most important problem in this method
is how to construct the optimal output code (codeword) for a class. We propose a
method based on recognition ratios obtained by binary classifiers on the training
data set.

The rest of this paper is organized as follows: Section 2 introduces the database
and the feature vectors used is these experiments, Section 3 describes the experi-
ments and the proposed method of constructing the ECOC matrix in Section 4 there
is short discussion of the proposed method and Section 5 presents experimental
results and conclusions.

2 Database

In experiments described in this paper two data sets derived from Structural Clas-
sification of Proteins (SCOP) database are used. The detailed description of these
sets can be found in [6]. The training set consists of 313 protein sequences and the
testing set consists of 385 protein sequences. These data sets include proteins from
27 most populated different classes (protein folds) representing all major structural
classes: α , β , α/β , and α +β . The training set was based on PDB_select sets ([12],
[13]) where two proteins have no more than 35% of the sequence identity. The test-
ing set was based on PDB–40D set developed by Lo Conte et al. [14] from which
representatives of the same 27 largest folds are selected.

In our experiments the feature vectors developed by Ding and Dubchak [6]
were used. These feature vectors are based on six parameters: Amino acids com-
position (C), predicted secondary structure (S), Hydrophobity (H), Normalized
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van der Waals volume (V), Polarity (P) and Polarizability (Z). Each parameter
corresponds to 21 features except Amino acids composition (C), which corre-
sponds to 20 features. The data sets including these feature vectors are available
at http://ranger.uta.edu/˜chqding/protein/. For more concrete details, see [8], [9]. In
this study the sequence length was added to the Amino acids composition (C) vector
and the feature vectors based on these parameters were used in different combina-
tions creating vectors from 21D to 126D.

3 Methods

The Support Vector Machine (SVM) is a well known large margin classifier pro-
posed by [19]. The basic concept behind the SVM classifier is to search an optimal
separating hyperplane, which separates two classes. The decision function of the
binary SVM is presented as:

f (x) = sign
( N

∑
i=1

αiyiK(xi,x)+ b
)

, (1)

where 0 ≤ αi ≤C, i = 1,2, . . . ,N are nonnegative Lagrange multipliers, C is a cost
parameter, that controls the trade off between allowing training errors and forcing
rigid margins, xi are the support vectors and K(xi,x) is the kernel function.

The LIBSVM library version 2.91 was used in our research [4]. Although the
implementation of this library includes a solution for the multi category problems,
only the binary version of the classifier was used. LIBSVM provides a choice of
build-in kernels i.e. Linear, Polynomial. Radial Basis Function (RBF) and Gausian.
The RBF kernel:

K(xi,x) =−γ‖x− xi‖2,γ > 0 , (2)

gave the best results in our experiments.
The parameters C and γ must be chosen to use the SVM classifier with RBF

kernel. It is not known beforehand which C and γ are the best for one problem. Both
values must be experimentally chosen, which was done by using a cross-validation
procedure on the training data set. The best recognition ratio was achieved using
parameters values γ = 0.1 and C = 128.

The SVM is a binary classifier but the protein fold recognition is a multi-class
problem. There are many methods proposed to deal with this issue. An approach
using error correcting output codes (ECOC) [7] was used in our experiments.

The ECOC technique is a general framework to handle the multi-class problems
using binary classifiers. It is known that this technique can improve the generaliza-
tion performance of the classifier [1], [21].

The first step to use ECOC technique is to create the output codes (codewords)
for each of the N classes of the length L. Each codeword consists of sequence of 0s
and 1s. In this way we build a NxL coding matrix. A column from this matrix assigns
a label 0 or 1 to each class. In this way a multi-class problem is reduced to a binary
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one. The second step is to train an individual binary classifier for each column of
the coding matrix. These binary classifiers are used on the samples from the testing
data set. After use of L binary classifiers on the sample we obtain a codeword. The
sample is classfied to the class with the closest codeword in the coding matrix. The
closest codeword in a sense of the Hamming distance (which counts the number of
bits that differ).

The main problem is how to construct the optimal codewords for the classes.
We can see that every binary classifier works on the same set of samples. The only
difference is a label that is assigned to each sample. So, if some of the columns are
the same or similar, errors committed on this sample will be repeated many times by
the classifier. In order to prevent this effect, the Hamming distance between columns
should be maximized to avoid correlation between the single base classifiers. How-
ever the Hamming distance between the rows must be also maximized in order to
achieve good classification ratio at the decoding phase. Due to these contraints there
are four different kind of methods proposed in the literature:

• Exhaustive codes – problems with 3≤ N ≤ 7.
• Column selection from Exhaustive codes – problems with 8≤ N ≤ 11.
• Randomized Hill Climbing – problems with N > 11.
• BCH codes – problems with N > 11.

In our multi-class problem we have 27 classes, so first two soluctions are inapplica-
ble. The BCH codes have some practical drawbacks. For example the codes do not
always exhibit good column separations and the number of rows in these codes is al-
ways a power of two. In our experiments we use a new method based on recognition
ratios on the training set.

Fig. 1 Good 1,2,5,7 vs 3,4,6 and bad 1,4,5,6 vs 2,3,6 classifier

Each column of the coding matrix can be considerd as a binary problem which
divides two subsets of the classes. However, some of these subsets are hard to sepa-
rate. The binary classifier makes a lot of errors i.e. achieve low recognition ratio. See
figure 1. These colums should not be used in our coding matrix. In order to avoid
this problem we divided the coding phase into two steps. First we tested randomly
chosen columns on the traing data set using cross-validation technique. In this way
a list of the columns was created. The list was sorted according to the recognition



A New Approach to Multi-class SVM-Based Classification 503

ratios achieved on the training data set. In our experiments we create a list of 8192
colums. The classifier related to the first column in this list achieves recognition
ratio of 90.42% while the recognition ratio of the last classifier is 50.48% only.

It is seen that if we will use columns (and the binary classifiers that are related
to them) that are higher in this ranking list the number of errors made by these
classifiers will be relatively low. This may improve the final recognition ratio. The
simplest way is to use use first L columns, but these columns are usually very close
considering Hamming distance and they create codewords that are very close either.
The better strategy is to use only colums that are in some distance from all others.
The obtained codewords are quite good in a sense of the Hamming distance, but we
can try to improve this distance. We can check all columns and try to change the
column used in the coding matrix by the column that precede it on the ranking list,
but only when if the minimal Hamming distance will increase.

In our experiments we used four different coding matrices created by methods
described below:

• Randomized Hill Climbing (RHC) - we use the algorithm desribed in [7].
• First Columns on the Ranking List (FCRL) - the algorithm gets first L columns

from the ranking list, where L is the length of the codeword.
• Distant Columns from the Ranking List (DCRL) - the algorithm gets the first

column from the ranking list. Next it searches for the column which Hamming
distance from the first is at least C, then it seeks next column which Hamming
distance from the first two is at least C and so on. The value of the C must be
experimentally chosen, it depends of the column size (the number of classes).
We choose the value of C = 9.

• Modified Ddistant Columns from the Rranking List (MDCRL) - the algorithm
bulids coding matrix as described above and then an extra procedure is con-
ducted. Starting from the last column the algorithm try to replace the column
by the column which is higher in the ranking list, but only when if this proce-
dure increase the minimal Hamminig distance between codewords (rows of the
matrix).

In our experiments we used codewords of length of L = 32,64, 80,96,128 and
256. The results obtained using these codewords and strategies described above are
presented in the table 1.

4 Discussion

The accuracy measure used in this paper is the standard Q percentage accuracy
[2]. Suppose there is N = n1 + n2 + . . .+ np test proteins, where ni is the number of
proteins which belongs to the class i. Suppose that ci of proteins from ni are correctly
recognised (as belonging to the class i). So the total number of C = c1 +c2 + . . .+cp

proteins is correctly recognized. Therefore the total accuracy is Q = C/N.
The crucial problem in our method is how to obtain optimal code matrix i.e.

with large minimal Hamming distance between codewords. As we can see in the
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Table 1 Recognition ratios obtained with different strategies and different codewords sizes

Code length RHC FCRL DCRL MDCRL

32 52.0 52.5 56.1 57.7

64 54.8 57.1 61.0 60.8

80 53.0 56.1 61.3 62.6

96 54.0 56.4 60.8 62.3

128 53.5 56.9 59.7 61.6

256 53.8 57.1 59.7 56.4

Table 2 The Hamming distances between the rows of the coding matrix obtained using dif-
ferent strategies and different sizes of the codewords: avearge - minimal

Code length RHC FCRL DCRL MDCRL

32 16.2 - 8 13.0 - 0 14.4 - 0 14.2 - 4

64 32.5 - 27 26.7 - 1 29.7 - 7 29.4 - 13

80 40.6 - 33 33.7 - 1 37.6 - 15 37.3 - 20

96 48.9 - 43 40.8 - 2 45.7 - 18 45.1 - 28

128 65.4 - 59 55.7 - 6 61.7 - 29 60.9 - 42

256 130.1 - 122 115.3 - 19 88.8 - 63 88.0 - 71

table 2 the coding matrix created using an FCRL strategy has very small values of
the minimal Hamming distance between codewords. As a matter of fact, codewords
of length less than 64 bits have the minimal Hamming distance equal to 0. It means
that there are at leat two classes that are inseparable with these codewords. However
we can see that the overall recognition ratio is quite good. It is because the aver-
age Hamming distance between codewords is greater than zero, so most classes are
separable as well.

Let us examine the table 2. It shows the minimal and the average Hamming dis-
tances obtained using different methods. The RHC method obtain best average and
minimal Hamming distances and what is more the minimal distance is very close to
the average one. The codewords are nearly optimal, but as we can see the overall re-
sults are worse that even in simple FCRL strategy which gives very poor codewords.
Let us consider this experimental result. In RHC method the codewords are nearly
optimal, but we use classifiers which produce very large number of the mistakes.
Thhe last classifier in our ranking list has the recognition ratio slightly more than
50% (if we use random procedure we should have 50% on the average). On the other
hand in an FCRL strategy the classifiers are very good (the recognition ratios about
90%) but we use very poor codewords. For example if we use 128 bit codeword the
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Table 3 Comparison among different methods

Method Recognition ratio

SVM ([6]) 56.0%

HKNN ([16]) 57.4%

RS1_HKNN_K25 ([15]) 60.3%

PFP Pred. ([18]) 62.1%

MLP ([5]) 48.8%

FCRL (this paper) 57.1%

DCRL (this paper) 61.3%

MDCRL (this paper) 62.6%

minimal Hamming distance is 6. So to dinstiguish between two closest codewords
(and related classes) we cannnot made more than (6− 1)/2 = 2 mistakes on each
codeword.

The DCRL strategy try to deal with this problem. The way we construct the
coding matrix produce better codewords by the cost of using less optimal classifiers.
As we can see in the table 2 as a result we obtain the codewords with better minimal
Hamming distances. The procedure which improve these codewords increase the
minimal Hamming distance between codewords. The average Hamminig distance
is only slightly smaller.

5 Conclusion

In this paper we propose the new strategies to create the ECOC codewords.
These strategies focus on minimizing the number of errors made by individual
binary classifiers instead of minimizing the minimal Hamming distance between
codewords. We show that this strategy give better results than simple RHC strategy.

The results achieved using the proposed strategies are promising. The recognition
rates obtained using these algorithms (57,1% - 62,6%) are comparable or better than
those described in the literature (48.8% - 62.1%).

The obtained results are very encouraging. Our results improved the recognition
ratio achieved by other methods proposed in the literature but however some extra
experiments are needed especially to consider other strategies to improve minimal
Hamming distance between codewords.
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Fractal Dimension in the Landscape Change
Estimation

Piotr Łabędź and Agnieszka Ozimek

Abstract. In recent years, fractal dimension has been applied to medical images
analysis, material engineering, as well as to satellite photography of the terrain. In
the paper the attempt is made to use fractal dimension as an objective indicator
supporting the assessment of landscape changes predicted as a result of new anthro-
pologic elements introduction. Authentic expert assessments have been analysed
and comparisons have been made between the intuitive evaluations and results of
calculations.

1 Introduction

Landscape is a common good, therefore it has to be protected, particularly in the
most attractive parts. It should be mentioned here that about 30% of the terrain in
Poland is under legal preservation. In these areas every change, e.g. new building
creation, may lead to their aesthetic degradation. Thus, the investigations are usually
conducted, in order to evaluate the most beautiful views and to asses the extent of
impact that the potential investment would have on them.

In this process, different types of approaches have been represented. Generally
they can by divided into three groups: expert opinions (professional, formal, aes-
thetic), perception-based (empirical, phenomenological, psychological) and cogni-
tive ones (behavioural, psycho-physical, quantitative holistic models) [8] provide a
comprehensive description of these methods. In Poland, the first type of attitude is
commonly represented. Every resolution concerning a new investment, located in
the context of the protected landscape, requires a great deal of intimate and com-
plex knowledge from an expert, without any guarantee of objective results, because
the assessment bases primarily on his intuition [9]. Though landscape perception
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is a difficult object for parameterisation, objective tools supporting this process of
decision making are essential [1].

Recently, a number of ideas arose, concerning possibilities of fractal dimen-
sion application in image analysis. These attempts were made for medical imaging
(retina, MRI) [6], satellite photographs of the terrain [3] or industrial parts and mate-
rials [4]. Therefore, fractal dimension seems to be potentially useful in views evalua-
tion. While the expert has to judge the impact that a new element has on the existing
environment, comparison between the current view and the future one should be
made. The numerical values obtained as the difference of fractal dimensions, cal-
culated for two photographs ("before" and "after") or among different variants of
the investment, would be helpful in decision making or choosing the best version of
project.

2 Research Method

2.1 Box-counting Dimension

Dimension is a term that is not easy to define. Generally, dimension of an object
(called topological dimension) is understood as a number of independent param-
eters (coordinates) that are necessary in order to determinate its vertices unam-
biguously. In fractal geometry, it is more adequate to use other definitions, e.g.
Hausdorff dimension, self-similarity, compass dimension, box-counting. Sometimes
for their measurement, additional conditions have to be met: e.g. for the self-
similarity dimension it would be the mathematical or geometrical self-similarity
existence, whereas for the compass dimension the assumption is that the measured
object is in the form of a curve [2]. For landscape photographs analyses these con-
ditions are almost impossible to fulfil, so the box-counting dimension seems to be
the most useful. Moreover, two-dimensional digital photographs are represented as
a matrices - the type of data on which calculations with the use of two-dimensional
"boxes" are relatively easy to perform.

In order to calculate the box-counting dimension, we should locate a structure on
regular grid with the mesh dimension s and count these meshes that contain even
the smallest part of the structure. Thus we receive the number of filled meshes N
which is connected with their dimension, for that reason it is registered as N(s).
Subsequently, we diminish size of the meshes and repeat the operation. In prac-
tice, the algorithm can be continued until we are restricted by the device resolution
(Fig. 1).

After the whole procedure we could plot obtained data. Horizontal axis scale
would be logarithms of the mesh dimension inverses and vertical axis - logarithms
of filled meshes numbers (Fig. 2). It appears that the straight line of regression can
be fit comparatively easy to this set of data [5].

Box-counting dimension. Db is defined as a coefficient of regression line inclina-
tion on the graph of relationship between the number of filled boxes (meshes) and
their size [7].
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(a) (b)

Fig. 1 Structure covered with a mesh dimension (a) s = 1
5 of the whole, and (b) s = 1

16

Fig. 2 Dependence between number of filled meshes and their dimension

Formal definition

The definition presented above is quite easy to practical implementation, whereas
more strict definition (regarding to mathematical formalism) was presented by
Falconer.

The box-counting dimension of a subset F of R
n is given by

Db(F) = lim
δ→0

logNδ (F)
log 1

δ
(1)

(if this limit exists), where Nδ (F) is any of the following:

• the smallest number of closed balls of radius δ that cover F;
• the smallest number of cubes of side δ that cover F;
• the number of δ -mesh cubes that intersect F;
• the smallest number of sets of diameter at most δ that cover F;
• the largest number of disjoint balls of radius δ with centres in F.
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Thereabout equation (1) says that Nδ (F)% δ−s for small δ , where s = Db(F). More
precisely

Nδ (F)δ s →
{

∞ if s < Db(F)
0 if s > Db(F)

(2)

But

Nδ (F)δ s = inf

{

∑
i

δ s : {Ui} is a (finite) δ -cover of F

}

(3)

which could be compared with the definition of Hausdorff dimension and measure.
Therefore box-counting dimension could be treated as some kind of simplification
of Hausdorff dimension, which tend to be easier to calculate [2].

2.2 Implementation

Every aplication designed for box-counting dimension calculation, that authors
tested, operated only on black-white images. In order to make measurement on
colour images possible, the new plug-in for GIMP graphics program was devel-
oped. It analyses picture pixel by pixel in order to state whether single pixel belongs
to an object or to the background. Afterwards, calculations are conducted according
to the algorithm described above. With regard to raster construction of digital image
it seems reasonable to reverse the procedure - instead of diminishing box sizes it
is better to start from the smallest achievable part i.e. single pixel. In the succesive
steps box size is increased according to the values set in the program. After achiev-
ing preset number of steps regression line is calculated, using the method of the
smallest squares. The results obtained are within a range of 1.0 to 2.0. Although the
created plugin enables image segmentation to discern an object from a background,
which is based on colour range estimation, the experiments revealed that manual
segmentation is more precise.

3 Research and Results

3.1 Preliminary Researches

Fractal dimension, on account of its mathematical objectivity, could be used in var-
ious analyses similar to the ones presented in this paper. It should be noticed that
there is no authors’ intention to calculate exact value of box-counting dimension
forasmuch it is hard to procure from discrete raster image. Depending on preset
plug-in values, slight differences in the final results can appear, which are related
to many factors. Another reason is that fractal dimension of two complete different
objects could be approximate as shown in Fig. 3.

In order to verify usability of box-counting dimension in estimating changes per-
formed in landscape and registered on photographs, various tests on simple figures
were made at first. Let us consider a black rectangle on a white background as in
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Fig. 3 Calculated box-counting dimension of both objects equals 1,622

Fig. 4(a), which measured box-counting dimension equals 1,903 (it would be pre-
cisely 2,0 if there was no background, so the rectangle filled entire available space).
If we add another rectangle to a picture (Fig. 4(b)), which is similar in character,
alteration of measured dimension would be insignificant (0,002).

Otherwise, an object that is disparate (e.g. straight line - Fig. 4(c)) induced much
more reduction of calculated value.

After disparate objects multiplication, we obtain a picture that is different in
character and therefore its box-counting dimension decreases at almost 25 percent
(Fig. 4(d)).Moreover, we could take into consideration a picture composed only
of several straight lines as in Fig. 4(e). Appending figures congruent in character
(Fig. 4(f)) affects the calculated value slightly, while adding a different object, such
as a rectangle, has a great influence on it.

3.2 Landscape Photograph Analysis

After tests that were made on artificial images, analyses on real landscape pictures
were performed. One of case studies was related to the hotel in the old city centre
vicinity. On account of unmendable constructional errors the decision was made that
it should be demolished.

Regarding highly attractive location of the building plot, the developer desired
utilizing it to the maximum possible extent. Three different proposals of arrange-
ment were presented and subjected to evaluation with the use of box-counting di-
mension. Each of them is produced on Fig. 5 as a binary image containing only
buildings that are marked black.

As a point of refference, the existing view (Fig. 5(a)) was taken with calculated
dimension 1,664. It is worth to notice that current structure of the hotel does not har-
monize very well with the surroundings, however after almost fourty years it was
generally accepted. The first project version assumed one long edifice that covered
entire building plot with the height alike existing hotel (Fig. 5(b)). Fractal dimen-
sion rises for that proposal to 1,705. The high structures dominating the surrounding
area (Fig. 5(c)) implicated the increase of the calculated value to 1,738. For the last
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(a) 1,903 (b) 1,901

(c) 1,801 (d) 1,656

(e) 1,407 (f) 1,400

Fig. 4 Figures and their fractal dimensions

variant of the project (Fig. 5(d)), with structures similar in dimensions to the sur-
rounding buildings, box-counting dimension equals only 1,647. The smallest dif-
ference, as well as the reduction of the calculated value, indicate that the change in
landscape (perceived from this vantage point) would be the slightest and proposed
structures harmonize the best with the surroundings.
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(a)

(b)

(c)

(d)

Fig. 5 Different proposals of arrangement of the area on the bank of the Wisła River with
buildings marked black: (a) present view - the Forum Hotel visible as the biggest object; (b)
proposal #1 - one long edifice of a height similar to the existing hotel; (c) proposal #2 - very
high structures dominating the city panorama; (d) proposal #3 - several buildings that have
dimensions similar to the surroundings
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Fig. 6 View of the Forum Hotel

The comparison between "current" view and three suggested variants has con-
firmed intuitive opinions. Analogical results were obtained in various landscape
photographs analyses performed by authors and not presented in this paper, includ-
ing undermentioned:

• the footbridge that will connect the banks of the Wisła River
• two different localisations of wind farms in the South-East Poland

4 Conclusions

In this paper, an effort toward using box-counting dimension in landscape pho-
tographs analyses has been presented. Tests performed on artificial images indicated
a relationship between changes introduced to an image and its fractal dimension.
Moreover, the tests suggested that the scale of change depended on the character of
modification. Preliminary results were confirmed by analyses performed on land-
scape photographs, regarding difference of fractal dimensions, calculated for two
photographs ("before" and "after") as well as the character of change. All cases
were the subjects of expert opinions in which they gave the significant criterion,
supporting decision making, because of their mathematical objectiveness. It should
be noticed that the core idea of the method lies in the comparison between images,
therefore calculation of the exact value of box-counting dimension of objects visible
in the photograph is not authors’ intention. Presented method cannot constitute the
only foundation for expert opinions, as well.
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An Oversegmentation Method for Handwritten
Character Segmentation

Magdalena Brodowska

Abstract. This paper presents a method for generation of set of potential splitting
paths for a word image. It combines some existing oversegmentation techniques
with novel approaches based on joint use of word profile extrema and external back-
ground analysis and on word image skeleton. It can be used as initial segmentation
step in most systems that are able to take advantage of oversegmenation. Experi-
ment conducted for this article shows that this method is able to achieve reasonable
compromise between oversegmentation rate and accuracy measured as percentage
of correctly detected segmentation points.

1 Introduction

Off-line recognition of cursive handwriting can be employed in a variety of real
word tasks. Many of them (e.g. reading addresses from envelopes, analyzing bank
cheques) requires very high level of reliability. This and the substantial difficulty
of the task gives explanation to the broad range of different methods performing
cursive word recognition. Character segmentation (i.e. cutting word image into
fragments corresponding to single characters) is an integral part of most of them.
Importance of this steps comes from the fact, that it is exceedingly difficult to rec-
ognize improperly extracted character. On the other hand, performing segmentation
correctly without classification feedback is hardly possible (e.g. discerning hand-
written "rr" from n without context). This is why recognition-based segmentation
approaches predominate in recent years. Most of them employ the oversegmentation
approach - some set of potential cuts is generated first (with cardinality preferably
greater then number of expected letters in analyzed word) from which segmentation
hypotheses are obtained and evaluated with the help of classifier. General schema
of such system is provided in Fig. 1.
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SEGMENTATION

Oversegmentat ion
Segmentat ion
hypothesis
selection

Word
recognit ion

Preprocessing
(e.g. binarization
denoising, 
slant correction)

Word image

Recognized word

Fig. 1 General model of OCR system based on oversegmentation

There are already many distinct methods for finding segmentation paths or points
described in the literature. Earliest and simplest of them were based on projection
analysis (i.e. analysis of vertical or angled histogram: [11], [15], [3], [13]). They
were sufficient for machine-printed words and handwriting restricted to block letters
but numerous shortcomings made them inefficient in case of cursive handwriting.
However, due to simplicity and low computational complexity, they are still used for
preliminary and redundant generation of split points. Currently, approaches utiliz-
ing profile and contour of word image are the most common type [1, 6, 7, 8]. They
are usually based on "drop falling" or "min-max" algorithms. First one places split
points in local minima of profile, second one - in minima of upper profile or con-
tour and maxima of lower profile or contour. Oliveira proposed in [9] an interesting
method of numeral string segmentation in which contour analysis is supported by
the skeleton analysis. The algorithms examining skeleton of the image background
[4, 5, 14] or so called background regions [12, 15] are most common examples
of another group - methods based on background analysis. Those methods origi-
nate from the observation, that correct segmentation path should be led between
characters, that is - in background, only occasionally intersecting written lines.

This paper presents an oversegmentation method that can be applied in recog-
nition systems dedicated to unconstrained cursive handwriting. Chapter 2 contains
some definitions used in the paper. Chapter 3 describes the way of finding candi-
date segmentation paths based on word profile and skeleton analysis. Experimental
results are presented in chapter 4.

2 Basic Terms and Definitions

Word profile

Word profile is an image obtained by retaining only outermost foreground pixels in
each column of binarized image. If such achieved line is not continuous, the gaps are
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filled with vertical lines. The shape made of pixels closest to upper edge of image
is called upper profile, while the one made of pixels closest to bottom edge is called
lower profile.

Upper background

Intuitively, upper background is the part of the binarized image background placed
above foreground lines. It is calculated as follows. Empty (i.e. containing only back-
ground) columns are removed from both sides of image. Next a single background
row is added at the top of the image. Upper background is a set of background pixels
accessible from the added row without crossing foreground pixels.

Lower background

Analogically, lower background is the part of the binarized image background
placed below foreground lines. It is calculated identically to upper background, but
the background row is added at the bottom of image instead at the top.

External background

External background is a set of pixels belonging either to upper or lower back-
ground. It contains all of the background pixels with exception of those placed in-
side loops. Notice that upper and lower backgrounds are separate only if they are
calculated for image with exactly one connected component.

Average stroke width W

Average stroke width is estimated from two quantities taken from binarized image:
number of foreground pixels Nf and number of edge pixels Ne (i.e. foreground pixels
with at least one background neighbor):

W = 2 ·Nf /Ne (1)

Explanation and derivation of this formula can be found in [10].

3 Generation of Candidate Segmentation Paths

Finding potential segmentation paths in method proposed in this paper is based on
profile and skeleton of the word and its background. Paths created by this solution
are divided among four categories. First one represents natural gaps between letters,
the others correspond to three types of connections between letters. Those categories
are described below. The input for this step is the binarized image of the word.
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3.1 Paths between Connected Components

In handwritten word, there are often gaps between neighboring characters, which
makes segmentation easier. On the other hand, some letters consist of several dis-
connected components (usually dots of "i" and "j" or line with a gap). Therefore,
instead of detecting fragmented letters, paths between connected components are
treated just like any other segmentation paths - segmentation hypotheses. Since
boxes of distinct adjacent components might overlap, straight lines cannot be used
as paths between them. Instead, they are drawn along lines of skeleton of the image
background. Background skeleton is generated with method described in [2] with
reversed colors (see Fig. 2). Then it is adjusted by removing all "loose fragments"
(i.e. all pixels with at most one foreground neighbor are removed recursively till
there is no more such pixels in the skeleton). In the next step, paths that go from the
uppermost line of the skeleton to the lowermost line are obtained. They form a set
of segmentation paths of the first category. Lines nearest to the left and right edges
of the word image are not included in the set since there are no components between
them and the image bounds.

(a) (b)

(c) (d)

Fig. 2 (a) word image; (b) skeleton of the image background; (c) skeleton with removed
"loose fragments"; (d) segmentation paths between connected components

3.2 Paths between Pairs of Profile Extrema

Segmentation paths belonging to the second category are determined by analyzing
profiles of the word. First, certain characteristic points of the profiles are found. In
case of upper profile, those characteristic points are simply local minima (denoted
later UPM - upper profile minima). For lower profile the characteristic points include
both minima and maxima (denoted LPE - lower profile extrema).

Next for each UPM a check is performed: if under such point, in a distance close
to average stroke width (W ) an LPE is found, then a segmentation path is drawn
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(a) (b)

(c) (d)

Fig. 3 (a) word image; (b) word profile; (c) UPM and LPE points (black); (d) segmentation
paths between pairs of profile extrema

between those two points. If many neighboring pixels are part of single local ex-
tremum (plateau), then whole such group is treated as one characteristic point. See
Fig. 3 for example of path of this category.

Determining the paths in such way aims at separating of characters connected
in one point or by lower convex ligatures. Such connections are common in hand-
writing based on Latin alphabet. Because coupling is made between two profiles,
we can avoid analyzing some of the places that, although having profile extrema,
should not be segmentation points (e.g. inside loops, on the lower ends of vertical
strokes). Of course, paths made according to such rules will intersect the valleys of
letters u, w, v and y. This, however, is compliant with oversegmentation idea, as it
delays the decision on difficult cases (like discerning single ’u’ from digraph ’ii’) to
the point when additional information from the classification step is available.

3.3 Paths between Profile Extrema and External Points

Method of finding segmentation paths described above is sensitive to slant. Of
course, it is possible to apply slant correction before segmentation step, but it may
not be sufficient, especially if there is not enough handwriting available from one
author to measure angle of slant reliably. Moreover, this angle does not always stay
the same within one document, or even word. Pair of corresponding characteristic
points may also be omitted due to covering one of them by overlapping strokes of
neighboring letters in case of straight but sprawling handwriting. To deal with these
problems segmentation paths of the third category are created in places where yet
unused profile extrema lie near the opposite contour of word (preferably the distance
is near W ). UPM points that do not belong to any pair created in point 3.1 are ana-
lyzed first. For each of those points, a triangle with base oriented horizontally and
placed below UPM, the vertex opposite to base being placed in UPM in question
is created. The size of the triangle is calculated from average stroke width W (in
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(a) (b)

(c) (d)

Fig. 4 (a) upper background (light gray) and lower background (dark gray); (b)-(c) construc-
tion of triangles for LPEs; (d) segmentation paths of category 2 (light gray) and 3 (black)

experiments isosceles triangles with altitude of 1.5W and base length of 2W were
used). If there is at least one point of bottom background inside the triangle, a candi-
date segmentation path is drawn through that point and the analyzed UPM. If there
are more than one bottom background points inside the triangle, one with minimum
distance to UPM is chosen. LPE point are analyzed analogically, but the triangles
have horizontal bases above the third vertex (placed in LPE), and top background
points are sought inside them. For example, see Fig. 4.

Candidate segmentation paths created in this way allow, apart from detecting con-
nections omitted in previous category, to separate characters connected with oblique
or nearly horizontal ligatures, which commonly have profile extrema at their ends.

Both categories of profile based paths guarantee separation of single connected
components into two disjoint ones (which is a trivial property derived from defini-
tions of lower and upper profiles and top and bottom backgrounds). The restrictions
on distance between points prevent accidental cutting of other lines.

3.4 Paths between Skeleton Cross Points

Segmentation paths described above are able to separate characters that touch each
other in one point or are connected with an additional line (ligature). Such cases
constitute majority of desired segmentation points, however it is not entirely un-
common for adjacent characters to touch in more than one place or have common
line fragment. In such situations we have to deal with crossing lines, so using word
skeleton for their detection is a natural choice.

First, a skeleton of the word is found with method described in [2]. Next, it un-
dergoes simple morphological processing by applying masks from Fig. 5a. Each
mask is applied simultaneously (only to every foreground pixel of the skeleton,
the pixel being in the middle - to save resources). If a mask fits the analyzed
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fragment, the pixel in the middle is changed to background. This step is repeated
for a number of times dependent on average stroke width (namely 2W in tests).
This operation, which can be seen as a specialized form of erosion, shortens the
"loose ends" of skeleton by one pixel in each repetition (see Fig. 6). Short frag-
ments of skeleton, such as queues or thinning algorithm artifacts appearing due to
variable line width, disappear completely along with their crossing points with main
skeleton. Such crossing points are never a beginning of new letter, so they are spuri-
ous with respect to character segmentation and need not be analyzed. Alternatively,
thinning could be preceded by smoothing of the image with closing and opening
operations. Such method, however, smoothes only very small disturbances, usually
much thinner than average stroke width, and yet changes input image in a way that
has potential for generating errors at thinning step (joining of lines that were sep-
arate etc.). Another advantage of the proposed transformation is that it needs only
to be applied to foreground skeleton pixels, instead of the whole image, so is more
computationally efficient.

1
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1 1 1 1
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1 1
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(b)

Fig. 5 Skeleton masks (1 denotes foreground pixels, empty box - background pixels, x - color
is not important)

As a next preparation step, word skeleton undergoes transformations by masks
shown in Fig. 5b. Again, each mask is applied simultaneously for every foreground
pixel of skeleton (with this pixel being in the center of the mask) and if the mask
fits - the pixels becomes background. This operation is done only once. Its purpose
is to reduce the set of pixels with at least three foreground neighbors only to the
places where actual crossing of lines occur, eliminating the places that are only
orthogonal change of line direction (see Fig. 6b). In such prepared skeleton, all
points with at least 3 neighbors are found (denoted later as SCP - skeleton cross
point). For each SCP algorithm checks if there are any other SCPs inside a rectangle
with width of 3W and its vertical symmetry axis going through the SCP. If it happen
so, such points make a group of SCPs (which denoted GSCP), and they will be
elements of a new segmentation path. SCPs from GSCP are sorted by their vertical
coordinate. The top pixel becomes linked with closest pixel of upper background,
the bottom one - with the closest point of lower background. The part of the path
in between those two points runs from one SCP from that GSCP to another. The
exact way of drawing this line is quite complicated and it depends on the type of



524 M. Brodowska

(a)

(b)

Fig. 6 Skeleton (dark gray) and its cross points (black) after applying masks operations

connection. If adjacent characters have common line fragment (which happens often
when neighboring loops touch), the cut should run along the skeleton. In other cases,
separating along the contour is a better idea. It is possible that both cases occur in
one GSCP (see Fig. 7).

(a)

(b)

Fig. 7 (a) skeleton cross points and GSCP; (b) segmentation path of category 4

Automatic decision, which case we are dealing with is somewhat problematic. In
proposed method, a following decision algorithm was applied. For a given SCP,
a center of weight of a figure made from all branches of skeleton going out of
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this point with length 2W is calculated. If it lies above the SCP, the fragment of
segmentation paths leading to next SCP is drawn along the skeleton, otherwise,
it is drawn along the contour lying on the left side of both SCPs (example of
segmentation path can be seen in Fig. 7).

4 Experimental Results

Presented method was tested on a set of 500 words (2146 characters) obtained
randomly from the NIST database. The results are in Table 1.

Table 1 Oversegmentation results

Correctly segmented words (%) 96.00

Bad segmentation (%) 1.58

Oversegmentation ratio 1.99

We consider a word correctly segmented if all correct segmentation paths are in-
cluded in the result set. As this is an oversegmentation generation method, and not
a final segmentation, splitting single character into multiple segments is not con-
sidered as error. Oversegmentation ratio equals ratio of total number of proposed
segments to the total number of letters in testing set. Bad segmentation label in-
cludes both missing segmentation point case and a case when misplaced segmenta-
tion path makes character recognition very hard. The error ratio is smaller then those
reported in [11], [13] and [8]. This, however, comes at a cost of somewhat increased
number of segmentation hypotheses, especially when compared to [11] and [13].
Oversegmentation ratio is close to the one of method [8].

References

[1] Bozekova, M.: Comparison of Handwritings. Diploma thesis, Comenius University,
Bratislava, Slovak Republic (2008)

[2] Huang, L., Wan, G., Liu, C.: An Improved Parallel Thinning Algorithm. In: Proceedings
of the Seventh International Conference on Document Analysis and Recognition (2003)

[3] Leedham, C.G., Friday, P.D.: Isolating individual handwritten characters. In: Proc. IEE
Colloq. Character Recognition and Applications, London (1989)

[4] Liang, Z., Shi, P.: A metasynthetic approach for segmenting handwritten Chinese char-
acter strings. Pattern Recognition Letters 26, 1498–1511 (2005)

[5] Lu, Z., Chi, Z., Siu, W., Shi, P.: A background-thinning-based approach for separating
and recognizing connected handwritten digit strings. Pattern Recognition 32, 921–933
(1999)

[6] Madhvanath, S., Kim, G., Govindaraju, V.: Chaincode Contour Processing for Hand-
written Word Recognition. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence 21(9), 928–932 (1999)



526 M. Brodowska

[7] Morita, M., Lethelier, E., Yacoubi, A.E., Bortolozzi, F., Sabourin, R.: An HMM-based
Approach for Date Recognition. In: Proceedings of the Fourth IAPR International
Workshop on Document Analysis Systems (2000)

[8] Nicchiotti, G., Scagliola, C., Rimassa, S.: Simple And Effective Cursive Word Segmen-
tation Method. In: Proceedings of the Seventh International Workshop on Frontiers in
Handwriting Recognition (2000)

[9] Oliveira, L.S.: Automatic Recognition of Handwritten Numerical Strings. PhD thesis,
Ecole de Technologie Superieure, Canada (2003)

[10] Shubhangi, D.C., Hiremath, P.S.: Handwritten English Character And Digit Recogni-
tion Using Multiclass SVM Classifier And Using Structural Micro Features. Interna-
tional Journal of Recent Trends in Engineering 2, 193–195 (2009)

[11] Verma, B.: Contour Code Feature Based Segmentation For Handwriting Recognition.
In: Proceedings of the Seventh International Conference on Document Analysis and
Recognition (2003)

[12] Xiao, X., Leedham, G.: Knowledge-based English cursive script segmentation. Pattern
Recognition Letters 21, 945–954 (2000)

[13] Yanikoglu, B., Sandon, P.A.: Segmentation of off-line cursive handwriting using linear
programming. Pattern Recognition 31(12), 1825–1833 (1998)

[14] Zhao, S., Chi, Z., Shi, P., Yan, H.: Two-stage segmentation ofunconstrained handwritten
Chinese characters. Pattern Recognition 36, 145–156 (2003)

[15] Zheng, L., Hassin, A.H., Tang, X.: New algorithm for machine printed Arabic character
segmentation. Pattern Recognition Letters 25, 1723–1729 (2004)



Part V
MEDICAL APPLICATIONS



Instantaneous Measurement of SNR in
Electrocardiograms Based on Quasi-continuous
Time-Scale Noise Modeling

Piotr Augustyniak

Abstract. Proper measurement of signal quality is a common problem in biomedical
applications, including the electrocardiogram interpretation. The need for a reliable
signal-to-noise estimate raises with the common use of telemedical recordings per-
formed in the home care conditions and interpreted automatically. The currently
used techniques perform noise measurements on the baseline and extrapolate the
results to a whole heart beat. Main drawback of this method lies in irregular occur-
rence and short duration of the baseline. This paper presents a new ECG-dedicated
noise estimation technique based on a time-frequency model of noise computed in
a quasi-continuous way. The proposed algorithm uses the temporarily adapted local
bandwidth variability of cardiac electrical representation to recognize cardiac com-
ponents. The part of the time-frequency plane remaining above the local bandwidth
of the signal, represents background activities of any origin (muscle, mains interfer-
ence etc.). This noise estimate in each particular scale is available as non-uniformly
sampled and has to be interpolated to the regions where components of cardiac rep-
resentation are expected. In lower scales, the noise contribution is computed with
use of square polynomial extrapolation. The algorithm was implemented and tested
with use of the CSE Database records with the addition of the MIT-BIH Database
noise patterns. The differences between the added and estimated noise show sim-
ilar performance of baseline-based and noise model-based methods (0.69 dB and
0.64 dB respectively) as long as the noise level is stable. However when dynamic
noise occurs, the baseline-based method is outperformed by the proposed algorithm
(2.90 dB and 0.95 dB respectively) thanks to consideration of multiple measurement
points and accurate noise tracking.

1 Introduction

The assessment of noise level in the electrocardiogram and - in a wider sense -
the ECG record quality needs to be revised due to growing number of recordings
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gathered in home care conditions. Unavoidable simultaneous activity of adjacent
organs (e.g. muscles) and unstable recording conditions (e.g. electrodes contact) im-
ply interferences with diagnostics or surveillance supportive signals. Both sources
issue the noise of random occurrence overlapping the ECG signal in both time and
frequency domains. Therefore, many noise measurement and removal techniques
were developed in the past including signal averaging [12], adaptive noise cancel-
ing [1] or wavelet-based noise reduction [2], [10], [13], [14], [15]. These techniques,
although relying on various conditions, are rarely applicable to home care record-
ings when the broadband noise contribution varies in energy. Moreover, most meth-
ods are based on the baseline as an interval of documented electrical inactivity of
the heart and thus used as reference for noise measurement. Unfortunately, such
approach has important limitations when applied to real ECG recordings: short du-
ration of the baseline limiting the bandwidth, and rare, irregular occurrence of the
baseline.

Our approach is based on the recognition of cardiac-originated components
and background electrophysiological contributions performed in the time-frequency
plane with use of the local bandwidth of the electrocardiogram (LBE). Time-
frequency atoms ffound out of the ECG bandwidth are identified as noise measure-
ment points and contribute to a quasi-continuous noise model in which interpolation
or extrapolation is needed for only few gaps when cardiac representation fills all the
time-frequency range. The relation of energy of cardiac components to the energy
of the noise model is expressed directly in the time-frequency domain and yields a
signal-to-noise ratio (SNR). Since the LBF is adapted to each consecutive heartbeat
with use of individually detected wave borders (fig. 1a), the method shows a fast
response to the local variability of background activity, compensates for variability
of the heart rate and favorites the measured noise information over the estimates.

2 Recognition of Cardiac and Noise Components

The sampling frequency of 500 or 1000 Hz typical for ECG recordings, corresponds
to relatively short QRS complex and is much too high for other cardiac components
occupying the majority of recording time. The gap above the bandwidth expected
for cardiac components and the Nyquist frequency is considered as temporal inac-
tivity of the heart in specified frequency range (scale), similar to the baseline, but
significantly longer (fig. 1b). These intervals are then used to measure the noise
level at high frequency (three upper scales) directly on a scalo-temporal plane. Be-
cause of different nature and expected bandwidth of each particular component of
the heart evolution (the P, QRS and T waves), we found reasonable to correlate
the local bandwidth estimate with positions of these waves, and not by the explicit
value of time coordinate. Fortunately, the wave limits can be calculated automati-
cally with acceptable reliability by the software. Consequently, the intervals of noise
measurement are determined individually for each heart beat in three upper scales
in intervals related to the content of the corresponding electrocardiogram. The local
bandwidth of the ECG has been estimated in result of our previous research:
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• studies of susceptibility of diagnostic parameter values to signal distortion caused
by the local random canceling of time-frequency coefficients [4],

• analysis of expert’s perception of the ECG trace revealing local signal conspicu-
ity and thus its sectionwise relevance to the final diagnosis [5],

• individual assessment of the spectra for optimally-concatenated successive waves
of selected types [8]

The heuristic function of local bandwidth expected at the time point n is expressed
by a discrete function f (n):

f : ∀n ∈ {0,1, ...N}→ f (n) ∈ [0;0.5) (1)

representing the local relative cut-off frequency. This function, using k1...k5 ∈
{0,1, ...N} as the representation of the standard positions of wave borders is pro-
jected to the local wave positions h1...h5 ∈ {0,1, ...M} in the current heartbeat for
each point i = 1...5 (fig. 1):

∀n ∈ [ki,ki+1],∀m ∈ [hi,hi+1] f ′(m) = PS( f (n)) (2)

with projection scale Si varying from section to section:

Si =
hi+1−hi

ki+1− ki
(3)

Time-frequency atoms of raw ECG representation are qualified as cardiac compo-
nents only for scale j and time point m satisfying: f ′(m) > 2− j−1. Otherwise they
are considered as extra-cardiac components (noise representation). Thanks to this
approach, the model of ECG background activity contains as many measured data
points as possible, without a risk of confusions of the noise with the cardiac repre-
sentation. For each scale, the time-frequency noise model can be updated accurately
without delay unless the scale contains the cardiac representation.

3 Continuous Estimate of Noise Contribution

In the sections containing atoms of cardiac activity, or where such activity is ex-
pected, the contribution of the noise has to be estimated from the previous and
past measured values. For this purpose, consecutive values of noise measurement
points in separate octaves Nj , j ∈ {1...3}, are considered as non-uniformly sampled
time series Nj({n,v(n)}) and projected to the regular space [3] using the continuous
function:

Si(x) = ai + bi(x− xi)+ ci(x− xi)2 + di(x− xi)3 (4)

where x ∈ [xi,xi+1], i ∈ {0,1, ...n−1} best fitted to the time series Nj are known as
cubic splines interpolation. The uniform representation of the noise, extended to the
cardiac component area in three upper scales, is then obtained by sampling the Si(x)
at the time points m (fig. 2a):
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a) 

b) 

time 

Fig. 1 a) The example heartbeat (solid) and the adapted bandwidth variability function
(dashed). b) Corresponding time-frequency signal representation divided in the noise mea-
surement region (above the local cut-off frequency) and the cardiac representation region
(below)

N′i (m) =∑
m

Si(x) ·δ (x−mT) (5)

As the scale number increases, the contribution of cardiac representation groves
and below 32 Hz ( j > 3), reliable measurement of noise is never possible since
the bandwidth is continuously occupied by the representation of cardiac activity.
Therefore a noise extrapolation based on coefficients from first three scales is used to
estimate the noise contribution in lower frequencies. This extrapolation uses second-
order polynomials generated by all atoms of embedded trees originating from the
considered coefficient:

N′(k, j) = ak, j · j2 + bk, j · j + ck, j (6)

Therefore, the estimation of the noise level at a given time point k on the scale j is
based on three average values Mj(k, i) from all corresponding atoms s(n, i) on each
of the first three scales (fig. 2b):
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a) 

b) 

Fig. 2 (a) Distribution of noise measurement and interpolation samples in first three scales.
(b) Extrapolation of noise values to low frequency bands with averaging of the noise print in
the time domain. Missing values ’o’ are estimated from adjacent measured values ’x’

Mj(k, i) =
1

2 j−i

2 j−i(k+1)−1

∑
n=2 j−ik

s(n, i) (7)

The use of parabola-based extrapolation is justified by the envelope of the muscle
representation spectrum and a consequence of a trade-off between the computational
complexity and the temporal stability of the noise model.

4 Tests and Results

Testing the noise removal procedure is a difficult task because of the lack of noise-
free real signals while the model (i.e. synthesized) electrocardiogram, although
noise-free, differ in diagnostically meaningful details from the real ones. For this
reason we perform two stationary noise tests using real and artificial records. For
verification of dynamic features of the quasi-continuous noise model, we performed
additional two tests using artificial records and the noise modulated by a sine and
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Table 1 The average noise measurement accuracy [%] for synthesized and CSE-originated
signals for three patterns of static noise

synthesized  CSE Database noise pattern 

level [dB] -3 -7 -10 -13 -3 -7 -10 -13 

poor electrode contact 8 45 57 58 6 35 53 46 

electromagnetic interference 66 78.5 87 81 66 78.5 87 81 

muscle fibrillation 80 93 92.9 93.4 72 88.5 90 83 

square waves. In all cases, three noise patterns artificially added to the original ECG
record were representative for the most frequent noise sources:

• poor electrode contact (mainly low frequency and abrupt baseline changes),
• electromagnetic interference (mains sinus wave, 60 Hz),
• muscle fibrillation (a clipping-free section was selected)

All patterns were taken from the MIT-BIH Database (12 bit, 360 Hz) [11], resam-
pled and mixed with the signal at the following four levels of total energy: 5%,
10%, 20% and 50% (corresponding to -13 dB, -10 dB, -7 dB and -3 dB signal-
to-noise ratio). The artificial records were acquired with use of an ECG recorder
(12 bit, 500 Hz) form the test generator (PS450, Fluke) and the real ECG records
were taken from the CSE Multilead Database (12 bit, 500 Hz) [16].

4.1 Static Noise Test

In case of mixing the static noise with artificial ECG’s the performance of both
baseline-based and proposed noise model-based SNR measurements are very high,
mainly due to separate spectra of the signal and noise (tab. 1, fig. 3). The artifi-
cial ECG signals are synthesized mathematically in the generator’s low-noise hard-
ware with no measurable random component. The time-frequency representation
of the ECG perfectly matches the expected local bandwidth variability. Therefore
any difference of estimated and added noise levels is interpreted as SNR-estimator
inaccuracy. The results for real database records show lower performance, due to
noise recorded in the reference signals, having the characteristics very close to the
noise added artificially. This test, however, shows the behavior of SNR estimators
in presence of irregular duration of ECG sections and waves.

4.2 Dynamic Noise Test

Dynamic tests were performed with artificial ECG’s in order to reveal the dynamic
properties of the proposed method. The changes of muscular activity were simulated
by the modulation of noise energy with a sine wave of frequency sweeping from 1
to 10 Hz. This helps avoiding any correlation between the local noise level and
the ECG content. The interference of real muscular biopotentials does not start or
end abruptly, because the muscular fibre’s triggers are not perfectly synchronized,
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Fig. 3 SNR estimation performance for static muscular noise, plots show noise value esti-
mated versus added (a) artificial signals, (b) CSE-originated signals.

Table 2 The average noise measurement accuracy [%] for synthesized signals for three pat-
terns of sinus- and square modulated noise

sinus modulation square modulation noise pattern 

level [dB] -3 -7 -10 -13 -3 -7 -10 -13 

poor electrode contact 6 35 55 52 6 20 43 22 

electromagnetic interference 66 78 86 78 54 54.5 56 62 

muscle fibrillation 78 92 92.2 92.6 62 76.5 79 76 
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Fig. 4 SNR estimation performance for dynamic muscular noise, plots show noise value
estimated versus added (a) sine wave modulation, (b) square wave modulation.

therefore the sine wave simulates well a natural appearance of noise. Finally we
also performed this test with a square wave-modulated noise of frequency sweep-
ing from 1 to 10 Hz, in order to determine the adaptability limits of the proposed
time-frequency noise model (tab. 2, fig. 4).

In dynamic tests, in order to maintain the average noise level comparable with
previous tests, the maximum amplitude of the mixed noise was twice as high as in
case of continuous noise.
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5 Discussion

The proposed algorithm for ECG noise recognition and calculation of signal-to-
noise ratio is based on the definition of the local bandwidth of signal (i.e. cardiac
components). This approach maximizes the number of noise measurement points in
the time-frequency plane. Comparing to baseline-based SNR measurement using at
most 10% of samples for noise level estimation, the proposed approach performs
measurement on ca. 70% of the time-scale atoms, and interpolates only for remain-
ing 30%. In consequence the noise tracking is more accurate and follows the rapid
changes of the noise level, except if they occur in a QRS section (typically last-
ing for approximately 100 ms) where the full bandwidth of signal is used by the
cardiac components. The measured noise data is then locally missing and the inter-
polation cannot correctly reconstruct the values of time-frequency coefficients. In
practice this drawback has only marginal importance, because usually the ampli-
tude of cardiac components on the QRS section is high and the signal masks the
noise estimation errors.

Properties of the noise model-based SNR estimation are influenced by the defini-
tion of ECG local bandwidth, thus the result reported hereby corresponds to the
average temporal distribution of diagnostic information in the discrete heartbeat
representation. The use of local bandwidth function gives the user an opportunity
to define the own profile of interest. The wideband approach defining the signal
bandwidth as everywhere equal to the Nyquist frequency makes no assumption on
the local signal properties, but also eliminates the points where the noise can be
reliably measured. The opposite strategy defines the signal bandwidth to be much
lower than the Nyquist frequency everywhere and allows the noise measurement at
any time point like in oversampled signals. The appropriate bandwidth tracking en-
ables the optimal measurement of the noise thanks to the use of general knowledge
about the signal properties adapted to the current content of the data stream. These
general remarks are valid for the wide class of physiological and technical signals
characterized by irregular data distribution.

The noise patterns applied during tests differ in power spectra density and their
characteristics influence the performance of the noise modeling and estimation algo-
rithm. Since the poor electrode contact noise concentrates on lower scales, it cannot
be correctly estimated using values measured from the three upper scales. Although
tables 1 and 2 suggest a slight improvement in signal quality, the noise is canceled
only in the middle frequency range (4th to 6th scales). The power line interference
concentrates all the energy in very narrow frequency band influences the 2nd and
3rd scale (32...128 Hz) all the time. The presence of this time-invariant component
lowers the sensitivity of noise adaptability in those scales and leads to the inaccu-
rate frequency-domain estimation of the noise in lower scales. The characteristics of
muscular activity best fit the initial assumptions: in the time domain signal changes
are relatively slow and in the frequency domain the parabolic spectrum approxi-
mation is quite accurate. This is the reason for the best accuracy of the proposed
algorithm in the tests with the muscle noise.
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Since the time-frequency estimates of contribution from cardiac components and
noise is expressed in energy units (i.e. square values of time-frequency coefficients),
comparing their values calculated over all the signal duration yields directly the gen-
eral and commonly used value of signal-to-noise ratio. However, considering a non-
uniform distribution of medical information in the electrocardiogram, an interesting
property of the proposed approach is the support for time-selective or event-specific
assessment of the signal quality.

A new ECG-dedicated method for noise modeling and estimation was devel-
oped and tested. The noise model is quasi-continuous and optimizes the response
to the physiological changes of background activity. The differences between the
added and estimated noise show similar performance of baseline-based and noise
model-based methods (0.69 dB and 0.64 dB respectively). However when dynamic
noise occurs, the baseline-based method is outperformed by the proposed algorithm
(2.90 dB and 0.95 dB respectively) thanks to maximum number of measurement
points and accurate noise tracking.
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Data Queuing for Non-uniform Telemedical
Reporting

Piotr Augustyniak

Abstract. Problems concerning the data queuing in non-uniformly reporting tele-
medical surveillance systems are investigated in this paper. Unlike the regular sys-
tems, where the data continuity is guaranteed by the common reporting interval and
unified report content, the adaptive systems must implement a reservation procedure
managing the content of every packet in order to proper data delivery, accordingly
to sampling rates set individually for each of the diagnostic parameters. In the adap-
tive interpreting system, the reservation procedure has to consider changes in data
flow caused by time-variable requirements for the update rate of the time series of
particular diagnostic data. This can be achieved with consideration in the informa-
tion structure of two auxiliary data parameters, the validity period and the priority.
The proposed solution consists in two reporting modes: in immediate mode the di-
agnostic packets are transmitted immediately accordingly to the time requirements,
while in delayed mode the transmission is deferred until packets are filled with valid
data. Switching between these modes allows the telediagnostic system to respond in
short time in case of emergency, and to limit the usage of data carrier for long-time
regular reporting.

1 Introduction

The implementation of irregular processing and reporting in telemedical surveil-
lance systems enhances the data communication effectiveness and helps avoiding of
unnecessary energy dissipation. Although very promising [2], [3], this innovation
implies problems with data uniformity that needs to be solved in order to guarantee
the data continuity. The system considered as an example prototype is designed for
cardiology-based surveillance of patients in motion and uses a star-shaped topology
managed by the central server over the bi-directional digital data link [7], [9], [11],

Piotr Augustyniak
AGH University of Science and Technology, 30 Mickiewicza Ave.
30-059 Kraków Poland
e-mail: august@agh.edu.pl

R. Burduk et al. (Eds.): Computer Recognition Systems 4, AISC 95, pp. 539–547.
springerlink.com © Springer-Verlag Berlin Heidelberg 2011

august@agh.edu.pl


540 P. Augustyniak

[12], [15], [16]. The interpretation task is independent for each of the patients and
shared between the remote recorder and the thread running on the central server.
The interpretation of the recorded ECG signal and the adaptivity of diagnostic re-
port content are subjects of multicriterial optimization performed by the server [5].
The interpretive software consists of four classes of procedures:

• recorder-only procedures, e.g. interfaces and resources management, signal ac-
quisition and buffering, signal quality assessment,

• recorder defaults preloaded as dll’s, e.g. QRS detection, morphology classifica-
tion, wave delineation, arrhythmia detection,

• recorder optionals available as dll’s, e.g. ST- and QT-segment analysis, HRV time
domain analysis, pacemaker pulse detection,

• server-only procedures, e.g. HRV frequency domain analysis, VLP detection,
HRT analysis and others.

Multiple versions of 2nd and 3rd class procedures are compiled for both: recorder and
server platforms. The adaptation of the remote interpretation process is achieved in
real time with the use of diagnostically-oriented libraries of subroutines. Subroutines
within the libraries are commutable, thus designed for the same computational pur-
pose, but with different prerequisites for the resources requirements and result qua-
lity. Their data gateways are standardized enabling the replacement required by the
remote optimization, while the interpretation is running. Each subroutine is described
by the attributes of quality, resources requirements and external dependency specify-
ing its relations with the other components in the signal interpretation tree. Selected
functions are uploaded from the repository managed by the supervising central server
[1], [17] and dynamically linked with the software running in the patient’s recorder.
The adaptation is performed automatically, but occasionally, in critical cases, it is
supervised by a human expert. Several variants of remote ECG interpretation and
interactive adaptation of diagnostic report contents require exceptional flexibility of
the data transmission format. This paper presents an effective solution for manage-
ment of non-uniform flow of multimodal data, minimizing data redundancy but re-
specting individual update interval for each diagnostic parameter. It is based on dy-
namic definition of data structures and queuing of these structures in the output stream
accordingly to the minimum value of update interval (validity time).

2 Report Data Structures

2.1 Flexible Reporting Format

As designed for the adaptive diagnostic system, the reporting format has to provide
as much flexibility as possible. We implemented three-layer data format consisting
of:

• mandatory header describing packets content and recorder’s status,
• mandatory data description fields with pointers,
• optional data fields.
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The header contains unique identifier of the recorder and the static structure of 18
bytes representing its status [2]. Next fields contain the session identifier, sequential
packet number and the time interval to the subsequent report. Two later data are cru-
cial for the correct report queuing and for the assessment of data integrity and con-
tinuity. Remaining header fields are used for description of the first data field type
and contains the pointer to the first byte of its structure. First such field is mandatory
even if the report is empty (i.e. contains only the end-of-file mark), but more often
the descriptives of data fields with respective pointers are repeated within the header
as many times as necessary. This allows each report to be individually composed of
any combination of predefined data structures. For the reason of multitude of data
meanings (including raw signals, meta data, diagnostic parameters) and forms (sim-
ple variables, vectors, matrices and structures) used for the reporting, the description
of data organization precedes the report contents. The format design supports both
predefined and ad-hoc defined data structures, however in course of implementa-
tion the use of the ad-hoc mode was found not efficient and discontinued. In the
data description layer, each data type specification is followed by at least one data
allocation triplet consisting o the index, length and pointer to the particular record
serialized in the data layer. In case of several records complying with the common
data type definition, all of them are integrated to a vector. Medical data serialized in
their description order are the sole content of the data layer. First field is pointed to
by the pointer of the first segment of first defined data type. It is mandatory, in case
of empty report it contains the end-of-file mark. Minimum length of the diagnostic
report is 20 bytes, while the maximum length is unlimited and depends only on the
transmitted datastream. For practical reasons, reports below 256 bytes are sent only
in immediate reporting mode and reports exceeding 1500 bytes are split due to the
limitation from the TCP/IP specification [8], [10].

2.2 Dynamic Definition of Data Structures

The definition of data organization is a part of the adaptation process of patient’s
recorder software. Unlike the software modification, which may be executed in
course of the patient monitoring, we assume to exchange the data structure descrip-
tion once at the beginning of each monitoring session. Up to 256 different data
structures may be defined for each session, what was expected as sufficient for the
necessary flexibility of the report content. Moreover, definitions of complex struc-
tures may embed the simpler, previously defined types. This allows for definitions
of nested data structures (fig. 1) particularly efficient if the update interval of one
data aggregate is a multiple of the other. The patient status determines the further
record interpretation and the resulting parameters set. Each diagnostic parameter is
attributed with the priority and the validity time, the latter being the inverse of the
minimum update rate required to maintain the continuity of each time series.

Although reporting each diagnostic parameter with its proper update rate op-
timally reduces the medical data stream, embedding individual diagnostic values
into the communication protocol control information raises the contribution of the
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QRS descr HR class P-ons, P-end, QRS-ons, QRS-end, T-end 

Arrhythmia QRS descr start, stop, type, HR-mean, subcode 

ST-segment Arrhythmia ST-level, ST-trend 
I-III, aVR-aVF, V1-V6 

HRV-param ST-segment time-HRV, freq-HRV, geometric-HRV 

Fig. 1 Design of sample information structures for the adaptive reporting in the prototype of
seamless cardiac supervising system

TCP/IP overhead. In order to maintain the communication effectiveness, it was rea-
sonable to aggregate the independent data having similar validity time into a com-
mon structure. Its values are then updated accordingly to the update rate of the most
varying parameter causing only a slight oversampling of the others. Each time, the
interpretation software is modified, the report reservation procedure matches the at-
tributes of diagnostic parameters with the information structures available for the
session:

• Parameters are clustered by their value of required update interval and each class
is assigned by the structure best reflecting its content.

t0 t1 time 

QRS descr

Arrhythmia

ST-segment 

HRV-param 

Fig. 2 Sample sequence of medical data structures used for reporting of the heart rate, ar-
rhythmia events and level of ST section
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• A sequence of structures is defined and scheduled accordingly to the diagnostic
parameter of shorter validity time.

The cluster size, measured as the difference of required update frequencies between
its border members, is adjusted with regard to the volume of TCP/IP control data.
The proposed data aggregation and scheduling rule guarantees the reporting conti-
nuity of each parameter and maintains the global data on its lowest possible volume.
In practical experiments aimed at testing the adaptivity of the reports, the number
of necessary different data types rarely exceeded 16.

3 Review of Reporting Modes

3.1 Delayed Reporting

Delayed reporting gathers the data accordingly to the required update rate, but al-
lows for collecting the consecutive values in a single report in case the data volume
is too low to fill the entire packet. This saves the protocol control data volume and
the transmission energy at the price of delay in information delivery. This mode
is defined for the routine monitoring of stable subjects. Due to data buffering, the
transmission module may be temporarily switched to the low-power state in order
to extend the recorder’s autonomy time. The diagnostic patient’s representation re-
ceived by the server is continuous, however due to the delay, the last available data
may not be recent. The delayed reporting doesn’t require the continuous availability
of wireless data carrier. If the data carrier is available, the delayed reporting may be
automatically switched to the immediate reporting mode in following cases:

• Occurrence of pathological events,
• Activation of the patient’s button,
• Adaptation of the remote recorder interpreting software,
• Recovering from the carrier absence, if originally the immediate mode was set.

In the prototype implementation, the delayed reporting mode buffers the subsequent
diagnostic reports up to the size of 32kB or up to the delay of 360s. If one of these
limits is reached, the transmission module is activated and the packet containing
several consecutive diagnostic reports is sent.

3.2 Immediate Reporting

In the immediate reporting mode the report is sent as soon as all included diagnostic
parameters are calculated. This mode maintains both the continuity and minimum
delay of the diagnostic patient’s representation available at the server. This mode
is particularly useful for the monitoring of high-risk patients, for synchronization
of the patient-doctor interaction or for the immediate assessment of adaptation of
the recorder’s interpretation software. This mode requires the continuous operation
of the transmission module and availability of wireless data carrier. The immediate
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reporting may be automatically switched to the delayed reporting mode in following
cases:

• Wireless data carrier absence,
• Recession of any condition imposing immediate reporting mode, if originally the

delayed mode was set.

4 Management of the Reports Content and Frequency

The adaptive nature of ECG interpreting software implemented in the remote (pa-
tient) recorder implies non-uniform content of the diagnostic report. Moreover, de-
pending on the patient’s status, the update interval attribute is individually set by
the management software. For those reasons, the management of the reports content
and frequency is directly related to the software adaptation.

The procedure managing of the data queuing in adaptive diagnostic reports is im-
plemented in the remote recorder and - in spite of the importance of the performed
optimization - should not require much of additional complexity. When the adap-
tation of the interpretation software is completed, the combination, the priority and
the validity intervals of diagnostic parameters has to be analyzed. As the result, most
appropriate data structures and their repetition intervals are determined as compo-
nents used for building the report sequence. The sequence starts with the structure
composed of all considered diagnostic parameters (ref. fig. 2 point t0) and then the
subsequent structures and intervals are scheduled with regard to the required update
interval. In case when several structures are applicable for a given parameters com-
bination, the structure of minimum size is selected. When the use of the structure
composed of all considered parameters is necessary again (point t1), the queuing
procedure assumes the report sequence is completed and contains the basic repeti-
tion period. The sequence is used for the reporting until the next adaptation of the
recorder’s interpretive software.

5 Results

Before the implementation in the target operating system [19], the prototype data
queuing procedure was implemented in Matlab. This implementation was aimed
at testing the automatic building of report sequences for various combination of
diagnostic parameters and their update intervals.

5.1 Testing Conditions

Four basic data structures were created as default for the transmission (see fig. 1):

• heart beat descriptor QRS Descr (volume: 16 bytes, update interval: 300 ms)
• arrhythmia descriptor Arrhythmia (volume: 5 bytes, update interval: 3 s)
• ST-segment descriptor ST-segment (volume: 24 bytes, update interval: 30 s)
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• HRV parameters descriptor HRV-param (volume: 10 bytes, update interval:
360 s)

Since the test was focused on the dynamic behavior of data queuing, and cardiac
changes in real patients are unexpected, we used 2751 signals artificially combined
from 58 records of Common Standards for quantitative Electrocardiography (CSE)
Multilead Database [18]. In each test signal the appearance of a single pathology
was simulated by the concatenation of several repetitions of a record annotated as
normal followed by several repetitions of a pathology-specific record. In the vicinity
of the concatenation point, the count of samples was adjusted accordingly to the
precedent RR interval and the baseline level of the subsequent record was corrected
for each lead independently. Such test records simulate the abrupt cardiac changes
and facilitate the technical analysis of the adaptive system behavior.

5.2 Test Results

Main results presented in table 1. show data volume only for the reports composed
of few basic diagnostic parameters and their most probable update intervals. These
results differ accordingly to the patient status, since various pathologies require spe-
cific diagnostic data set and assume individual variability of these data implying
variations of update intervals. In the delayed reporting mode, the size limit of 32kB
requires 580s of recording. This value corresponding to maximum reporting delay
of 9 min 40 seconds is high even for the stable subject. Therefore the data buffering
first achieves the interval limit of 360s (6 minutes), in this time, the buffer accu-
mulates nearly 20kB of data. The wireless telecommunication module in a target
hardware platform remains operating (supply current 50mA @ 5V) for 6 seconds
before the data transfer starts in order to re-establish the connection. The transfer
session lasts for ca. 4 to 10 seconds depending on the speed of data transfer (16
to 40kbps). Including additional 2 seconds for the session termination, the module
is operating for 18s out of 360s reporting interval. Since the energy consumption
in standby mode is almost negligible (0.5 mA), the average energy in delayed re-
porting is reduced below 3mA (i.e. to 6% of the original value). In the immediate

Table 1 Comparison of the data stream volume [bps] using the constant reporting rate and
the adaptive reporting with data queuing method proposed in this paper (12-lead ECG)

component volume [b] interval [s] theoretical
data stream

adaptive rate
data stream

constant rate
data stream

heart rate 1 0.3

55,277 65,67 181,5

morphology 1 0.3

wave borders 14 0.3

arrhythmia events 5 3

ST-segment elevation 24 30

HRV parameters 10 360
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reporting mode, the minimum packet size of 256 bytes is collected within 4,63 sec-
onds, which is slightly worse than the delay in the interpretation process (typically
2s), but still acceptable as real time monitoring.

6 Discussion

An effective solution was proposed for the patient’s recorder data queuing in a non-
uniformly reporting cardiac surveillance system. For each adaptively selected com-
bination of diagnostic parameters requiring specification of individual time-varying
update rate, the automatic procedure schedules the data structure sequence of mini-
mum size, maintaining the reporting continuity. This procedure is designed for the
cooperation with software adaptation process, but may also be used as a software
interpretation trigger in "on demand" interpretive systems [4], [6].

As it has been demonstrated in tab. 1, the regular ECG reporting implies a sig-
nificant oversampling of certain parameters, and consequently - the waste of energy
and telecommunication resources. The intelligent data queuing requires the use of
various data structures and individual management of packet delivery. Each data be-
ing independently sent, involves the use of TCP/IP control information, therefore
high fragmentation of diagnostic reports, although enables the parameters band-
width variability to be precisely followed, increases the total volume of the trans-
ferred data. The most reasonable compromise consists in building the compound in-
formation structures of diagnostic data requiring similar update interval. Although
some parameters are reported more frequently than it is necessary, such solution
helps to maintain minimum data volume thanks to using larger blocks of data and
lower contribution from the protocol control information.

The optimization of the contents of diagnostic report is an example of pursuit
for a local minimum of a cost function (in this particular case represented by the
volume of redundant data) in a multidimensional discrete space with constrains.
These constrains are:

• requirement (absolute) of minimum updating frequency set for each diagnostic
parameter individually,

• condition (relative) of usable volume of diagnostic report,
• condition (relative) of minimum number of data structure definitions.

Although the proposed non-uniform data management method assumes unprece-
dented flexibility, it does not interfere with any existing data transfer standard (e.g.
SCP-ECG [13]). Thanks to a general definition background it extends the support
of existing standards to non-uniform time series of diagnostic data, being a natural
way of reporting from an adaptive interpreting software. This solution is thus a step
towards the remotely personalized medicine.
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Scientific Research resources in years 2009-2012 as a research project No. N N518 426736.



Data Queuing for Non-uniform Telemedical Reporting 547

References

[1] Atoui, H., Telisson, D., Fayn, J., Rubel, P.: Ambient Intelligence and Pervasive Archi-
tecture Designed within the EPI-MEDICS Personal ECG Monitor. International Journal
of Healthcare Information Systems and Informatics 3(4), 68–80 (2008)

[2] Augustyniak, P.: Content-Adaptive Signal and Data in Pervasive Cardiac Monitoring.
Computers in Cardiology 32, 825–828 (2005)

[3] Augustyniak, P.: Task-dependent adaptability of remote recorder in a cardiac surveil-
lance network. In: World Congress on Bioengineering, pp. 1–4 (2007)

[4] Augustyniak, P.: Request-driven ECG interpretation based on individual data validity
periods. In: Proc. 30th Conf. IEEE Engineering in Medicine and Biology Society, pp.
3777–3780 (2007)

[5] Augustyniak, P.: Validation of automatic ECG processing management in adaptive dis-
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Analysis of Dispersion of Isopotential Areas
Values in EEG Maps Sequences�

Hanna Goszczynska, Marek Doros, Leszek Kowalczyk, Paweł Hoser,
and Krystyna Kolebska

Abstract. The aim of the study was to develop the method for objective evaluation
of differences in alternation variability of isopotential areas in the EEG maps se-
quences for activity episode. The method was based on the analysis of EEG map
images histograms and concerns the evaluation of the isopotential areas changes.
The principle of the present method is analysis of the ratio of extreme isopoten-
tial areas and of the dispersion of values of extreme isopotential areas. The method
was tested on sequences of amplitude maps for 17 subjects with seizure episodes
with different characteristics divided into two groups. Visual evaluation of obtained
results confirms that ratio of extreme isopotential areas and coefficients of the sym-
metry and elongation of extreme isopotential areas values dispersions may be useful
for describing the variability of EEG maps. Influence of the potential range scale of
EEG maps on the quantitative estimation of the isopotential areas variability was
also analyzed.

1 Introduction

Brain Electrical Activity Mapping – BEAM (Duffy FH, Burchfield JL, Lombroso
CT: Brain electrical activity mapping (BEAM): a method for extending the clini-
cal utility of EEG and evoked potential data. Ann Neurol 1979,5:309-321) is a well
established electroencephalographic (EEG) examinations method as utilizing imag-
ing of the distribution of different values (parameters) characterizing the bioelectri-
cal brain activity measured on the scull surface [1, 9, 12]. In the development of the
functional neuroimaging the different forms of the diagnostic images arose, e.g. mo-
mentary maps, instantaneous maps, significant probability mapping [2], differential
maps [16], landscapes [8]. However, they are not commonly applied in practice.
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Mapping of brain electrical amplitude is a routine method used in electroen-
cephalography. Maps sequences are very useful for presentation of the variability
of constellations depicted on maps. This may be of significance in the evaluation of
different episode like eg. seizure activity and its dynamics. Evaluation of the consec-
utive maps changes requires, however, the quantitative methods [10, 11, 13, 14, 15].

The aim of the present as well as previous study [3, 4] was to develop the methods
for objective evaluation of differences in alternation variability of isopotential areas
in the EEG maps sequences with seizure activity episode. Alternation of isopoten-
tial areas is manifested by changes of isopotential areas values as well as changes of
topolocalisation of these areas. In clinical practice this variability is evaluated using
visual inspection that is subjective and may be difficult in case of subtle differences.
Quantitative analysis of isopotential areas variability could be useful for evaluation
of brain electrical activity dynamic, e.g. propagation of seizure activity or reactiv-
ity to stimulus. Our approach has been based on the analysis of EEG map images
histograms and concerns the evaluation of the change of isopotential areas values.
In this paper application of standard measures for evaluation of the dispersion of
the values of isopotential areas is presented. Influence of the potential range scale
of EEG maps on the quantitative estimation of the isopotential areas variability was
also analyzed.

2 Material and Method

The material comprised 17 subjects divided into two groups with episodes of differ-
ent characteristics classified in previous works [5, 6, 7]. There is common number-
ing for both groups of subjects: 1 - 7 for group II and 8 - 17 for group I. For each
subject the sequence of amplitude maps generated with frequency equals to 100 Hz
for ten seconds of EEG records consisting of pre-, during and post- episode activity
has been collected. Each map was generated in 17 levels color scale corresponding
to 17 ranges of potential values S1−S17 equal to±20 μV [4]. S1 denotes minimum
potential range and S17 denotes maximum potential range. Respective isopotential
areas are denoted as AS1 and AS17.

Fig. 1a and Fig. 1d present the consecutive 50 frames of EEG maps at the begin-
ning of the episode for subjects no. 3 from the group II and no. 9 from the group I,
respectively.

The Fig. 1a presents the sequence of maps with lower variability of the areas
values which were distinctive for group II, while the maps in group I presented
higher variability (Fig. 1d). Using the normalized histograms (Fig. 1b and Fig. 1e)
for all frames in the given sequence the values of areas for amplitude ranges S1 and
S17 were calculated. For assumed scale ±20 μV respective isopotential areas are
denoted as A−20 and A20. The principle of the method for the variability of the areas
A−20 and A20 estimation in EEG maps sequence consist of:

• analysis of the plot of ratio of time series A−20(t) and A20(t) for the areas values
variability evaluation presented in [3, 4],
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• analysis of the scatter plot of points p(A−20(t),A20(t)) (Fig. 1c and Fig. 1f).
The quantitative analysis of the points p(A−20,A20) dispersions was performed
using the standard measures of distribution of time series A−20(t) and A20(t)
and comparing the results of distribution measures for both time series. Also the
analysis of the points p(A−20,A20) dispersions was performed by calculating the
eigenvalues of dispersion matrix for both time series.

Also the criteria for the analysis of the influence of maps scale on the dispersion of
points p(A−20,A20) and on the quantitative coefficients differentiating the configu-
ration of points p(A−20,A20) are presented.

The analysis of distribution of time series A−20(t) and A20(t) has been applied
for estimation of the points p(A−20,A20) dispersion. Two time series for each se-
quence of 1000 maps comprising of periods before, during and after the seizure
episode activity have been analyzed. Different time of duration of episode in each
maps sequence makes the dispersion measures of isopotential areas time series in-
comparable for different subjects. Only the ratios of the distribution measures for
both time series were analyzed for estimation of their similarity and therefore the
symmetry of points p(A−20,A20) dispersion.

Two coefficients of distribution for time series A−20(t) and A20(t) have been
calculated:

• normalized moment of 3rd order a3 describing the skewness of distribution,
• normalized moment of 4th order a4 describing the kurtosis of distribution.

As a measure of the points p(A−20,A20) scatter plot elongation the eigenvalues of
dispersion matrix of time series A−20(t) and A20(t) have been calculated and the

Fig. 1 Representative sequences of 50 frames of EEG maps containing beginning of episode
(a,d), sets of its normalized histograms in 3D form (b,e) and scatter plots of the points p(A−20,
A20) (c,f) for subject no.3 and no. 9, respectively
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differences of the values of maximal and minimal eigenvalues of dispersion matrix
has been assumed as a measure of scatter plot elongation. Dispersion matrix WA of
time series is defined according to the formula [17]:

WA = L−1
L

∑
i=1

(pi− ph)⊗ (pi− ph) (1)

where WA – dispersion matrix, pi – successive point p(A−20,A20), ph – central point
of a set of the analyzed points, L – number of analyzed points. Maximal and minimal
eigenvalues of matrix WA describes the dispersion of points as the axis of ellipse
fitted to the set of points.

The amplitude range of individual EEG records during seizure episode for both
groups of subjects was from ±30μV to ±200μV. All maps were generated with
constant scale ±SμV equals to ±20μV. After the visual analysis of EEG records
for both groups of subjects the scales for EEG maps generation for selected records
have been changed and measurements of isopotential areas and calculations of the
distribution coefficients have been repeated.

The following criteria of EEG records selection to respective maximal amplitude
have been given:

• records for which the scale ±20μV seem to be too narrow,
• segments, for which the scale ±20μV seem to be too wide.

For selected records the sequences of EEG maps in various scales have been gen-
erated and quantitative coefficients of points p(A−S1,AS17) dispersion have been
calculated.

3 Results

Fig. 1c and Fig. 1f present scatter plots for points p(A−20,A20) for subjects from
both group of subjects. A visual evaluation of scatter plots for isopotential areas
A−20 and A20 for both groups of subjects allowed to distinguish the following char-
acteristic configurations: "dispersive" (Fig. 1c) present in II group and "bi-tailed"
(Fig. 1f) present in I group (about 50% cases). The remaining 50% of cases con-
tained the features of the two mentioned configurations.

Quantitative estimation of points p(A−20,A20) dispersion were performed by
analysis of the similarity of the distribution of time series A−20(t) and A20(t)
using skewness and kurtosis coefficients and analyzing the elongation of points
p(A−20,A20) scatter plot using the differences of eigenvalues of the dispersion ma-
trix for the time series A−20(t) and A20(t).

The ratios of skewness coefficients and the ratios of kurtosis coefficients for time
series A−20(t) and A20(t) for both groups of subjects are presented in Fig. 2. The
values of skewness and kurtosis for both time series and eigenvalues for dispersion
matrix are shown in upper part of Fig. 2.

The ratios of skewness (Fig. 2a) and kurtosis (Fig. 2b) for the group II are about
1. It indicates the similar (in the sense of asymmetry and dispersion around the
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Fig. 2 Values of ratios of skewnees (a) and kurtosis (b) coefficients for time series A-20(t)
and A20(t) and values of differences of eigenvalues for the dispersion matrix (c) for the time
series A-20 (t) and A20 (t) for both groups of subjects

average) distributions of series A−20(t) and A20(t) for group II, while for the group
I the values of the respective ratios indicate the differences in distributions of series
A−20(t) and A20(t).

Fig. 2c displays the diagrams of values of dispersion measure defined as the dif-
ference of eigenvalues of the dispersion matrix of the time series A−20(t) and A20(t).
Values of the eigenvalues differences of the dispersion matrix are smaller in group
II (except subjects no. 1 and no. 5) than in group I (except subjects no. 12 and no.
15). It indicated for more elongated configuration of points p(A−20,A20) in group I
than in group II.

Visual evaluation of presented results confirms that examined coefficients may be
useful for describing the dispersion of the points p(A−20,A20): ratios of skewness
coefficients and kurtosis coefficients for the time series A−20(t) and A20(t) and the
difference of eigenvalues of the dispersion matrix for the time series A−20(t) and
A20(t).

The influence of the scale for which the EEG maps are generated has been tested
on the selected data. Two subjects for whom the scale ±20μV seemed to be under-
estimated: patient no. 3 with maximal amplitude equal to about 200μV and subject
no. 9 with maximal amplitude equal to about 80μV have been selected. For these
cases new scale equal to ±40μV have been assumed. Fig. 3a presents the consec-
utive 50 frames of EEG maps at the beginning of episode for subject no. 3 and the
3D view of sets of theirs normalized histograms (Fig. 3b) (comp. with Fig. 1b) and
the scatter plot of points p(A−40,A40) (Fig. 3c). Two subjects for which the scale
±20μV seemed to be overestimated: subjects no. 10 and no. 11 with maximal am-
plitude equal to around 30μV have been selected. For these cases new scale equal
to ±15μV has been assumed.
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Fig. 3 Sequences of 50 frames of EEG maps in scale ±40μV (a), sets of theirs normalized
histograms (b) and scatter plot of the points p(A−40,A40) for subject no. 3 (comp. Fig. 2a-c)

A visual evaluation of the configuration of the points p(AS1,AS17) dispersion for
selected four cases indicated the reason of change of the range of potentials from
±20μV to±15μV (subject no. 10 and no. 11). On the contrary, the change of range
of potentials from ±20μV to ±40μV (subjects no. 3 and no. 9) causes decrease
the number of points in scatter plots and therefore loss of significant information
(Fig. 3c).

The values of ratio of skewness coefficients and kurtosis coefficients for time
series AS1(t),AS17(t) for four selected subjects were presented in Fig. 2a and Fig. 2b
marked by black lines. Change of the scale to ±15μV for the subjects no. 10 and
no. 11 caused the shift of values of ratio of skewness and kurtosis to the direction
prevailing in group I. On the contrary, change of the scale to±40μV for the subjects
no. 3 and no. 9 caused the shift of values of coefficients to the direction opposite to
prevailing in given groups.

4 Discussion

Presented method allows to estimate one of the alternation of isopotential areas
features, i.e. isopotential area values variability. The results of variability estimation
obtained in present as well as previous [3, 4] study were affected by the following
factors:

• analysis of the change of isopotential areas comprises the "pathological" as well
as "physiological" fields,

• a topolocalisation changes were not taken into consideration,
• the scale of generated maps was constant.

The visual evaluation of the scatter plots presented in Fig. 1 indicates the rather regu-
lar dispersion of points p(A−20,A20) for group II. For group I there were two clusters
for points with coordinates higher than assumed threshold. Configurations of points
p(A−20,A20) dispersion regard estimation of dynamic of the ratio A−20(t)/A20(t)
[3]: lower dynamic of the ratio A−20(t)/A20(t) (Fig. 4a) regards the scatter con-
figuration of points p for group II and higher dynamic of the ratio A−20(t)/A20(t)
(Fig. 4b) regards bi-tail configuration of points p for group I.
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Fig. 4 Values of ratios of time series A−20(t) and A20(t) in logarithmic scale for subjects no.
3 (a) and no. 9 (b) for 300 frames (first 50 frames presented in Fig. 1)

Quantitative estimation of points p(A−20,A20) dispersion were performed by
analysis of the similarity of the distribution of time series A−20(t) and A20(t) using
skewness and kurtosis coefficients and analyzing the level of elongation of points
p(A−20,A20) dispersion using the differences of eigenvalues of the dispersion matrix
for the time series A−20(t) and A20(t).

Similarity of the distribution of the time series A−20(t) and A20(t) in the sense of
asymmetry (skewness) and dispersion around the average value (kurtosis) for group
II also regards the depressive configuration of points p(A−20,A20) while dissimilar-
ity of the respective time series for group I regards the differences of two tails in
points configuration.

Differences of eigenvalues of the dispersion matrix of time series A−20(t) and
A20(t) are less in group II (dispersion more regular) than in group I (elongated dis-
persion). It also regards the analysis of ratio A−20(t)/A20(t) dynamics.

Visual analysis of the influence of the maps scale of potential ranges on the points
p(AS1,AS17) dispersion confirms that maps generated for EEG segments with of
±30μV amplitude should be generated using scale ±15μV. On the contrary, the
change of scale from ±20μV to ±40μV for the records with maximal amplitude
above about 80μV decreases the number of points of isopotential areas and causes
loss of significant information.

Presented method for analysis of isopotential areas values in sequences of EEG
maps based on map histograms allows for evaluation of one of the alternation fea-
tures, i.e. dynamics of blue and red areas changing. Applying this method also to
subareas of EEG maps, e.g. left and right hemispheres or frontal, temporal and oc-
cipital regions would allow for topographic estimation of isopotential areas dynam-
ics and therefore for spatio-temporal trends in maps sequences dynamics.

5 Conclusion

Results of this work as well as our previous studies [3, 4] indicate usefulness of
isopotential areas analysis for evaluation of the alternation variability in sequences
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of the EEG maps. Calculations performed on well selected data [5, 6, 7] enable
verification of the effectiveness of the elaborated methods:

• analysis of the plot of ratios of isopotential areas values [3, 4],
• analysis of the scatter plots of isopotential areas values,
• analysis of the influence of maps scale on the visual and quantitative analysis of

isopotential areas values.

The results of above examinations suggest application of this method to subareas
of individual map or/and to the correlation analysis concerning the localization of
isopotential areas. We expect, that it will allow us to identify the configuration of
the areas on the maps and their differentiation both quantitative and referring to their
topolocalisation.
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[4] Goszczyńska, H., Kowalczyk, L., Doros, M., Kolebska, K., Jóźwik, A., Dec, S., Za-
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Robust Estimation of Respiratory Rate Based on
Linear Regression

J. Łęski, N. Henzel, A. Momot, M. Momot, and J. Śledzik

Abstract. One of the basic parameters which are of very importance in patients
monitoring is respiratory rate (frequency of breathing). Previous studies show that
there is possibility of estimating the respiratory rate from ECG signal using the mod-
ulation amplitude of this signal during the breath. This paper presents the method
which is highly sensitive to the ECG amplitude changes and also robust to distur-
bances, usually accompanying the signal. The idea which distinguishes the method
from other is to use changes of ECG amplitude in consecutive heart cycles on the
basis of the entire QRS complex. The changes are determined by robust regres-
sion analysis (which leads to iterative algorithm) and the regression coefficients are
transformed to the frequency domain.

1 Introduction

Respiratory pulse is due to its diagnostic utility, one of the basic parameters to be
monitored in patients. Since the other often monitored signal is ECG signal, there
are numerous attempts well known in the literature to use this signal to estimate
the respiratory rate [8], [23], [6]. The advantage of this approach is the ability to
obtain additional information about the patient’s condition without the need for ad-
ditional sensors. Changes in ECG signal (see Fig. 1) caused by breath are induced
by thoracic impedance change caused by change in lung volumes during breath and
changes of the spatial location of the electrodes against the heart. In addition, there
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Fig. 1 The ECG recording showing influence of breathing action on R-wave amplitude

is a change in heart rate caused by the influence of the autonomic nervous system.
To reconstruct the respiratory rate from ECG signal there is mostly used the mod-
ulation amplitude of this signal during the breath (R-wave amplitude or area under
the R-wave) [8]. Methods based on changes in heart rate are rarely used due to the
possibility of cardiac arrhythmias.

Given the small change of breath induced ECG amplitude modulation and com-
monly occurring respiratory interference it should be noted that for very few patients
analysis of changes in R wave amplitude leads to satisfactory results [8]. The use of
the area under the R-waves requires the determining of the characteristic points of
the wave (beginning and end of the wave). In the literature there are described algo-
rithms based on the respiratory wave ECG: using wavelet transform [23], adaptive
filtering [22], the principal component analysis [13] or the analysis of electric heart
vector [2]. The primary drawback of these algorithms is their complexity and large
computational effort.

The aim of the study is to introduce the method which is highly sensitive to
the ECG amplitude modulation caused by respiratory activity and also robust to
interference of this signal. The idea which distinguishes the method from other is to
use ECG amplitude changes in consecutive evolutions of heart on the basis of the
entire QRS complex using the robust regression function fitting. The performance
of developed method was empirically evaluated using the set of artificial as well as
real ECG signals.

2 Idea of Proposed Method

The first step of the method is the precise determining of fiducial points for each
QRS complex which is realized by maximizing the correlation coefficients between
actual QRS complex and the averaged one (see Fig. 2).

After determining fiducial points for each QRS complex, signals are analyzed in
time windows for these complexes (in a fixed location with respect to fiducial points,
without the need to detect additional characteristic points). Scaling each QRS com-
plex is determined by regression analysis between consecutive QRS complexes (see
Fig. 3). Application of the method of least squares is intended to assure robustness
of the proposed method to ECG signal interference. This is a basic feature of the
method which distinguishes it from the commonly used methods based on deter-
mining the QRS amplitude scaling using one sample signal (usually the R wave
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Fig. 2 The alignment of QRS fiducial points (above – inaccurate, below – precise)

amplitude). The primary problem is muscular disturbances and impulsive noise,
since other types of interference can be effectively suppressed. The impulsive noise
can be an effect of electromagnetic interference caused by activity of electronic
devices, such as cellular phones. Assuming that the muscular disturbances can be
characterized by additive Gaussian noise, the method of least squares leads to the
unbiased minimum variance estimation of ECG amplitude modulating effect caused
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Fig. 3 The example of linear regression between two consecutive QRS complexes

by breathing wave. The impulsive noise can be modeled by heavy-tailed distribu-
tion, like Cauchy distribution. This gives the motivation for seeking robust version
of regression function fitting method. Such robust algorithm, which is the central
point of presented work, will be described in detail in the next section.

The next step of the method is to implement the methods of Fourier analysis
on the resulting sequence of QRS scale factors (see Fig. 4). There is determined
the maximum absolute value component of the spectral characteristic. If the value
exceeds a specified threshold, it is possible to estimate the frequency of respiratory
rate. Otherwise, the method does not give valid response.

3 Detailed Description of Algorithm

The first step of presented algorithm is the precise determining of fiducial points for
each QRS complex. The performance of this step is highly influenced by effective-
ness of baseline wander and powerline interference reduction. The baseline wander
is mainly caused by varying with time electrode-skin impedance, breath and pa-
tient’s movements during signal acquisition [1], [7], [16], [18]. The frequency range
of baseline wander is usually less than 1.0 Hz, however, for exercise ECG this range
can be wider [1], [12], [21].
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Fig. 4 The series of regression coefficients (above) and its spectrum (below)

The ECG signal is also disturbed by additive 50 or 60 Hz powerline (AC) in-
terference. This kind of disturbance can be modeled by a sinusoid with respective
frequency and random phase.

A very simple and efficient method for baseline wander reduction is the high-pass
filtering based on a moving average (MA) filter [9], [20], [5].

In this work we used a digital filter with a true linear phase characteristics
proposed in [14]:
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⎧

⎪⎪⎨

⎪⎪⎩

yn = 2yn−b− yn−2b + xn−2xn−a−b + xn−2a−2b,

zn = xn−a− yn
(

a
b + 1

)2 .
(1)

where xn denotes a discrete input signal and zn is a discrete output signal. Param-
eters a,b depend on the signal sampling frequency and specify the frequency char-
acteristics of the desired filter. In this work the values for these parameters were,
respectively, equal to a = 120,b = 5 (according to the sampling frequency of the
signal, which was equal to 250Hz).

Detection of QRS complexes is realized by modified version of method described
in [19]. Such method involves constructing the detection function using nonlin-
ear function of analyzed signal together with its first two derivatives as well as
dynamically adapted threshold. In order to reduce the method’s sensitivity to sig-
nal disturbances it was developed algorithm of numerical computation of signal
derivative based on finite sample set. This algorithm will be described in detail in
Section 4.

After QRS complex detection the fiducial points for QRS complexes were de-
termined. The fiducial points were preliminary obtained by the matching filtering
method and in the second pass precisely by the Fourier Shift Method [14]. These
points localize the signal fragments analyzed on time axis. Thus, we obtain in this
way a set of signal cycles denoted as: xi = [xi,1,xi,2, · · · ,xi,m]�; i = 1,2, · · · ,N, where
xi, j denotes jth signal sample in ith cycle; N stands for a number of analyzed cycles.
In our case, m = 35 and a fiducial point for each cycle is located on j = 18.

We assume the following linear model of amplitude changes in subsequent cycles

xi = aix1 +ηi + ei; i = 2,3, · · · ,N, (2)

where ai and ηi are parameters, which promote amplitude scaling and shifting, re-
spectively. ei stands for a random vector with mean equals zero.

Defining the augmented signal vector x̃i =
[

xi
...1
]

and the augmented vector of

parameters ãi = [ai,ηi]
�, linear model (2) can be written as

xi = x̃1ãi + ei; i = 2,3, · · · ,N. (3)

We seek a vector ãi such that corresponding model fits the data best. If we choose a
weighted quadratic loss function then in matrix notation we obtain

min
ãi∈IR2

J (ãi) � (xi− x̃1ãi)
�Gi (xi− x̃1ãi) = e�i Giei, (4)

where the matrix Gi = diag(gi,1,gi,2, · · · ,gi,m). Usually, the density function of the
residuals ei is unknown. To overcome this problem, we need the so-called a robust
estimator [10]. Through respective selection of parameters gi we may to change



Robust Estimation of Respiratory Rate Based on Linear Regression 565

different loss functions to the quadratic loss [15]. To obtain robustness to noised
data and outliers we use the absolute error function. This loss function is easy to
obtain by taking

gi, j =

{

0, ei, j = 0,

1
/∣
∣ei, j

∣
∣ , ei, j 
= 0.

(5)

The values of the parameters gi, j depend to residuals of the model. In turn, the
residuals depend to ãi. Thus, criterion function (4) should only be minimized by
iteratively. The condition for optimality of (4) is obtained by its differentiating with
respect to ãi and setting the result equals to zero

ãi =
(

x̃�1 Gix̃1

)−1
x̃�1 Gixi. (6)

The procedure for estimation of ãi can be summarized in the following steps:

1. Set Gi = I. Set the iteration index k = 0 and ãold
i = [0,0]�.

2. ãi =
(

x̃�1 Gix̃1

)−1
x̃�1 Gixi.

3. ei = xi− x̃1ãi.
4. Gi = diag(gi,1,gi,2, · · · ,gi,m), where gi, j, for i = 1,2, · · · ,m is obtained by (5).

5. if k > 1 and
∥
∥
∥ãi− ãold

i

∥
∥
∥

2
< ξ , then stop

else ãold
i = ãi go to (2).

Remarks. The iterations were stopped as soon as the Euclidean norm in a successive
pair of ãi vectors is less than ξ . The quantity ξ is a pre-set small positive value. In
all experiments ξ = 10−3 is used. The above algorithm requires the inversion of an
2×2 matrix that may be obtained analytically.

The above mentioned algorithm is used for i = 2,3, · · · ,N. For i = 1 a trivial
solution ã1 = [1,0]� is obtained. Assuming that signal noise has zero-mean the time
series {1,a2, · · · ,aN}] represents estimation of ECG modulating effect caused by
breathing wave.

The final step of the proposed method is to perform a spectral analysis of the
obtained sequence of QRS scale factors. It should be noted that this sequence repre-
sents a non-uniformly sampled signal. In this case a Fourier analysis is not the best
choice, but our experiments confirmed that satisfactory result could be obtained
using this approach. A usual dicrete Fourier transform was used [17]:

R(k) =
N−1

∑
n=0

an+1 exp(− j2πkn/N), (7)

where 0≤ k≤N−1,0≤ n≤N−1. The frequency of the respiratory rythm is deter-
mined by the maximum absolute value of spectral component exceeding a specified
threshold.
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4 Numerical Differentiation Method

The simplest methods of numerical differentiation, such as difference between two
consecutive samples, are usually highly sensitive to the presence of signal distur-
bances, especially high-frequency noise. To overcome this problem the more sophis-
ticated algorithms [3], [4], including differential quadratures based on polynomial
interpolation or approximation [24] are incorporated.

The proposed signal differentiation method exploits Lagrange polynomial inter-
polation. The nodes of interpolation are equidistant within symmetric fixed-width
window. The first derivative of such polynomial can be calculated analytically and
it is taken as an estimate of signal derivative. The algorithm of computing this value
is briefly described below.

Let D denote the fixed radius of time window around the Nth sample of sig-
nal. The values of interpolated function within this window constitute a vector
y = [yN−D, . . . ,yN , . . . ,yN+D], the degree of polynomial g is determined by num-
ber of samples and it is equal to 2D, therefore g(x) = ∑2D

j=0 a j x j and it is equivalent
to vector [a0,a1, . . . ,a2D−1,a2D]. The nodes of interpolation are equidistant and each
node is equivalent to a single sample index. The assumption could be made, without
any loss of generality, that nodes are of the form:

xN−D =−D, . . . ,xN−1 =−1,xN = 0,xN+1 = 1, . . . ,xN+D = D. (8)

This makes the interpolation method time-invariant and guarantees that only the
values of interpolated function in fixed-radius neighborhood will be taken into ac-
count. Vector of interpolation polynomial coefficients can be easily obtained by
solving the system of linear equations Va = y, where (V)i, j = i j for i = −R, . . . ,R,
j = 0, . . . ,2R, i.e.

V =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−1 −D · · · (−D)2D−1 (−D)2D

...
...

. . .
...

...

−1 1 . . . −1 1

1 0 . . . 0 0

1 1 . . . 1 1
...

... . .
. ...

...

1 D · · · D2D−1 D2D

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (9)

The matrix V might be easily proven to be non-singular and this leads to solution in
the form a = V−1y. Moreover, the primary objective of this procedure, which is the
estimating of function derivative in a center of time window, does not necessarily
require determining all polynomial coefficients explicitly, since

g′(0) = a1 = dT V−1y, (10)
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where dT = [0,1,0, . . . ,0]. The numerical differentiation algorithm could be seen
as high-pass filtering procedure using FIR filter with constant coefficients. These
coefficients form the vector dT V−1. To estimate the second (or even higher order)
derivative, the above described procedure can be repeated iteratively.

5 Results of Experiments

There were conducted several experiments for artificial ECG signals (of known
frequency modulation amplitude) and the real ECG signals. In the latter case, the
patient’s breathing was synchronized with the metronome. In the case of artificial
signal as the ECG signal there was taken ANE20000 from database CTS [11]. There
were created 50 time series, each of them containing 60 consecutive identical copies
with added artificial noise (being the random variables generated using the mixture
of Gaussian and Cauchy probability distribution) and artificial respiratory wave.
The average relative error was 7.4%. For the real ECG signals there were taken 53
recordings, each of them lasting over one minute. In this case the average relative
error was 11.9%.

6 Conclusions

Conducted experiments give reason to hope that the proposed method of assessment
of respiratory frequency can be used in devices to monitor the patient’s ECG signal,
where no additional sensors are required. Although the presented method uses the
information contained in single channel ECG signal, it is possible to develop a mod-
ified version of the method for multiple leads signal which may lead to improving
the method performance. It also seems that the performance of the proposed method
can be enhanced in by modifying the methods of robust regression function fitting.
This will be the subject of further studies and evaluation.
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Discriminating Power of an Sample Entropy
and a Nonlinear Association Index in Prediction
of a Preterm Labor Based on
Electrohysterographical Signals

Dariusz Radomski and Agnieszka Małkiewicz

Abstract. Recognition of physiological and pathological patterns in biomedical sig-
nals is still a challenge. The are many linear and nonlinear techniques proposed for
this purpose but their effectiveness is seldom compared and ranked. The aim of the
paper was to compare a discriminating power of an sample entropy and a nonlinear
association index in prediction of a labor based on electrohysterographical (EHG)
signals. The EHG signals were registered at women being during a labor or waiting
for beginning of a labor. A sample entropy was estimated for a single component of
an EHG signal. A nonlinear association index was computed to express a plausible
relation between two components of an EHG signal. The comparison of usefullness
of these parameters in a labor prediction was performed using ROC. The obtained
results show that a labor prediction based on the nonlinear association index is more
effective than using the sample entropy.

1 Introduction

The main area of application of pattern recognition techniques is medicine. These
tools are usually used in a clinical diagnostic process or in prognosis of a patient’s
health status being treated for a given disease. Pattern recognition methods applied
in a diagnostic process play several roles. They are helpful for finding a pattern
of diagnostic symptoms which is specified for a given disease creating a diagnostic
model or guidelines for clinical protocols. Having an identified of diagnostic models
for different diseases, these techniques are used as a classification tool to recognize
the most probable disease in a given patient. Moreover, the more advanced methods
aid to extract clinically useful information from biological signals registered with a
patient.

Pattern recognition system are most often used in several medical disciplines such
as radiology, cardiology, neurology, anesthesiology or oncology [1]. However, they
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are rarely applied in obstetrics and gynecology. It can be presumed that this dispropor-
tion arises from historical and cultural conditions because human reproduction was
always treated as a magic phenomenon too private for science investigations.

Generally, a pattern recognition can be an efficient clinical tool for monitoring of
two biological components: health of a fetus and health of a mother with particular
attention to her reproductive system.

Evaluation of anatomical and physiological states a mother reproductive system
is performed basing on USG images and measuring of uterine activity. Qualitative
and quantitative knowledge of uterine contraction is necessary to predict a course of
term labor or to predict a risk of a preterm labor.

Routinely, uterine contractions are monitored by a mechanical sensor placed on
an abdominal skin of a pregnant woman This sensor measures an uterine wall de-
formation. Unfortunately, the sensitivity of this method is low particularly for obese
women.

Thus, an alternative method for monitoring of uterine contractions is developing.
Presuming that each uterine contraction is preceded by bioelectrical activity of an
uterine muscle (called myometrium) we can measure these bioelectrical impulses
instead of mechanical deformations. This method is called electrohysterography
(EHG) and it is similar to well known electrocardiography. However, in opposite to
ECG there is no repeatable signal pattern which is uniquely associated with uterine
contractions. Thus, the main goal of EHG pattern recognition is to find such param-
eterization of EHG signals which enables to predict an upcoming labor activity of a
pregnant uterus.

Up to the present, there were proposed many ways of EHG parameterization bas-
ing on Fourier or wavelet spectra of the signal as well as some nonlinear techniques
[2],[3]. For example, recently, Radomski et al. suggested an application of sample
entropy index or nonlinear association index could be used as parameters differen-
tiating an activity of a pregnant uterus [4],[5]. Despite of promising results of many
published methods there is still unknown which EHG parameterization enables for
the best prognosis of an upcoming labor.

The aim of the work was to compare a discriminating power of an upcoming labor
prediction based on two nonlinear methods of EHG parameterization. The first one
was based on information gathered in a single EHG signal which was represented by
an sample entropy index. The second used information about a nonlinear association
between two components of EHG signals. The comparison of discriminating power
was performed with help of areas under receiver – operating curves.

2 Methods

2.1 Sample Entropy Estimation

The idea supporting application of sample entropy to EHG parameterization was
presented in [5]. The sample entropy was estimated in similar way as an ap-
proximated entropy [3]. The estimation procedure was conducted in the following
manner.
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Let a single component of a EHG signal be represented by a time series denoting
as {ehg(n)}. Let’s create m vectors contained consecutive values of ehgi, commenc-
ing at the i−th sample, i.e.

EHGm (i) =
[

ehg(i) ehg(i+ 1) ... ehg(i+ m−1)
]

(1)

for 1≤ i≤ N−m+ 1

By d [EHGm (i) ,EHGm ( j)] is denoted the distance between two vectors
EHGm (i), EHGm ( j) which is defined as:

d [EHGm (i) ,EHGm ( j)] = max
k
|ehg(i+ k)− ehg( j + k)| (2)

The distance measure was used for counting of the number of the similar elements
of the vectors EHGm (i)and EHGm ( j).

Let introduce a set of such indexes which for this distance is not greater than r.
This set is described by the following expression:

Jm = { j : d [EHGm (i) ,EHGm ( j)]≤ r} (3)

For a given EHGm and for 1≤ i 
= j ≤ N−m we can define the coefficient

Bm
i =

card{Jm}
N−m−1

. (4)

Then, one can compute the number of the similar vector elements averaging over iin
the following manner:

Bm = 1
N−m ∑N−m

i=1 B.m
i (5)

It expresses the probability that two sequences coincide for mpoints. Analogically,
such probability is computed for the vector EHGm+1. The estimator of the sample
entropy is given by;

SamEn(m,r) =− ln
Bm+1

Bm (6)

This estimator depends on two parameters m,r. The results of sensitivity analysis
obtained by Radomski showed the following best values of these parameters m =
2,r = 0.17σ , where σ is a variance of the parameterized EHG signal.

2.2 Estimation of a Nonlinear Association Index Estimation

The estimation method of a nonlinear association index was firstly proposed by
Kalitzin et al. and was used to analyze relations between EEG components [7]. This
index is denoted by h2.

Let ehg1 (n) : n = 1, ...N denotes a value of EHG signal measured at the nth mo-
ment at an uterine fundus. Similarly, ehg2 (n) : n = 1, ...Ndenotes a value of EHG
signal measured at the nth moment at an uterine cervix. Then, the h2 index is com-
puted in the following manner:
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Fig. 1 The scheme of EHG samples selection used for calculation ofh2index

h2 (EHG1|EHG2) = 1−
1
N

M
∑

a=1

[

∑
n: EHG2∈Ba

(EHG1 (n)−〈EHG1〉a)2

]

σ2
EHG1

〈EHG1〉a =
∑

n: EHG1∈Ba

EHG1 (n)

Na
, ∑

a
Na = N (7)

Fig.1 presents the scheme for selection of EHG1 samples which correspond to the
samples of EHG2 belonging to Babin. σ2

EHG1
represents a standard deviation of

signal. EHG1.
This index has the following interesting property. It can be proven that when two

EHG components are linear correlated then the h2 (EHG1|EHG2) ≡
h2 (EHG2|EHG1)≡ 1, [7]. Thus, an observation that

h2 (EHG1|EHG2) 
= h2 (EHG2|EHG1) (8)
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is a circumstance for identification of a nonlinear relationship between the analyzed
components.

Estimating h2index for various time delays between two components of EHG
signal we obtained nonlinear cross-correlation sequences. The maximal value of the
nonlinear cross-correlation sequences was used as a pattern of the 2D EHG signal.

2.3 EHG Signal Acqusition

Acquisition of EHG signal was made using the specialized device designed by the
Institute of Medical Technology and Equipment ITAM [6]. Biopotentials generated
by myometrium were registered by two Ag-Cl electrodes placed on an abdominal
skin. The first electrode was placed over an uterine fundus and the other one over
an uterine cervix. Because EHG signals were measured differently the reference
electrode was placed on a patient’s thigh. Mechanical uterine activities was also
monitored by the TOCO sensor (Fig.2).

Hardware details are described in [7]. The measured biopotentials were amplified
(ku = 2400 [V/V ]and filtered by a lowpass filter (0-5Hz). The antialiasing filter was
applied too. The sampling frequency was 10 Hz.

The EHG signals were registered in two groups of patients. The first group con-
tains women waiting in a hospital for a term labor. The other group consisted of
EHG signal registered during 2nd period of a physiological labor.

The Fig.3 presents an example of mechanical and electrical uterine activity reg-
istered during 2nd period of a physiological labor. We can observe a mechanical
contraction is associated with increased bioelectrical spikes.

Electrohysterographical signals were registered in a delivery room at university
clinics of gynecology and obstetrics. All examined patients were healthy and they
had unifetal pregnancies. Registration of EHG signals was performed in two groups
of patients. In the first group of 15 women EHG measurement was made during 2nd

period of a labor. The control group consisted of 29 pregnant women expecting the
beginning of a labor.

3 Results

A sample entropy was estimated for the single EHG component registered over an
uterine fundus because at the beginning of a labor an activity of this uterine part
is stronger than an activity of an uterne cervix. This observation supports slightly
greater AUC under ROC computed for h2 (EHG1|EHG2) than AUC computed for
h2 (EHG2|EHG2).

The comparison of the mean values of the sample entropy and the nonlinear
association indexes between two group the signals is presented in the tab.1 . The
used Mann – Whitney test showed that all differences were statistically significant.

The Fig.4 shows the ROC computed for the both nonlinear association indexes.
Although there are no significant differences between the area under all curves

(p=0.23) the greatest area is for the nonlinear association index (Tab.2).
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Fig. 2 Location of electrodes during EHG registration

Table 1 The comparison of the parameters values computed before or during a labor

Mean Mean Std .dev. Std .dev.

labor during labor during p-value

expected labor expected labor

h2 (EHG2|EHG1) 0,087 0,323 0,115 0,277 0,000231

h2 (EHG1|EHG2) 0,087 0,349 0,136 0,301 0,000168

Sample entropy 1,083 0,744 0,453 0,480 0,008678
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Fig. 3 An example of electrical and mechanical uterine activity during a labor

Table 2 The AUC computed for the studied parameters

Parameter AUC AUV std. dev.

h2 (EHG2|EHG1) 0,83 0,06

h2 (EHG1|EHG2) 0,85 0,06

Sample entropy 0,74 0,08

Table 3 Quality of a labor recognition based on the cut-off values

Parameter Sensitivity Specificity PPV NPV

h2 (EHG1|EHG2) = 0,108 0,800 0,828 0,706 0,889

Sample entropy = 0,771 0,733 0,793 0,647 0,852

The cut-off values were calculated for h2 (EHG1|EHG2) and sample entropy.
The errors for a labor recognition based on these cut-off values were shown in the
Tab.3.

These results indicate that a labor prediction on the base of the nonlinear associ-
ation index is more precise than based on the sample entropy.
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Fig. 4 ROCs for computed for the nonlinear association indexes

Fig. 5 ROCs computed for sample entropy and for h2 (EHG1|EHG2)
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4 Conclusion

Recognition of physiological and pathological patterns in biological signals is still
a serious challenge. Some of biological signals such as ECG have well defined pat-
terns which correspond to a physiological activity of a given organ. Unfortunately,
in the most of biological signals such complexes are unknown yet. In these situa-
tions authors propose many methods for parameterization of these signals as well
as techniques for signal classifications based on these parameters. However, there
is perceptible lack of comparative studies showing superiority of one method over
others.

The presented work was concentrated on two nonlinear parameterization
methods applied to an electrohysterographical signal. We performed comparison of
discriminating power of an sample entropy and a nonlinear association index in pre-
diction of a preterm labor based on electrohysterographical signals using the same
database of the collected signals.

Although these both methods show sufficient discriminating power the obtained
results indicate that prediction based on the proposed nonlinear associated index is
better. It is supported by the physiological theory stating that mutual synchronization
of a bioelectrical activity of an uterus is necessary to a labor progression [8].

Acknowledgments. This work was supported by the MNiSW grant No. N N518 505339.
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Knowledge Extraction for Heart Image
Segmentation

Arkadiusz Tomczyk and Piotr S. Szczepaniak

Abstract. This paper focuses on the problem of knowledge extraction, which is
necessary to find heart ventricles in computed tomography (CT) images. In the pro-
posed approach potential active contours are used as a segmentation technique. An
energy function used during the evolution of contour requires a proper identifica-
tion of blood inside heart ventricles as well as an approximate localization of in-
tervetricular septum. The methodology effectively allowing to extract that semantic
information from the images is described.

1 Introduction

The active contour term was proposed by Kass, Witkin and Terzopoulos in [3]
to distinguish a new group of image segmenation methods that are able to use
high-level knowledge during low-level image segmentation. The basic concept of
techniques belonging to that group can be defined as follows: for the image that is
segmented define a set of acceptable contours as well as an energy function eval-
uating those contours and next find the best contour according to that function. In
this definition contour is understood as a structure capable of identifying which part
of the image should be considered as an object and which should be treated as a
background. The simplest contour model used in [3] is a polygon where the in-
terior of the polygon in the image indicates the localization of the sought object.
Other models can be found in [1, 2]. In this paper potential contour proposed in
[5] is used for this purpose. The choice of contour model is impoartant as it de-
termines the set of objects that can be found. However, the crucial element of the
active contour methods is a choice of energy function. This function expresses our
expectations concerning the searched optimal contour and consequently should con-
tain any available knowledge from the considered domain. This work focuses on the
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problem of proper knowledge extraction that enables obtaining satisfying segmen-
tation results of heart ventricle in computed tomography (CT) images using active
contour approach.

2 Problem

Pulmonary embolism determines a serious diagnostic problem since it is one of the
most frequent cause of death among the population in the most developed societies.
Development of computed tomography (CT) allowed to introduce new diagnostic
methods. One of them bases on the assessment of right ventricle systolic pressure
which leads to shifts in interventricular septum curvature. However, that approach
requires drawing of endocardial and epicardial contours, which, when it is done
manually, is time-consuming as well as prone to errors due to technical mistakes and
tiredness. That is why this paper focuses on the task of automating that process. The
analyzed image data were obtained using ECG-gated computed tomography scanner
in a standard chest protocol after intravenous injection of contrast media. Next, heart
cycle was reconstructed in 10 phases and two chamber short axis view is generated
leading to 4D image sequence, i.e. the set of 2D images for each reconstructed slice
and for each phase of heart cycle. Further image in each phase is called a frame.

The experts knowledge needed to find the proper contours can be expressed using
the following statements:

• Contour describing the interior of the ventricle should contain all the pixels
representing blood inside that ventricle.

• Contour should be possibly small but smooth since the interior of the ventricle
can contain not only the blood but also fragments of heart muscle.

• The blood with injected contrast is represented by bright pixels.
• The interventricular septum is a part of heart muscle separating both ventricles.
• The interventricular is represented by darker pixels between the interiors of left

and right ventricle.

(a) (b) (c)

Fig. 1 Sample images of the same heart (the same slice and three different phases of heart
cycle) with contours drawn by an expert.
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In other words the searched contour should be smooth, small and contain all those
bright pixels inside the segmented ventricle that lie on the proper side of interven-
tricular septum. Sample contours drawn by an expert for three different frames of
the same slice are presented in Fig. 1.

Authors of this work have already proposed a simple solution of that problem
in [6]. In that paper blood with contrast was detected using threshold defined by
an expert for each 4D sequence. That makes the process of segmentation semi-
automatic but selecting the threshold is of course less tiresome than drawing all the
contours. In this work the similar approach is used. Images after thresholding are
depicted in Fig. 2. In [6] those images were used without any further processing and
the interventricular septum was approximated using straight line. In this work both
those steps are replaced by more sophisticated methods of knowledge extraction.

3 Ventricle Interior

The analysis of the images after thresholding reveals that this simple process does
not allow to detect only blood with contrast inside ventricles but also other structures
inside the body. For example in Fig. 2 these are: ribs on the left side of the image,
blood vessels in left lung on the right side and organs in abdominal cavity at the
bottom. To remove those stuctures two-phase preprocessing algorithm was used.
Both phases utilize the fact that all the images are a part of 4D image sequence.

In the first phase it was noticed that for the same slice during the heart cycle the
only changing part of the images are the regions representing heart. This observation
allows to identify those parts of the images that are moving. To find them for each
slice those pixels are sought that do not change on 9 from 10 frames. These pixels
are depicted in Fig. 3 with light and dark gray color. It is evident that this procedure
will not find only not moving fragments outside the heart (dark gray color) but it
will find also some regions insde the heart (light gray color). To distinguish them it
was observed that the not changing regions inside heart are surrounded by adjacent,
ralatively large (in this work regions with area greater than 200 pixels were consi-
dered), changing regions (black color). Those regions were detected using region

(a) (b) (c)

Fig. 2 Sample images after thresholding.
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(a) (b) (c)

(d) (e) (f)

Fig. 3 First phase of preprocessing: (a), (b), (c) - moving and not moving regions, (d), (e), (f)
- results of preprocessing.

growing algorithm. The results after removing not moving regions outside the heart
are also presented in Fig. 3.

The first phase was not able to remove all the undesirable regions. It left small
artifacts that either were not considered as a stationary regions or represent small
regions surrounding removed stationary regions. Their existence can be explained
by small movements of patient body during the examination or by inaccuracies in
recunstruction process. To remove those artifacts the second preprocessing phase
was applied. It could not remove small regions because small regions could be also
a part of heart ventricle. To avoid that problem first for each slice the sum of 10
frames after first phase was calculated. This sum is presented in Fig. 4 where pixels
being a part of that sum and not present in the given image are marked with light
gray color. Next, one or two biggest regions (here only regions with area greater
than 2000 pixels) were detected using region growing algorithm and it was assumed
that they contain ventricles inside. Other regions lying relatively far (in the distance
greater than 5 pixels) were removed (dark gray pixels). This porcedure allowed to
achieve results presented also in Fig. 4.

To evalute the presented approach it was applied for 15 image sequences with 80
images in each sequence which gives 1200 images. For each image it was checked
how many pixels, marked by an expert as pixels lying inside of the ventricles, was
removed. The average number of such pixels was 5 from 89600 pixels in the image.
Distribution of the incorrectly removed pixels is prsented in Table 1.
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(a) (b) (c)

(d) (e) (f)

Fig. 4 Second phase of preprocessing: (a), (b), (c) - regions after first phase with pixels being
a part of calculated sum for the considered slice, (d), (e), (f) - results of preprocessing.

Table 1 Distribution of incorrectly removed pixels among 1200 analyzed images during the
identification of blood inside heart ventricles.

Number of pixels

[0,20) [20,40) [40,60) [60,80) [80,∞)
Number of images 1119 58 12 7 4

4 Interventricular Septum

Having found the blood with contrast inside heart ventricles the next element of
knowledge needed during segmentation process is localization of interventricular
septum. In this work its localization was approximated using parabola and the search
of optimal parabola was agiain divided into two phases.

In the first phase, using potential active contour approach introduced in [5], the
smallest circular contour containing both ventricles was sought. The circular shape
of contour was obtains as only one object source and one backgorund source was
considerd. The energy function in this case was defined as:

E(c) = wEout(c)+ Earea(c) (1)

where Eout component calculeted how many pixels representing blood inside ven-
tricles lie outside the contour and Earea component calculeted the number of pixels
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(a) (b) (c)

(d) (e) (f)

Fig. 5 Localization of interventricular septum: (a), (b), (c) - the smallest circular contour
containing both ventricles, (d), (e), (f) - parabola approximately localizing the interventricular
septum.

inside the contour. The weight w was set to 20, which was chosen experimentally.
The results of that phase are shown in Fig. 5.

The circular contour found in the first phase was used to choose the parabola
representing interventricular septum. For that purpouse the set of parabolas was
considered. The parabolas in that set were defined by 3 points. Two of them were
lying on the line cointaining the upper and lowet border of the image while the third
was located on the horizontal line going through the center of the image. To allow
calculations only a finite number of points on that lines was chosen and conseqently
a finite number of parabolas was considered. To find the optimal one each parabola
was examined to check how many pixels representing blood inside the circular con-
tours from the first phase is located under the considered curve. Additionally, since
there can be many parabolas with the same number of such pixels, it was checked
which one is equally distant from the pixels representing blood in the direction per-
pendicular to the given parabola. This process and the results is also presented in
Fig. 5. It is worth mentioning that this procedure can be considered as a separate ac-
tive contour method where searching for the optimal curve analyzes all the elements
of contour set.

Similarily to results presented in the previous section, the proposed apprach was
also evaluated using 1200 images. This time, however, it was checked how many
pixels, marked by an expert as pixels lying either in left or in right ventricle, lie
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Table 2 Distribution of incorrectly classified pixels among 1200 analyzed images during
interventricular septum localization.

Number of pixels

[0,100) [100,200) [200,300) [300,400) [400,∞)
Number of images 1151 42 3 0 4

on wrong side of the found parabola. The average number of such pixels was 11
from 89600 pixels in the image. Distribution of the incorrectly classified pixels is
prsented in Table 2.

5 Segmentation

The knowledge extracted in two previous sections was used to segment heart im-
ages using potential active contors described in [5]. In this work the sample results
of left ventricle segmentation are presented. In the conducted experiments potential
contour was defined using one object source and two background sources. Energy
function was similar to the function described by equation (1). In this case, how-
ever, Eout component considered only pixels lying on the right side of the parabola
representing interventricluar septum and weight w was set to 10. The sample results
of that approach are presented in Fig. 6.

(a) (b) (c)

Fig. 6 Segmentation results of left ventricle using potential active contours.

6 Summary

In this paper a methodology of knowledge extraction, indispensable for heart ven-
tricle segmentation in computed tomography (CT images, was described. The pro-
posed approach allowed to identify blood inside ventricles as well as an approximate
localization of interventricular system. Results presented in sections 3 and 4 reveal
that the method used gives very good efects, which is additionally confirmed by the
segmentation results that were shown in section 5. The advantage of the presented



586 A. Tomczyk and P.S. Szczepaniak

work is fact that the extracted knowledge can be of use in any other system of image
understanding ([4, 7]) analyzing heart images.
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from the Department of Radiology and Diagnostic Imaging of Barlicki University Hospital
in Lodz for making heart images available and sharing his knowledge.
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Estimation of Wandering ECG Signal Baseline
Using Detection of Characteristic Points in
PQRST Complex for Avoiding Distortions in
Complex Morphology

Joanna Śledzik and Mirosława Stelengowska

Abstract. This paper presents an approach for wandering baseline correction in
electrocardiographic signal for diagnostic purposes. It presents problems of distor-
tions of ECG signal caused by environment and physiological reasons, particulary
- the ECG baseline wandering problem. The main goal of this paper is to present
method for dealing with ECG baseline wander - estimation (by B-spline interpo-
lation) of baseline, developed by authors on the basis of cubic spline interpolation
method introduced by Fabio Badilini[3] and extended by using additional detected
PQRST characteristic points in order to get better fitness. The experiments with
comparison to F. Badilini method are made on artificial signals with various heart
rate and ST segment morphology parameters with respiration effect (the respiration
mechanism is the main cause of ECG baseline wander).

1 Introduction

PQRST complex morphology – the shape and amplitude of particular waves –
is the base for ECG diagnosis of various heart diseases. Figure 1 presents the
schema of PQRST complex with marked waves. The biphased shape of the first
wave (P-wave) stands for atrial enlargement which can lead to serious distortions
in heart contraction cycle resulting in faiting (the proportion beetween phases
indicates which atria is enlarged). The amplitude of central R-wave, direction
and shape of T-wave are the base for detection of ventricular enlargment [5].
The shift of ST segment is a mark of symptoms of mycardial ischemia - very
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Fig. 1 Sample PQRST complexes in two variations - with elevation (a) and depression (b) of
ST segment with marked waves and points significant for diagnostic purposes

dangerous state of imbalance beetwen heart muscle oxygen demands and coro-
nary arteries supply possibilities due to artheriosclerotic changes. That disease is
at present one of the strongest factors in adult mortality (it leads to acute my-
ocardial infraction and can result in sudden cardiac death). The shift of ST seg-
ment allows to assess the size and location (the afflicted region of heart muscle)
of mycoardial ischemia[8]. Therefore, it is very critical task to remove distortions
in ECG signal without deformating the waves morphology. Unfortunately, distor-
tions during acquiring ECG signal from body surface are very significant. They
mainly originalate from following physiological and environmental reasons: en-
ergy network, acting impulses in chest muscles and respiration mechanism (the
subsection 2.1 ECG filtering explains in detail these distortions). Development of
the ECG filtering mechanisms is one of the critical research tasks in ECG anal-
ysis. The main difficulty is that the more effective filter is, the stronger changes
it cause in the original shape (morphology) of PQRST complexes and can lead
to false diagnostic conclusions or hide the symptopms of one of diseases men-
tioned above. There have been developed many regulations for filter character-
istics for energy network filter and highpass filter[7]. This paper deals with the
distortion whose filtration strongly modifies PQRST morphology, especially ST
segment responsible for showing myocardial ischemia symptoms – the ECG base-
line wandering. Figure 2 present baseline wandering effect and Figure 3 - the
desired effect of wandering baseline elimination. The significance of distortions
caused by classical filter forces the researchers to search the alternative approach
and the one of the best results was estimation of original wandering baseline by
cubic spline estimation introduced by Fabio Badilini in his work Cubic spline
baseline estimation in ambulatory ECG recording for the measurement of ST seg-
ment displacements[3]. Fabio Badilini used the fiducial points of every PQRST
(see Figure 1) to create, by cubic spline interpolation, parallel signal containing
wandering baseline which was finally substracted from the original signal. Other
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researches have proved that replacement of baseline filter with baseline interpolation
brings positive results, especially in beat-to-beat ST segment analysis[2] in Holter
recordings and microvolt T-wave alternans analysis[4]. Experiments have shown
that one point for QRS can be insufficient to exact fitting and authors decided to
extend this method by adding other points from QRS that lie on isoline and can
be detected on the basis of first derivative – T-wave offset and isoline between T-
wave offset and fiducial point of next QRS (but not in the region of P-wave). The
subsection 2.2 Alternate dealing with baseline wander presents the basics of the
detection and interpolation of authors approach. The results, presented in section 3,
are quite promising and show that spline interpolation using mentioned three points
from two following PQRST complexes leads to better fitness. The experiments were
performed on the set of artificial signals generated by multiparameter simulator,
being combination of extremly low (40 beats pear minute - BPM), medium (80
BPM) and high (180 BPM) heart reate and ST segment - small (0.2 mV) and high
(0.8 mV) - elevation/depression. The accuracy of fitness is assessed by root mean
square error (RMSE) in signals first derivative (which reflects the shape of signal and
is not influenced by the absolute level of the isoline). The testing set consisted of
the signals with added respiration effect and the reference set consisted of the same
signals, but without respiration effect. Section 4 presents conclusions and plans for
further development.

Fig. 2 Effect of baseline wander due to respiration

Fig. 3 Filtered signal ready to analysis
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2 ECG Signal Processing and Methods of Baseline Wandering
Handling

2.1 ECG Filtering

ECG signal that is gathered from body surface contains following distortions:

- energy network, the sinusoide with fixed frequency (50Hz in Poland),
- muscle, coming from chest muscles,
- low-frequency distortions (including baseline wander due to respiration

mechanism).

Energy network distortions have fixed, known frequency and are removed by notch
filters. There exists significant difficulty in construction of such filter - Polish Stan-
dards for power industry allows the deviation of energy frequency beetwen 49–51
Hz. Muscle distortions are attenuated by single or cascade of moving average fil-
ters. The third, low-frequency distortions are reduced using highpass filter. This
filter distorts ST segment morphology and there exist official, published as a stan-
dard, recommendations for characteristics of such filter: -3dB at 0.67 Hz for vital
monitoring purposes and -0.9 dB at 0.67 Hz - for diagnostic purposes [7].

Filtering of baseline wander becomes a serious problem for signal original mor-
phology, especially for ST segment. Unfortunately - the morre effective filter is,
the stronger ST-segment distortions it causes. Figure 4 presents the deformations
caused by applying baseline wander filter. Original signal is an artificial signal with
following parameters: normal PQRST morphology, heart rate 60 BPM and ST ele-
vation 0.2 mV. The second signal is the same signal, however with added respiration
artifact and filtered with high-pass filter.

2.2 Alternate Dealing with Baseline Wander

The key to avoid using the baseline wandering filter is to estimate the baseline and
correct the amplitude of necessary ECG samples to perform ST segment level mea-
surements. Fabio Badilini in his work Cubic spline baseline estimation in ambula-
tory ECG recording for the measurement of ST segment displacements[3] presents
approach for estimation through interpolating consecutive isoelectric points with
third order lines. First, fiducial points corellated with every QRS are detected by
local minimum detection in 100 ms length window before R-peak and then, the
consecutive four of them are used in cubic spline interpolation to acquire isoline
third order function. Authors made an attempt to extend the set of points in each
PQRST complex to get better fitness. There were identified points that, on the basis
of physiology, lie on the level of isoline: mentioned fiducial point, T-wave offset and
point beetwen T-wave offset and fiducial point of following complex (due to inter-
polation mechanism there was chosen a point that lies approximately in the middle
of them, but not in range of P-wave). This approach required algorithm for detection
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Fig. 4 The comparison of artificial PQRST complexes with 0.2 mV ST elevation: first,
recorded without baselin wander artifact (PQRST) and second, recorded with baseline wan-
der artifact and filtered (PQRST_fIzo)

Fig. 5 Sample PQRST complexes from signal without and with baseline wander with its first
derivative, normalized for presentation

of P-wave and T-wave offset. In this paper authors decided to choose first derivative
for the base for detecion of R-peak and the waves. In case of P-wave first derivative
has got characteristic, two-phased shape and at T-wave offset – one-phased, as pre-
sented at Figure 5. The detection algorithm implements detection of such patterns
in surroundings of previosly detected R-peak.
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As it can be observed, the shape of the first derivative in P-wave and T-wave
regions does not significantly change with adding respiration effect what makes this
method suitable for this application. Finally there is performed interpolation in steps
where one step covers following two PQRST complexes with set of seven points:
point on isoline before PQRST complex No. 1, its fiducial point and T-wave offsset,
point on isoline beetween PQRST complex No. 1 and 2, fiducial point and T-wave
offset of PQRST No. 2 and point of isoline after it. In online mode, which requires
in-time detection the last value is created on a basis of RR-distance of current and
previous PQRST. The next section presents the results of the algorithm on set of
artificial ECG signals with varying heart rate and ST elevation/depression level.

3 Results

The input signals were the artificial ECG signals from Fluke Biomedical MPS
450 Multiparameter Simulator with varying heart rate and ST elevation/depression
parameters with added respiration artifact. authors chose two extreme heart rate
value - 40 BPM (bradycardia), 180 BPM (tachycardia) and middle 80 BPM (nor-
mocardia). Then signal with each heart reate was recorded with four different
ST segment levels: 0.2 mV/0.8 mV elevation and 0.2 mV/0.8mV depression. Fi-
nal set consisted with 12 signals with added respiration effect (test portion) and
without respiration effect (reference portion). Signal was gathered by certified
ECG module filtered with built-in analog highpass filter 0.05 Hz, conforming
the IEC standard[7] and filtered with software 49/51 Hz notch filter and cas-
cade moving average filter with small radius: 5 samples. The sample rate was
1000 Hz, the length of signal portion was 30 ms. There was applied R-peak de-
tection algorithm based on the first derivative (first-derivative based QRS detec-
tion methods are the most popular and time-effective ones[1]). Authors applied
Holsinger algorithm[6] which assumes searching 12 ms signal portion which ex-
ceeds fixed threshold. However, the pure Holsinger algorithm has a high inci-
dence of false positives, it is often extended with refraction period which helps
to recognize false positive results which, in the basis of human heart rate lim-
its, are surely beetwen R-peaks[9]. In this paper authors fixed refraction period to
150 ms.

Then alternatively was applied:

- cubic spline interpolation by Fabio Badillini,
- algorithm created by authors.

Each algorithm resulted with parallel signal containing wandering baseline which
was finally substracted from signal with respiration effect. authors decided to assess
and compare results using root mean square error (RMSE) between first derivatives
of test and reference signals. Using RMSE beetwen samples value leaded to asses-
ment errors, because reference signals baseline does not have 0 mV amplitude and
such variable significantly grants algorithm which creates baseline on absolute level
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Table 1 The comparison of measurement errors beetwen Fabio Badilini cubic spline interpo-
lation and interpolation developed by the authors

HR ST Badilini RMSE authors RMSE

40 BPM

1. ST +0.2mV 0.0027 0.0009

2. ST +0.8mV 0.0028 0.0011

3. ST -0.2mV 0.0012 0.0009

4. ST -0.8mV 0.0014 0.0009

80 BPM

5. ST +0.2mV 0.0014 0.0012

6. ST +0.8mV 0.0015 0.0013

7. ST -0.2mV 0.0161 0.0160

8. ST -0.8mV 0.0011 0.0009

180 BPM

9. ST +0.2mV 0.0027 0.047

10. ST +0.8mV 0.0088 0.0121

11. ST -0.2mV 0.0011 0.0040

12. ST -0.8mV 0.0078 0.0171

Fig. 6 Sample results of baseline estimation on signal with heart rate 80 BPM and +0.2mV
ST elevation - recorded ECG signal (ecg) with superimposed baseline interpolated using
F.Badilini and the authors method

closer to original - in practice it less important than proper shape of signal. Addi-
tionaly, the parameters of PQRST waves in diagnostic purposes are always mea-
sured and analysed using relative values so the baseline absolute level isn’t strongly
significant. The results are presented in Table 1. Figure 6 graphically presents sam-
ple results on one of the signal sets.

As it can be observed - authors algorithm gives better results in all the cases
- except the last four signals with extremly high heart rate. Both algorithms are
less efective in this case, but authors algorithm gives worse results than F.Badilini’s
one. The following figures show in details (on only four PQRST complex) baseline
estimation effects on normal heart rate (Figure 7) and tachycardiac rate (Figure 8).
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Fig. 7 Comparison of baseline estimations made by: F.Badilini method (top chart) and the
authors (bottom chart) on signal with heart rate 40 BPM and 0.8 mV ST segment elevation

In normal heart rate (Figure 7) it can be observed that baseline estimated only
with fiducial points is very simplified (on signal with 40 BMP heart rate it closes to
a triangular shape) while the baseline estimated by authors method is well shaped.
In extremly high heart rate (Figure 8) baseline estimated by F.Badilini method on
the top chart has well shape. On the bottom chart (baseline estimated by the authors
method) it can be observed negative effect of overfitting that is responsible for high
RMSE error presented in Table 1.

However, the fact that such negative effect exists only in high heart rates allows
to construct the method joining the F.Badilini and authors approaches. Authors ap-
proach includes all issues neccesary for F.Badilini method and in online mode it is
possible to simply switch to the latter when heart rate significantly increases.
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Fig. 8 Comparison of baseline estimations made by: F.Badilini method (top chart) and the
authors (bottom chart) on signal with heart rate 180 BPM and 0.8 mV ST segment depression

4 Summary

The baseline interpolation using three points per PQRST gives promising results. It
is especially valuable in beat-to-beat PQRST analysis in Holter recordings [2] which
- in opposite to stress exercise test - often consist of slight changes in low frequency
components - especially in ST segment. Furthermore, recent researches show that
baseline estimation in opposite to baseline filters is very useful in T-wave alternans
analysis[4] which allows to assess long-term risk of heart disease. The preservation
of morphology is very important and developed baseline interpolation algorithm
will be very useful. The plans for further developement contain improvement of
assesment in case of high heart rate and improvement of PQRST waves detection
on the basis of rare and pathological cases of wave shapes.

Acknowledgements. This work was partially financed by the Ministry of Science and Higher
Education resources under Research Project NR 13 0052 10.
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Continuous Wavelet Transform as an Effective
Tools for Detecting Motion Artifacts in
Electrogastrographical Signals

Barbara T. Mika, Ewaryst J. Tkacz, and Paweł S. Kostka

Abstract. The cutaneous recording of gastric myoelectrical activity of the stomach
known as electrogastrography (EGG) seems to be the promising tool for the non-
invasive assessment of gastric motility. Unfortunately the EGG recording is usually
severely contaminated both by motion artefacts and endogenous biological noise
source. In order to use EGG signals as reliable diagnostic tool it is necessity to
look for the effective artefacts removal methods. In this paper Continuous Wavelet
Transform (CWT) was applied for detection motion artefacts from the EGG data.
The set of own mother wavelets extracted directly from EGG signal was created
and applied for detecting motion artefacts from one channel EGG recording. The
results was compared with the effects obtained by using standard mother wavelets.
The proposed method based on CWT with own mother wavelet presents very good
performance for detecting motion artefacts from the EGG data.

1 Introduction

Electrogastrogram (EGG) reflects the myoelectrical activity of stomach picked up
by the electrodes placed cutaneously on the abdominal skin over the stomach. As
a non-invasive test, easy to perform and relatively inexpensive EGG has been an
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attractive tool for physiological and pathophysiological studies of the stomach[2].
For the first time such measurement was carried out in 1922 by Walter Alvarez[1],
unfortunately the lack of both high technology of registration signals and advanced
method of signal processing was the main causes that delayed medical applica-
tion of EGG in gastrointestinal diseases treatment. Clinical benefits from infor-
mation encoded in the EGG recording highly depend on the quality of extracted
signal. The main component of gastric myoelectrical activity, called gastric slow
waves, has a frequency about 3 cycle per minute (0.05 Hz). Similar to the other bi-
ological signals, EGG apart from mentioned normal physiological rhythm 2-4 cpm
(0.033-0.066 Hz) called normogastric rhythm, includes some additional patholog-
ical rhythms covering frequencies from 0.5 cpm up to 9 cpm (0.008-0.015 Hz).
Due to the leading rhythm in the EGG signal it is possible to distinguish: brady-
gastric rhythm [0.5, 2) cpm ([0.01, 0.033) Hz) normogastric rhythm [2,4] cpm
([0.033, 0.066] Hz) and finally tachygastric rhythm (4, 9] cpm ([0.066, 0.15) Hz)
[5]. Compared with the other electrophysiological measurements, the EGG has a
low signal-to-noise ratio and is usually contaminated by cardiac, respiratory signal
and possible myoelectrical activity from other organs situated near the stomach such
as duodenal or small intestine. As EGG signal require at least half an hour recording
before stimulation and the same time after stimulation so it is almost impossible to
avoid motion artefacts which are a specially strong as far as children are concerned.
Artefacts damage the recorded data and make interpretation of EGG very difficult
or even impossible. Advanced signal processing methods are needed for studying
the gastric electrical behavior. In order to use EGG as a diagnostic tool the artefacts
have to be detected and automatically eliminated before analysis.

1.1 Materials and Methods

The multiresolution signal decomposition methods analyze signals at different
scales or resolution and thus ideally suit for studying the non-stationary signal such
as EGG [3],[4],[7]. Multiresolution representation is computed by decomposing
original signal using wavelet orthogonal basis and could be treated as decomposition
using set of independent frequency channels [6]. The wavelet transform has varying
window size that provide optimal time-resolution in all the frequency ranges. As
the Continuous Wavelet Transform (CWT) exhibits the property of "zooming" in
the sharp temporal variation in a signal the object of this study is to examine the
applicability of CWT for detecting motion artefacts in the EGG signals.

The CWT of one-dimensional signal f (t) ∈ L2(R) with respect to a mother
wavelet ψ(t) is defined as :

Wψ { f (t)} (a,b) =
1

√|a|

+∞∫

−∞

f (t)ψ(
t−b

a
)dt (1)

where a,b (a,b ∈ R∧a 
= 0) are the scale and translation parameters, respectively.
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The idea of using wavelets for detection motion artefacts in the one-channel EGG
recording, based on cutting the part of original signal, which after visual inspection
was decided to be an artefact, and create an appropriate wavelet ψ which the best
"matches" the waveshape of extracting artefact. After visual inspection of various
motion artefacts shapes, raw one-dimensional EGG signal recording from four di-
fferent persons were taken under consideration. From the parts of different original
signals, which were qualified by the physician, as the motion artefacts, were cre-
ated four (similar in the shape with distinguished artefacts) mother wavelets, named
adequately: egg1, egg2, egg3, egg4.

Figure 1 displays two hours recording of one-channel EGG (Mal 61), 30 minutes
in fasting state and 90 minutes after stimulation with 300 ml of 237 kcal energy
value yogurt.Ten seconds lasting motion artefact which appeared between 89 min-
utes 55 seconds and 90 minutes 05 seconds pointed out with an arrow in the graph
(fig1.) was the source for constructing the mother wavelet egg3. It is shown in the
fig.2 that constructed wavelet egg3 is the same in the shape as the indicated artefact.

Fig. 1 Two hours recording of one channel EGG signal Mal61 with motion artefacts.

Fig. 2 The zoom of 10 seconds motion artefact in signal Mal61 pointed out by an arrow in
fig.1 next to created mother wavelet egg3.

For detecting motion artefacts in the EGG signal four mother wavelets (egg1,
egg2, egg3, egg4) has been constructed (fig.3). Each of them were created on the
basis of part of the one channel EGG signal recorded from different persons ( egg1-
signal Mal57, egg2-signal Mal60, egg3-signal Mal61 and egg4-signal Mal63). Two
mother wavelets (egg1, egg2) after interpolation consist of 20 samples and the others
include 30 samples.
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Fig. 3 Set of constructed mother wavelets : egg1, egg2, egg3, egg4 for EGG analysis.

The CWT stated mathematically by the formula (1) was applied for one channel
EGG signal. In this case function f is the raw EGG signal which should be cleaned
from motion artefacts, and the function ψ = eggi∧ i ∈ {1,2,3,4} for a = b = 1 is
one of created or standard mother wavelets translated by b and scaled by a. Both
parameters in this study have been set to one.

Using CWT as a tool for inspecting the EGG signal, totally control correlation pro-
cess was obtained, it means that CWT coefficients reach the maximum value for this
part of original signal that, is the most similar to the wavelet used for analysis. CWT
coefficients are the key for localization motion artefacts in the examining signal.

The EGG analysis was conducted by the aid of "wavemngr" library of Wavelet
Toolbox in Matlab. The results obtained by applying CWT with constructed four
mother wavelets were compared with the results obtained for some standard mother
wavelets such as: Morlet, Daubechies-3, Discrete Meyer and Gauss-2. At the first
step for each one-channel EGG signal examination, the length (in samples) of mo-
tion artefact in the EGG signal was estimated manually by the aid of Signal Pro-
cessing Toolbox of Matlab, as reference data. Afterwords by applying CWT both
with created and standard mother wavelets for 8 scales, each of studding signal were
represented by 8xN matrix of wavelet coefficient (N - number of samples) for each
used mother wavelet. Each row of wavelet coefficients matrix consist of N wavelet
coefficients for each scale. The maximum value of CWT coefficient point out the
localization (first sample) for detected motion artefact.

1.2 Results

The results from the table 1 was shown on the time representation of EGG Mal64
(fig.4) where the markers indicate the beginning and the end of motion artefacts.
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Table 1 The below table presents the samples number for automatically detected motion
artefacts by the aid of CWT. The first sample number for two detected motion artefact was
underline.

EGG signal Mal 64

Created Mother Wavelets Standard Mother Wavelets

Sample number of detecting artefact

scale nb. egg1 egg2 egg3 egg4 morl db3 dmey gauss2

1. 3901 11890 3868 3870 2 1 1 2

2. 11900 3869 3863 3871 3 2 2 2

3. 3885 3869 3864 3874 2 1 2 12098

4. 3887 3870 3864 3875 2 2 2 11884

5. 3892 3867 3864 3887 2 3876 3878 126

6. 3895 11876 3861 11893 3876 3879 3878 127

7. 3898 11876 3860 11891 3878 3873 3878 11900

8. 3901 11873 3861 11895 3873 3873 3873 3873

Fig. 4 Signal Mal 64 with two motion artefacts detected by CWT. The markers were set ac-
cording the samples number underline in the table1 (for the last sample number the length of
mother wavelet used for analysis was added). The first artefact last 8 seconds the other one 6
seconds.

1.3 Conclusions

In fig.5, mother wavelets egg1 and egg2 clearly pointed out two motion artefacts for
each scale (the first artefact started at 3860 sample and the second one at 11873),
while both Morlet and Daubechies-3 wavelet detection is weaker especially as far
as the second artefact is concerned (started at 11873 sample). Similarly in fig. 6
the detection with created mother wavelets egg3 and egg4 is also better. The fur-
ther studies which were conducted for different EGG data, using CWT with mother
wavelet, created as we depict in this paper, confirm that all constructed wavelets
are more successful in recognizing and localization motion artefacts then the stan-
dard ones. The proposed procedure is also easily applicable for multichannel EGG
data, where it gives the opportunity for insight in the EGG propagation. Presented
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EGG Mal 64

Fig. 5 Motion artefacts localization in EGG signal Mal64. Results obtained after applying
CWT, on the left side with the standard mother wavelets: Daubechies-3 & Morlet, on the
right side with created mother wavelets: egg1, egg2.

EGG Mal 64

Fig. 6 Motion artefacts localization in EGG signal Mal64. Results obtained after applying
CWT, on the left side with the standard mother wavelets: Discrete Meyer & Gauss-2, on the
right side with created mother wavelets: egg3, egg4.

method of detection motion artefacts from EGG recording seems to be very promis-
ing tool for effective application, but needs further investigation in order to increase
its preciseness.
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Asymmetry of Digital Images Describing
Melanocytic Skin Lesions

Pawel Cudek, Jerzy W. Grzymala-Busse, and Zdzislaw S. Hippe

Abstract. This paper presents a method for automatic identification of asymmetry
in digital images containing melanocytic skin lesion. Our method is a part of the
new system for classifying skin lesion using Stolz strategy, based on the primary
ABCD rule.

1 Introduction

Available literature [1] shows that melanoma (Melanoma malignant, MM) is a se-
rious threat to human life and health. Moreover, the number of occurrences of this
type of skin cancer is increasing every year. Therefore early and appropriate classi-
fication of this type of lesion is very important. This situation inspired us to extend
the Internet Melanoma Diagnosing and Learning System (IMDLS) [2, 3] with di-
agnostic module based on digital medical image analysis of actual lesions occurring
on skin. Our new tool can be a supplement of diagnosing process and may facilitate
suitable medical procedures, giving an indication for the necessity of the lesion’s
surgical removal.

Melanocytic skin lesion classification and related hazard degree assessment are
generally done by dermatologists using certain standard procedures (often called
melanocytic algorithms, or strategies). Generally all known strategies [4, 5, 6], in-
volve a human or a suitable machine detecting certain characteristic features of the
analysed lesion and indicating on that basis the necessity of surgery: to excise the
lesion.
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In our research for lesion classification we use the most widely known Stolz algo-
rithm, formally based on the primary ABCD rule [4], in which A (Asymmetr) shows
a result of evaluation of lesion’s asymmetry, B (Border) estimates the character of a
rim of the lesion, C (Color) identifies number of colors (one or more, from six al-
lowed) present in the lesion, and D (Diversity of structures) stands for the number of
structures (one or more, from five allowed). Elements of the ABCD rule enumerate
four main symptoms of an investigated lesion, and at the same time these elements
are used to compute TDS (Total Dermatoscopy Score) parameter [7] according
to (1).

TDS = 1.3∗Asymmetry + 0.1∗Border + 0.5∗∑Color

+0.5∗∑Diversityo f Structure (1)

For example, lesion vector of ABCD values can be presented as follows:
- Asymmetry - symmetric change,
- Border - 0,
- Color - four selected colors present in lesion,
- Diversity of Structure - four selected structures present in a lesion

For this case, the TDS is 4.0 and is calculated as follows:

TDS = 1.3 * 0 + 0.1 * 0 + 0.5 * (0 + 0 + 1 + 1 + 1 + 1) + 0.5 * (1 + 0 + 1 + 1 + 1) =
4.0

According to the TDS value, the analyzed lesion could be assigned to one of four ac-
cepted categories (classes) of melanocytic skin lesions, namely: Begin nevus, Blue
nevus, Suspicious nevus or Malignant melanoma (Table 1).

Table 1 Classification of melanocytic skin lesions in dependence of TDS-value

TDS value Lesion classification

TDS <4,76 and lack of color blue Begin nevus

TDS <4,76 and color blue is present Blue nevus

4,76 >= TDS <5,45 Suspicious nevus

TDS >= 5,45 Malignant melanoma

Acquisition of the ABCD parameters is not difficult from the standpoint of a
medical specialist. However, the automation of this process is a great challenge. In
this article we will focus on automated image analysis that allows the determination
of the asymmetry occurrence (symmetric lesion, lesion with one-axial asymmetry
and lesion with two-axial asymmetry ). The examined areas were extracted from
medical images in way described in our previous paper [8].
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1.0.1 A Collection of Image Data

Accuracy assessment of asymmetry in melanocytic lesion by using the created tool
has been tested on a set of images of selected types of lesion. The necessary skin
lesion images were obtained among others from [9], making up a set of 53 images of
lesion classificated with the ABCD rule. To increase the testing set, each image was
rotated by 90, 180 and 270 degrees. This procedure provides a set of 212 real images
of lesion, completely different from the perspective of classification automation.
Image division due to the asymmetry is presented in Table 2.

Table 2 The division of the set of images depending on the number of detected symmetry
axis.

Logical value of A Number of cases referred by a medical specialist

symmetric lesion 88

1-axial asymmetry 52

2-axial asymmetry 72

2 Asymmetry Type Assessment

In the ABCD rule asymmetry assessment involve information about number asso-
ciated with symmetry lying in the lesion area. A logical value of the attribute A
can be: symmetric lesion (there are two perpendicular axes of symmetry), 1-axial
asymmetry (there is only one axis of symmetry) and 2-axial asymmetry (there is
no axis of symmetry). The numerical values used in the calculation of TDS param-
eter for the above logical values are 0, 1 and 2 points, respectively. The elaborated
algorithm evaluation of asymmetry (Figure 1.) is based on the analysis of the black
and white image created as a result of segmentation, in which white dots belongs to
lesion area and black dots represents an area of healthy tissue.

In the first step of developed algorithm we determine gravity of center (GC),
which the supposed symmetry axes can pass through. Coordinate x of the GC is
defined as the sum of the coordinates x belonging to the lesion area divided by the
total number of points forming a lesion. Analogously value of y coordinate of GC is
the sum of y coordinates of points forming a lesion. The next stage of the algorithm
is to create an array containing the length of straights (radiuses) outgoing from the
GC point with the angle in range from 0 to 359 degrees.

An example of the graphical representation of straights and their values is shown
in Figure 2.

The main step of the developed algorithm is testing a line, that may be a candidate
for the symmetry axis of lesion. For this purpose, for each of the 180 potential
candidate for the symmetry axis we compute the value of SFAα (Score For Axis)
is computed as presented in teh following procedure:
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Fig. 1 Diagram of algorithm for the evaluation of asymmetry

Fig. 2 Computed length of straights (radiuses).
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Repeat for β=1 to β=179

r1 = get_radius(β )
r2 = get_radius(-β )

difference = |r1− r2|
if(r1 <r2)

difference_in_percentage = difference / r1

else

difference_in_percentage = difference / r2

if(difference_in_percentage <= radius_differnece_treshold)

SFAα = SFAα + 1

where:
β - angle from 1 to 179 relative to the axis of symmetry
SFAα - score for the axis with an angle α
r1, r2 - radius

Therefore in this step the pairs of radiuses inclined to the tested axis at angles β
and - β are compared. For each pair of radiuses the difference in length, which is
converted in the percentage of the length of the shorter radius is calculated. If the
difference expressed as a percentage does not exceed the maximal value of 10%
accepted tolerance, the rays are considered as similar and increase the number of
votes "yes" (SFAα) for the symmetry of the axis. Example of comparing each pair
of rays shows Figure 3.

Fig. 3 Comparison of radiuses for the potential axis of symmetry with an angle α equal 0
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The main axis of symmetry of the lesion is such for which the SFA is the largest
and exceeds the threshold value agreed in researches (indicating an axis as the sym-
metry axis).

In the example shown in Figure 3 the main symmetry axis is straight with angle
α=29◦ for which 160 pairs of radiuses were rated as comparable. After detecting the
main axis of symmetry, the SFA value of the perpendicular axis is checked. For this
purpose the angle of the perpendicular axis is calculated (α + 90) and the SFA(α+90)
value is searched in the table containing SFA for all angles. If the perpendicular
axis can also be regarded as the axis of symmetry, the value of the parameter A
in the ABCD rule is 0 (symmetric lesion). The failure of this test means that the
parameter A is equal to 1 (1-axial asymmetry), and when it does’t find the main axis
of symmetry of the parameter A it is equal to 2 (2-axial asymmetry).

3 Results

In our research data set of images has been analyzed, using the developed algorithm
(see Table 3). Results of classification gathered while reducing the number of ra-
diuses to 180 and 90 has been also checked. This procedure reduces time needed
to perform the calculations, however, significantly worse outcome classification.
Therefore it seems appropriate to study the maximum number of radiuses.

Table 3 Percentage of correctly classified images depending on the number of radiuses.

Value of A Number of radiuses

360 180 90

Symmetric lesion 94% 86% 82%

1-axial asymmetry 92% 79% 64%

2-axial asymmetry 91% 81% 83%

4 Conclusion

The developed algorithm is a next step in a way to create the computer diagnos-
tic system supporting classification of melanocitic lesions based on digital images
analysis.
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Fuzzy Clustering and Adaptive Thresholding
Based Segmentation Method for Breast Cancer
Diagnosis

Paweł Filipczuk, Marek Kowal, and Andrzej Obuchowicz

Abstract. The paper provides a preview of some work in progress on the computer
system to support breast cancer diagnosis. The approach is based on microscope im-
ages of the FNB (Fine Needle Biopsy) and assumes distinguishing malignant from
benign cases. Research is focused on two different problems. The first is segmen-
tation and extraction of morphometric parameters of nuclei present on cytological
images. The second concentrates on breast cancer classification using selected fea-
tures. Studies in both areas are conducted in parallel. This work is mainly devoted to
the problem of image segmentation in order to obtain good quality features measure-
ments. Correct segmentation is crucial for successful diagnosis. The paper describes
hybrid segmentation algorithm based on fuzzy clustering and adaptive thresholding.
The automatic system of malignancy classification was applied on a set of medical
images with promising results.

1 Introduction

Breast cancer is the most common cancer among women. The prognosis in breast
cancer is strongly dependent on the disease development before any treatment is
applied so the chance of recovery is a function of time of the detection of cancer.
Modern medicine does not provide one hundred percent reliable, if possible cheap
and at the same time non-invasive diagnostic methods for the diagnosis of breast
pathology. As a result, in practice the important function acting in breast cancer di-
agnosis is the so-called triple-test, which is based on the summary of results of three
medical examinations with different degrees of sensitivity and it allows to achiev-
ing high confidence of diagnosis. The triple-test includes self examination (palpa-
tion), mammography or ultrasonography imaging and fine needle biopsy [19]. Fine
needle biopsy is collecting nucleus material directly from tumor for microscopic
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verification. Next, the material (collected cells) is examined using microscope in
order to confirm or exclude the presence of cancerous cells. The present approach
requires a deep knowledge and experience of the cytologist responsible for diagno-
sis. In short, some pathologists can diagnose better than others. In order to make
the decision independent of the arbitrary factor, morphometric analysis can be ap-
plied. Objective analysis of microscopic images of cells has been a goal of human
pathology and cytology since the middle of the 19th century. Early work in this
area consisted of simple manual measurements of cell and nuclear size. Along with
the development of advanced vision systems and computer science, quantitative cy-
topathology has become a useful method for the detection of diseases, infections
as well as many other disorders. In the literature one can find approaches to breast
cancer classification [6, 8, 9, 10, 20]. Mentioned approaches are concentrated on
classifying FNA (Fine Needle Aspiration) or FNB (Fine Needle Biopsy) slides as
benign or malignant.

In this work, we present a fully automatic method that allows distinguish malig-
nant cells from the benign cells. The classification of the tumor is based on morpho-
metric examination of cell nuclei. In contrast to normal and benign nuclei, which
are typically uniform in appearance, cancerous nuclei are characterized by irregular
morphology that is reflected in several parameters. The best classification rate was
achieved for such features as size, cell distribution on the image and color changes
within the nuclei. It was decided not to use shape features because previous work
showed that shape factors do not have good discriminative properties [11]. Features
were extracted from segmented images obtained by hybrid segmentation method
based on fuzzy clustering and adaptive thresholding described further in the paper.

The quality of segmentation and feature extraction was tested by using the set of
classifying algorithms. The measure is based on classification accuracy obtained by
leave-on-out cross-validation. In this work four different classification methods was
used to rate the feature subsets: k-nearest neighbor, naive Bayes classifier, decision
trees and classifiers ensemble [3, 12].

The paper is divided into four sections. Section 1 gives an overview of breast can-
cer diagnosis techniques. Section 2 describes the process of acquisition of images
used to breast cancer diagnosis. Section 3 deals with segmentation algorithm used
to separate cells and extract features. Section 4 shows the experimental results ob-
tained using the proposed approach. The last part of the work includes a conclusions
and bibliography.

2 Medical Images Database

It is necessary to have appropriate amount of real case data to test new developed as
well as existing image analysis algorithms. Probably, the most popular database of
FNB images and nuclei features is Wisconsin Database of Breast Cancer (WDBC).
However, the quality of images delivered in the set is unsatisfactory for image anal-
ysis methods described in the paper. Because of that we decided to use our own
data set.
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The database contains 500 images of the cytological material obtained by FNB.
The material was collected from 50 patients of outpatient clinic ONKOMED in
Zielona Gï£¡ra. It gives 10 images per case which was recommended amount by
specialists from the Regional Hospital in Zielona Gï£¡ra [6, 11]. This number of
images per single case allows correct diagnosis by a pathologist. The set contains
25 benign and 25 malignant lesions cases. Biopsy without aspiration was performed
under the control of ultrasonograph with a 0.5 mm diameter needle. Smears from the
material were fixed in spray fixative (Cellfix of Shandon company) and dyed with
hematoxylin and eosin (h+e). The time between preparation of smears and their
preserving in fixative never exceeded three seconds. The images were recorded by
SONY CDD IRIS color video camera mounted atop an AXIOPHOT microscope.
The slides were projected into the camera with 40x and 160x objective and a 2.5x
ocular. One image was generated for enlargement 100x and nine for enlargement
400x. Images are BMP files, 704x578 pixels, 8 bit/channel RGB. All cancers were
histologically confirmed and all patients with benign disease were either biopsied
or followed for a year.

3 Segmentation of the Nuclei

Classification of tumor malignancy requires isolating nuclei from the rest of the
image. In literature, many different approaches have been already proposed to ex-
tract cells from microscope images [1, 4, 5, 6, 8, 9, 10, 11, 14]. This task is usually
done automatically, using one of the well known methods of image segmentation
[7, 13, 16, 18]. Unfortunately, reliable cell segmentation is a challenging task. Very
often cells cluster and overlap together and their boundaries are blurred. Moreover,
attempts to generalize segmentation approaches proposed in literature usually fail
because such methods work correctly only for specific images. Slides from various
sources may vary significantly depending on the method of smear preparation. In
order to deal with these problems, we have developed automatic segmentation pro-
cedure that integrates results of image segmentation from two different methods.
Proposed algorithm uses adaptive thresholding segmentation to distinguish all dark
objects (nuclei, red blood cells and others) from bright background. Next, the color
information of found objects is employed to classify them using Fuzzy C-Means
clustering algorithm. This step is performed to eliminate objects which are not nu-
clei and deliver no important diagnostic information.

The key idea of thresholding is to separate objects from background based on
pixel intensity fluctuations. There are many approaches for computing the optimal
threshold [7, 15, 16, 17]. Most of them are based on histogram analysis or examina-
tion of pixel intensity. Such global thresholding methods work correctly for images
with uniform illumination, but they fail on images with strong illumination differ-
ences. Unfortunately, effects of non-uniform lighting conditions can be observed on
most microscope images used in this work. In order to solve the problem adaptive
threshold method was applied. Local threshold is calculated for each pixel using in-
tensities of pixels from its neighborhood. This area was defined as a square window
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Fig. 1 Sample thresholding segmentation: original image (left), adaptive thresholding (right)

of size 20x20 pixels and the threshold is a mean intensity value of pixels inside the
window. Such an approach eliminates the problem with non-uniform illumination
but causes that insignificant objects with high local contrast (eg. red blood cells) are
also separated from the background (Fig. 1).

In order to filter the objects which are useless for malignancy classification pro-
cedure, fuzzy clustering algorithm was applied [2, 10, 13]. The idea of the image
segmentation using clustering algorithms boils down to a search for clusters of pix-
els in color space. Each cluster represents objects that are characterized by similar
color. In the considered case Fuzzy C-Means (FCM) algorithm was applied to cal-
culate centers for 3 clusters and to compute clusters membership degrees of pixels
in RGB space. The clustering procedure of FCM algorithm is based on finding the
local minimum of the nonlinear cost function given by equation 1 using the Picard
iteration through first order conditions for stationary points.

J(UUU ,VVV ) =
X

∑
x=1

Y

∑
y=1

C

∑
k=1

μm
x,y,k fc(cccx,y,vvvk), (1)

where the matrix UUU ∈ R
X×Y×C contains the membership degrees of pixels to the

defined clusters, vvvk ∈ R
q is a vector of the coordinates of the k-th cluster center,

X and Y defines the size of the analyzed image, fc is a function used to determine
the distance between the data points and cluster centers, μx,y,k is the membership of
the (x,y)-th pixel in the fuzzy cluster k, m ∈ (1,∞) is the fuzziness of the clustering
procedure, cccx,y is a vector of (x,y)-th pixel parameters which describes its color.
The function fc defines the metric used to determine the distance between the data
points and cluster centers:

fc(cccx,y,vvvk) = ‖cccx,y− vvvk‖2 = (cccx,y− vvvk)T AAA(cccx,y− vvvk). (2)

The matrix AAA from the expression (2) is used to tune the shape and orientation of the
clusters in space. In the simplest approach, the matrix AAA is unitary, thus the distance
measure fc(cccx,y,vvvk) is an Euclidean norm. In this case, the study metric is defined
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Fig. 2 Wrong FCM segmentation: original image and membership degrees for cluster 1,2,
and 3 (brighter color indicates higher membership degrees)

as a Euclidean distance which measures color dissimilarity in RGB color space. De-
tailed expressions for iterative updating the cluster centers and membership values
can be found in the following paper [2].

Membership values computed by FCM clustering are then used during segmen-
tation to separate nuclei from background. This task is done by thresholding mem-
bership values of nuclei cluster. Threshold value is chosen arbitrary from the range
0.6-0.8. The cluster describing nuclei is detected by choosing the cluster with the
lowest mean of RGB values of its center. Most of the considered images are cor-
rectly segmented using described procedure. However, some images in which only
few nuclei are present are problematic for FCM based segmentation. Problem arises
when clustering algorithm is not able to generate correct cluster that describe nu-
clei due to small number of pixels representing the nuclei respectively to the whole
image (Fig. 2). Some modifications of FCM based segmentation were proposed to
solve this problem. The problem of poor representation of nuclei can be circum-
vented by using group of randomly chosen images to determine the clusters centers.
Then, such data is used to compute membership values for each image. Segmenta-
tion results for such procedure are correct even for images in which only few nuclei
are present.

FCM-based segmentation is able to correctly distinguish nuclei from background
and red blood cells but behaves worse for clustered nuclei. Much better results for
separation of clustered nuclei are obtained using adaptive thresholding segmentation
but in this case thresholding is not able to distinguish nuclei from red blood cells.
In order to combine the advantages of both methods, results of both segmentation
algorithms are fused together by multiplying segmented images.
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Fig. 3 Sample results for FCM and adaptive threshold segmentation: original image (left),
extracted nuclei (right)

Fig. 4 Sample results for FCM and adaptive threshold segmentation: original image (left),
extracted nuclei (right)

Segmentation results obtained for developed procedure of nuclei extraction al-
lowed classify the degree of breast cancer malignancy with relatively high accuracy.
However, it must be noted that proposed method usually will not be able to separate
strongly clustered nuclei with blurred boundaries and this problem may degraded
the results of the classification. Sample segmentation result are presented in Fig. 3
and 4.

4 Experimental Results

The FNB images were segmented with aforementioned method. Then a set of fea-
tures was extracted from the result images. Finally classification was performed. In
order to measure the effectiveness of the segmentation algorithm the same procedure
of extracting and classifying was applied for manual segmentation.

For each cell following features were extracted: area, perimeter, eccentricity, ma-
jor axis length, minor axis length, luminance mean, luminance variance and distance
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from the centroid of all nuclei on the image. For each slide mean and variance of
certain features were computed. Finally all input variables were normalized.

It was decided to use four well known classification algorithms such as k-nearest
neighbor (with k = 9), naive Bayes classifier (with normal kernel distribution), de-
cision trees (with GINI criterion) and classifiers ensemble [3, 12]. However, it must
be mentioned that ensemble of classifiers is not a separate classification technique
and its classification procedure is based on the results of others classifiers used in
the experiments. Simply, the answer of classifiers ensemble is determined by voting
procedure and class that gathers majority vote wins and represents the answer of the
classifiers ensemble.

The prospective accuracy of the resulting classifiers was tested using the leave-
one-out validation technique [12]. Since the number of samples is relatively small,
using chosen classification algorithms with leave-one-out is computationally tract-
able and allows for accurate estimation of the error.

Analyzing segmented images one might see that the quality of the segmenta-
tion is not perfect. Many cells are joined or the centers of the cells are removed.
However, classification using features such as area, luminance statistics or general
distribution of cells on image gave very promising results. The discriminative power
of individual features was estimated with previously indicated classifiers and results
in form of recognition rates are presented in Table 1. Recognition rate is defined

Table 1 Result classification rate for particular features using automatic segmentation method
(in bracket results for manual segmentation)

Feature Statistic kNN Naive
Bayes

Decision
trees

Ensemble
classifiers

area
mean 59.0 (81.9) 62.4 (84.7) 61.5 (82.5) 59.8 (83.9)

variance 68.1 (86.4) 71.2 (84.4) 69.5 (82.8) 71.5 (86.4)

perimeter
mean 68.9 (84.4) 71.5 (84.4) 67.2 (81.4) 69.5 (83.6)

variance 76.6 (83.3) 77.5 (83.3) 76.6 (80.0) 76.9 (83.3)

eccentricity
mean 65.8 (52.5) 70.1 (56.1) 62.7 (50.6) 67.2 (50.0)

variance 68.9 (52.8) 73.5 (57.2) 66.7 (54.4) 68.9 (54.7)

major axis length
mean 61.5 (81.4) 68.9 (83.6) 60.4 (80.3) 62.7 (81.9)

variance 67.8 (79.7) 69.2 (80.6) 68.7 (77.2) 69.8 (78.9)

minor axis length
mean 59.0 (83.9) 65.5 (83.6) 56.7 (79.4) 60.7 (83.6)

variance 67.8 (83.9) 65.0 (83.9) 68.4 (83.6) 65.8 (84.2)

luminance mean
mean 71.2 (67.8) 73.5 (67.5) 68.9 (66.1) 72.9 (69.2)

variance 63.2 (64.1) 65.8 (67.5) 61.5 (61.4) 64.4 (65.8)

luminance variance
mean 71.8 (54.2) 71.8 (56.4) 72.9 (54.2) 72.9 (56.9)

variance 68.9 (55.0) 71.5 (54.7) 65.0 (56.4) 68.1 (56.4)

distance from centroid
mean 74.4 (78.3) 78.3 (79.4) 70.9 (76.7) 74.6 (76.7)

variance 66.4 (75.3) 70.1 (76.7) 67.8 (70.8) 69.2 (75.0)
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Table 2 Result classification rate for sets of features using automatic segmentation method
(in bracket results for manual segmentation)

Input variables
feature (statistic)

kNN Naive
Bayes

Decision
trees

Ensemble
classifiers

area (mean),

84.0 (93.7) 82.6 (92.3) 82.6 (90.3) 84.0 (93.4)

area (variance),

perimeter (mean),

luminance mean (mean),

luminance variance (mean),

major axis length (variance),

minor axis length (variance),

distance from centroid (mean),

distance from centroid (variance)

area (mean),

80.3 (91.5) 79.5 (91.5) 79.2 (91.7) 81.8 (93.4)
perimeter (mean),

perimeter (variance),

luminance variance (mean),

distance from centroid (mean)

area (mean),

82.1 (93.2) 79.5 (92.9) 80.6 (89.7) 81.8 (93.4)
luminance mean (mean),

major axis length (variance),

distance from centroid (variance)

perimeter (mean),

82.9 (91.5) 83.8 (92.3) 81.5 (90.0) 84.9 (91.7)
perimeter (variance),

luminance mean (mean),

distance from centroid (mean)

as percentage of successfully recognized cases to the total number of all cases. The
results obtained with aforementioned segmentation method was compared with the
manual segmentation results. Some features, specially describing shape of cells such
as area or major axis length were significantly worse for automatic segmentation.
The reason is low quality of the segmentation process. However, some other fea-
tures, mainly characterizing luminance and texture, mean luminance for instance,
gave better recognition rate for automatic than manual segmentation.

To find a set of features the best discriminative benign and malignant cases se-
quential forward selection was applied. Taking into account the fact that different
subsets can be optimal for different classifiers, two approaches was applied to for-
ward selection. First consider the same subset of features for each classifier and clas-
sifiers ensemble was used to assess the final quality of subset, and second approach
assumes that the classifiers have different optimal subsets of features. Comparison
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of best subsets of the features for each specific classification method is presented in
Table 2.

The classification rate for automatic segmentation is about 10% worse than for
manual one and amounts arround 80%. Such results are very promising according to
the fact that the quality of the segmentation method might be considerably improved
by detecting overlapping and joined objects. Also, it must be mentioned that in the
experiment each image was treated as a separate case. The best classification rate
obtained was 84.9%.

5 Conclusions

The main objective of the described work was to develop an effective segmentation
method for breast cancer malignancy classification problem. The accuracy of the
segmentation process obtained in developed approaches is very promising, despite
the fact that current methods are not able to handle properly overlapped nuclei yet.
The segmentation quality should be improved by detecting overlapped cells on im-
ages and splitting or excluding them from the classification process. Also, recogni-
tion rate should be improved by adding more sophisticated features not tested during
current investigations. Another challenge will be applying the whole segmentation
and classification system for virtual slides generated by virtual scopes which are
able to produce images with the resolution of 50000x50000 or even higher. Such
huge slides require completely new way of analysis. It will be crucial to develop
algorithms to find interesting parts of the slides containing valuable information for
further processing and diagnosis.
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Abstract. In this paper we discuss applications of pattern recognition and image
processing to automatic processing and analysis of histopathological images. We
focus on two applications: counting of red and white blood cells using microscopic
images of blood smear samples and breast cancer malignancy grading from slides
of fine needle aspiration biopsies. We provide literature survey and point out new
challenges.

Keywords: CBC, microscopic medical images denoising, binarization, segmenta-
tion, edge preservation, granulometry, fine needle aspirates, breast cancer malig-
nancy grading.

1 Introduction

Automatic detection of pathologies from histopathological images is currently very
active and important area of research. In the present paper we will survey two ap-
plications of pattern recognition and image processing in this emerging field: au-
tomatic processing of blood smear images and automatic grading of breast cancer
fine needle biopsy slides. The paper is organized as follows: in sections 2-5 we
will review processing of blood smears and in sections 6-9 we will focus on cancer
grading.
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2 Manual Analysis of Blood Smear Images

Analysis of microscopic medical images is an important interdisciplinary problem
involving both physicians and computer scientists. One of the important and active
areas of research is the problem of counting blood cells (CBC) [1, 2, 3] which is
used as screening test to check such disorders as infections, allergies, problems with
clotting, and it helps diagnosing and managing a large number of diseases. In prac-
tice a panel of tests is carried out that examine different blood components such as
counting white blood cells (WBC) [2, 4], white blood cells differential, counting red
blood cells (RBC) [2], checking for signs of disease and the counting the number of
infected cells. Blood cell counting and blood film examination are widespread diag-
nostic techniques [3]. A blood smear is obtained by drawing blood from a vein and
placing a drop on a glass slide [3]. The blood film is stained [3] using e. g., Wright’s,
Giemsa, or May-Grunwald staining techniques and imaged with a transmission light
microscope. The definitive diagnosis of blood smear infection is done by manually
finding disorders and abnormalities in blood films through a microscope, counting
blood smear particles and cells with disorders, which are not only a time consuming
task but also prone to human error. The erythrocytes and leukocyte types that the
current equipment is able to manage are restricted to few classes [5] and staining
process requires expensive chemicals.

As mentioned, the microscope inspection of blood slides provides important
qualitative and quantitative information concerning the presence of hematic patholo-
gies [6], however the number of different sub-cell types that can come out especially
for WBC count is relatively large and typically more than 20 [5]. Normal periph-
eral blood contains the following types of leukocytes (the numbers in brackets give
the typical proportion of the cell type): segmented neutrophil (40- 75%), lympho-
cyte (25-33%), monocyte (2-8%), eosinophil granulocyte (1-4%), band neutrophil
(1-3%), plasma cell (0.2-2.8%), basophil granulocyte (0.5%), and atypical lympho-
cyte. Other cell types which are observed in certain diseases include: metamyelo-
cyte, myelocyte, promyelocyte, myeloblast and erythroblast [3] and this increases
the difficulty in building a feasible system. This process can be automated by com-
puterized techniques which are more reliable and economic. Therefore there is al-
ways a need for the development of systems to provide assistance to hematologists
and to relieve the physician of drudgery or repetitive work. So, more systems for
automatic processing of medical images are being developed and during blood film
examination, the individual types of blood smear particles (leukocytes and erythro-
cytes) are enumerated yielding so called differential count.

Our goal is to develop and validate the necessary image and pattern recognition
processing algorithms to quantify and detect microscopic particles on slides to en-
hance automated system to characterize blood health status of patient. In essence
that will enable us to determine the fast, accurate mechanism of segmentation and
gather information about distribution of microscopic particles which are help to di-
agnose status of abnormality or normality and represent a factor of combatively and
quality for the modern laboratories of clinical analysis.
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3 Automatic Processing of Blood Smear Images

During blood film examination, the individual types of blood smear particles (leuko-
cytes and erythrocytes) are enumerated and then blood films are usually made to
investigate hematological problems [1, 2]. The history of research into automated
blood slide examination dates back to 1975, see Bentley & Lewis [7]. However it
is only recently that digital photography, computer speed, RAM size and secondary
storage capacity have made automatic blood processing possible. The analysis of
blood slides must be fully automated to be useful [8]. Due to complexity of the
problem at hand (Costin et al. [9]) most of the papers are limited to image-based
comparisons based on red cells segmented either manually, see Bentley & Lewis
[7], Albertini et al. [10], or semi-automatically, see Robin-son et al. [11], Costin et
al. [9] and Gering & Atkinson [12].

There is a vast amount of literature dedicated to differential blood counts. A key
step in automating this process is the segmentation of cell boundaries. Initial success
on segmentation of medical images was obtained with graph theory (Martelli [13],
Fleagle et al. [14], Fleagle et al. [15]) which was used to navigate around edge pix-
els found in an image. However this approach has involved images of single objects
manually located in an image, and does not address the problems of multiple objects
in the image, object location, removal of extraneous edges (internal to the cell), or
the selection of suitable starting and ending points for the graph search. Further-
more, thresholding has been used to pre-process images as an aid to segmentation
(Gonzalez & Woods [16]). With red blood cell images this causes problems due to
the pale nature of the interior of the cells, which then necessitates further processing.
Adjouadi and Fernandez [17] find the cell borders using eight-directional scanning
within thresholded images of normal blood. The problem with this approach is that
it would not find the whole of the border of severely deformed cells as these contain
edge points that would not be reached by any of the eight scan-lines. Moreover the
process does not result in identification of the points within the contours. Di Ruberto
et al. [18] follow thresholding with a segmentation using morphological operators
combined with the watershed algorithm [19]. However their work is aimed at seg-
mentation of red blood cells containing parasites and is designed to increase the
compact nature and roundness of the cells. Such assumption of roundness is not ap-
propriate for segmentation of all particles for the purpose of classification, because
blood smears may contain deformed red blood cells or some WBC types [1] which
are not 100% convex and circular. The method is also complicated requiring nine
intermediate steps and does not result in border identification. It also requires some
preprocessing which is not always applicable for all possible slides and then there
is no dynamic way to better control image acquisition.

Another popular automatic approach to border detection is that of active con-
tours, or snakes (Kass, Witkin & Terzopoulos [20]), which can be applied either to
the original image or to an edge image. However when used to identify cell borders,
the resulting contours do not correspond with the exact borders of the cells (Ongun
et al. [21], Wang, He & Wee [22]),which would cause problems with subsequent
RBC classification, where the exact boundary shape is important. Other problems
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with the use of contours for images of peripheral blood smear slides include the
initial positioning of the multiple contours required; the tendency of the contours to
find the inner pale cell areas in addition or instead of the outer edges; and the fail-
ure of contours to identify pixels interior to the contour. Other works using active
contours for tracking boundaries of WBC include Ongun [23] but it could not deal
with WBC overlapping problem. Lezoray [24] proposed a region-based WBC seg-
mentation strategy using seed flooding. However, it relied greatly on the proper seed
extraction using prior knowledge of color information. Kumar [25] defined a new
edge operator and tried to get precise nucleus edge. But it required relatively weak
edge existing between red blood cell (RBC) and background, which was often miss-
ing. An automated system where cells are segmented using active contour models
(snakes and balloons, initialized by morphological operators) are presented in [26].
The shape and texture features are used for classification. A two step segmentation
process is used by Sinha and Ramakrishnan [27]. First the HSV transformed image
is clustered using k-means followed by an EM-algorithm. The shape, color, and tex-
ture features are then used in a neural network classifier. A mean-shift-based color
segmentation procedure applied to leukocyte images is described in [28]. Segmen-
tation is performed in the L*u*v* color space. A watershed-based segmentation is
used in [29]. First a sub-image containing a leukocyte is separated from the cell im-
age. The nucleus region is then detected by scale-space filtering and the cytoplasm
region by watershed clustering of the 3-D data. WBC classification in recent work
Hamghalam et al. [30] utilizes Otsu’s thresholding method to segment nuclei. The
results are independent of the intensity differences in Giemsa-stained images of pe-
ripheral blood smear and active contours are used to extract precise boundary of
cytoplasm.

As mentioned previously, the nature of microscopic particles is not simple and
automatic processing of images in medicine is a complicated task. This is because
some of the basic tasks to be performed such as pre-processing, segmentation, clas-
sification, object recognition and inference require extensive understanding of the
specific problem. This requires comprehensive knowledge in many disciplines such
as medicine, computer science, image and signal processing.

4 Methodology and Algorithms

In the next few sections we will review basic steps for processing microscopic blood
smear images.

4.1 Image Acquisition and Denoising

The first step is to convert RGB channels images to the green channel as it is more
reliable than the red or blue channels for noisy and distorted images. The next step
is choosing an effective denoising tool. To design a reliable automated segmenta-
tion system that may be used under different conditions such as a variety of mi-
croscopic staining techniques, types of chemical materials used, microscope types,
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illumination conditions, human error, etc., a pre-processing step is required. The
accuracy of this stage affects the system performance. There are wide variety tech-
niques for enhancing image quality. One of the most practical and widely used de-
noising technique is wavelet shrinkage approach which thresholds the wavelet coef-
ficients of an image. Wavelet coefficients having small absolute value are considered
to encode mostly noise and very fine details of the signal. In contrast, the important
information is encoded by the coefficients having large absolute values. Removing
the small coefficients and then reconstructing the signal could produce signal with
lesser amount of noise. The biggest challenge in the wavelet shrinkage approach is
finding an appropriate threshold value [31].

The wavelet shrinkage approach can be summarized as follows:

1. Apply the wavelet transform to the signal.
2. Estimate a threshold value.
3. Remove (zero out) the coefficients that are smaller than the threshold.
4. Reconstruct the signal (apply the inverse wavelet transform)

In [32, 33] Daubechies wavelet with soft thresholding and Bivariate Shrink together
with PSNR ratio has been used. In using soft thresholding based on following con-
cepts the user should calibrate the parameters of the algorithm. The optimal thresh-
olding obtained by using soft thresholding which depends on experience and on the
type of images.

In Figs. 1 and 2 we illustrate wavelet denoising including two simulation studies:
one for images corrupted by moderate additive normal noise with deviation 30 and
the second for highly corrupted by additive normal noise with deviation 100.

Fig. 1 a) original image (red channel); b) noisy image; c) median denoising; d) soft thresh-
olding denoising; e) Bivariate denoising.
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Fig. 2 a) noisy image; b) median denoising; c) soft thresholding denoising; d) Bivariate de-
noising.

Table 1 PSNR levels for various denoising techniques for images with moderate and high
noise.

Additive Noise deviation

30 100

Noisy Image 19.2149 10.4516

PSNR Denoised Image using Median 25.5666 16.5183

Denoised Image using Thresholding 23.5460 18.3421

Denoised Image using Bivariate 27.6236 20.4822

For moderate noise and high noise, the PSNR experimental results are summa-
rized in Table 1. From the experimental results it can be concluded that for moder-
ate noise the Bivariate Shrink filter produces best results. It produces the maximum
PSNR for the output image compared to the other filters. However, Bivariate out-
put, is somehow blurred and some post-processing involving de-blurring and edge
preserving may be needed. For images heavily corrupted by noise with low PSNR
value (10.4516) the Bivariate Shrink filter is again best. It produces the maximum
and acceptable PSNR for the output image compared to the other filters. It can also
be observed that for high noise levels soft thresholding produces better results than
the classical median filter.

4.2 Edge Preservation

The aim of the next edge preservation step is to recover degraded and blurred images
while reducing the negative effects of noise such as blurred edges produced by the
Bivariate Shrink filter. This step can serve as preliminary step prior to binarization
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and object segmentation. Different edge preservation techniques have been used in
practice. They include median filter [34], symmetrical nearest neighbor (SNN) filter
[35], convolution kernel filters [36], preserving color reduction method [37], bilat-
eral techniques [38], and the Kuwahara filter [39]. In computer simulations we have
learned that Kuwahara filter works best. This can be justified by intrinsic character-
istics of microscopic particles for which Kuwahara filter yields the sharpest edges
which leads to better binarization in next step (see Fig. 3). However, the output may
be somewhat toothy and jagged.

a) b) c) e)d)

Fig. 3 a) edge preservation with Bilateral, b) convolution kernel, c) EDGEPS [37], d) SNN,
e) Kuwahara filters, respectively.

4.3 Binarization

After denoising and edge enhancement, binarization is the third step which allows
to extract some features, having sub images and get ready to apply new technique
for different purpose over the images. Generally, binarization methods can be ap-
plied with global and local thresholding. Different binarization methods include
the approaches of Niblack [40], Bernsen [40], Sauvola [41] and Otsu [42]. Com-
puter experiments with different samples and initial conditions (see Fig. 4) show
that Niblack approach is the most reliable method to maintain disjoint components
which is crucial in avoiding over or under segmentation.

Mehdi et al [43] proposed a modified binarization method that merges Niblack
and Otsu approaches. This process reduces limitations and drawbacks of each of
them. Niblack uses local thresholding based on average and standard deviation of
a local area. The size of the window must be large enough to suppress the noise
but at the same time small enough to preserve local details. In practice, a window

a) b) c) d)

Fig. 4 Binarization methods: a) Bernsen; b) Sauvola; c) Otsu; and d) Niblack
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size of 15×15 works well in all available image databases. The Niblack method
tends to result in overlapping objects that are too close to one another which in turn
leads to false segmentation results. In the modified version, pixels are labeled as
backgrounds pixels if they are labeled as either background pixels in Niblack or in
Otsu and the remaining pixels are kept as foreground pixels (objects). Using this
merging process, we mitigate the problem of extra small spurious regions produced
by the Niblack algorithm.

4.4 Size Estimation

Binarization and some post-processing to enhance the quality of binary image is fol-
lowed by feature extraction which helps to differentiate various types of particles in
the image. A normal blood cell is one of two major particles: a RBC with a normal
probability distribution function (PDF) with average size around 6.0-8.5 μm or a
WBC with average size around 7-18 μm which includes a nucleus and cytoplasm is
about 1-3 times bigger than normal and mature RBCs. We use size characteristics as
an effective factor to distinguish between the two main types of cells. Granulometry
[44] can determine the size distribution of image objects without explicitly segment-
ing each object first. According to normal blood PDF and RBC to WBC ratio, the
maximum regional peak in pattern spectrum diagram correlates to the number of
RBCs with an acceptable RBC radius size. We summarized the granulometry algo-
rithm in the next section.

Granulometry Algorithm

Granulometry is concerned with size distribution of cells in binary images. It uses
structure elements which are morphologically dilated to the maximum size and ap-
plied to the image. The shape of structure element depends on the type of objects
under processing. During the process granulometric density function is determined
[7, 8].

Granulometric algorithm starts by applying opening morphology along with de-
fined structure element (SE). In normal blood smear images, all available particles
are approximately circular. Hence, we select (disk) shape as default and basic struc-
ture element for granulometric algorithm. In ideal output, we expect only one peak
for a single complete circle, but the incomplete circular object shown in Fig. 5 pro-
duce local maxima. We call this undesirable effect an edge fracture. We just observe
that after applying the edge detection and skeletonisation algorithms to real cell
images which are typically not complete curves the observed circular pieces are
regarded as a new objects surrounded between two ideal complete circles. Conse-
quently we can expect in granulometric output at least two local regional peaks. By
this simple work, we find that blood smear particles are not complete circular object
and there are always discrete components on curve tracer, which is another reason
for undesirable local maxima.

Overall, applying granulometry to RBCs images in normal blood smear can be
very reliable in determination and estimating their size. But for abnormal samples
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Fig. 5 Granulometry over simple circle

with different shapes or with extra overlapping between the particles granulometric
approach may fail.

4.5 Segmentation

There are different methods which are directly or indirectly subjected to separation
and segmentation objects in disjoint images such as active contours and watershed.
Typically watershed is incorporated into the immersion and toboggan methods [45].
The accuracy and efficiency of watershed segmentation over images is directly re-
lated to the previous steps. In practice, watershed algorithm works best for smooth
convex objects that don’t overlap too much. It cannot be an efficient approach in all
microscopic images with extra overlapping which can happen for some diseases.

5 Conclusion: Segmentation of Microscopic Imagery

In this paper, a simple and step-by-step efficient algorithm has been presented to-
gether fully automated detection and segmentation of microscopic imagery. Exper-
imental results indicate that the current analysis is accurate and offers remarkable
segmentation accuracy. The performance of the proposed method has been evaluated
by comparing the automatically extracted particles with manual segmentations and
other traditional techniques [43]. Furthermore, the introduced method being simple
and easy to implement is best suited for biomedical applications in clinical settings.

6 Cancer Cells Grading

Automatic cancer grading is a very challenging task due to large variation in cancer
imaging and analysis. In the remainder of the paper we shall focus on automatic
malignancy grading of breast cancer fine needle aspiration biopsies.

7 Breast Cancer Diagnosis

According to statistics breast cancer is one of the most deadly cancers among
middle-aged women. Based on the data provided by the Breast Cancer Society
of Canada about 415 women will be diagnosed with breast cancer each week in
Canada. Most of the diagnosed cases can be fully recovered when diagnosed at an
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early stage. Cancers in their early stages are vulnerable to treatment while cancers
in their most advanced stages are usually almost impossible to treat. During the
diagnosis process, the cancer is assigned a grade that is used to determine the ap-
propriate treatment. Successful treatment is a key to reduce the high death rate. The
most common diagnostic tools are a mammography and a fine needle aspiration
biopsy (FNA). Mammography, which is a non-invasive method, is most often used
for screening purposes rather than for precise diagnosis. It allows a physician to
find possible locations of microcalcifications and other indicators in the breast tis-
sue. When a suspicious region is found, the patient is sent to a pathologist for a more
precise diagnosis. This is when the FNA is taken. A fine needle aspiration biopsy is
an invasive method to extract a small sample of the questionable breast tissue that
allows the pathologist to describe the type of the cancer in detail. Using this method
pathologists can very adequately describe not only the type of the cancer but also its
genealogy and malignancy. The determination of the malignancy is essential when
predicting the progression of cancer.

In this section we will review the computerized breast cancer diagnosis, which is
a very active field of research (see sec. 8). Additionally, we will also look over the
less active field which is a computerized breast cancer grading (see sec. 9).

8 Computer–Aided Breast Cancer Diagnosis

Breast cancer diagnosis is a very wide field of research studying not only medical
issues but also computer science issues. Breast cancer diagnosis is a multi-stage
process that involves different diagnostic examinations.

Pattern classification is a well–known problem in the field of Artificial Intelli-
gence concerned with the discrimination between classes of different objects [46].
We can use the same techniques in cancer diagnosis to assist doctors with their de-
cisions. Cheng et al. [47] provided an extensive survey on automated approaches in
mammograms classification and importance of computer assisted diagnosis. Since
mammography is one of the preliminary tests performed to locate abnormalities in
the breast tissue, it is used for screening purposes and has raised a lot of interest
within the scientific community [47, 48, 49, 50, 51, 52, 53].

To the best of our knowledge, the computerized breast cytology classification
problem was first investigated by Wolberg et al. in 1990 [54]. The authors described
an application of a multi-surface pattern separation method to cancer diagnosis. The
proposed algorithm was able to distinguish between a 169 malignant and 201 be-
nign cases with 6.5% and 4.1% error rates, respectively depending on the size of
the training set. When 50% of samples were used for training, the method returned
a larger error. Using 67% of sample images reduced the error to 4.1%. The same
authors introduced a widely used data-base of pre-extracted features of breast can-
cer nuclei obtained from fine needle aspiration biopsy images [55]. Later, in 1993,
Street et al. [56] used an active contour algorithm, called ’snake’ for precise nuclei
shape representation. The authors also described 10 features of a nucleus used for
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classification. They achieved a 97.3% classification rate using multi-surface method
for classification.

The features described by the authors are mainly geometrical features of the nu-
cleus. These features are:

• Radius – defined as an average of the radial line segments lengths from the cen-
troid of the nuclei to the snake points on the boundary.

• Perimeter – is the length of the boundary of a polygon connecting snake points.
• Area – is a number of pixels inside the closed snake curve.

• Compactness = perimeter2

area
• Smoothness of a nuclei contour – defined as an average difference between the

length of a radial line and the mean length of the lines surrounding it.
• Concavity – a measure of nucleus concavity. This is performed by drawing

chords between non-adjacent snake points and measuring the extent to which
the boundary of the nucleus lies on the inside of each chord. The length of the
chord that is outside of the nuclei is considered as a measure of the concavity.
The concavity is larger when the length of the exterior chord increases.

• Concave points – measures number of concavities and not their magnitude.
• Symmetry – Here, the major axis (longest chord through the center) is found.

Next, length difference between lines perpendicular to major axis to nucleus
boundary in both directions are measured.

• Fractal Dimension of a cell – this is approximated using a ’coastline approxima-
tion’ method. Authors measure the perimeter of the nucleus using increasingly
larger segments. Next, they plot the obtained values on a log scale and calcu-
late the downward slope which gives an approximation to the fractal dimension.
Higher values of the feature provide higher probability of malignancy.

• Texture – authors define texture as an average gray scale intensity of the nucleus.

Based on the above features, Street [57], in his PhD Thesis, introduced a system
called XCyt, that was later improved and described in 2000 [58]. In 1999, Lee and
Street [59] described an iterative approach for automated nuclei segmentation as an
addition to the previously described framework. In 2003, they introduced flexible
templates to their iterative Generalized Hough Transform approach for segmenta-
tion. They created a set of predefined templates of a nuclei and each iteration shuf-
fles the templates in such a way that those that were used the most often during the
previous iteration are visited first to save time. The authors were able to segment
nuclei with 78.19% accuracy [60]. They also introduced a neural network approach
for classification stage, achieving 96% accuracy. Classification was based on the
features previously described by Street et al. [56].

All work presented above was based on the Wisconsin Breast Cancer Database
(WBCD) introduced by Mangasarian et al. [55]. This data-base consists of pre-
extracted nuclear features and is widely used among researchers. Features included
in the data-base are the features proposed by Street et al. [56]. WBCD [55] and its
variations [61, 62] are the only data sets publicly available. Therefore, the majority
of work in this field is performed on this data-base and involves research on different
classification algorithms.
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In 1998, Walker et al. [63, 64] introduced Evolved Neural Networks for breast
cancer classification and tested their algorithm on WBCD data-base achieving 96%
correctness. Nezafat et al. [65] used WBCD to compare several classification algo-
rithms such as k-nearest neighbor classifier, radial-basis function, neural networks,
multilayer perceptron and probabilistic neural networks. The authors showed that
among these classifiers, multilayer perceptron with one hidden layer performed the
most efficiently giving 2.1% error rate. Additionally they also compared and re-
ported which of the features extracted by Wolberg et al. [54] were most significant
for classification.

In 2002, Estevez et al. [66] introduced a different approach for classification
based on the Fuzzy Finite State Machine, but their system performed rather poorly
giving 19.4% error for the testing set of images. To extract features, the authors
first manually segment nuclei from the image and then apply a low-pass filter and
in the following step topological map of a nuclei is created. The extracted features
are texture based. Motivation for them was that benign cell textures have bigger
homogenous gray areas and more concentric contours than malignant cell textures.

Bagui et al. [67] recently introduced a classification algorithm applied to WBCD.
The authors described a generalization of the rank nearest neighbor rule and ob-
tained results that show a 97% recognition rate, which, according the authors, is
better than that previously reported in the literature. From the above discussion we
can deduct that majority of work in the field of breast cancer detection and classifica-
tion was performed by Street et al. and Wolberg et al. We can find other approaches
such as wavelet based approach of Weyn et al. [68]. Here the authors introduce a
textural approach for chromatin description and claim that it has a 100% recognition
rate.

Another approach is one introduced by Schnorrenberg et al. [69] that uses re-
ceptive fields for nuclei localization as an integral part of a bigger system, called
’BASS. ’ In 1996, they introduced a content–based approach [70] and provided an
extensive survey on existing histopathological systems [71]. The authors presented
two types of color-based features, luminance-based local features and global fea-
tures. Luminance features were obtained from image RGB values. Global features
are the variance and average of luminance in the image. They also introduce one
texture measure that is calculated according to the luminance variance and current
nucleus luminance. Approaches presented by Schnorrenberg et al. are mostly based
on histological samples rather than cytological. In 2000, they presented a description
of features used in their research [72] on classification of cryostat samples during
intra-operative examination based on feed-forward neural networks achieving the
highest accuracy of 76% on their own database.

In the literature we can also find some other approaches that involve segmentation
of a breast cancer nuclei rather than classification. In 1996, Belhomme et al. [73]
proposed a watershed based algorithm for segmentation of breast cancer cytological
and histological images.Their algorithm is a more general version of the method
described by Adams and Bischof [74]. The generalization involves the usage of
numerous merging criteria. Authors use the segmentation principles described by
Beucher in his PhD thesis [75]. This involves the decomposition of the segmentation
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procedure into two steps. In the first step, the image is simplified based on a set of
markers. The second stage involves region decomposition by the construction of the
watershed lines [73]. The algorithm proposed by Belhomme et al. is the extension
of the Beucher and Meyer [76] method by introduction of a general segmentation
operator.

In 1998, Olivier et al. [77] introduced another extension to the watershed algo-
rithm in addition to that of Belhomme et al. Their extension incorporates the color
information in the image regardless of the color space. The authors compared their
segmentation results against the segmentation performed by three experts and they
reported the correctness of their method to be between 89.2% and 98.3% for the
nuclei.

Another approach to nuclear segmentation is based on fuzzy c–means clustering
and multiple active contours models described by Schüpp et al. [78]. The authors
describe a level set active contours method, where the initial level set is obtained by
the fuzzy c–means algorithm.

9 Computer–Aided Breast Cancer Grading

In the previous section we described different approaches for breast cancer diagno-
sis. Most of those systems discriminate only benign and malignant cases. For good
diagnosis it is crucial to evaluate the malignancy grade. In cytology, the malignancy
is graded according to the Bloom–Richardson scheme [79]. This system is based
on grading of cells’ polymorphy, the ability to reform histoformative structures, and
mitotic index. All of these features are described by the Bloom-Richardson scheme
as three factors that use a point based scale for assessing each feature. The malig-
nancy of the tumor is assigned a grade that depends on the quantitative values of the
above factors and is determined by the summation of all awarded points for each
factor. Depending on the value, the tumor is assigned with low, intermediate or high
malignancy grade.

In [80] we can see attempts at prognostication along with nuclear classification.
For their grading approach, the authors used only nuclear features of a cell, which
correspond to the second factor in Bloom-Richardson grading scheme. They were
estimating the prognosis of the breast cancer according to these features. Further
attempts for malignancy grading include VLSI approach introduced by Cheng et
al. [81] in 1991 and applied in 1998 to breast cancer diagnosis [82]. In this method,
the authors propose a parallel approach to tubule grading for histological slides.
The authors divided their algorithm into four stages. The first stage consists of im-
age enhancement for which purpose they use median filtering to remove artifacts. In
stage two, the authors locate possible tubule formations by image thresholding with
a threshold level known a priori. The next stage is a classification stage, where re-
gions are classified as tubular formations. The features used in this study consists of
brightness, bright homogeneity, circularity, size, and boundary colors. In the fourth
stage, the authors count the number of tubular formations. The work presented by
the authors not only deals with histology but also only mentions grading using only
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one factor on the Bloom-Richardson scale. The authors showed time improvement
of the parallel algorithm that grades tubules to O(n) time while previously reported
run time complexities were O(n2), where n is the size of the input data. In 1991,
MacAulay et al. [83] introduced a graphics package for Bloom-Richardson grading
of histological tissue. Their application acts as a typical graphics program that al-
lows user to pick the nuclei from the image and perform some basic calculations.
This process is almost completely user dependent. The authors provide an extensive
description of the interface of the package but no further information on computa-
tion grading was found. Another approach found in literature is an algorithm based
on wavelet texture description of chromatin [68]. This work was also performed on
histological slides. The features calculated by the authors are calculated according
to wavelet parameters and are divided into three groups. The first group are co-
occurrence parameters that describe the color intensity in the image. The second set
of parameters are densitometric parameters that are based on intensity values of the
nucleus. The third group consists morphometric parameters that describe the geom-
etry of the nucleus. Authors performed tests on their data-base of 83 histological
slides and claim to have 100% classification rate. Such a high rate suggests a good
separation between the classes.

In 2004, Gurevich and Murashov [84] proposed a method for chromatin struc-
ture analysis based on scale–space approach of Florack and Kuijper [85]. The au-
thors claim that chromatin distribution corresponds to the grade of malignancy. This
statement is supported by additional studies of Rodenacker [86, 87, 88] and Weyn et
al. [89]. The authors also mention another approach to chromatin description. This
method uses heterogeneity, clumpiness, margination and radius of particles and was
introduced by Young et al. [90]. The algorithm of Guverich and Murashov uses
topological properties of iso–intensity manifolds in the spatial extrema neighbor-
hoods [84]. Their algorithm is able to measure the number of chromatin particles in
the input image. For testing purposes the authors trained several classifiers achiev-
ing a classification rate between 72% and 85.4%. In 2006, Gurevich et al. [91]
described a system for automatic analysis of cytological slides for the lymphatic
system tumors. The authors used a Gaussian filter for segmentation of a nuclei from
the previously extracted blue channel of the image. The feature extraction part of the
proposed system is the same as in [84] plus an additional 47 features described by
Churakova et al. [92]. These features include a well known and widely used morpho-
logical features such as the area of a nuclei, histogram features and features based
on a Fourier spectrum of a nucleus [91]. In this paper, the same choice of classifiers
was used as in [84] but the accuracy increased and is claimed by the authors to be
above 90%. The authors did not provide an accurate error rate of their experiments
and therefore it is difficult to assess the accuracy of the proposed system.

To the best of our knowledge, currently there is no publicly available database and
most of the approaches presented in the literature are tested on the databases created
by the authors, which makes the comparison of the obtained classification results
with those reported in the literature difficult. The only commonly used database
that we came across during this study is the Wisconsin Breast Cancer Database,
which was described earlier in this thesis. This database is freely available from the
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authors web page [54]. In this study, some of the proposed features are the same
as in WBCD but the testing of the presented system on that database would be
limited only to the classification stage due to the fact that WBCD is a database of
pre-extracted features.

In 2005 a commercial system for automated histopathological tissue grading was
released by QinetiQ [93]. According to the specifications and discussion with a
pathologist, the results obtained by this system seem to be difficult to confirm. Ac-
cording to the authors, their system showed performance similar to the pathologists
during clinical evaluation that was performed on 100 patients.

The most recent development in the field of automated breast cancer grading was
described by Jeleń in his PhD thesis [94]. There are also other recent approaches by
Naik et al. [95] and Jeleń et al. [96, 97, 98, 99, 100].

In [95] describe various segmentation methods such as level sets for classification
of prostate and breast cancer histological slides. The described system was able to
distinguish between low and high malignancy grades with 80.52% accuracy when
automatic classification was used. The accuracy described by Jeleń in [94] was as
high as 86.75% for cytological slides. The author in his thesis did an extensive study
of the features and classification methods to determine a set of features and the clas-
sification method that will be able to classify the breast cancer malignancy into
intermediate and high malignancy grades. Author also introduced a set of three new
features that are used for the determination of the first factor of Bloom–Richardson
scheme. These features where described in [96] and their discriminatory power were
described in [98]. Features that were introduced by Jeleń include the area of grouped
cells in the FNA slide (see Fig. 6), the number of groups that are visible on the
slide and the third feature is a dispersion that describes if the cells in the image are
grouped or dispersed. Beside a set of so called low magnification features author
proposed the usage of 31 features that represented the nuclear structures of the cell.
These features related to the second and third factor of the Bloom–Richardson grad-
ing scheme. In the thesis, the author performed a set of classification tests performed
the calculations of the discriminatory power of the features to propose a set of fea-
tures that are not correlated and provide the best classification results. From all of
the tests, the author showed that the multilayer perceptron was the best performing
classifier. The 34 element feature vector was reduced to 15 features. Fig. 7 shows
graphically the correlation between the original set of 34 features. The features with
the best discriminatory power were the three low magnification features described
earlier and 12 nuclear features such as perimeter of a nucleus, convexity, x–centroid
of the cell, nuclei orientation, its vertical projection, the φ_3 momentum feature,
histogram mean, energy, textural homogeneity, red channel histogram mean, skew
and width.

In [97] the authors did a comparative study of the discriminatory power of the
low magnification features against the features based on the cell nucleus. From their
study, one can notice that on average low magnification features perform better but
the best classification was recorded for a feature vector that consisted of both types
of features. In [99] the authors showed that the best classification was achieved
for the multilayer perceptron when the fuzzy c–means segmentation was used. On
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Fig. 6 FNA images: a) 100× resolution; b) 400× resolution.

Fig. 7 Correlation between extracted features: a) with variables in original order; b) with
variables regrouped by similarity.

average, for most tested classifiers, the best classifications where obtained when the
level set segmentation was used.

The described work done by Jeleń et al. was applied to a classification system
built and currently being tested in the pathological laboratory. In [100] the authors
show that preliminary medical tests provide promising results and the automated
breast cancer grading system performs with a high accuracy when applied to the
real and unseen data. The achieved accuracy was 81.96%.

10 Challenges and Future Developments

There are many challenging problems in automatic processing of histopathologies.
The main problems include large variation of blood and cancer cells, occlusions,
segmentation, low quality of images and difficulties in getting real data. We believe
that these difficulties will be overcome with time.
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Two-Stage Data Reduction for a SVM Classifier
in a Face Recognition Algorithm Based on the
Active Shape Model

Maciej Krol and Andrzej Florek

Abstract. In this paper, two stage data reduction method for face identification with
use of Support Vector Machine (SVM) classifier is evaluated. SVM Classification
was performed for data acquired from contour description of 2200 faces of 100
persons. Face contours were extracted from frontal face images with use of Active
Shape Model (ASM) method. Two stage PCA+LDA data reduction performance
is measured in comparison with single stage PCA or LDA reductions. We propose
to replace first stage PCA reduction with much simpler and less computationally
intensive contour decimation.

1 Introduction

For over decade Active Shape Model (ASM) has been evaluated for face contour
extraction [4],[5]. The extracted face contours can be used for task of person identi-
fication with use of statistical classifiers such as SVM [6]. We approach small sam-
ple size problem in SVM training with two stage data reduction PCA+LDA [1],[8]
and compare it with single stage PCA or LDA reduction [3]. Replacing first stage
PCA reduction by k-decimation method is investigated.

2 Face Contour

Face contours were extracted from frontal face images with use of ASM method.
The shape in ASM is represented as an ordered set of N control points placed on
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face contours describing face elements (Fig. 1) and it is given by the following
vector

x = (x1,x2, . . . ,xN)T (1)

where xi is a coordinate of shape control point expressed in common reference
frame. Two subsequent vector elements x2 j−1 and x2 j refer to horizontal and ver-
tical coordinates of single control point (1 ≤ j ≤ N/2). Eight contours with total
194 points were arbitrary chosen (Tab. 1) for experiments. The feature vector x in
this case has N = 388 elements.

Fig. 1 Set of 8 contours extracted from face images

Table 1 Number of points in face contours

Face contour Number of points

Face Outline FO 41

Mouth Outer MO 28

Mouth Inner MI 20

Right Eyelid REL 20

Left Eyelid LEL 20

Right Eyebrow REB 20

Left Eyebrow LEB 20

Nose Outline NO 17

TOTAL 194

2.1 Image Database

The PUT image database was used in contour fitting process [7]. The database con-
tains set of images of 100 people. Shots were taken mainly from frontal view with
limited head rotation and varying scale. Images contain faces with and without struc-
tural disturbances such as glasses, beard or long hair. Each person has at least 100
pictures in different head orientation. Three sequences of pictures based on the head
orientation and face expression were selected for classification:
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• H - sequence of frames for horizontal head rotation from right to left profile,
• V - sequence of frames for vertical head rotation from facing up to down,
• D - frames for varying head position and facial expressions.

Manually placed contours were used as a learning set (LSM) for ASM. Contours
were manually placed on images of 100 people. For each person 11 images from
H sequence and 11 images from V sequence were described with contours. Set of
2200 images with manually placed contour was used for training the ASM.

2.2 Active Shape Model

The ASM uses two statistical distributions to model contours on the image.

• Point Distribution Model - models statistical distribution of position of control
points.

• Local Grey Level Model - models statistical distribution of image values along
normal direction to contour in vicinity of control points.

The PDM uses Principal Component Analysis (PCA) approximation of shape of
contours. The P matrix contains t eigenvectors corresponding to the largest values
of the covariance matrix Cx. The covariance Cx and mean x̄ was computed from
2200 manually placed contours xi.

The shape vector xi of the i-th sample (contour on image) can be approximated
by the reduced shape vector bi

bi = PT (xi− x̄) (2)

being the result of the PCA method applied to covariance matrix Cx.
It is possible to approximate xi with the given reduced shape vector bi,

xi ≈ x̄+ Pbi (3)

2.3 Contour Fitting

Face contours are fitted to arbitrary face image with use of ASM algorithm. The
implementation diagram is presented on figure 2. First step of algorithm is the face
and eye localization based on template matching. Next, a shape model is initialized
by placing the mean face shape model at the face image. Mean shape expressed in
local coordinate system is translated, rotated and scaled to image coordinate system
in such a way that centers of eye contours are positioned at eye pupils with on
the image. Eye pupils are located in local coordinate system at (−1,0) and (1,0)
respectively for right and left eye (Fig. 1). Final contours are uniformly resampled
because control points have been shifted into neighbourhood of the average shape x̄
during ASM fitting procedure (LGL localization on Fig. 2).

The ASM algorithm consists of two stages. The first stage, the shape model is
deformed to fit the image function. The LGL model is used to determine the best fit
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Fig. 2 Contour fitting algorithm

Fig. 3 Contour before (left) and after (right) PDM validation stage

Fig. 4 Fitted contours for different size of reduction space t=15 (left); t=30 (middle); t=55
(right)

function value. The second stage of the ASM algorithm is a PDM validation. At this
stage, forward (2) and reverse (3) space transformation are consecutively applied.
This is to reduce the distortions of fitted shape from the model (Fig. 3). It gives an
effect of attenuation of the small noise in local shape position. Two above mentioned
stages are executed one after another until the changes of position of points between
previous and current step of algorithm are small enough. The result of the algorithm
is a shape model fitted to a face on the image (Fig. 4).

The accuracy of contour fitting depends on size of reduction space t (Fig.4).
Small value of t makes contours rigid in respect to mean shape x̄. Differences
between people are dampened. Large value of t causes relaxation of contours but
makes them susceptible to structural disturbances or noise. The problem of selec-
tion of t will be further investigated in section 3.4.
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3 Classification

Contour fitted with ASM algorithm are used as learning and testing sets in a statis-
tical classification. We evaluated multi-class SVM for person identification within
database of 100 people.

3.1 Contour Set Definitions

For training and testing the classifiers two data sets were defined:

• LSN - normalized automatic learning set, 2200 contours, 100 classes, 22 contours
for each class (11 central from H-sequence and 11 central from V-sequence);

• TBS - testing boundary set, 1100 normalized automatic contours, 100 classes,
11 contours for each person: four from H-sequence, four from V-sequence (in
boundary case face position - just beyond position chosen to LSN) and three
from D-frame set.

Fig. 5 Contours from LSN (top row) and TBS (bottom row) fitted by ASM

3.2 SVM Training

In the presented approach SVM classifiers with one-to-one voting system were
tested [2]. Two types of SVM kernel functions K(xi,xj) were evaluated:

• Linear Function: K(xi,xj) = xi
T xj

• Radial Basis Function (RBF): K(xi,xj) = exp(−γ||xi−xj||2);γ > 0

Classification was performed for contour representation (1) in the full feature space
(size of 388) and in its p-subspaces obtained after the PCA or LDA reduction. The
value of parameter C (the penalty parameter of a soft margin of SVM classifier)
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and γ in case of RBF were selected by grid search on learning set LSN. Pairs of
(C,γ) were tested and the one with best cross-validation accuracy was used to nar-
row down the search on the grid of C and γ . In cross-validation procedure LSN was
subdivided into 5 subsets of equal amount of samples for each class (person iden-
tity). The SVM was trained sequentially on 4 subsets and tested with one remaining
subset. Cross validation accuracy was measured by classification rate which is de-
fined as ratio of number of correctly identified samples to total number of samples.
The optimization procedure was performed in the full feature space three times for
three different data scaling strategies - no scaling, scaling in the range of [0,1] and
scaling in the range of [−1,1].

After extensive grid search parameters C = 32, γ = 0.016 and linear scaling of
each attribute to the range of [−1,1] were picked as suboptimal ones. We found
out that kernel type (linear or RBF), optimal scaling factors and SVM parameters
C and γ do not change substantially when optimization is performed for different
SVM kernel or in reduced feature spaces (sec. 3.4). Thus, for the sake of clarity,
tests presented in this paper were performed with above mentioned configuration
parameters.

3.3 SVM Testing

Verification of the SVM classifier on the set which was trained (LSN) gives over-
all good results (classification rate ca. 95%). We stressed the classifier with set of
boundary cases (TBS). The classification rate in case of TBS plummeted down to
about 60%. In our case scaling data to range [−1,1] yielded better classification
results than scaling to [0,1] or without scaling (Fig. 6).

Fig. 6 Influence data scaling in classification rate of SVM-RBF (C=32) in TBS set

Low classification rate for TBS set led us to analyze the impact of various param-
eters on the final result. Influence of size of t used in contour validation in contour
fitting stage, types and size of transformation from contour space to the classifica-
tion feature space are investigated further in the paper.
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Fig. 7 SVM classification rate for different reduction methods. Line m = t is marked on the
plots.

3.4 Feature Space Reduction

We tested two common approaches to feature space reduction to size m -transform-
ation to PCA and LDA subspaces. In PCA eigenvalue decomposition of covariance
matrix of LSN is calculated. In case of LDA generalized eigenvalue decomposition
from within-class and between-class covariance matrices is performed. The problem
of singularity of covariance matrices is particularly salient for within-class covari-
ance matrix used in LDA method. The LSN set contains only 22 contours for each
classes in a set of 100 classes. Additionally the feature vector xi of size 388 gener-
ated by ASM contour fitting has non zero variance only in t directions due to PDM
validation step which is simply forward and inverse PCA transformation constrained
to t directions. Hence, the rank of within-class covariance is not larger than t.

We examined influence of t and m on SVM classification rate by performing
test for selected permutations of (m, t) pairs. The size of t is constrained by singu-
larity of PCA decomposition in ASM contour fitting. The size of m is constrained
by singularity of PCA or LDA decomposition in feature space reduction step. The
classification rate of SVM with RBF kernel for not scaled and scaled data in range
[−1,1] are presented on figure 7.
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Fig. 8 Eigenvalues of PCA (left) and generalized eigenvalues of LDA (right).

Fig. 9 Comparison of classification rate between single stage PCA and two stage PCA+LDA
data reduction to size m for scaled data and SVM-RBF t=35 classifier

Reduction in PCA outperforms LDA reduction. Data scaling in case of single
stage reduction size exceeding PDM validation size (m > t) decreases classification
rate. It is probably caused by rounding errors and amplification of noise generated
in normalization and resampling procedures (Fig. 8). For t > 35 the increase of
classification rate in negligible.

Two stage method of feature space reduction was examined. In the first stage
PCA reduction to size m is performed in the next stage LDA reduction to size p is
applied. This method is known as PCA+LDA [8],[9]. The result of classification for
t = 35 and p = m are presented on figure 9. Additional LDA reduction after PCA
yields increase of classification rate by 5% in comparison to single stage PCA reduc-
tion. We observed that two stage reduction with m > t improves classification rate.
Thus for SVM classifier using directions of feature vector x with PDM eigenvalues
equal or close to zero is desired in small quantities. It can be interpreted as adding to
feature vector components of equal value for every class (positioned on the average
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(a) PCA + LDA (b) k-decimation + LDA

Fig. 10 Classification rate in function of LDA reduction p for SVM-RBF classifier t=35

(a) ASM t=35; LDA p=35 (b) ASM t=35; LDA p=55

Fig. 11 Comparison between PCA, PCA+LDA and k-decimation+LDA reduction efficiency
for scaled data and SVM-RBF classifier (k-decimation reduces vector to size n)

contour x̄). An improvement of classification rate with increase of parameter m is
not unbounded and has a certain optimal value (Fig. 9 and 10(a)).

Good classification rates were obtained by replacing first stage PCA reduction
with much simpler k−decimation. In k-decimation every k-th control point of con-
tour was selected to reduced vector (Fig. 10(b) and 11). Contours constituting fea-
ture vector (Tab. 1) were decimated separately hence size of reduced feature space
n is not alway equal to N/k.

4 Summary

Several feature space reduction method for SVM classification of contours obtained
from ASM were evaluated. Interaction between PDM validation in ASM contour
fitting and feature space reduction in SVM classification was analyzed. In reduction
of feature vector x to size m we propose to set m > t that is above the number of
features t in reduced contour vector b of PDM validation. Two stage PCA+LDA
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reduction prior classification performs better than single stage PCA or LDA reduc-
tion. First stage PCA reduction can be successfully replaced by simpler and less
computationally intensive k-decimation method (Fig. 10 and 11).
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A New Star Identification Algorithm Based on
Fuzzy Algorithms

Shahin Sohrabi and Ali Asghar Beheshti Shirazi

Abstract. The proposed algorithm is for satellite attitude determination. In this al-
gorithm, the star point pattern convert to line pattern by "Delaunay triangulation"
method, then we present a fuzzy line pattern matching. In this method, we use
the membership functions to describe position, orientation and relation similari-
ties between different line segments. The simulation results based on the "Desktop
Universes Star images" demonstrate that the fuzzy star pattern recognition algo-
rithm speeds up the process of star identification and increases the rate of success
greatly (96.4%) compared with traditional matching algorithms. In addition, since
the quality of star images play an important role in improving accuracy of star pat-
tern recognition algorithm, therefore for image pre-processing we propose a fuzzy
edge detection technique. This method highly affects noise cancellation, star fea-
tures extraction, database production and matching algorithm.

1 Introduction

Star observation is widely used by spacecraft for attitude determination. Star track-
ers determine the attitude of the spacecraft from some reference stars in the celestial
sphere. The process of determination attitude can be divided into four steps. First,
the star tracker takes the star images using the image detectors (CCD or CMOS) in
an arbitrary direction. Secondly, the microprocessor operates the image processing
algorithm on the star images and enhances the quality of them. Thirdly, the star
features are extracted based on the own matching strategy and stored in the star
database and then the star constellations are matched to a star database using by the
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star pattern recognition (SPR) algorithm. Finally, the attitude matrix and attitude
angle (Roll, Pitch, Yaw) are calculated to estimate to the attitude control system.

The third part of the process is a most crucial step, because the accuracy iden-
tification and time consumed are the most important parameters in performance of
the star identification algorithm. There are different star pattern identification al-
gorithms according to different strategies for autonomous attitude determination,
such as, triangle matching algorithm [1], grid matching algorithm [2] and [3]. Re-
cently, other algorithms, for examples, singular value decomposition (SVD) algo-
rithm [4] are also applied in this field. Some algorithms apply new neural network
techniques[5] and genetic algorithm [6] and fuzzy decision method [7], but the
algorithms are too complex to be used in the star sensors on-board a spacecraft.
Therefore to reduce the computing workload of the star identification, speed up the
identification process and guarantee high rate of success, a new star identification
algorithm based on fuzzy line pattern matching is proposed in this paper.

In this work, we focus on the third parts of the process of determination atti-
tude that described above. Therefore, after image processing operations and star
database generation, the stars point pattern is converted to a line pattern by "De-
launay triangulation" method. Then we consider three fuzzy sets, line location, line
orientation and directional relationship between lines and make use of the corre-
sponding three membership functions for line similarity measurement. Finally, for
star pattern recognition we define a cost matching function for matching the star
line patterns to star database patterns. In addition, the quality of star images highly
affects star features extraction, database production and matching algorithm. So be-
fore star pattern recognition (SPR) algorithm, the star images is processed by image
processing algorithm that can be used for improving accuracy of star pattern recog-
nition include noise cancellation and star features extraction. Therefore, we use the
optimum Gaussian filter based on fuzzy edge detection for noise cancelling. There
are many edge detection methods such as Sobel, Canny and Robert [8],[9],[10]. But
the simulation results show that the fuzzy edge detection only modifies noisy pixels
and has the minimum destructive effect on the edges of stars.

This paper is separated into five major sections: the pre-processing algorithm that
consists of noise cancellation and blurs removal is presented in second section, and
then star identification algorithm based on fuzzy line pattern matching is introduced
in the third section. In last two sections, the simulations are presented and the results
are discussed.

2 Image Pre-processing

The quality of star images highly affects star features extraction, database produc-
tion and matching algorithm. Therefore noise cancellation will play an important
role in improving accuracy of star pattern recognition algorithm.

Since the first step in features extraction is edge detection, the noises cancella-
tion must have the minimum destructive effect on the edges of stars. In this work,
the optimum Gaussian filter is used for noise cancellation. This filter only modifies
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noisy pixels. To select the noisy pixels, as the first step, we calculate the gradient
of the image by using fuzzy edge detection method. Then we calculate the centriod
of the histogram of the edges. We consider all pixels as noisy pixels, which has the
gradient value less than the centriod value and then apply the noise cancellation al-
gorithm. To calculate the centroid, assume that the gray levels values isg0,g1, . . . ,gn

respectively .Whereg0 < g1 < . . . < gn,and for any one gray value (i = 1,2, . . . ,n)
the number of pixels with their gray values equal to gi is qi, Then the centriod is
obtained as following

Q =

⎧

⎨

⎩

∑n
i=1 giqi

∑n
i=1 qi

g0 = 0
∑n

i=0 giqi

∑n
i=0 qi

g0 = 0
(1)

By using the Q threshold the star image is divided in to two black and white classes
(Ab,Aw). The background of image will be a membership of one of them. Now, the
centroid of the black and white area is obtained by using the histogram graph.

The Purpose of calculation of Aw,Ab is finding a standard way that is used for
reduction the dispersal of the histogram graph. Thus, after determination of the im-
age background, the histogram graph converges in to Ab or Aw. the process of this
method will be explained. Aw,Ab Is calculated by following mapping function G,
then the image is transferred from spatial domain to fuzzy domain.

pi, j = G( fi, j) =

⎧

⎪⎪⎨

⎪⎪⎩

fi, j− fmin
Aw− fmin

fi, j ≤ Ab
Aw− fi, j
Aw−Ab

Ab ≤ fi, j ≤ Aw
fmax− fi, j
fmax−Aw

fi, j ≥ Aw

(2)

i = 1,2, . . . ,M; j = 1,2, . . . ,N.

Where fmin and fmax denote the maximal gray value and the minimal one in the
image. M and N denote the rows and columns of the image, respectively. When
the image is changed from the spatial domain into the fuzzy domain, the fuzzy
enhancement Hr operator is adopted to realize the function of image enhancement
as follows

´pi, j = H
(pi, j)
r = H1(Hr−1(pi, j)) (3)

H
(pi, j)
r =

⎧

⎨

⎩

p2
i, j
t 0≤ pi, j ≤ t

1−(1−pi, j)
2

1−t t ≤ pi, j ≤ 1
(4)

Where r denotes the iterative times, and it has a great influence on the image en-
hancement effect. To enhance the image moderately, is usually chosen as 2 or 3.
t denotes the fuzzy characteristic threshold, and it can be chosen more flexibly in
this algorithm than the traditional fuzzy enhancement algorithm. To select the value
of t, the distribution of the histogram graph and the class of background of image
must be considered. Indeed, when t is close to 0, the histogram graph will go from
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Ab to Aw and vice versa. In this paper, we assume r = 3,t = 0.5.Thereafter, the in-
verse mapping transformation G−1 transfers the image from fuzzy domain to spatial
domain as follows

hi, j = G−1( ´pi, j) =

⎧

⎪⎨

⎪⎩

(Ab− fmin) ´pi, j + fmin fi, j ≤ Ab

Aw− (Aw−Ab) ´pi, j Ab ≤ fi, j ≤ Aw

( fmax−Aw) ´pi, j + Aw fi, j ≥ Aw

(5)

i = 1,2, . . . ,M; j = 1,2, . . . ,N

Abck,Aob j Indicates the centroid of the background (night sky) and the objects (stars)
respectively. Ultimately, after changing the color of the pixels (see Fig.1), we see
that the image is divided in to two classes with the same color Abck,Aob j. Also,
because of existing the same colors in the enhanced image, the edges will be more
continual.

Fig. 1 The image enhancement algorithm.(a) The propose algorithm (b) The result

3 Fuzzy Star Pattern Recognition

Many pattern matching problems can be simplified as a point or line pattern match-
ing task [11]. In this work, we consider fuzzy algorithm for matching line patterns.
A point pattern can be converted to a line pattern by connecting the points with
line segments, so line matching algorithms can be applied to point matching after
a proper point to line transformation. Therefore, as first step, the stars point pat-
tern is converted to a line pattern by "Delaunay triangulation" method. This section
will initially specify a description of similarity measures between line segments and
matching algorithm. The process of database generation will be given in detail. The
matching problem we need to solve here can be stated as follows. We are given a set
of star pattern (prototype pattern).

P = {p(1), p(2), . . . , p(NP)} (6)

Where Np is the number of star patterns and each star pattern is p(k) consists of Mk

line segments
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p(k) = {l(k)1 , l(k)2 , . . . , l(k)Mk
} = {(s(k)

1 ,e(k)
1 ),(s(k)

2 ,e(k)
2 ), . . . ,(s(k)

Mk
,e(k)

Mk
)} (7)

l(k)j = (s(k)
j ,e(k)

j )

Represents the starting and ending locations respectively line j in star pattern k. A
database pattern q consisting ofN line segments is denoted as

q = {l1, l2, . . . , lMk}= {(s1,e1),(s2,e2), . . . ,(sN ,eN)}, l j = {s j,e j} (8)

Represents the starting and ending locations respectively of line j in the database
pattern.

3.1 Similarity Measures between Line Segments

The key problem in matching two line patterns is that for each line in one pattern
we need to find the closest line in the other pattern. To carry out this task, we need
to define how to measure the similarity between a pair of lines in two patterns. We
consider two fuzzy sets, line location and line orientation between lines and make
use of the corresponding two membership functions for line similarity measurement.

3.1.1 Location Similarity

We can treat the mid-point of a line as its location. The distance between the loca-
tions of line i in star pattern k and line j in the database pattern is shown in Fig.2.
and can be calculated as

d(k)
i j =⎪

s(k)
i + e(k)

i

2D(k) − s j + e j

2D
⎪ (9)

Where D(k) and D are two normalization factors. In our experiments, we chose
them to be the maximum width or maximum height, whichever is larger, of the star
pattern and the database pattern respectively.

Fig. 2 Distance between lines i in star pattern k and line j in the database pattern defined as
the distance between the mid-points of the two lines.
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Assuming

s(k)
i = [

x(k)
si

y(k)
si

], e(k)
i = [

x(k)
ei

y(k)
ei

], s j = [
xs j

ys j
], e j = [

xe j

ye j
] (10)

We have

d(k)
i j =

1
2

√

(
y(k)

si + y(k)
ei

D(k) − ys j + ye j

D
)

2

+(
x(k)

si + x(k)
ei

D(k) − xs j + xe j

D
)

2

(11)

We can adjust the coordinate system so that

min{x(k)
si ,x(k)

ei }= min{y(k)
si ,y(k)

ei }= min{xs j,xe j}= min{ys j,ye j}= 0

D(k) = max{x(k)
si ,x(k)

ei ,y(k)
si ,y(k)

ei }, D = max{xs j,xe j,ys j,ye j} (12)

The location similarity between the two lines can be measured using the following
membership function

μ (k)
Li j

= cosnL (cLd(k)
i j ) (13)

Where nL and cL are constants. In our experiments, we chose nL = 3 and nL =
π
2 . The minimum value of d(k)

i j is 0 and the maximum value is 1, corresponding
to membership values of 1 and 0 respectively. In general, two lines have a large
membership value if they are close to each other and vice versa.

3.1.2 Orientation Similarity

The difference between the orientations of a pair of lines plays an important role in
matching the two lines. We define the membership function to measure the orienta-
tion similarity between line i in star pattern k and line j in the database pattern in

terms of the angle, θ (k)
i j between the two lines as follows

μOi j
(k) =⎪cosno (cOθ

(k)
i j )⎪ (14)

Where nO and cO are two constants, and

θ (k)
i j =⎪arg(s(k)

i − e(k)
i )− arg(s j− e j)⎪ (15)

Where arg means the argument or phase of a vector. In our experiments, we chose
nO = 3, and cO = 1. The angle is measured anti-clockwise from line i in star pat-
tern k to line j in the database pattern. The membership value does not change if the
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angle is measured anti-clockwise from line j in the database pattern to line i in star
pattern k. In general,

0≤ θ (k)
i j ≤ π (16)

So the membership value is in the range of [0,1]. Two lines have a large membership
value if they have similar orientations and vice versa.

3.2 Matching Algorithm

Our task here is to compare each star pattern with the database pattern so that the
correspondence relations between the lines in a star pattern and the database pattern
are identified and the best matching star pattern is determined. We make use of three
similarity measures described in the preceding section to match a pair of lines. This
can be done using the Shannon’s entropy function. Since we need the matching cost
to decrease as the similarity measure increases, we make use of only the second half
of the entropy function, which is a monotonic decreasing function for 0.5 < μ < 1.

H(μ) =−(0.5 + 0.5μ)ln(0.5 + 0.5μ)− (0.5−0.5μ)ln(0.5−0.5μ) (17)

Now H(μ) is a monotonic decreasing function for 0 < μ < 1, which can now be used
as a cost function if we treat μ as the membership value of a similarity measure.

The cost for matching line i in star pattern k and line j in the database pattern can
be defined as the weighted summation of the two components corresponding to two
similarity measures

C(k)
i j = aLC(k)

Li j + aOC(k)
Oi j (18)

Where aL = aO = aR = 1 in our experiment. Finally, the cost for matching star pat-
tern k and the database pattern is

Ck =
1

Mk

Mk

∑
i=1

N
min
j=1

C(k)
i j (19)

The line in database pattern that best matches line i in the star pattern is

ji = argmin
j=1

C(k)
i j (20)

4 Star Database Generation

In order to find stars rapidly, the star features are extracted and stored in the star
database.

After image pre-processing, we converted the star point pattern to line pattern
by "Delaunay triangulation" method. This process is shown in Fig.3. Then to star
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Fig. 3 (a)The guide stars. (b)The Delaunay triangulation

database generation the similarity measures are calculated as description in the pre-
ceding section and stored in the star database.

5 Simulation Results

We performed experiments in MATLAB environment, the simulation results based
on "Desktop Universe Star Images"[12] is done in two steps. First, the image pro-
cessing and guide stars selection is performed (see Fig.4). Then we apply the pro-
posed algorithm on the star line pattern to compare with the star database pattern.

Fig. 4 The results of the proposed star image processing algorithm. (a) The noisy star image.
(b) Noise cancellation. (c) Star detection. (d) Labeled Stars.

Table 1 Simulation results between algorithm in this paper and triangle algorithm

Algorithm Recognition reliability(%) Recognition time(ms)

Triangle Algorithm 91.30 1525

The Proposed Algorithm 96.40 1756
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For the convenience, the performance of this method and the triangular pattern
algorithm is compared in Tab.1. This simulation is repeated for 50 star images
(128×128 pixel).

6 Conclusions

Efficient line matching procedures are useful for solving many pattern recognition
problems. In this paper, we have presented a fuzzy line matching algorithm for star
pattern recognition. Fuzzy algorithms can be used effectively for line pattern match-
ing since they can deal with many ambiguous or fuzzy features of noisy star line
patterns. In this method, we use the membership functions to describe position, ori-
entation similarities between different line segments which are obtained from the
star point patterns. Combining these similarities, we can match a line in a star pat-
tern with a line in the database patterns if the two lines have similar measurements
in the patterns. Experiment result demonstrates the efficiency and accuracy of the
proposed algorithm is higher, and the memory requirement is lower, compared with
the traditional star pattern recognition algorithm.
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User Authentication Based on Keystroke
Dynamics Analysis

Agata Kolakowska

Abstract. In this paper a few methods used to authenticate users on the basis of
their keystroke dynamics have been presented. Two of the methods define distance
measures to compare typed texts. The third method examines feature distribution pa-
rameters. Some modification of one of the methods has been proposed. The methods
have been tested and their performance compared on two data sets. Finally the three
methods have been combined to generate another decision rule, which has been also
compared with the three original ones.

1 Introduction

Keystroke dynamics is one of behavioral characteristics which may be applied to
classify, authenticate or identify users. The advantage of the keystroke dynamics
is that it is a very natural type of biometrics which does not require any spe-
cial hardware. Moreover, it is not as intrusive as some other methods. It is pos-
sible to collect the keyboard rhythm information during the normal computer us-
age. The difficulty with behavioral features is that they are not stable along time.
One’s typing rhythm depends not only on the time when it is recorded, but also on
the type of hardware used and the text being typed. That is why the applications
based on keystroke dynamics usually give higher error rates than those analysing
some physiological features like for example fingerprint, palm, iris etc. In spite of
this keystroke rhythm analysis may be used as an additional method to protect a
system.

The study presented in this paper is a part of a research project focused on cre-
ating a biometric security system for mobile workstations. It is being realized at the
Department of Knowledge Engineering of the Faculty of Electronics, Telecommuni-
cations and Informatics at the Gdansk University of Technology. To protect mobile
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devices, the system will analyse both physiological and behavioral characteristics.
One of the modules will perform the keystroke dynamics analysis to authenticate
users.

2 Analysis of Keystroke Dynamics

Many approaches have been investigated in order to classify, authenticate or identify
users on the basis of their keystroke dynamics. Some of them apply common classi-
fiers trying to discriminate between the samples of an authorised user and all other
samples [1, 2, 3]. Methods of another group, usually used in outlier detection, as-
sume there are only samples of one user and they try to find a boundary surrounding
this set of samples [4].

The type of input data is what different methods have in common. Usually, to
collect training data, the times of pressing and depressing all or some of the keys
are recorded. Such data let us extract features which are usually single key times, i.e.
the times between pressing and depressing these keys; and sequences times, which
are the times between pressing the first and pressing or depressing the last key of a
sequence.

This study focuses on three methods. The first two are based on distance mea-
sures defined to estimate the similarity between two typed texts. The first measure,
called relative, is the degree of disorder of an array. It has been proposed and thor-
oughly explored in [5, 6]. Let us suppose that two text samples are represented as
ordered arrays A and B containing the times of sequences of a given length. Only the
sequences which appear in both texts are taken into account. The distance between
these two arrays is defined as:

d(A,B) = ∑n
i=1 di(A,B)

dmax
, (1)

where n in the length of table A and B; di(A,B) is the distance between the position
of the i− th element in table A and its corresponding element in table B; dmax is the
maximum disorder which is n/2 if n is even or (n2− 1)/2 otherwise. The distance
falls within the range [0, 1].

The second measure, called absolute, is defined as follows:

d(A,B) = 1− s/n, (2)

where s is the number of similar sequences. Two sequences with their duration times
t1 and t2 are regarded as similar if

1 < max(t1,t2)/min(t1, t2)≤ t, (3)

where t > 1 is a parameter which has to be adjusted experimentally.
To classify a new sample X a simple minimum distance rule may be applied, i.e.

X is classified as a sample of user A if the mean distance between X and samples
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belonging to A is the smallest. In the case of authentication the decision rule be-
comes more complicated. Suppose a new sample X appears and it claims to be a
sample of user A. First of all the mean distance between A’s samples m(A) has to be
calculated. Then X is identified as belonging to the user A if

1. the mean distance between X and A’s samples md(X ,A) is the smallest and
2. X is sufficiently close to A, i.e. md(A,X) is smaller than the average distance

between A’s samples m(A) or md(A,X) is closer to m(A) than to any other
md(B,X).

The rules above may be presented as the following inequality:

md(A,X) < m(A)+ k[md(B,X)−m(A)], (4)

where the parameter k ≤ 1 enables to balance between the false acceptance rate
(FAR) and the false rejection rate (FRR). The higher the value of k, the lower the
rejection rate. If k = 1 the above inequality describes the classification rule. Lower
values of k mean more secure system.

The authors of [5, 6] proposed some modifications of the original distance mea-
sures (1) and (2). If one wants to take into account the duration times of sequences
of different lengths it is possible to sum the distances. For example to take advantage
of both 2-key and 3-key sequences the distance measure may be defined as:

d(A,B) = d2(A,B)+ d3(A,B)∗ n3/n2, (5)

where d2(A,B) and d3(A,B) are the distances based on sequences of length 2 and 3
respectively; n2 and n3 are the numbers of these sequences.

In this study a different way of incorporating sequences of different lengths has
been introduced. The idea is to represent a text by one ordered array which contains
the times of sequences of different lengths. Usually it would give the same results
as (5). The difference may appear in case of relative distance (1) when the time of
a sequence of length l is shorter than the time of sequence of lenght m for l > m.
However this happens very seldom, it is also worth noting. Suppose there are two
texts A and B and there are only four common sequences: ab, 5c, apa, wml. Let the
times for these sequences for the two texts be:

1. A : t(ab) = 0.150,t(5c) = 0.230, t(apa) = 0.250, t(wml) = 0.300;
2. B : t(ab) = 0.140,t(apa) = 0.230, t(5c) = 0.235, t(wml) = 0.290.

The distance between A and B calculated according to (5) would be 0, because the
order of 2-key elements in A and B is the same and the order of 3-key elements in
the corresponding arrays is the same as well. Whereas the distance calculated after
creating one array for each text would be greater than 0. This subtle difference might
be meaningful if the number of common sequences is low.

The described methods have been compared with a method base on the analysis
of feature ditribution parameters. Let us suppose there are some texts of user A
represented as feature vectors containing the duration times of sequences or single
keys. Then for each feature its mean value μi and standard deviation σi may be
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estimated. When a new sample X appears and it claims to be a sample of user A
then the following inequality is checked for every feature:

μi−σi < Xi < μi +σi (6)

where Xi is the i− th feature of X , i = 1,2...n, n is the number of features. If the frac-
tion of features which fall within the interval defined by (6) exceeds a pre-specified
minimum value, then the user X is authorised as A.

3 Experiments

3.1 Training Data

A web application has been created to collect training data. When a user of this ap-
plication typed a text, the times of pressing and depressing all keys were saved in
a file. Fourteen volunteers took part in the experiments. They were given one fixed
text, which was a piece of a famous Polish poem and it contained about 600 char-
acters. The volunteers were asked to retype the text at least four times. They could
not write a text more than once a day. They were allowed to make corrections while
typing in the way they preferred, i.e. using backspace, delete, moving with arrows or
mouse. The preferences in correcting errors could also characterize users. However
in these experiments they were not examined. Even if the texts were not rewritten
perfectly, they were still taken into account. Finally the training set contained 58
texts written by 10 users. The number of texts per user was between 5 and 8. More-
over there was also an additional set of 26 texts written by other users, i.e. users not
present in the main training set.

Two types of error rates were estimated. The false rejection rate (FRR) was cal-
culated on the basis of 58 identity verifications of the users from the training set in
a standard leave-one-out validation method. The false acceptance rate (FAR) con-
sisted of two components. The first one was estimated using the examples of the 10
users in the main training set. Each example, together with other examples of the
same user, was taken out from the set. Then, while claiming succesively to be one
of the remaining nine users, its identity was verified. It gave 58x9=522 tests. The
next FAR component was estimated using the 26 examples from the additional set
of examples. Each of these exaples was tested as belonging to one of the 10 users
present in the training set, which gave 26x10=260 trials.

The second data set was a set of free texts. The same volunteers were asked to
type 7-10 lines on whatever they wanted to. The rules on the frequency of typing
and making corrections were the same as in the case of the given text. In this way
a training set containing 165 texts written by 11 users was created. Moreover there
was another set containing 16 texts written by users not present in the training set.
The error rates were estimated in the way mentioned above. The number of trials
performed to calculate FRR was therefore 165, whereas the number of tests accom-
plished to calculate FAR was 1826 (165x10+16x11).
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3.2 Experimental Results

The first experiments were done for the method based on the relative distance mea-
sure (1) called R-method. This method has been tested for the sequences of different
lengths. First of all 2-key sequences common for all texts were found. Then the texts
were presented as arrays containing the times of the 2-key sequences. As the num-
ber of all sequences of this length present in all the texts was very high, only the
most frequent 20 sequences were taken into account. The method was tested for
different values of the parameter k in (4). The results obtained in this case are not
satisfying as it is shown in table 1, columns a). Then all 3-key sequences were taken
into account. The number of those sequences was 72. The error rates were much
lower now: FRR = 10.34% while FAR = 4.22%. There might be two reasons for
this: greater number of features and longer sequences which mean more informa-
tive features. To verify these presumptions the method was also tested for 4-key and
finally 5-key sequences. The numbers of them were 32 and 12 respectively. The
results for 4-key sequences were better than for the 2-key ones, but slightly worse
than for 3-key ones. The results for 5-character sequences were even worse than in
the case of 2-key ones. The reason for this was that there were only 12 sequences
of length 5. Noticing the influence of the number of features (i.e. sequences) on
the error rates, it has been decided to combine sequences of different lengths in
one feature vector. By combining sequences of lengths 2, 3, 4 and 5 in single fea-
ture vectors, 137-dimensional feature vectors were created. This approach brought
about significant improvement in the performance of the method. The FRR became
6.90% while FAR 3.96% as it may be seen from table 1, columns c).

The R-method has been also tested for free texts. It is obvious that the number of
common sequences in this case was much lower, because they were extracted from
completely different texts. There were 25 2-key sequences and one 3-key sequence.
All these 26 features were put together in one feature vector. The results obtained for
these data are shown in columns a) of table 2. To reduce the error rates it has been
decided to make the feature vectors longer by adding the times of pressing single
keys. The 20 most frequent keys were selected and such 20 features were added to
the previous feature vectors. As it may be seen from columns b) of table 2 the error
rates became much lower: FRR = 3.65% while FAR = 2.74%.

The same experiments were performed for the method based on the absolute
distance measure (2) called A-method. First of all the method has been tested to
select the value of parameter t in (3). The best results were obtained for t=1.25 and
t=1.35, so the value of 1.25 was chosen for experimenting with method A for all
data sets. In the case of given text the experiments were done for the sequences
of lengths from 2 to 5 and finally for feture vectors created by combining all the
sequences. The best results were obtained for the combined data which is shown in
table 3, columns c). In this case the FRR was 8.62% while FAR 6.65%.

In the case of free texts the A-method did not show the same characteristics as
method R, i.e. adding the times of pressing single keys did not improve the perfor-
mance. The best results for this set of data was obtained for feature vectors created
by combining 2 and 3-key sequences. These results have been show in table 4.
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Table 1 Error rates for the R-method obtained in authenticating users on the base of the given
text

sequence length: a) 2 b) 3 c) 2,3,4,5

k FRR[%] FAR[%] FRR[%] FAR[%] FRR[%] FAR[%]

0.3 53.45 3.45 31.03 0.38 31.03 0.38

0.4 43.10 3.58 20.69 0.38 20.69 0.51

0.5 41.38 4.35 17.24 0.38 13.79 0.51

0.6 39.66 4.60 17.24 0.77 12.07 1.02

0.7 36.21 5.75 13.79 1.79 10.34 1.79

0.8 34.48 7.16 10.34 4.22 6.90 3.96

0.9 31.03 8.70 10.34 7.16 5.17 6.78

1.0 29.31 10.10 10.34 10.61 5.17 10.74

Table 2 Error rates for the R-method obtained in authenticating users on the base of free texts

sequence length: a) 2, 3 b) 1, 2, 3

k FRR[%] FAR[%] FRR[%] FAR[%]

0.3 36.97 0.99 18.18 0.55

0.4 32.12 1.31 12.12 0.77

0.5 28.48 2.08 7.88 0.99

0.6 24.24 3.12 7.27 1.92

0.7 23.03 4.05 3.64 2.74

0.8 21.82 5.20 1.21 4.33

0.9 21.82 7.23 1.21 6.52

1.0 20.61 9.80 1.21 9.86

Table 3 Error rates for the A-method obtained in authenticating users on the base of the given
text

sequence length: a) 2 b) 3 c) 2,3,4,5

k FRR[%] FAR[%] FRR[%] FAR[%] FRR[%] FAR[%]

0.3 50.00 2.94 27.59 0.13 22.41 0.13

0.4 41.38 3.20 22.41 0.26 20.69 0.38

0.5 36.21 3.71 20.69 0.77 15.52 0.51

0.6 32.76 4.48 20.69 1.15 13.79 1.41

0.7 29.31 5.75 17.24 3.07 13.79 3.20

0.8 29.31 7.16 15.52 4.86 12.07 4.86

0.9 27.59 8.70 13.79 7.93 8.62 6.65

1.0 27.59 10.49 12.07 10.49 6.90 10.74
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Table 4 Error rates for the A-method obtained in authenticating users on the base of free texts
described as combined sequences of length 2 and 3

k FRR[%] FAR[%]

0.3 28.48 1.37

0.4 25.45 1.97

0.5 21.21 2.57

0.6 17.58 3.01

0.7 14.55 4.16

0.8 13.33 5.26

0.9 12.12 7.34

1.0 10.30 9.69

The third method, which has been tested, was the method based on the analysis
of feature distribution parameters. It has been investigated for different values of the
minimum fraction of features (denoted as p in the result tables) which should fulfil
the inequality (6) to acknowledge a user to be an authorised one. In this case the
experiments were performed for all features, i.e. the sequences of different lengths
and the times of pressing single keys put together in single feature vectors. Therefore
the number of features was 157 for the given text and 46 for free texts. The results
for these two sets of data are presented in tables 5 and 6.

Changing the parameters of the methods causes changes of the FRR and FAR
values. The best way to compare different methods is to fix the FRR for example
and then to adjust the parameters of the methods to achieve this value of FRR for
every method. Then the methods may be compared and estimated on the basis of the
FAR value obtained for the given FRR. Taking this into consideration and analysing

Table 5 Error rates for the method based on distribution parameters obtained in authenticating
users on the base of the given text described as sequences of lengths 1, 2, 3, 4 and 5

p FRR[%] FAR[%]

0.45 0.00 32.48

0.47 1.72 26.73

0.49 5.17 20.84

0.51 5.17 16.11

0.53 10.34 12.92

0.55 13.79 10.49

0.57 18.97 7.93

0.59 27.59 5.50

0.61 34.48 4.22

0.63 44.83 3.20
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Table 6 Error rates for the method based on distribution parameters obtained in authenticating
users on the base of free texts described as sequences of lengths 1, 2, 3

p FRR[%] FAR[%]

0.47 1.21 38.77

0.49 2.42 32.15

0.51 4.85 25.96

0.53 6.06 20.32

0.55 6.06 16.59

0.57 10.30 13.31

0.59 12.73 10.84

0.61 15.76 8.32

0.63 21.21 6.96

0.65 27.88 5.64

0.67 33.94 4.71

0.69 39.39 3.50

0.71 46.06 2.30

carefully the presented results it may be noticed that for both data sets the method
based on the feature parameter distributions gives the highest error rates. For ex-
ample for FRR = 5.17%, the FAR is 6.78% for the R-method and 16.11% for the
feature distribution method. When comparing the R-method and the A-method it
may be shown that method R gives better results. For example when FAR is about
6.7% then the FRR is 5.17% for method R and 8.62% for method A. These con-
clusions are true for the two sets of data explored in this study, but they should
not be generalised. To generate more general conclusions, more data sets should be
investigated.

One more experiment has been performed in the efforts to improve the system’s
accuracy. The idea was to combine the three decision rules by voting. The combined
rules were generated by method R, method A and the method based on feature
distribution parameters. If more than one of the three rules classified the unknown
sample as an authorised one then the final decision rule returned "authorised" as
well, otherwise the final decision was "unauthorised". It was possible to reduce the
error rate for the data set made of the given text. Eventually the FAR was 4.09%
for FRR 5.17%, while for the best of the three combined methods used alone the
FAR was 6.78% for the same value of FRR. Combining the rules did not improve
the accuracy in the case of free texts data set.

4 Conclusions

In this study the performance of three known methods used to authenticate users
on the basis of their keystroke dynamics was compared. The experiments were
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performed on two sets of data: one created by retyping a given text and the other by
typing any texts. The first two methods were sligtly modified by merging the fea-
ture vectors representing the times of key sequences of different lengths. Moreover
even the single key duration times were added to the same vectors. This modifi-
cation improved the quality of the methods when compared to their original form.
Greater number of common sequences in the texts usually gave better results. More
improvement has been achieved after creating a voting decision rule which was a
combination of the three rules tested separately.

Further experiments are planned to continue this study, including testing a few
more methods, testing more data sets, gathering more training data for each data set.
Finally a method is going to be chosen to be implemented in a real life environment
as an additional biometric protection method for mobile workstations.
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Determining Feature Points for Classification of
Vehicles

Wieslaw Pamula

Abstract. The paper presents a discussion of feature point detectors characteristcs
for use in road traffic vehicle classifiers. Prerequisities for classifying vehicles in
road traffic scenes are formulated. Detectors requiring the least computational re-
sources suitable for hardware implementation are investigated. A novel rank based
morphological detector is proposed which provides good performance in corner
detection which is of paramount importance in calculating projective invariants of
moving objects.

1 Introduction

Gathering information on road traffic flow is now commonly done with devices
based on image processing [1], [2]. Sophisticated traffic control schemes, especially
coordination of traffic flow in road networks, require not only simple data on the
number of moving vehicles but also the parameters descibing the dynamics of their
movement. A good indication of movement dynamics is provided by distinguishing
vehicle classes.

The knowledge of the size and type, in short class, of vehicles enables the estima-
tion of flow disperssion parameters, traffic lane occupancy factors, queuing process
parameters. Additionally discriminating objects, other than vehicles is also of much
interest, specially for ensuring safety in interaction between for instance: pedestri-
ans and vehicles, in traffic situations.

Currently available vision systems for traffic control evaluate the occupancy of
detection fields for the assesment of vehicle class. Elaborate detection field config-
urations, mimicing vehicle shapes, enable rudimentary classification of vehicles in
most cases inadequate for traffic control.
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The problem of vehicle classification requires resolving such issues as: definition
of vehicle classes, aspects of world scene to camera image projection, complexity of
discrimination algorithms, processing resources for implementing devised actions.

The paper is divided into four parts. First the prerequisities for vehicle classifi-
cation are presented. The followig section proposes a classification scheme based
on geometric invariants. The scheme relies on robust acquisition of feature points
describing geometric properties of vehicles. The third section introduces a novel
feature detector based on morphological operations. The performance of the de-
vised detector is compared with with feature points detectors of comparable com-
putational complexity that is SUSAN and FAST. Conclusions are drawn in the last
section

2 Vehicle Imaging

Traffic is monitored with CCTV cameras situated above or beside traffic lanes. This
leads to a distorted view of travelling vehicles. Vehicle sizes are not preserved as
they proceed along observed traffic lanes. To determine a space transform system
for proper classification of objects a camera model is utilized. Using this model the
field of view of the camera is calibrated to obtain the correct vehicle size estimation.

Fig. 1 Camera field of view.

Fig. 1. shows the position of the camera relative to the traffic lane. A camera is
assumed located at a height h above the ground and a perpendicular distance d from
the edge of the lane. It is directed at an angle β with respect to the road axis and
tilted α to the ground.

The projection of a point in the coordinate system of moving vehicles onto an
image plane of the sensor of the camera is additionally determined by hardware
factors such as focal length of used optics, aspect ratio of the integrated light sensor
[6]. The camera view model can be represented by the projection matrix M using
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a homogeneous coordinate system in which the space point PW [X ,Y,Z,1]T and the
projected image point PI[x,y,1]T are related:

PI = MPW

M = HC
(1)

Decomposing M into a hardware factors matrix H and a relative camera position
matrix C, shows the transform details:

H =

[ f Sx 0 px

0 f Sy py

0 0 1

]

C =

[ r1 tx
r2 ty
r3 tz

]

(2)

where f is the focal length, Sx and Sy are the scaling factors, px and py are the offset
parameters, r1,r2, r3 represent the components of camera rotation and are functions
of α , β angles while tx, ty, and tz are the translation parameters related to h and d.

Depending on values of these factors the projecttion distortion can be very
significant.

Vehicle classes

Classifying vehicles for estimating traffic flow dynamics is dependent on the model
of traffic which is utilized for carrying out control and planning schemes in ITS
networks [3]. Number of classes is derived on the basis of required accuracy of
modelling. It is usually between 3 and 8 the most common being 4. Considering a
rough approximation of traffic flow model based on cellular automata four vehicle
classes are adequate [4]. Fig. 2 presents models of vehicle classes used in traffic
modelling. Vehicle shapes are modelled using polyhedrons which is an important
characteristic for devising a classification scheme based on geometric invariants.
Places of intersection of polyhedron side edges are point features so called corner
points.

The aim of classification is to match an object to one from a set of class templates.
A template may be defined in a number of ways: by a set of features, using a model,
with a transform invariant. Matching is performed by analyzing the distance of the
object description to the template. The distance measure is defined in the appropriate
feature, model or transform space.

Feature based classification

Features such as corners, edge segments, patches of uniform pixel values and fork
shapes are utilized for characterizing objects. Classes are defined by sets of relative
positions of chosen features. A measure of matching distance for the prepared set is
devised which is optimized for implementation. Successful classification requires a
careful choice of features characterizing objects.
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Fig. 2 Vehicle classes. Visible polyhedron sides marked

Objects moving in the field of view of the camera change their dimensions and
appearance. A correct classification must use movement invariant features or some-
what limit the area of movement to minimize distortion.

Model fitting

Model fitting is based on matching wire models of objects. The models represent av-
erage object contours. Matching consists of finding models that coincide with object
edges or segment approximations of object contours. The wire models are prepared
off-line by projecting 3D polyhedrals as in fig.2 onto the image plane using eq.1
when the camera parameters are known or utilizing a field of view calibration pro-
gram. When the field of view of the camera covers a large area and object features
are hard to discern due to low camera resolution applying model fitting delivers a
solution for classification. This approach is especially useful when tracking objects
with occlusions in highly cluttered environment.

The resulting models are cut into segments, hidden segments are eliminated. A set
of segments for each class is defined. The segments are additionally characterized
by weights indicating their significance in total length of segments of the model.
The matching process should also take into account the contents of interior of the
model to avoid erroneous matching to road features instead of vehicles.

3 Geometric Invariants for Vehicle Classification

The imaging process of camera may be modelled by projective transform as shown
in section 2. It does not preserve distances nor ratios of distances, a measure that
is preserved is known as cross-ratio. Cross ratio is defined using points, lines or
planes [6]. No invariant can be found for 3D points in general configuration from a
single image [9]. Additional information on the geometric relations of the points is
required. Using 6 points on two adjacent planes is adequate for defining an invariant
[5]. Two of the points lie on the intersection line of the planes. Fig 3. ilustrates the
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Fig. 3 Coplanar points for invariant calculation

invariant construction. Reviewing fig. 2 one observes multiple "plane" intersections
that is common segments of polyhedron sides maping vehicle shapes.

Cr(v1,v2,v3,v4) =
d13d24

d14d23
(3)

where: vi - plane points polyhedron side vertices, di j - distances between vertices vi

and v j.
Using this measure an invariant is derived suitable for characterizing rigid poly-

hedral objects moving or variously placed in the field of view of a camera.

I =
T123T456

T124T356
(4)

Where Ti jk are areas of triangles with vertices i, j,k. Expressing areas in terms of
vertex coordinates on the image plane the invariant:

I =

∣
∣
∣
∣
∣

v1 1

v2 1

v3 1

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

v4 1

v5 1

v6 1

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

v1 1

v2 1

v3 1

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

v4 1

v5 1

v6 1

∣
∣
∣
∣
∣

(5)

An object class is defined by a set o vertices selected to cover characteristic points
which distinguish the class objects. These points must lie on two intersecting planes.
Movement invariants for objects are sensitive to vertex coordinate extraction errors.
It is vital to diminish transform and calculation errors.

It can be noted that a way to diminish errors is to define reference vertex points
which lie as far apart as possible on the examined object. Fig. 2 shows preferable
vertex points on vehicle models. These are roof top, front window vertices, head
light centres. In order to enhance the robustness of classification a model is defined
by two to four sets of reference points.
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The off-line preparation of invariant values does not require the knowledge of
camera parameters. 3D line drawings of models are adequate for estimating invari-
ant values.

4 Detection of Corners

The search for corners - vertex points is effectively done using template matching,
filtering in frequency or space domain. Template matching done with matrix oper-
ations requires considerable processing power, whilst filtering is usually performed
with DSP devices.

Detectors such as Harris, DoG, SIFT, SURF evaluate space characteristcs in the
vicinity of a pixel at one or a number of space scales determining values of feature
vectors attributed to this pixel. Their computational complexity is high thus impair-
ing their use in hardware based vision systems suitable for road traffic applicaations.

Low complexity corner detectors such as SUSAN, FAST and based on morpho-
logical operations HMT promise atractive performance but require carefull tuning
of their parameters.

4.1 Rank Order Hit-or-Miss Transform

Morphological operations on gray scale images evaluate extrema of pixel values in
image patches bounded by structuring elements. Templates are extracted using hit-
or-miss transforms. The transform is defined using a number of descriptions [10]
The prevailing approach is to use an interval operator which distinguishes pixels p
of a range of values covered by a pair of flat structuring elements SE1, SE2:

η[V,W ](F)(p) =

{ (F"SE1)(p) if(F"SE1)(p)
≥ (F⊕SE2)(p)+ t1− t2 
= ∞

0 otherwise

(6)

The structuring elements in gray scale correspond to binary SEs: SE1 covers the
object pixels, SE2 covers the background. Value t1 + t2 defines the range of values
of the SEs.

Fig. 4 Structuring elements for HMT: light gray - SE1, dark gray- SE2
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Fig. 5 Vertex points on observed vehicles

The crucial task is the detemination of the shape of the structuring element. The
structuring element must accomodate for different positions of corners. It’s size
should match the size of objects in the observation field of the camera. Fig. 4 shows
SEs which were examined for detection of corners in images. The structures de-
tect groups of pixels which differ exactly by a set value from their neighbourhood
companions, these are potential candidates for vertex points.

Corner detection tests carried out using sequences of road traffic images with
different ambient lighting was erratic. The failure may be accounted to the high pre-
cission of template extraction. Discriminating conditions eq.6 had to be met exactly.

A way of weakening the conditions was to depart from the basic definition of
erosion and dilation for gray scale images [11]. Fuzzy morphological operations
and rank filters were considered.

Using order statistic filtering the set of pixel values covered by SE is sorted in
ascending order and the kth value is chosen as the filter output. Minimum is rank 1
filter, maximum is rank n filter, n is the number of SE elements.

Rank filters enable partial classification of pixels covered by SEs. This brings
insensitivity to corner shape and light changes. Tests were caried out using differnt

Fig. 6 Vertex points detected using FAST and SUSAN detectors
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rank filters. The most succesfull proved to be the median filter. Fig.5. shows ex-
emplary, out of a set of a few hundred traffic image sequences, results of corner
detection using the devised median HMT detector. The detector used the right pair
of structuring elements fig.4. First and second pair produced vehicle edges.

The detector was tested with different threshold values t1, t2. Results prove good
detection of corner points. The detected points can be used to calculate geomet-
ric invariants of vehicles for distinguishing vehicle classes. Fig.6. presents corner
detection using SUSAN and FAST detectors for comparison.

5 Conclusions

Rank order HMT based feature point detector extracts vehicle corners suitable for
calculating geometric invariants. It is based on a sorting scheme which can be very
efficiently implemented using a pipelined sorting network. Work is being done in
implementing the devised detector in a FPGA based vehicle classifier for use in
road traffic control.
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Edge Detection Using CNN for the Localization
of Non-standard License Plate

L.N.P. Boggavarapu, R.S. Vaddi, H.D. Vankayalapati, and K.R. Anne

Abstract. Automatic license plate localization is one of the crucial steps for any
intelligent transportation system. The location of the license plate is not same for
all types of vehicles and in some developing countries the size of the license plate
also varies. The localization of such a license plate requires a series of complex
image processing steps in which edge detection plays major role, as the edges give
crucial information regarding the location. In order to localize the license plate in
real time, the amount of data to be processed must be minimized at the stage where
the edges are identified. In this work we proposed Cellular Neural Network based
edge detection for real time computation of edges. The performance of the proposed
method has been evaluated over the collected database of 100 images with license
plates located at different location. Based on the experimental results, we noted that
Cellular Neural Network based edge detection improves the performance in non
standard license plate localization when compared with traditional edge detection
approaches.

1 Introduction

In the recent years due to the development in growth potential of the economies
of the world and increase in purchasing power of the people towards two and four
wheelers, the importance of traffic monitoring has raised the attention to Intelligent
Transport Systems (ITS). These systems are to improve transportation safety and
to enhance productivity through the use of advanced technologies. ITS tools are
based on three core features; information, communication and integration that help
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operators and travelers make better and coordinated decisions. One of the most
important applications of ITS is the Automatic license plate recognition (ALPR).
ALPR is a mass surveillance system that captures the image of vehicles and recog-
nizes their license number. This system has been utilized in many facilities, such as
parking lots, security control of restricted areas, traffic law enforcement, congestion
pricing, and automatic toll collection. License plate localization (LPL) or license
plate detection is used to locate license plates from vehicle images accurately and
efficiently [1]. This task is most crucial and significant step towards development
of a complete ALPR. The success of higher level processing, localizing the licence
plate, depends more on how good the edges are detected because edges contain a
major function of image information. There are mainly three criteria to improve
methods of edge detection. The first and most obvious is low error rate, the second
criterion is that the distance between the edge pixels as found by the detector and
the actual edge is to be at a minimum and the third criterion is to have only one
response to a single edge. The present paper analyzes the performance of licence
plate localization by using the above criteria of edge detection algorithms.

License plate localization means recognizing location of license plate region
from offline vehicular images. Several algorithms have been proposed for Plate lo-
calization. These can be classified into morphology based, vertical edge density
methods, edge statistics, rank filters, histogram analysis, artificial neural networks,
fuzzy and template based methods. A morphological based approach is used by [2]
on modifying the conventional approach to yield a cleaner result on complex images
by applying heuristics. The methods like edge based & Histogram are normally sim-
ple and fast but they are sensitive towards noise [3]. A method based on Rank filter
is used by [3] for localization of license plate regions is not suitable for skewed li-
cense plates. The method based on vertical edge detection followed by binarization
is applied to a Swedish license plates are reported by Bergenudd [4] will not give
better results for non-uniformly illuminated plates. The method based on artificial
neural network (ANN) for the localization of Chinese Vehicle License Plates is not
suitable for more complex back ground plates. Another method Sliding concentric
windows is used in [5] for faster detection of region of interest. The method based
on Horizontal Soble’s operator for the localization of Spanish license plate in the
low saturation areas of the image is for plates with white background and black
characters [6]. The method based on vertical edge density methods is reliable when
the blur is very low [7]. A method to localize Iranian license plate is done in [10].
This method uses Sobel’s operator followed by Otsu’s binarization method followed
by morphological operations. A method to localize Saudi Arabian License plate is
done by [11]. This approach reduces the computation time by detecting only vertical
lines. Additional edge extraction based approaches are discussed by [12] and [13].
Even though several approaches are available to localize licence plate, in develo-
ping countries like India, there is a difficulty of localizing as the license plate is not
affixed in its proper position.

In this work we analyze the performance of licence plate localization by using
the said criteria of edge detection algorithms and exploits the use of CNN in real
time computation of edges.
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2 Proposed Method for Licence Plate Localization

The proposed methodology involves the step, isolation of the license plate region
from the input image [13]. Flow chart of the methodology is given in Fig. 1. It has
two main processes namely, pre-processing and morphological operations. In the
steps of preprocessing, enhance the contrast using cumulative probability density
function, convert the obtained image in binary format and on that apply efficient
edge detection algorithm (Here we made a comparative study of Canny, Sobel, Pre-
witt, LOG and Cellular Neural Network based edge detection methods) and finally
perform the important morphological operations to localize license plate.

Fig. 1 Illustration of licence plate localization approach

3 Contrast Enhancement

Enhancing the contrast is very basic step in pre-processing because an image with
good contrast detect the finest edges (The contrast enhancement technique). It is
used to obtain an image within a given area, from a dark specimen and also improve
visual quality of it [8]. It is an image processing technique that accentuates image
detail by redistributing the range of color or gray display values.

At first step pixel matrix of the input image is calculated. The pixel matrix thus
obtained has intensity values which are the discrete grey levels of the image. Let
the image have L discrete grey levels ranging between X0,X1....XL−1 . Here X0 is
the minimum intensity and XL−1 is the maximum intensities of the image. X(i, j) ∈
X0,X1....XL−1 for all (i, j). Calculate the probability density of a grey level using
P(Xk) = nk/n and cumulative density C(X) of each grey level by using Equation (1).

C (Xk) =
k

∑
j=0

P(Xj) (1)

where Xk = x for k = 0,1, ....,L−1 Now apply transform function f (x) for the input
image, X by using the Equation (2).

f (x) = X0 +(XL−1−X0)C(x) (2)
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4 Edge Detection

The contrast enhanced image is then converted into binary image (a digital image
that has only two possible values for each pixel and is stored as a single bit (0
or 1) and this image is given as input to analyze the quality of edges from the edge
detection algorithms. For fast and efficient processing of the images for localization,
only most important information has to be processed, identifying and locating sharp
discontinuities, and the rest has to be left out. It is one of the basic and very important
image processing tasks [7]. In general, edge detection methods may be grouped into
two categories: Gradient (Sobel, Prewitt), Laplacian (Marr-Hildreth, Canny). The
Gradient method detects the edges by looking for the maximum and minimum in
the first derivative of the image. The Laplacian method searches for zero crossings
in the second derivative of the image to find edges. Also there exists a new method
Cellular Neural Networks (CNN) to find the accurate edges. The CNN model is a
class of Differential Equation that has been known to have many application areas
and high operational speed and uses the synaptic weight & templates to detect the
discontinuity. This section of the paper is dedicated for the comparative study [14]
of these edge detection techniques.

4.1 Gradient (Sobel and Prewitt)

An image can be understood as a matrix with x rows and y columns. It is represented
with function say f (x,y) of intensity values for each color over a 2D plane. Edges
in an image can be detected using a periodical convolution of the function f with
specific types of matrices m is shown in Equation (3)[3].

f
′
(x,y) = f (x,y)� m[x,y] =

w−1

∑
i=0

h−1

∑
j=0

f (x,y)m[modw(x− i),modh(y− j)] (3)

where w and h are dimensions of the image represented by the function f and m[x,y]
represents the element in xth column and yth row of matrix m, is also called as
convolution matrix. The convolution matrix defines how the specific pixel is affected
by neighboring pixels in the process of convolution. The pixel represented by the
cell y in the destination image is affected by the pixels x0,x1,x2,x3,x4,x5,x6,x7,x8

according to the Equation (4).

y = x0m0 + m0x1 + m2x2 + m3x3 + m4x4 + m5x5 + m6x6 + m7x7 + m8x8 (4)

The process of convolution is explained in the Fig. 2. For Sobel and Prewitt methods
there are separate and standard convolution matrices given respectively.
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Fig. 2 Convolution process for edge detection using Sobel

Edge detection of the input image by applying Sobel and Prewitt is shown in
Fig. 3.

Fig. 3 (a)Edge detection by Sobel (b)Edge detection by Prewitt

4.2 Laplacian

The Marr-Hildreth Edge Detector is one of the edge detection methods can be seen
as the application of a smoothing Filter followed by a derivative operation [15]. It
is also known as Laplacian of a Gaussian function and is referred to as LOG. The
general steps for the LOG are as follows: Step-1: Smoothing reduces the amount
of error found due to noise. The smoothing is performed by a convolution with a
Gaussian function Step-2: Apply a two dimensional Laplacian to the image: This
Laplacian will be rotation invariant and is often called the "Mexican Hat operator"
because of its shape. This operation is the equivalent of taking the second derivative
of the image ∇2hσ (u,v).

∇2 f =
∂ 2 f
∂x2 +

∂ 2 f
∂y2 (5)

Step-3: Loop through every pixel in the Laplacian of the smoothed image and look
for sign changes. If there is a sign change and the slope across this sign change is
greater than threshold, mark this pixel as an edge. Image after LOG is as shown in
Fig. 4.
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Fig. 4 Edge detection by LOG

4.3 Canny Edge Detection

Canny edge detection algorithm is one of the most popular and optimal, runs in the
following five steps: Step-1: The smoothing process is carried out by the Gaussian
filter. Step-2: It is important to know about where the intensity of the image changes
more. It is referred to as gradient of that image. The Gx and Gy are respectively as
shown in Equation (6).

Gx =

⎛

⎜
⎝
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−2 0 2

−1 0 1

⎞

⎟
⎠Gy =

⎛
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⎝
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⎞

⎟
⎠ (6)

The magnitude, or edge strength, of the gradient is then approximated using |G| =
|Gx|+

∣
∣Gy

∣
∣

Step-3: The direction of the edge is computed using the gradient in the x and y
directions [16]. Step-4: Once the edge directions are found, non-maximum suppres-
sions have to be applied. These are used to trace along the edge in the edge direction
and suppress any pixel value (sets it equal to 0) that is not considered to be an edge.
This will give a thin line in the output image. Step-5: Finally, Hysteresis is used to
track along the remaining pixels that have not been suppressed. Hysteresis uses two
thresholds and if the magnitude is below the first threshold, it is set to zero (made a
nonedge). If the magnitude is above the high threshold, it is made an edge. And if
the magnitude is between the 2 thresholds, then it is set to zero unless there is a path
from this pixel to a pixel. Edge detection after completion of above 5 steps using
Canny operator is shown in Fig. 5.

Fig. 5 Edge detection by Canny
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4.4 Edge Detection by Cellular Neural Networks (CNN)

In this subsection, edge detection is done by using Cellular Neural Networks (CNN)
[17]. The basic building block in the CNN model is the cell. The CNN model con-
sists of regularly spaced array of cells. It can be identified as the combination of cel-
lular automata and neural networks [18]. The adjacent cells communicate directly
through their nearest neighbors and other cells communicate indirectly, because of
the propagation effects in the model. The original idea was to use an array of simple,
non-linearly coupled dynamic circuits to process, parallely, large amounts of data in
real time. The CNN processor is modeled by Equation (7) and Equation (8) with
xi,yi and ui as state, output and input variables respectively. The schematic model of
a CNN cell is shown in Fig. 6. The coefficients A(i, j), B(i, j) values and synaptic
weights completely define the behavior of the network with given input and initial
conditions. These values are called the templates [18]. For the ease of representa-
tion, they can be represented as a matrix which is shown in Equation (9). We have
three types of templates here. The first one is feed forward or control template, the
second is feedback template and the third is bias. All these space invariant templates
are called cloning templates. CNNs are particularly interesting because of their pro-
grammable nature i.e. changeable templates. These templates are expressed in the
form of a matrix and are repeated in every neighborhood cell.

xi j =−xi, j + ∑
c( j)∈Nr(i)

Ai jyi j + Bi jui j + I (7)

yi j = 0.5
(∣
∣xi j+1

∣
∣− ∣∣xi j−1

∣
∣
)

(8)

CNN based edge detection on binary image can be achieved by using the following
template set [19] as given in Equation (9) and result is shown in Fig. 7

A =

⎛

⎜
⎝

0 0 0

0 0 0

0 0 0

⎞

⎟
⎠Gy =

⎛

⎜
⎝

−1 −1 −1

−1 8 −1

−1 −1 −1

⎞

⎟
⎠ I =−1 (9)

Fig. 6 Schematic Representation of a CNN cell
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Fig. 7 Edge detection by CNN

5 Morphological Operations

Now we apply the Morphology Operations (MO) to the edge detected image. This
is constructed on the basis of set and non linear theory for image analysis and pro-
cessing. Now a days, the MO has been widely used in the fields of image processing
and computer vision and uses structure element for measuring the morphology of
image to understand and solve problems accurately. A structure element can be of
different geometrical shape and size. But the shape of structure element [20] widely
used now is the form of line (usually horizontal or vertical), and the size is usu-
ally computed according to the specific conditions. Dilation and erosion are two
basic morphological processing operations which are considered by convolving the
structure element with the image. They are defined in terms of more elementary set
operations. Dilation is used to fill in the gaps or holes, but on the contrary, erosion
is often used to remove irrelevant details from binary image. Let A be a set of pixels
and let B be a structuring element. Let ΛB be the reflection of about its origin and
followed by a shift by s. Dilation is denoted as A⊕B suppose that the structuring
element is a 3x3 square, with the origin at its center. Dilation and erosion is defined
mathematically using the Equation (10) and Equation (11)respectively.

A⊕B = {S/((ΛB)s∩A)⊆ A} (10)

AΘB = {S/(B)s ⊆ A} (11)

Closing is nothing but applying erosion on the dilation. In erosion, the value of the
output pixel is the minimum value of all the pixels in the input pixel’s neighborhood.
In a binary image, if any of the pixels is set to 0, the output pixel is set to 0.

6 Evaluation of CNN Based Edge Detection over Licence Plate
Localization

Edge detection is one of the important steps in license plate recognition. It is ob-
served from the Fig. 1.8(b) that some parts having more number of edges likely to
be suspected parts for having license plate but in fact all that parts are not license
plate regions. Fig. 8 represents the recognized license plate and Fig. 1.8(c) repre-
sents the original license plate. If the edge detection image is not detecting more
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Fig. 8 (a) Edge detection output (b) Recognized license plate (c) Correct license plate

Fig. 9 Performance evaluation of the different edge detection methods versus % of accuracy

Fig. 10 Morphological operations performed over image after CNN based edge detec-
tion(a)Image after dilation (b) Image after close operation (c) Localized licence plate

edges, then it is a problem (some times license plate is also not recognized). This
bifurcation can be possible exactly after applying CNN based edge detection.

From the experimental study, it is observed that among the explained edge detec-
tion methods in this paper, CNN has the capability of identifying the edges in the
image accurately. Fig. 9 is the performance evaluation of the different edge detection
methods. The said algorithm is tested using Lab View.

With this reason we have used CNN based edge detection and then apply the
morphological operations. The morphological Operations of the image is shown
in Fig. 10. Consider a window size 3.5 inch tall, 10 inches wide (Standard Indian
license plate size) and find out the existence of license plate. The output obtained is
the license plate that is located in the original image as shown in Fig. 1.10(c).
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Artificial Neural Network Approach for
Evaluation of Gas Sensor Array Responses

Iwona Rutkowska, Barbara Flisowska-Wiercik, Przemysław M. Szecówka,
and Andrzej Szczurek

Abstract. Neural processing was applied for evaluation of gas sensors responses.
Thin layer type gas sensors based on TiO2 sensing film were fabricated using sol-gel
technology. Several variants of these devices were obtained by different technology
parameters. They were characterized by exposition to air containing various volatile
organic compounds. Neural processing was applied for classification of compounds
according to the chemical function group and number of carbon atoms in molecules.
Different statistics of correct classification obtained for the two variants deliver sig-
nificant knowledge about sensing mechanisms and quality of information that may
be extracted from sensor responses.

1 Introduction

Recent years have been characterized by a growing interest focused on measure-
ment of air pollutants. It is caused by the social, economic and market impacts of
the deterioration of the natural environment due to human activity. The ability to
monitor and detect various gases is important for many applications. For example,
there is a great interest in obtaining information about air quality. Rapid detection
and quantification of chemical species are also important in optimization of indus-
trial processes. Monitoring of gases, such as CO, O2 and CO2 at high temperatures
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with the opportunity for feedback control can lead to significant energy savings, as
well as minimization of emissions across power, chemical, steel and other manu-
facturing industries. In working environment a lot of attention is focused on detect-
ing the presence and concentration of toxic or otherwise dangerous gases that may
come from spills and leaks. Another broad application area of the gas measurements
is quality control and industrial monitoring, particularly in such industries as food
processing, perfume, beverage and other chemical products.

Various kinds of methods and techniques are available today in environmental
monitoring. They typically involve time-intensive collecting samples and analyz-
ing them in an electrochemical analyzer, spectrophotometer, gas chromatograph or
gas chromatograph-mass spectrometer. These instruments are relatively expensive
and of significant size (too bulky for in situ operation). In addition, skilled person-
nel, careful maintenance and complex calibration processes are necessary. Conse-
quently, the number of monitoring locations is strongly limited. For that reason,
although conventional instruments work very well, many applications need devices
that are smaller, more portable, cheaper and even disposable. This demand grows in
many areas of human activity. Thus, a considerable amount of scientific research has
been directed towards the development of reliable and selective solid-state gas sen-
sors to reduce cost and increase the number of monitoring locations. Among sensors
which exploit metal oxide semiconductors, metal oxide semiconducting field effect
transistors (MOSFETs), quartz crystal microbalance (QCM), surface acoustic, those
based on conductance changes of semiconducting metal oxides result to be the most
suitable devices to fulfill a compromise between some principal advantages (low
costs, high sensitivity, short response time, simple measurement electronics) and
some well-known disadvantages (lack of selectivity, poor long-term stability, hu-
midity dependence) [4]. Traditionally, chemical sensing methods primarily rely on
the inherent selectivity of the sensor to obtain quantitative information or identify
the presence or absence of analyte [6]. Unfortunately, in many cases, gas sensors
cannot achieve the required selectivity. Many strategies may be used to solve this
problem. One of them is based on a sensor array coupled with powerful pattern
recognition methods.

In reality, metal oxide semiconductors respond to multiple gases. Consequently, a
tested gas activates many of the sensors in the array. The fact that a sensor responses
to more than one compound is often treated as a serious drawback. However, this
feature can sometimes be useful. The basic idea in this strategy is to create sensing
elements of the array which exhibit distinct but overlapping broad sensitivity profiles
for the range of gases of interest. The sensor array used should generate a pattern of
responses that are discernibly different for various samples.

The data collected from the sensor array is a powerful source of information
about tested gas. However pattern recognition and multivariate analysis methods are
usually required to extract the maximum useful information from the sensor output
signals (sensor array response). The term pattern recognition is used to describe the
methodology of solving feature extraction, classification and identification. The best
known approaches for pattern recognition in sensor systems are: template matching,
statistical classification, syntactic or structural matching and neural processing [5].
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Among these techniques, artificial neural networks (ANNs) are generally conside-
red as most promising tools for chemical sensing particularly in the case of systems
based on a sensor array [7]. The sensing properties of sensor array depend upon
many factors. For example, the individual sensors should respond to a broad range
of compounds and should not be highly specific in their responses. The responses
from the elements in an array to a specific gas should be as independent as pos-
sible (in the statistical sense) to maximize the information being gathered for that
compound. Different approaches are used to perform this requirement. They ex-
ploit: chemical properties of the active materials, physical parameters of the sensing
layer, surface modification, sensor design, physical and chemical modification of
the sample (before it contacts with the chemical sensitive layer) and mode of sensor
operation. In this paper our attention is focused on sensor array containing sensing
elements produced in different technological conditions. It is shown that this array
coupled with an artificial neural network can be used for the measurement of organic
vapors in air.

2 Sensor Technology and Characterisation

Gas sensors consist of substrate, electrodes, sensing material and heater. The key
component is sensing material, in this case TiO2 film fabricated using a sol-gel tech-
nique [1, 2, 3]. The porous alumina (Al2O3) was used as substrate. This element was
provided by a platinum heater on the back-side and gold interdigitated electrodes
on the front-side, all screen-printed (Fig. 1). The heater permitted to maintain the
sensing material at working temperature. Gold was selected as the electrode ma-
terial because of chemical resistivity and stablility at relatively high temperature.
Electrodes were formed with a spacing of 1 mm. TiO2 films were deposited onto
substrate by dip-coating method. The substrates were kept immersed in the solution
for two different times – 10 and 60 s. The substrate was withdrawn with a speed of
34 mm/min. The deposited layers were dried in atmosphere air for minimum 3 h.
Then TiO2 thin films were annealed in air for one hour and at temperature reaching
600 oC with a controlled gradient.

The experimental set-up used for the characterization of sensors was composed
of: an apparatus for the preparation and delivery of reference and measured gas,
test chamber, power supply and electric current measurement unit. The first ele-
ment consisted of apparatus for air purification, equipment for the preparation of
gas samples, gas line (teflon tubes) and a diaphragm pump. The cartridges filled
with silica gel and activated carbon were applied to dry and purify air. Gas sam-
ples were prepared by an evaporation method. In this case air containing vapors of
alcohol, aldehyde or organic acid was chosen as gas mixture of interest. Desired
amounts of these compounds were injected (using microsyringe) as a liquid into
the heated coil and then vaporized in a stream of pure, dry air. The flow rate of
air was precisely adjusted and controlled by a mass flow controller. The organic
liquid was fully converted into the vapor. The sample was collected in a Tedlar
bag. This method of sample preparation had the capability of generating different
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Fig. 1 Sensor structure - contacts, electrodes and resistive heater screenprinted on alumina
substrate.

concentrations of VOCs in air. Concentration of these substances was determined
by dosage, rate and time of air flow. Concentration of VOCs covers the range from
tens to hundreds of ppm (part per million, volumetric).

The TiO2 film fabricated on the substrate was mounted in an airtight glass test
chamber. All measurements were performed keeping this compartment at room tem-
perature. A test chamber was equipped with two ports for the gases (inlet and out-
let) and a system of electrical connections. Sensing properties of TiO2 films were
evaluated using DC measurements. The constant voltage of 5V was applied be-
tween electrodes by using a stabilized power supply. A current intensity between
two electrodes was measured by a picoammeter when the sensor achieved steady-
state. A chemical composition of atmosphere inside this vessel was controlled. The
test chamber was attached via plastic tubing to gas delivery system and a diaphragm
pump. The heater of gas sensor was connected to voltage supplier. During experi-
ments the sensors were heated by applying a voltage across the heating meander,
whose resistivity value determined sensor’s operating temperature. All electrical
measurements presented in this work were carried out at the working temperature
of 450 oC.

In our work, all tests were performed according to the same experimental
procedure. Gas sensing properties of TiO2 thin films were examined in dynamic
conditions through the sequential exposures. The experiments involved exposing
the sensor to a continuous stream of pure, dry air or gas sample. The measurement
process consisted of three different phases. In the first phase, TiO2 thin film was
exposed to a reference gas – pure, dry air. In the second phase, the sensor was in the
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stream of air containing target, organic species. This part of experiment was 8 min
long. It was enough for sensor to reach a steady-state (a stable value of conductiv-
ity). The gas sample was introduced into a glass test chamber from the tedlar bag
using the diaphragm pump. When the exposure was completed the third phase, with
pure, dry air and no measuremts, was activated. The main purpose of this phase
was to clean the test chamber and return to the sensor baseline before the next mea-
surement. The test chamber was purged for several minutes. During the measure-
ment phases, air and test sample were allowed to flow at a fixed rate of 1 l/min. All
operations in experiments were performed manually.

Fig. 2 Accuracy of neural networks applied for distinguishing between compound type -
alcohol, aldehyde, acid, and its evolution during the training process; calculated for testing
data set.

3 Neural Processing

Sensors capabilities were estimated in a series of experiments with neural processing.
The performance of neural network – accuracy and generalization abilities, gained for
the specific construction of training patterns, is quite good estimation of quality of in-
formation carried by the sensors. Eventually very practical information about sensors
reaction for specific gases and capabilities for specific tasks may be revealed. In this
case the input pattern for neural processing consisted of responses of 3 sensors for 9
volatile compounds: methanol, ethanol, propanol, formic aldehyde, acetic aldehyde,
propionic aldehyde, formic acid, acetic acid and propionic acid. These compounds
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Fig. 3 Test set RMS error evolution. Neural network applied for distinguishing between com-
pound type.

may be classified in two ways: according to a type (functional group) – alcohols,
aldehydes, acids, and according to a number of carbon atoms in a molecule – 1, 2, 3
atoms. For each class, defined in each way there are 3 elements.

3.1 Classification According to Function Group of the Compound

In the first variant feedforward neural networks were trained to distinguish between
the following 3 classes of compounds: class 1 – methanol, ethanol, propanol, class
2 – formic aldehyde, acetic aldehyde, propionic aldehyde and class 3 – formic acid,
acetic acid, propionic acid.

The input vectors contained responses of 3 sensors to various concentrations of
all the 9 compounds. Corresponding output vectors contained the classes, coded in
binary way in 3 dedicated outputs. The data set was divided to two exclusive parts
for training and testing. Various structures of neural networks were investigated,
usually with 2 hidden layers. Two kinds of activation functions in neurons were
applied – sigmoid and hyperbolic tangent. Depending on activation function, the
output patterns were scaled to 0.15 and 0.85 or +/- 0.85. RMS error seems to be a
classic and commonly recognized measure of neural network performance. This is
not the case for sensor systems technology however. For metrological devices the
more honest quality criterion is the worst case error, which says that the precision
of e.g. gas concentration meter is "not lower than ...". It is yet different for classi-
fication problems, where the answers shall be perceived as either correct or wrong.
Thus for this research the statistics of proper responses for the testing data set was
selected as a measure of neural network (and system) performance. For output cod-
ing described above, responses below 0.5 (or below zero respectively) were counted
as correct for the negative patterns whilst responses above 0.5 (or above zero) were
counted as correct for the expected positive response. The responses not matching
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these criteria were counted as misclassifications. The statistics were observed along
the training process and the peak result was taken into account as a measure of the
performance available to reach for the given set of sensors in the context of the cur-
rent task. Series of multi-layer networks, with various architectures, were trained
with classic BP algorithm supported by strong momentum and tiny noise added to
input patterns. Sample results are presented in Fig. 2. The two plots show statis-
tics of correct responses versus iterations for two neural networks. One of them
contains 38 neurons in hidden layers, the other one – 52 neurons. Variation of accu-
racy during the training process is quite typical for this technique. In the begin the
accuracy improves and then after reaching some top point it tends to decrease, due
to overtraining. There are some exceptions of this generic scheme, partially casued
by undeterministic behaviour of neural networks, partially because the statistics of
correct responses is not exactly compatible with the RMS error. Classic RMS his-
tory is shown for reference in Fig. 3 (the plot shall be compared with the one pre-
sented in Fig. 2 on the right). In this case the factor of interest is not the final result
but the highest performance reached during the training process. The top result ob-
tained in several experiments reached 85 per cent of correct responses. Variations
in number of neurons and activation functions selection (including hybrid construc-
tions) didn’t improve the result. There were significant differences in neural netwrok
perfomance, depending on method of division of the data set to training and test-
ing. For random selection the results were substantially worse than for careful and
systematic removing of patterns from training set. Thus it may be concluded that
when applied for recognition of type of compound the sensors may provide cor-
rect classification in 85 % of cases, but no more. This result is not satisfying from
pragmatic point of view. Such level of reliability is rarely accepted for gas sensor
systems.

Fig. 4 Accuracy of neural network applied for distinguishing between alcohols and aldehydes,
and its evolution during the training process; calculated for testing data set.
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Better results were obtained for the recognition limited to alcohols and aldehydes.
The training vectors were prepared in two variants. In each of them two dedicated
binary outputs were applied to identification of compound (alcohol, aldehyde). Then
the vectors containing responses for the acids were either marked as „00” (i.e. this
is neither alcohol nor aldehyde – something else) or removed from the data set. The
sample result is presented in Fig. 4. This time, for a very short period of training
process the statistics reached 90 %.

3.2 Classification According to Number of Carbon Atoms

The second approach involved similar experiments focused on recognition of the
compound classes defined in different way: class 1 – methanol, formic aldehyde,
formic acid class 2 – ethanol, acetic aldehyde, acetic acid and class 3 – propanol,
propionic aldehyde, propionic acid. Thus the key to classification was a number
of carbon atoms in a compound molecule. For the same set of sensors responses,
the output vectors were redefined properly, and the data was divided to training
and testing parts again. Several structures of neural networks were investigated as
previously. Sample results are presented in Fig. 5. Now the peak results of statistics
are reaching 95-96%. This level of reliability is acceptable for some applications and
commercial low cost devices. At this stage however, more important observation is
better performance of sensors applied for classification performed according to a
number of carbon atoms in a gas than for classification performed according to a
compound type. The compatible RMS error evolution is shown in Fig. 6.

Fig. 5 Accuracy of neural network applied for distinguishing between compound series (1, 2,
3 atoms of carbon in a molecule), and its evolution during training process.
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Fig. 6 Test set RMS error evolution. Neural network applied for distinguishing between com-
pound series (1, 2, 3 atoms of carbon in a molecule).

4 Conclusions

Thin film gas sensors based on TiO2, fabricated by sol-gel technology were in-
house developed and characterized. Poor selectivity of sensors was revealed, i.e.
all the sensors react for all the compounds tested. This feature is quite common
for semiconductor gas sensors. It is an obvious drawback but the last decade of gas
sensor research have shown that it may be also advantage broadening the application
field of sensors. Sensor array coupled with advanced processing of multidimensional
data became the classic solution in this context. In this case we were quite close to
prove that the same 3 sensors may be used to classify compounds in two completely
different ways.

At the current stage it would be hard to apply the sensors in practice – for all the
variants the misclassifications occur too frequently. Simultaneously the statistics
of correct responses are high enough to believe that quite small improvement in
the technology may lead to construction of sensors providing absolutely correct
classification.

The key part of presented research however involved somewhat more original ap-
proach. The target was not the construction of a sensor system in strict sense but the
estimation of quality of information delivered by the set of sensors. The trials were
repeated several times, for varying neural network constructions to obtain more re-
liable results. The wide spectrum of sensors reactions for various compounds shows
that mechanisms of conduction are sensitive for both the function group and num-
ber of carbon atoms in a molecule. It was shown however that in the latter case
the statistics of correct classification was substantially higher. Thus the influence of
carbon atoms is higher. This phenomena needs further explanation taking into ac-
count the details of sensing mechanism of TiO2 thin layer. It is an interesting field
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of further research. At this stage it suggests the proper direction of experiments
with sensitive material preparation, sensor operating conditions and the prospective
successful field of sensors application.
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Developing Decision Tree for Identification of
Critical Voltage Control Areas

Robert A. Lis

Abstract. Assessing and mitigating problems associated with voltage security re-
mains a critical concern for many power system operators. It is well understood that
voltage stability, is driven by the balance of reactive power in a system. Of particular
interest is to identify those areas in a system that may suffer reactive power deficien-
cies. Establishing the reactive power reserve requirements in these areas (VCAs), to
ensure system integrity is of paramount importance. The approach is based on a
Modal Analysis (MA) combined with Decision Trees (DTs). A database with user-
friendly interface for storing/retrieving result of MA for each scenario was designed.
The information in the database is used to construct DTs for each of the identified
VCAs using key system attributes. In on-line application, the relevant attributes is
extracted from a system snapshot and is dropped on DTs to determine which of the
pre-determined VCAs can exist in the present system condition.

1 Introduction

Power system dynamic security assessment (DSA) is the process of determining the
degree of risk in a power system’s ability to survive imminent disturbances (con-
tingencies) without interruption to customer service [7]. Power system security de-
pends on the system operating condition as well as the contingent probability of
disturbances, and therefore, DSA must consider these factors. Power system DSA
has traditionally been conducted off-line using a variety of analytical techniques and
the results used by human operators to guide real-time operation. However, the com-
plexity of today’s systems, and operating requirements, has largely rendered off-line
DSA inadequate and a growing number of utilities are implementing on-line DSA
systems [3] that can reduce, or eliminate entirely, the need for off-line analysis. In
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this approach, a snapshot of the real-time system is captured and, using a variety of
methods, the security is assessed for a large set of probable contingencies and trans-
actions. While many analytical methods have been proposed as suitable for on-line
DSA, because of the complex non-linear nature of power systems, only a handful of
these methods have proven to be practical and have reached the stage of actual on-
line implementation [6, 8]. Most power system operators have recognized the need
for, and the value of, on-line DSA systems and are implementing them as add-ons to
existing energy management systems (EMS) or as a requirement in the procurement
of upgraded or new EMS systems. Despite the sophistication of state-of-the-art on-
line DSA systems, there remains a tremendous opportunity for added functionalities
and the integration of Intelligent Systems (IS) with these applications. It is antici-
pated that the use of IS can greatly improve the efficiency, reliability, and robustness
of on-line systems. The approach is based on a PV Curve method combined with
Modal Analysis [4].Typically, a PV curve is created by increasingly stressing the
system and solving a power flow at each new loading point. When the power flow
fails to converge, the nose of the PV curve has been reached and this point corre-
sponds to the stability limit for that particular imposed stress. Contingencies can
also be applied at points along the PV curve to generate post-contingency.

The approach was successfully implemented and tested on the Polish Power
Grid Operator - PSE Operator S.A. A database with user-friendly interface for stor-
ing/retrieving result of modal analysis for each scenario/contingency was designed.
VCA identification was carried using a clustering method was developed. For the
studied scenarios and contingencies in the PSE Operator S.A. system two VCAs
were identified. For each of the identified VCA, a set of reactive resources, e.g. gen-
erators (RRG), was also identified for which the exhaustion of their reactive power
reserve resulted in voltage collapse in the VCA.

Since speed of analysis is critical for on-line applications, this work includes also
a scheme whereby VCAs can be identified using decision tree (DT) techniques from
on-line system snapshot. The database can be used to construct DTs (off-line) for
each of the identified VCAs using key system attributes. The relevant attributes can
be extracted from a system snapshot, obtained on-line, which then can be dropped on
DTs to determine which VCAs can exist in the present system condition. In addition,
it is proposed to investigate the possibility of predicting the required reserve using
regression trees (RT) constructed (off-line) for each of the identified VCAs using
key system attributes. DTs and RTs have the added benefit of identifying the most
important parameters associated with a specified outcome (such as instability). This
is expected to provide valuable information to power systems operators.

1.1 Proposed Approach

Assessing and mitigating problems associated with voltage security remains a criti-
cal concern for many power system planners and operators. It is well understood that
voltage security, and particular voltage stability, is driven by adequacy level of re-
active power support in a system. Therefore, it is of particular interest identification
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those areas in the system that may suffer reactive power deficiencies under vari-
ous system operation and contingency conditions. Establishing the reactive power
reserve requirements in these areas to ensure system integrity is of paramount im-
portance. The proposed approach is based on a PV Curve method combined with
Modal Analysis. The general approach is as follows:

• A system operating space is defined based on a wide range of system load con-
ditions, dispatch conditions, and defined transactions (source-to-sink transfers).

• A large set of contingencies is defined which spans the range of credible contin-
gencies.

• Using PV curve methods, the system is pushed through every condition, under
all contingencies until the voltage instability point is found for each condition.

• To identify the VCA for each case using modal analysis: At the point of instabil-
ity for each case (nose of the PV curve) modal analysis is performed to determine
the critical mode of instability as defined by a set of bus participation factors cor-
responding to the zero eigenvalue (bifurcation point).

• The results of the modal analysis will is placed in a database for analysis using
data mining methods to identify the VCAs and track them throughout the range
of system changes.

• The reactive reserve requirements for selected VCA will then be established.

The network constraints are expressed in the following linearized model around the
given operating point [1]:

[

ΔP

ΔQ

]

=

[

JPθ JPV

JQθ JQV

][

Δθ
ΔV

]

, (1)

where: ΔP - incremental change in bus real power,
ΔQ - incremental change in bus reactive power,
Δθ - incremental change in bus voltage angle,
ΔV - incremental change in bus voltage magnitude,
JPθ , JPV , JQθ , JQV - are Jacobian sub-matrices.

The elements of the Jacobian matrix give the sensitivity between power flow and
bus voltage changes. While it is true that both P and Q affect system voltage stability
to some degree, we are primarily interested in the dominant relationship between Q
and V. Therefore, at each operating point, we may keep P constant and evaluate
voltage stability by considering the incremental relationship between Q and V. This
is not to say that we neglect the relationship between P and V, but rather we establish
a given P for the system and evaluate, using modal analysis, the Q-V relationship at
that point. Based on the above consideration the incremental relationship between
Q and V can be derived from Equation 1 by letting ΔP = 0:

ΔQ = JR×ΔV (2)

Sensitivity matrix J−1
R is a full matrix whose elements reflect the propagation of

voltage variation through the system following a reactive power injection in a bus.
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Fig. 1 VCA Identification Process

2 VSA Identification

In the presented approach, the power system is stressed to its stability limit for
various system conditions under all credible contingencies. At the point of insta-
bility (nose of the PV curve) modal analysis is performed to determine the crit-
ical mode of voltage instability for which a set of bus participation factors (PF)
corresponding to the zero eigenvalue (bifurcation point) is calculated. Based on
these PFs, the proposed method identifies the sets of buses and generators that
form the various VCAs in a given power system. It is assumed that for a given
contingency case, buses with high PFs including generator terminal buses, form a
VCA. This suggests that each contingency case might produce its own VCA. In
practice, however, the large number of credible contingency cases generally will
produce only a small number of VCAs because several contingencies are usually
related to the same VCA. The proposed identification procedure applies heuristic
rules to:

• group contingencies that are related to the same VCA;
• identify the specific buses and generators that form each VCA (see Fig. 1).

The following is a brief description of the proposed VCA identification program.
The program processes the sets of buses and generators corresponding to the PFs
obtained from the MA for each system condition and contingency case. Then con-
tingency cases are grouped together if their sets of bus PFs are similar. To carry out
this contingency clustering process, first a ’base/seed’ set of VCA buses is selected.
Then, all the other sets corresponding to different contingency cases are compared
against this base set to determine if they are similar. Contingencies are clustered if
their sets of bus PFs are similar. Finally, the program identifies the sets of buses and
generators that are common to all contingencies of each cluster. Those sets of buses
and generators form the VCAs of the power system.
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2.1 Heuristic Rules for Base Selection and Similarity
Measurement

2.1.1 Selection of a Base for Clustering Process

Since each contingency case is unique, a better approach to select the Set for Fur-
ther Analysis (SFA) buses is to base it on the characteristics of each contingency.
Generator terminal buses are PV type buses and thus are not included in the reduced
Jacobian matrix. Therefore, PF cannot be calculated for a generator terminal bus
until the generator exhausts its reactive reserves, which is marked as a Q-limited
(QL) bus, and it becomes a PQ type bus. The number of QL buses, characteristic
for each contingency, determines the selection of SFA buses. Then several contin-
gency clusters Ck are constructed. The generator buses with the highest frequencies
are selected to represent the cluster Ck reactive reserves and are denoted as GENk.
From the VCA identification process presented in above section we can observe that
clustering is carried out twice:

1. Clustering contingency cases based on SFAs,
2. Clustering Ck based on GENs.

Each clustering process starts with the selection of a base set for the cluster. Then
any other set is compared to this base to evaluate whether they are similar. Both
clustering processes are shown in the diagram of the VCA identification program in
Fig. 2, Data Flow Diagram for VCA Identification Program.

Two different criteria for the selection of a base SFAx set were tested:

1. Largest contingency (SFA). After the SFAs are found, the number of buses in
each SFA is counted. The SFA with the highest number of buses is selected as
the SFAx base for a cluster and then similar SFAs are grouped together.

2. Most severe contingency (SFA). As part of the voltage stability assessment of
the system, we also compute the margin for each contingency case. The SFA
corresponding to the contingency with the smallest margin is selected as the base
of the cluster. Then similar SFAs are grouped together.

For clustering the GEN set with the highest number of generator-buses is selected
as the base GENx of a cluster. Then similar GENs are grouped together.

2.1.2 Measure of Similarity between Sets

Whether we are dealing with SFAs or GENs the measure of similarity is the same.
First the numbers of buses in the base sets SFAx or GENx as well as the SFAs
or GENs sets for all cases are counted. Then the elements of set-i (either SFAi or
GENi ) are compared with the elements of the base set (either SFAx or GENx).
The number of common elements C is counted and compared with the similarity
threshold T. If the number of common elements C is greater than the threshold T,
then set-i and the base set are considered being similar. The similarity threshold T



712 R.A. Lis

Database

For each contingency-i
obtain SFAi

Select base of cluster
Ck and cluster contingencies

Are all
contingencies

grouped?

Normalized generators PFs
Obtain Yi and then replace

Xi by Yi

Select base GENi and
group clusters Ck

For each cluster Ck, compute
frequency of generators. Form

corresponding set GENk

Identification of
Buses in VCA

Identification of
Generators in VCA

VCA is defined
here

Yes

Yes

No

No

STEP 1

STEP 2

STEP 3

STEP 4

STEP 5

STEP 6

STEP 7

Are all
Ck

grouped?

Clustering of Ck using GENs

C
lu

s
te

ri
n
g

o
f
c
o
n
ti
n
g
e
n
c
ie

s
(b

y
S

F
A

i)

Fig. 2 Data Flow Diagram for VCA Identification Program

is set as a percentage of the number of elements of in the largest set (set-i or the
base set). If all elements of the smaller set (base or set-i) are included in the larger
set then those sets are considered being similar. The pseudo code for checking sets
similarities is as follows:

> Compute B=number of elements in base;
> Compute R=number of elements in set-i;
> Compute maximum number of elements M=max(B,R);
> Compute threshold for common elements T=ϕM;
> Compute number of common elements between base
and set-i C=common elements;
> If C>=T then base and set-i are similar;
> If C<T then: Denote the set (base or set-i) with the
lowest number of elements by S;
> If all elements in this smallest set are included in
the largest set then sets are similar;
> otherwise sets are not similar.
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Note: The factor ϕ represents a similarity threshold. This similarity threshold is
used to compute the threshold for common elements (T). The value of T depends
not only of ϕ but also in the number of elements in the largest set. If the number of
common elements C is equal to or greater than T, then the two sets being compared
are considered to be similar. Based on computational experience ϕ = 0.50 is used.
That means that two sets are similar only if the number of common elements is equal
to or greater than 50% the number of elements of the largest set.

3 Use of Decision Trees for On-Line VSA Assessment

An intelligent system framework for the application of decision trees for on-line
transient stability assessment was described in [5]. A similar approach is described
here for use in the assessment of voltage stability to determine VCAs and required
reactive reserves that must be maintained to ensure security of each VCA. The over-
all architecture is shown in Fig. 3. In this Figure,

• Path D+E represents the conventional on-line VSA cycle
• Path F+G takes the conventional VSA output and computes the VCAs for all

scenarios
• Path A+C combined with Path H creates a new object for the learning database

including pre-contingency power flow conditions (A+C) and the corresponding
• VCA (H). This is a learning step used to add more information to the learning

database.
• Path I represents building and rebuilding of the decision trees
• Path A+B+J represents the real-time use of the intelligent system in which a

power flow from the state estimator is "dropped" on the decision trees
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Fig. 3 Path for VCA Analysis Using Decision Trees
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3.1 Building the Decision Trees for VCA Determination

The objective is to develop decision trees that can be used to determine what VCA(s)
may be present for a given system condition. Generally, there are two types of
decision trees [2]:

• classification trees (CT) are built for classifying data samples in terms of
categorical target attribute (response variable)

• regression trees (RT) have continuous target attribute (response variable)

In the data set used for decision trees, one attribute is named target attribute or goal
attribute representing decisions for classification, regression or prediction, and the
others are candidate attributes (describing pre-decision conditions). The first step is
to construct a database of the structure shown in Fig. 4.

Candidate Attributes Target Attribute

Classification Tree (CT)
for VCA Type "C"

PF1

PF2

PF3

PF4

PFn

Objects

Selected Power Flow Parameters VCA Type

A B C D E
Y

Y
Y

Y
Y

Y
Y

Y

Y
Y Y

Y
Y

Fig. 4 Creation of Decision (Classification) Tree

Each row of the database (referred to as "objects") represents the pre-contingency
conditions of a system scenario (base case condition, contingency, and transfer) for
which the stability limit and VCA was found (as described in the previous section).
For each scenario, the columns of the DB (referred to as "candidate attributes") con-
tain key power base case parameters that define the system condition, and one addi-
tional column (referred to as "target attributes") for each of the different VCAs found
in the full analysis space using the VCA identification process described above. The
any of the VCA types occur for the given object, a "Y" (for "yes") is entered in the
column, otherwise it is left blank or entered as "N" for "no". One decision tree is
needed for each of the VCAs determined in the VCA grouping process. For example
if VCA identification (using the VCA database) indicates five VCAs (which can be
referred to as type A, B, C, D, and E, for example) five trees will be needed - one
for each VCA type. When used, each DT will indicate whether a specific VCA is
likely for the system condition being tested.
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To build a DT for a selected VCA type, the column corresponding to the VCA
type is selected as the "Target Attribute" and the other VCA columns are ignored.
The DT building software is then given the entire database and a DT developed for
each VCA type. A similar approach is used for developing DT for reactive reserve
requirements. The required reactive reserves required for each VCA are placed in
the target attribute columns and new DT computed. In the case of VCA identifica-
tion, the decision trees are actually classification trees (with a "yes" or "no" binary
output) whereas the decision trees for reactive power reserve requirements are re-
gression trees (with continuous outputs which indicated the actual Mvar value re-
quired for reserves). Once the trees are developed, they are made available in the
on-line system as small executable programs. Graphically, a typical decision tree
for a practical power system appears as shown in Fig. 5.

Decision Tree Building

Decision Tree Application

Build basic VCA DB
Using VCA Software

Select Key Attributes

Build Object Database

Interrogate Database
Correlations
Distributions

Build Decision Tree
for each VCA type

Get new powerflow
condition

Format into object

OUTPUT
(VCA Type)

Decision Trees
(executables)

Drop object
on trees

Fig. 5 Decision Tree Procedure for Determining VCA Types

When a snapshot is taken from the real-time system, the full on-line DSA engine
is started as usual (Path D+E). In parallel, the snapshot is first formatted into a "new
object" to contain the attributes used in the DB (Path A). Next, the DB is searched
using a nearest neighbor (KNN) routine to ensure that the new object is within the
scope of the DB; if it is not, the DT path is not used and conventional DSA is used.
The new object is then "dropped" on all the decision trees (Path B) and the VCAs
that are present are indicted (Path J), virtually instantaneously, as a "Yes" or "No"
outcome of each of the decision trees. As the full DSA solution completes for all
contingencies, the VCA database is grown by adding new calculation results and
the VCA identification process can be updated at anytime as needed. Similarly, the
IS database is appended with the new objects and outcomes, and new DTs can be
built at anytime. This process is critical to ensure the system "learns" over time.
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4 VCA Testing for Polish Power Grid System Operators (PSE)

The Institute of Electric Power Engineering and The Electric Power Research Insti-
tute completed the VCA testing for PSE. The result of VCA testing was encouraging
and well received. PSE is to setup additional scenarios for testing and Institute of
Electric Power Engineering will assist PSE in analyzing the result of VCA. The de-
tail of the testing in Warsaw is summarized below along with the result obtained.
Comprehensive testing of the software requires several steps:

• Judicious selection of practical base cases, power transfers, and contingencies to
be studied.

• Tuning of the base cases to be suitable for transfer analysis.
• Setup of all required data files.
• Running VSAT to perform PV analysis and model analysis.
• Analysis of the PV results and resolution of any problems such as local modes or

criteria violations.
• Running of the VCA program to generate the VCAs.
• Analysis of the results of the VCA program including VCA, critical contingen-

cies, controlling generators, and reactive reserve requirements.

5 Conclusion

A highly automated method has been developed for the identification of areas prone
to voltage instability (voltage control areas or VCAs) in practical power system
models. For a wide range of system conditions and contingencies, the technique can
identify the buses in each VCA and identify VCAs which are common for a set of
contingencies and/or conditions. In addition, the method identifies the generators
which are critical to maintaining stability for a given VCA. The method, which is
based on modal analysis, has been successfully implemented in a commercial grade
software tool and has been tested on a large practical system with good results.
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A Review: Approach of Fuzzy Models
Applications in Logistics

Dragan Simić and Svetlana Simić

Abstract. Logistics is the process of managing the flow and storage of material
and information across the entire organisation with the aim to provide the best cus-
tomer service in the shortest available time at the lowest cost. Long haul delivery,
warehousing, fleet maintenance, distribution, inventory and order management are
all examples of logistics problems. This paper outlines some current approaches of
fuzzy models which are implemented in the terms of potential benefits gained in lo-
gistics domain in order to mitigate the uncertainty and risks of the current business
turbulent environment and global world financial crises.

1 Introduction

Logistics is one of the vital supporting functions in manufacturing and commercial
companies. Global logistics networks - supply chain management has experienced
significant changes in last two decades. Conscious management of this function
has a significant contribution to the success of the company. Small and medium
sized companies especially, tend to undervalue the importance of logistics and do
not apply appropriate logistics solutions. Thus, to stay competitive, companies rely
on sophisticated information systems and logistics skills, as well as accurate and
reliable forecasting systems.

The rest of the paper is organised as follows. The following section overviews
the basic approach of fuzzy logic while Section 3 elaborates the logistics and
supply chain management. Section 4 shows some typical implementation of fuzzy
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logic in logistics domain. Section 5 describes some future work for development
and implementation of fuzzy logic and fuzzy hybrid models in logistics and supply
chain management. Section 6 concludes the paper.

2 Fuzzy Logic

Fuzzy set theory was initiated by Lotfi Zadeh in 1965. In the 1970s a complete the-
ory of evidence dealing with information from multiple sources was created [14]. It
provides a mathematical framework to treat and represent uncertainty in the percep-
tion of vagueness, imprecision, partial truth, and lack of information [16]. The basic
theory of fuzzy logic supplies mathematical power for the emulation of the thought
and perception processes [15]. Fuzzy systems are very useful not only in situations
involving highly complex systems but also in situations where an approximate solu-
tion is warranted [14]. To deal with qualitative, inexact, uncertain and complicated
processes, the fuzzy logic system can be well-adopted since it exhibits a human-like
thinking process [6].

Fuzzy logic is a mathematical formal multi-valued logic concept which uses
fuzzy set theory. Its goal is to formalize the mechanisms of approximate reason-
ing. Fuzzy logic has widely been applied in various areas. Fuzzy control is one
prominent example. In fuzzy control, data is characterised by linguistic variables
and expert knowledge (If-Then-rules). These variables are mapped into rule bases.
In fuzzy control these bases can be used for logical inferences for controlling pur-
poses [11]. One of the reasons for the success of fuzzy logic is that the linguistic
variables, values and rules enable the engineer to translate human knowledge into
computer valuable representations seamlessly [16]. The treatment of data from a
linguistic viewpoint is a major consideration in fuzzy set theory.

Fuzzy logic is different from probability theory because fuzzy logic is determin-
istic rather than probabilistic. Imprecision is modelled via fuzzy sets, linguistic vari-
ables, membership functions, inferences and de-fuzzification. These concepts are all
handled in an entirely deterministic manner. There are various forms of formal fuzzy
logic, fuzzy set theory and fuzzy control systems. Uncertainty in the membership
functions in fuzzy set theory, i.e. uncertainty about the actual value of a membership
function, has been addressed by type-2 fuzzy sets [17]. Fuzzy logic operators (such
as fuzzy ‘and’, ‘or’, ‘not’ operators) and de-fuzzification (i.e. the transformation of
a fuzzy set into a crisp value), can be modelled in various ways. A prominent exam-
ple how fast growing and complex the field of fuzzy logic has become can be seen
from the t-norm, which is a non-classics logic operator used for fuzzy conjunctions
interpretation. There are a plethora of t-norm fuzzy logics which are discussed in [7].

From the area of data modelling, fuzzy sets have not only been extended to data
summarisation by developing more abstract concepts and fuzzy gradual rules, but
have also been applied to pattern recognition, as well as fuzzy clustering algorithms.
In addition, a fuzzy multi-criteria decision-making algorithm has been developed for
the network reconfiguration problem. It has been implemented in a proof-of-concept
tool and applied to multi-criteria problems successfully [3].
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3 Logistics

Supply chain management could be defined as the management of upstream and
downstream relationships with suppliers and customers to deliver superior customer
value at less cost to the supply chain as a whole [8]. Some other authors described
the supply chain management as a plan and control of all the processes that link
partners in a supply chain together in order to meet end-customers’ requirements
[5].

As the sub-process of supply chain management, logistics deals with planning,
handling, and control of the storage of goods between manufacturer and consumer
[2]. Next well-known definition of logistics best describes its contemporary mean-
ing as the strategic management of movement, storage, and information relating
to materials, parts, and finished products in supply chains, through the stages of
procurement, work-in-progress and final distribution [9].

Retailer
3rd Party

Distributor
Manufacturer

Transport

Operator
Supplier

Physical flow

CustomersFactories

Information flow

Fig. 1 The concept of supply chain

The concept of supply chain refers to the idea of developing a logistics pipeline
approach for finished goods to transfer through the supply chain, and it is presented
in Figure 1. The supply chain highlights the close partnership from upstream sup-
plier, transport operator and manufacturer to the downstream 3rd party distributor
and retailer. Its objective is to produce and distribute the commodity in the right
quantity, to the right place, and at the right time to minimise overall cost while
maintaining customer satisfaction.

4 Applications of Fuzzy Logic Models

In this section the novel applications of fuzzy logic models in logistics domain will
be described. Fuzzy logic models have been researched and implemented in logis-
tics for a very long time, but, in this paper, some of the cutting edge researches will
be presented. Most of these researches and implementations were conducted in year
2010. and published in year 2011. In the following subsections they will be pre-
sented in different logistic branches such as: 1) fuzzy application of an expert sys-
tem for some logistic problems [12]; 2) a multi-criteria decision making approach
for location planning for urban distribution centers under uncertainty [1]; 3) very
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large street routing problem with mixed transportation mode - fuzzy approach [10];
4) design and implementation of a fuzzy expert decision system for vendor selection
[13]; 5) fuzzy decision making approach to IT outsourcing supplier selection [4].

4.1 Fuzzy Application of an Expert System for Some Logistic
Problems

In this study [12], the instance of a company planning transport contracts with own
trucks is analysed, but when needed, the firm may also lease some external trans-
portation means. It may aid the managers with their financial and technical aspects
analysis of transport contracts. Technical aspects in the voyage estimation include
such variables as: the distances between the company warehouses and customers,
the cargo capacity of the transport means, speed, place distances, fuel consump-
tion, the load patterns, etc. The listed technical details have rather a stable, invariant
character. The financial aspects include costs of the transportation means and time,
fright rates for different types of cargo and other expenses. Financial factor, which
includes the costs of fuel and labor, may vary because of some dependencies on
weather conditions, and the time spent waiting for unloading/loading, etc.

Because of the fact that some of the transportation contracts’ characteristics are
imprecise or unpredictable, the systems of fuzzy logic and probability methods are
suggested. They proposed fuzzy expert system enabling the choice of the appropri-
ate customer order to maximise the company’s profit.

Decision support system will create a suggestion on how to select a client for
cargo transportation between a company warehouse and a client. The system will
perform deduction after analyzing following voyage features:

1. Transportation cost defined as aggregation of a distance between a customer and
a warehouse, fuel consumption of a transportation mean and possible obstacles
expected during a planned voyage.

2. Order capacity value defined as aggregation of order capacity declared on paper
and a kind of client regarding its importance for the company.

3. Warehouse bulk resources.
4. Warehouse owner profit defined as aggregation of a client’s profile and

transportation cost.

The most of the analysed features are defined with description based on fuzzy
sets. A few of the above mentioned features are continuous variables, while the
probability functions represent discrete variables. The membership functions used
for the features described are shown: a) the distance between a customer and a
warehouse, order capacity, truck fuel consumption, transport cost; b) the client
profile variable has been described also by means of fuzzy sets; c) two fuzzy
sets (empty and full) were used to describe the embarkation rate of a truck;
d) the warehouse owner profit and transportation conditions have also been
described.
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4.2 Fuzzy Approach for Location Planning for Urban
Distribution Centers

Location planning for urban distribution centers is vital in saving distribution costs
and minimizing traffic congestion arising from goods movement in urban areas [1].
In recent years, transport activity has grown tremendously and this has undoubtedly
affected the travel and living conditions in urban areas. Considering this growth
in the number of urban freight movements and their negative impacts on city resi-
dents and the environment, municipal administrations are implementing sustainable
freight regulations like restricted delivery timing, dedicated delivery zones, con-
gestion charging etc. With the implementation of these regulations, the logistics
operators are facing new challenges in location planning for distribution centers.
If distribution centers are located close to customer locations, then it will increase
traffic congestion in the urban areas. If they are located far from customer loca-
tions, then the distribution costs for the operators will be very high. Under these cir-
cumstances, the location planning for distribution centers in urban areas is a com-
plex decision that involves consideration of multiple criteria like: maximum cus-
tomer coverage, minimum distribution costs, least impacts on city residents and the
environment, and conformance to freight regulations of the city.

The proposed approach is a multi-criteria decision making for location planning
for urban distribution centers under uncertainty. It involves identification of poten-
tial locations, selection of evaluation criteria, use of fuzzy theory for quantifying
criteria values under uncertainty and select the best location for implementing an
urban distribution center. Sensitivity analysis is performed to determine the influ-
ence of criteria weights on location planning decisions for urban distribution cen-
ters. It is essential to represent criteria for location selection: 1) accessibility - access
by public and private transport modes to the location; 2) security - security of the
location from accidents, theft and vandalism; 3) connectivity to multimodal trans-
port - with other modes of transport highways, railways, seaport, airport; 4) costs
- in acquiring land, vehicle resources, drivers, and taxes for the location; 5) envi-
ronmental impact - impact of location on the environment (air, pollution, noise); 6)
proximity to customers - distance of location to customer locations; 7) proximity
to suppliers - distance of location to supplier locations; 8) resource availability -
availability of raw material and labor resources in the location; 9) conformance to
sustainable freight regulations - ability to conform to sustainable freight regulations
imposed by municipal administrations (restricted delivery, hours, special delivery
zones); possibility of expansion - ability to increase size to accommodate growing
demands; 11) quality of service - ability to assure timely and reliable service to
clients.

In such system, these criteria are used to model systems that are difficult to define
precisely; parameters are defined using linguistic terms instead of exact numerical
values. Then, conversion scale is applied to transform the linguistic scale into fuzzy
number.
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4.3 Very Large Street Routing Problem with Mixed
Transportation Mode

In recent years many centralisation activities in postal delivery companies to im-
prove performance of their processes can be noticed. It is a reaction to globalization
and current financial problem. Part of this process is lowering of number of Distri-
bution Centres (DC) and creating larger centres. Postal delivery in agglomerations
with large number of customers is one of the most difficult operations problems
faced by local delivery companies [10].

To continue this discussion about providers of logistics service, it is possible to
conclude, that they are under a big pressure to lower their expenses. One way to
accomplish this task is centralisation of logistics activities. This creates distribution
centers with a large number of customers.

This problem is often called a Street Routing Problem (SRP). In this research
a survey of aggregation heuristics that can be used for a solution of Very Large
SRP (VLSRP) is used. Performance of heuristics has been evaluated based on real
data. This paper presents several approximations of length for a SRP with mixed
transportation mode and compares them with published approximations used for
Vehicle Routing Problem (VRP) or Traveling Salesman Problems (TSP).

In today’s postal delivery there is a trend to centralize operations of distribution
to small number of centers. This creates a situation in which many customers are
served from one central depot. Centralizing all delivery operations to one depot
with many customers has its advantages and disadvantages. One key advantage to
centralization is the ability to use more advanced and expensive technologies for
preparation of deliveries, before they are picked up. The delivery preparation usually
takes more than 10% of the total working time of mail carriers. By shortening this
time, combined with good transportation methods, one can allow more time for a
delivery and/or reduce number of mail carriers. On the other hand, the process of
restructuring requires some large investments in automatic sorting lines for every
DC. Other expenses are related to physical distribution of mail carriers. Currently
they use a public transport or foot to get to their districts. In new scenario there is a
plan to use cars for moving the mail carriers to and from districts.

Now, part of Fuzzy Cluster Aggregation (FCA) will be described in details:

1. Estimate the minimum number of clusters p needed for serving all the customers.
2. Locate p medians, so they are uniformly distributed in the serviced area.
3. Create p clusters of customers around these medians using clustering by “fuzzy

c-means”. The membership of customers in each cluster is set as a triangle
fuzzy number, which is based on route distance between the cluster median and
customer.

4. For each cluster, approximate the route length and estimate the average service
time.

5. If there are many clusters (more than 20%) which have their service time over,
increase the number of clusters p and go to step 2, otherwise end the algorithm
with the resulting clusters and use them as SRP districts.
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The solution that FCA gives can be infeasible. To make it feasible one can lower
the threshold, or make and exchange customers between the aggregates to make the
solution feasible.

4.4 Implementation a Fuzzy Expert Decision Support System for
Vendor Selection

The explosive growth in “business to business” commerce is expected to revolu-
tionise the transaction process between buyers and sellers. Effective purchasing
and supply management can contribute significantly to the success of most compa-
nies. Procurement and supply management are one of the most significant parts in
Engineering, Procurement, and Construction (EPC) contracts [13].

Step 1. Identification and

analysis of the problem

Step 2. Identification of

critical and membership

functions definitions

Step 3. Fuzzy rules

construction

Step 4. Fuzzification

Step 5. Fuzzy rules

construction

Step 6. Defuzzification

Step 7. Comperison of the

overall rating for all vendors

Fig. 2 Fuzzy inference process for vendor selection

When a supplier selection decision needs to be made, the buyer generally estab-
lishes a set of evaluation criteria that can be used to compare potential sources. The
basic criteria typically utilized for this purpose are pricing structure, delivery (lead-
time and reliability), product quality, and service (personnel, facilities, research and



724 D. Simić and S. Simić

development, capability). Frequently, these evaluation criteria conflict with one an-
other. In addition, the importance of each criterion varies from one purchase to the
next. This situation can be more complicated further by the fact that some of the
criteria are primarily quantitative (price, quality, etc.) and some are qualitative (ser-
vice). The overview of the framework is shown in Figure 2. There are 7 fundamental
steps in the development of a fuzzy expert decision support system. For using the
same system for all bids in all projects a weigh for each of the factors price is de-
fined, quality and delivery time and the final score that is a number between 0 and 1
will be the average of the system outputs considering all the factors.

4.5 Fuzzy Decision Making Approach to IT Outsourcing Supplier
Selection

Industrial organizations are constantly in search for new solutions and strategies
to develop and increase their competitive advantage. Outsourcing is one of these
strategies that can lead to greater competitiveness. Briefly, it can be defined as a
managed process of transferring activities to be performed by others. Information
technology (IT) outsourcing means that the physical and/or human resources related
to an organization’s ITs are supplied and/or administered by an external specialized
provider [4]. IT outsourcing is often more efficient than developing systems inter-
nally because production costs are lower with outsourcing. The provider obtains
scale economies from mass-producing its services and distributing its fixed costs
among a great number of end-user clients. Outsourcing IT can include data centers,
wide area networks, applications development and maintenance functions, end-user
computing and business processing.

Table 1 Main steps of the proposed methodology [13]

S 1 Determining evaluation criteria

2 Determining the alternatives

T 3 Determining design and system ranges (FRs)

4 Translating linguistic terms into fuzzy numbers)

E 5 Aggregating expert opinions

6 Determining criteria weights

P 7 Calculating information contents

8 Calculating weighted information contents

S 9 Ranking the alternatives

The purpose of IT outsourcing supplier selection is to determine the optimal ser-
vice provider that offers the best all-around package of products and services for the
customer. A set of evaluation criteria has to be defined prior to evaluation of prospec-
tive IT suppliers that have compatible goals, appropriate skills, effective motivation,
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and complementary strategic orientations. This is because managers must find ways
to develop win-win deals (both partners benefit) for this outsourcing to be success-
ful. Thus, it is critical for managers to identify and understand effective supplier se-
lection criteria prior to entering into strategic outsourcing. Based on in-depth study
of IT supplier selection criteria six main evaluation criteria are determined and used:
1) Technological capability; 2) Profitability of supplier; 3) Relationship closeness;
4) Total cost; 5) Service quality; 6) Reputation of supplier.

5 Conclusion and Future Work

This paper outlines some current approaches of fuzzy models which are imple-
mented in the terms of potential benefits gained in logistics domain in order to
mitigate the uncertainty and risks of the current business turbulent environment and
global world financial crises.

Therefore, first a short overview of some logistics problems which can be dis-
cussed in every modern company is presented. Then, a multi-criteria decision mak-
ing approach for location planning for urban distribution centers under uncertainty
and current business turbulent environment is presented. Also, urban distribution
centers are presented, which are closely related to - large street routing problem
with mixed transportation mode - which is presented in fuzzy approach. It is also
necessary, if logistics problems are considered, to implement fuzzy based decision
support system, for vendor selection. It has lately been very common for companies
to concentrate their business around their core activities. Very common practice is
outsourcing of transportation and warehousing but lately corporate IT functions are
outsourced as well. Also, researches on implementation of different artificial intel-
ligence techniques can be applied to almost all logistic activities of the supply chain
management.
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Expansion of Matching Pursuit Methodology for
Anomaly Detection in Computer Networks

Łukasz Saganowski, Tomasz Andrysiak, Michał Choraś, and Rafał Renk

Abstract. In this paper we present further expansion of our matching pursuit
methodology for anomaly detection in computer networks. In our previous work
we proposed new signal based algorithm for intrusion detection systems based on
anomaly detection approach on the basis of the Matching Pursuit algorithm. Hereby,
we present further modifications of our methodology and we report improved results
on the benchmark data sets.

1 Problem Formulation

Anomaly detection approach is a new, emerging trend for network security espe-
cially for high-security networks (such as military or critical infrastructure moni-
toring networks). Such networks are currently exposed to many threats due to the
fact that barriers between trusted and un-trusted network components do not suc-
cessfully protect critical parts of the cyber domain. Most IDS/IPS (Intrusion De-
tection/Prevention Systems) cannot cope with new sophisticated malware (viruses,
SQL injections, Trojans, spyware and backdoors) and 0-day attacks. Most current
IDS/IPS systems have problems in recognizing new attacks (0-day exploits) since
they are based on the signature-based approach. In such mode, when system does
not have an attack signature in database, the attack is not detected. Another draw-
back of current IDS systems is that the used parameters and features do not contain
all the necessary information about traffic and events in the network [1].
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Therefore in our work, we present a new solution for ADS system based on
signal processing algorithm. ADS analyzes traffic from internet connection in cer-
tain point of a computer network. The proposed ADS system uses the expansion of
the previously developed redundant signal decomposition method based on Match-
ing Pursuit algorithm [2][3].

The paper is structured as follows: in Section 2 the Anomaly Detection Sys-
tem based on adaptive approximation of signals is described in details. Then, in
Section 3, the experimental scenario and results are presented and discussed. Con-
clusions are given thereafter.

2 Anomaly Detection System Based on Adaptive
Approximation of Signals

Given overcomplete set of functions called dictionary D = {gγ0
,gγ1

, ...,gγn−1} such

that norm
∥
∥gγi

∥
∥= 1, we can define an optimal M - approximation as an expansion,

minimizing the error δ of an approximation of signal f (t) by M waveforms gγi

called atoms:

δ =
∥
∥
∥ f (t)−∑M−1

i=0 αigγi

∥
∥
∥ (1)

where {γi}i=1,2,...,M−1 represents the indices of the chosen functions gγi [9]. Finding
such an optimal approximation is an NP-hard problem [17]. A suboptimal expan-
sion can be found by means of an iterative procedure, such as the matching pursuit
algorithm.

2.1 Matching Pursuit Overview

Matching pursuit is a recursive, adaptive algorithm for signal decomposition [9].
The matching pursuit decomposes any signal into linear expansion of waveforms
which are taken from an overcomplete dictionary D. Signal f can be written as the
weighted sum of dictionary elements:

f =∑N−1
i=0 αigγi + Rn f (2)

where Rn f is residual in an n - term sum. In the first step of Matching Pursuit
algorithm, the waveform gγ0 which best matches the signal f is chosen. The first
residual is equal to the entire signal R0 f = f . In each of the consecutive steps, the
waveform gγn is matched to the signal Rn f which is the residual left after subtracting
results of previous iterations:

Rn f = Rn−1 f −αngn (3)

where
αn =

〈

Rn−1 f ,gγn

〉

(4)
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and
gγn = argmaxgγi∈D

∣
∣
〈

Rn−1 f ,gγi

〉∣
∣ . (5)

When Rn f is minimized for a given gγn−1 , the projection between the previous
residue and actual atom

〈

Rn−1 f ,gγn−1

〉

is maximized. Iteratively, we obtain for N
atom:

RN f = f −∑N−1
n=0

〈

Rn f ,gγn

〉

gγn (6)

where Rn f → 0 when N → ∞ [17]. This describes the decomposition process.

2.2 Dictionary of Gabor Functions

In the described ADS solution, we proposed a waveform from a time-frequency
dictionary that can be expressed as translation (u), dilation (s) and modulation (ω)
of a window function g(t) ∈ L2(R)

gγ (t) =
1√
s

g

(
t−u

s

)

eiωt (7)

where

g(t) =
1√
s

e−πt2
(8)

Optimal time-frequency resolution is obtained for Gaussian window g(t), which for
the analysis of real valued discrete signals gives a dictionary of Gabor functions

gγ(x) = C(γ,ϕ)g
(

x−u
s

)

sin
(

2π
ω
N

(x−u)+ϕ
)

(9)

where K is the size of the signal for which the dictionary is constructed, C(γ,ϕ) is
normalizing constant used achieve atom unit energy

∥
∥gγ

∥
∥ = 1 and γ = {s,u,ω ,ϕ}

denotes parameters of the dictionary’s functions. We implemented the dictionary
originally proposed by Mallat and Zhang in [9], the parameters of the atoms are
chosen from dyadic sequences of integers. Scale s, which corresponds to an atom’s
width in time, is derived from the dyadic sequence s = 2 j,0 < j < L (signal size
K = 2L and j is octave). Parameters u and ω , which correspond to an atom’s position
in time and frequency, are sampled for each octave j with interval s = 2 j. In order
to create overcomplete set of Gabor functions dictionary D was built by varying
subsequence atom parameters: scale (s), translation (u), modulation (ω) and phase
(ϕ). Base functions dictionary D was created with using 10 different scales and 50
different modulations.

2.3 Search in Dictionary Atoms

In the basic Matching Pursuit algorithm atoms are selected in every step from entire
dictionary which has flat structure. In this case algorithm causes significant proces-
sor burden. In our ADS system dictionary with internal structure was used.
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Dictionary is built from:

— Atoms,
— Centered atoms,

Centered atoms groups such atoms from D that are as more correlated as possible to
each other. To calculate measure of correlation between atoms function o(a,b) can
be used [10] .

o(a,b) =

√

1−
( |〈a,b〉|
‖a‖2 ‖b‖2

)2

(10)

The quality of centered atom can be estimated according to (11):

Ok,l =
1

∣
∣LPk,l

∣
∣ ∑

i∈LPk,l

o
(

Ac(i),Wc(k,l)
)

(11)

LPk,l is a list of atoms grouped by centered atom. Ok,l is mean of local distances from
centered atom Wc(k,l) to the atoms Ac(i) which are strongly correlated with Ac(i).

Centroid Wc(k,l) represents atoms Ac(i) which belongs to the set i ∈ LPk,l . List of
atoms LPk,l should be selected according to the Equation 12:

max
i∈LPk,l

o
(

Ac(i),Wc(k,l)
)≤ min

t∈D\LPk,l

o
(

Ac(t),Wc(k,l)
)

. (12)

3 Experimental Results

Performance of our approach was evaluated with the use of four trace bases [13, 14,
15]. The test data contains attacks that fall into four main categories [11] such as:

1. DOS/DDOS: denial-of-service, e.g. syn flood,
2. R2L: unauthorized access from a remote machine, e.g. guessing password,
3. U2R: unauthorized access to local superuser (root) privileges, e.g., various

"buffer overflow" attacks,
4. PROBING: surveillance and other probing, e.g., port scanning.

For experiments we chose 20 minutes analysis window because most of attacks
(about 85%) ends within this time period [12] . We extracted 15 traffic features
(see Table 8) in order to create 1D signals for Matching Pursuit - Mean Projection
analysis. Graphic representation examples of ICMP and TCP flow/minute parameter
for "normal" and "attacked" traffic is presented in Figures 1,2 and Figures 3,4.

For anomaly detection classification we used two parameters. First parameter is
Matching Pursuit Mean Projection (MP-MP), second energy parameter E(k).
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Fig. 1 ICMP flows per minute without attack for DARPA [13] Week 5 Day 1 trace
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Fig. 2 ICMP flows per minute with attack for DARPA [13] Week 5 Day 1 trace
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Fig. 3 TCP flows per minute without attack for DARPA [13] Week 5 Day 1 trace
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Fig. 4 TCP flows per minute with attack for DARPA [13] Week 5 Day 1 trace
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Table 1 Detection Rate for W5D5 (Fifth Week, Day 5) DARPA [13] trace

Network Traffic DR[%] DR[%]

Feature for MPMP for E(k)

icmp flows/min. 70,58 88,23

icmp in bytes/min. 41,17 76,47

icmp in frames/min. 66,17 80,88

icmp out bytes/min. 39,70 77,94

icmp out frames/min. 66,17 77,94

tcp flows/min. 51,47 55,88

tcp in bytes/min. 69,11 92,64

tcp in frames/min. 52,94 89,70

tcp out bytes/min. 41,17 94,11

tcp out frames/min. 47,05 79,41

udp flows/min. 88,23 97,05

udp in bytes/min. 100,00 100,00

udp in frames/min. 92,64 98,52

udp out bytes/min. 92,64 94,11

udp out frames/min. 98,52 94,11

Table 2 Matching Pursuit Mean Projection - MP-MP for TCP trace (20 min. analysis window)

TCP trace (packet/second) Window1 Window2 Window3 MPMP MPMP for

MAWI [14] MPMP MPMP MPMP for trace normal trace

Mawi 2004.03.06 tcp 210.34 172.58 239.41 245.01 240.00

Mawi 2004.03.13 tcp 280.01 214.01 215.46 236.33 240.00

Mawi 20.03.2004 tcp 322.56 365.24 351.66 346.48 240.00

(attacked: Witty)

Mawi 25.03.2004 tcp 329.17 485.34 385.50 400.00 240.00

(attacked: Slammer)

The matching pursuits algorithm produces three important elements of informa-
tion: the set of projection coefficients α = {α0,α1, ...,αn−1}, the set of residues
R f = {R0 f ,R1 f , ...,Rn−1 f} and the list of dictionary elements chosen to approx-
imate of f (x) , represented as gγ = {gγ0 ,gγ1 , ...,gγn−1}. This three factors α , R f
and gγ completely define the discrete signal f (x). Their energies can be written
according to the equation 13:

E(k) =
∥
∥
∥α(k)

∥
∥
∥

2
+
∥
∥
∥R f (k)

∥
∥
∥

2
+
∥
∥
∥g(k)

γ

∥
∥
∥

2
(13)
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Table 3 Matching Pursuit Mean Projection - MP-MP for UDP trace (20 min. analysis win-
dow)

UDP trace (packet/second) Window1 Window2 Window3 MPMP MPMP for

MAWI [14] MPMP MPMP MPMP for trace normal trace

Mawi 2004.03.06 udp 16.06 13.80 17.11 15.65 16.94

Mawi 2004.03.13 udp 20.28 17.04 17.40 18.24 16.94

Mawi 20.03.2004 udp 38.12 75.43 61.78 58.44 16.94

(attacked: Witty)

Mawi 25.03.2004 udp 56.13 51.75 38.93 48.93 16.94

(attacked: Slammer)

Table 4 Matching Pursuit Energy parameter - for TCP trace (20 min. analysis window)

TCP trace (packet/second) Window1 Window2 Window3 E(k) E(k) for

MAWI [14] E(k) E(k) E(k) for trace normal trace

Mawi 2004.03.06 tcp 7.26e+7 7.92e+7 6.36e+7 7.18e+7 7.83e+7

Mawi 2004.03.13 tcp 8.69e+7 7.80e+7 8.98e+7 8.49e+7 7.83e+7

Mawi 20.03.2004 tcp 2.03e+8 1.46e+8 1.83e+8 1.77e+8 7.83e+7

(attacked: Witty)

Mawi 25.03.2004 tcp 3.43e+8 2.39e+8 3.51e+8 3.11e+8 7.83e+7

(attacked: Slammer)

Table 5 Matching Pursuit Energy parameter for UDP trace (20 min. analysis window)

UDP trace (packet/second) Window1 Window2 Window3 E(k) E(k) for

MAWI [14] E(k) E(k) E(k) for trace normal trace

Mawi 2004.03.06 udp 4.13e+5 2.26e+5 2.49e+5 2.96e+5 3.79e+5

Mawi 2004.03.13 udp 5.08e+5 4.61e+5 4.19e+5 4.62e+5 3.79e+5

Mawi 20.03.2004 udp 5.19e+6 3.96e+6 5.49e+6 4.88e+6 3.79e+5

(attacked: Witty)

Mawi 25.03.2004 udp 1.76e+6 2.06e+6 1.73e+6 1.85e+6 3.79e+5

(attacked: Slammer)

We calculate difference energy Di f fE between attacked and corresponding normal
traces stored in a references database. If the value Di f fE is larger than a certain
threshold t our application signalizes the attack/anomaly.
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Table 6 Matching Pursuit Mean Projection - MP-MP for TCP trace with DDoS attacks (20
min. analysis window)

TCP trace (packet/second) Window1 Window2 Window3 MPMP MPMP for

CAIDA [15] MPMP MPMP MPMP for trace normal trace

Backscatter 2008.11.15 147.64 411.78 356.65 305.35 153.66

Backscatter 2008.08.20 208.40 161.28 153.47 147.38 153.66

Table 7 Matching Pursuit Energy parameter for TCP trace with DDoS attacks (20 min. anal-
ysis window)

TCP trace (packet/second) Window1 Window2 Window3 E(k) E(k) for

CAIDA [15] E(k) E(k) E(k) for trace normal trace

Backscatter 2008.11.15 4.12e+7 3.41e+8 2.16e+8 1.99e+8 4.68e+7

Backscatter 2008.08.20 9.45e+7 4.17e+7 5.76e+7 6.46e+7 4.68e+7

Table 8 Proposed MP based ADS in comparison to DWT based ADS [16]. Both solutions
were tested with the use of DARPA [13] testbed (results in table are for Week5 Day1 testday;
DR-Detection Rate [%], FP-False Positive [%]) for MP-MP and E(k) energy parameter.

Traffic Feature MP-MP MP-MP E(k) E(k) DWT DWT

DR[%] FP[%] DR[%] FP[%] DR[%] FP[%]

ICMP flows/minute 68.49 20.54 90.41 38.35 14.00 79.33

ICMP in bytes/minute 79.45 27.39 94.52 38.35 83.33 416.00

ICMP out bytes/minute 73.97 32.87 94.52 38.72 83.33 416.00

ICMP in frames/minute 78.08 27.39 84.93 34.24 32.00 112.00

ICMP out frames/minute 72.60 30.13 94.52 35.61 32.00 112.00

TCP flows/minute 89.04 34.24 98.63 39.72 26.67 74.67

TCP in bytes/minute 47.94 32.87 93.15 41.00 8.67 23.33

TCP out bytes/minute 80.82 27.39 93.15 34.24 8.67 23.33

TCP in frames/minute 36.98 26.02 95.89 36.09 2.00 36.00

TCP out frames/minute 38.35 27.39 95.89 34.24 2.00 36.00

UDP flows/minute 89.04 41.09 90.41 39.70 10.00 74.67

UDP in bytes/minute 98.63 41.09 98.63 45.02 11.33 66.67

UDP out bytes/minute 100.00 46.57 100 46.57 11.33 66.67

UDP in frames/minute 98.63 39.72 98.63 45.20 12.67 66.67

UDP out frames/minute 100.00 46.57 100 45.20 12.67 66.67
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Di f fE (NRM,AT T ) =

∣
∣E(NRM)−E(ATT )

∣
∣

max(E(NRM),E(ATT ))
(14)

where ENRM is energy factor of the normal trace and EATT is energy factor of the
attacked trace.

All test bases were calculated with usage of this two parameters. E(k) param-
eter gives us better detection rates than MP-MP parameter for almost all traffic
features at the the cost of a little bit higher false positive. Traffic features were
calculated with the use of 1 minute time period (Table1 - Table 8). Traffic fea-
ture called flow requires more explanation since there are various definitions of
this metric. A flow consist of a group of packets going from a specific source to
a specific destination over a time period [16]. Flows are always considered as ses-
sions between users and services. For every network traffic feature we created "nor-
mal profile" based on DARPA training base without attacks. Results achieved for
testing base were compared to normal profiles in order to detect anomalies. We
compared our system to other signal processing ADS system based on Wavelet
transform [16].

For the same DARPA test base we achieved better anomaly detection rate. Our
system is more computational complex than system based on wavelets transform
but it is possible to realize it in real time.

In Table 1 and Table 8 detection rates achieved for DARPA benchmark trace base
are presented. These are results achieved for two test days. Detection results were
compared to the list of attacks which should exist in this two testing days.

In Tables 2, 3 and Tables 4, 5 there are results for MAWI test base. Bold numbers
in tables point to existence of anomalies/attacks in certain window. In Tables 6, 7
there are results achieved for CAIDA test base. Traces consist of DDoS attacks and
every trace represents 1 hour of the network traffic.

4 Conclusions

In this paper we presented further expansion of our previously proposed matching
pursuit methodology for anomaly detection in computer networks [2][3]. As proved
in the performed experiments, we improved the efficiency of our system in terms of
both Detection Rate and False Positives.

Our anomaly detection methodology has been designed for protecting critical
infrastructures (e.g. SCADA networks monitoring energy grids), military networks
and public administration networks.

Acknowledgement. This work was partially supported by Polish Ministry of Science and
Higher Education funds allocated for the years 2010-2012 (Research Project number
OR00012511).
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Stochastic Modelling of Sentence Semantics in
Speech Recognition

Włodzimierz Kasprzak and Paweł Przybysz

Abstract. A stochastic approach to spoken sentence recognition is proposed for the
purpose of an automatic voice-based dialogue system. Three main tasks are distin-
guished: word recognition, word chain filtering and sentence recognition. The first
task is solved by typical acoustic processing followed by phonetic word recognition
with the use of Hidden Markov Models (HMM) and Viterbi search. For the second
solution an N-gram model of natural language is applied and a token-passing search
is designed for the filtering of important word chains. The third task is solved due to
a semantic HMM of sentences. The final sentence is recognized and a meaning is as-
signed to its elements with respect to given application domain. A particular spoken
sentence recognition system has been implemented for train connection queries.

1 Introduction

Spoken sentence analysis is a muli-disciplinary problem in which techniques are
involved that originate from signal processing, phonetics, computational linguistics
and natural language processing [1]. In engineering disciplines speech processing
can be decomposed into stages of acoustic-, phonetic-, lexical-, syntactic-, semantic-
and pragmatic analysis. The main application of spoken sentence analysis, that we
consider in this paper, are automatic spoken language dialog systems (e.g. automatic
railway information system) [2]. This limits our interest to first 4 stages of speech
processing and to a limited-scope semantic analysis.

General semantic analysis of natural languages usually requires large data bases.
For example, research in psycholinguistics identifies how humans process a natu-
ral language. The goal of WordNet project [5] was to create a data base for lex-
ical and semantic memory, i.e. allowing to search the dictionary by associations
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originating from the grammar form of a word and/or semantic relations between
words in given language. Its use is much broader than automatic dialogue systems -
a multi-language WordNet will support automatic language translation and speech
understanding (the pragmatic analysis of speech).

The studies on language ontology [11], among others, lead to inheritance rela-
tions between words based on their meanings. Such relations can then support the
pragmatic analysis of sentences, allowing to exchange words with similar meaning
depending on the context of their current use.

The syntactic-semantic analysis of spoken sentences is most often based on: case-
frame grammars [6], probabilistic grammars [7] and stochastic models [10]. They
seem to be useful for specific dialogue systems in which only a limited subset of a
natural language need to be considered. The advantage of a case-frame grammar in
comparison to context-free formal grammars is the ability to express large number
of sentence configurations without a need to generate them all. The idea is to build
the sentence ”around” a key word which represents the main use case of a sentence.

The statistical approach to speech recognition is widely recognized. The acquired
signal is contaminated by noise, the signal shape is of high variability and depends
on the speaker and even the meaning of properly syntactically recognized sen-
tences is often ambiguous. All this motivates the use of stochastic models in speech
recognition.

The paper is organized as follows. Section 2 presents and discusses the structure
of our system. The next section 3 concentrates on the acoustic-phonetic modelling of
spoken words. In section 4 an N-gram estimation approach is presented. In section 5
the token-passing search is presented, with the goal to filter possible word sequences
by using N-gram models. In section 6 the idea of a HMM for sentence recognition
and meaning assignment is introduced. An example is presented in section 7 - the
recognition of train departure questions.

2 System Structure

The speech recognition system is structured into man abstraction levels: acous-
tic analysis, phonetic analysis (word recognition), word chain filtering and sen-
tence recognition. The symbolic part of sentence analysis is split into the syntax-
driven detection of word sequences and a semantic-driven sentence recognition.
From syntactic point of view a sentence is a chain of words, where each word is
again a sequence of phonemes. From system point of view we can distinguish the
need of model creation and of model use (for the purposes of word and sentence
recognition).

In Fig.1 the proposed structure of our speech analysis system is outlined. The in-
put signal is converted to a sequence of numeric feature vectors, Y = [y1, ...,yn],
that represent acoustic features of consecutive signal frames. This is a feature
detection step.
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Fig. 1 The speech recognition system

The next step is to recognize a sequence of words, W = (w1, ...,wK), that in a
best way (with highest probability among competitive candidates induced by the
language model) matches the measured sequence Y.

The word sequence recognition step (in some works also called as decoding)
solves the following stochastic task:

Ŵ = max
W

[p(W |Y )] (1)

But the distribution p(W |Y ) represents a diagnostic relation (from observed effect
to hidden effect). Hence, it is difficult to obtain its direct model. Applying the Bayes
rule we obtain:

p(W |Y ) =
p(Y |W ) p(W )

p(Y )
(2)

that means, we express the problem in terms of prior probabilities:

Ŵ = max
W

[p(Y |W )] p(Y )] (3)

For word sequence recognition we shall create two stochastic models:

1. a phonetic model - which gives the conditional probability of signal
measurement for given sentence, p(Y |W ), and

2. a language model - which gives probabilities of word sequences, p(W ).

The Hidden Markow Model (HMM) [10], [12] allows for the transition both from
acoustic to phonetic description and from phonemes to words. A sequence of pho-
netic entities representing a spoken is encoded as a sequence of HMM-states,
(s1...sm), whereas the measured sequence of frame features, (y1...yn) is a sequence
of observation variable values in HMM. The Viterbi search [8] is applied to find
the best match between such two sequences, or in other words - the best path in the
HMM of all words.

The required stochastic language model, P(W )∼ P(w1,w2, ...,wn), should allow
to select proper sentences in given language and help to reject wrongly generated
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word sequences. For example, P(”W czym mogȩ Panu pomóc”) should be of high
probability value if compared to P(”Jak biegać kot chodzić pies").

In practice it will be difficult to learn the estimates of all individual sentences. We
shall rely on shorter word sequences and learn probabilistic models, called N-grams,
in which a word’s probability is conditioned upon at most N−1 direct predecessor
words [4], [7], [12]. In this work the language model will be used by a token-passing
search to perform a filtering of word chains.

Another HMM will be applied for sentence recognition, but it will rather repre-
sent the ”semantics” of a sentence in given application. The words will be observed
and accepted by HMM states due to their meaning and not their syntactic role. Thus,
the HMM states represent key structures of a sentence to that allow to recognize the
type of sentence (i.e. question, information, order) and to associate an interpretation
(action, answer) to it.

3 Acoustic-Phonetic Model of Spoken Words

3.1 Acoustic Model

Here we apply the well-known scheme of mel-cepstral coefficients (MFCC) [1].
In every considered signal segment of around 16 ms duration time a vector of 38
numeric features is detected.

3.2 Phonetic Model

All words in a dictionary are given phonetic transcriptions in terms of 39 phonemes.
Each phoneme is divided into 1-, 2- or 3 parts, called three-phones.

The acoustic and phonetic models of spoken words (from given dictionary) are
combined into a single HMM. The phonetic model of every word is expressed by
the structure of a left-to-right HMM, i.e. its states, si, and transition probabilities,
ai j, between pairs of states si and s j, where s j follows si.

The acoustic feature vector y may be attached to a HMM via possible three-
phones and their output probabilities, λ jm (for observed phone m in state j) [10],
[12]. In a so called semi-continues probability model, the output probability takes
the form of a Gaussian mixture, i.e. the probability of observing in state j a vector y
is computed as:

b j(y) =
M

∑
m=1

λ jm N(y;μ jm,σ jm) (4)

3.3 Word Hypothesis Lattice

A slightly modified Viterbi search [1] is applied to find a best match between every
path in the HMM word model and a sequence of signal segments, that we assume
to contain spoken utterances of 1-, 2- or 3-sylab words.
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Fig. 2 Illustration of the word hypothesis lattice. Besides the optimal sequence ("Kiedy bȩdzie
pocia̧g do Warszawy") many other competing sequences are still possible.

The competing word sequences can be represented by a lattice-graph, where the
nodes are ordered according to the (assumed) sylab (and time) index (Fig. 2). Every
arc in this graph represents the best word recognition results achieved for the appro-
priate signal frame. More than one competing word hypothesis can be stored for a
given signal frame, depending on their quality scores.

4 Language Model - N-Grams

In a formal grammar a sentence W belongs or not to some language L. Hence the
probability P(W ) that the sentence is proper in language L is 0 or 1.

In a probabilistic context-free grammar (PCFG) [7], [12] every production rule
has assigned its probability value. Hence, the probability of a sentence is a function
of rule probabilities needed to generate this sequence. The key difficulty is to design
this function that combines probabilities.

In opposite to PCFG-s stochastic word sequence models, called N-grams, are
easy to generate and to modify. But they have to cope with the ”sparse” nature of
training data.

4.1 The N-Gram Model

Let W,W = (w1w2...wn), be a word chain. When the word chain satisfies a Markov
random process of order (N−1), where N ≤ n, its N-gram model is:

P(W ) =
n

∏
i=1

P(wi|wi−N+1, ...,wi−1) (5)

In practice the N-grams are limited to N = 2,3,4 and such special cases are called as
[4]: unigram, P(wi), bigram, P(wi|wi−1), three-gram, P(wi|wi−1,wi−2), four-gram,
P(wi|wi−1,wi−2,wi−3). These distributions are estimated during a learning process
that is based on the maximum likelihood rule (ML). The elementary learning approach
is to count the appearance frequency of given word chain in the training data.

Let C(wi−N+1...wi−N+N) is the number of training set appearances of given word
chain of length N. The unigram estimation is simple (wk means any word in the
training set):
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P(wi) =
C(wi)
∑wk

wk
(6)

The bigram estimation needs to count the number of appearances of given pair of
words and of the first word:

P(wi|wi−1) =
C(wi−1wi)
C(wi−1)

(7)

This can be generalized for an N-gram as:

P(wi|wi−N+1,wi−N+2, ...,wi−1) =
C(wi−N+1wi−N+2...wi)

C(wi−N+1wi−N+2...wi−1)
(8)

4.2 N-Gram Learning with Smoothing

The drawback od elementary N-gram learning approach is the sparsity of available
training data, even when the number of words is large. For example in a text that
contains several million of words around 50% of three-grams may appear only one
time, and around 80% of three-grams - no more than 5 times. Obviously such sparse
data set will lead to large N-gram estimation errors.

To eliminate such drawback a common procedure in N-gram learning is to ap-
ply a smoothing operation on the estimated probability distribution. The simplest
smoothing method, called Laplace smoothing, is to add 1 to the number a sequence
appeared in the training set [4].

4.3 The Katz Smoothing Method

In this work we apply the so called Katz method [9]:

1. for frequent N-tuples of words apply the elementary estimation approach,
2. for rare N-tuples of words apply the ’good Turing estimate,
3. for non-observed N-tuples of words apply a smoothing method by returning to

(N-1)-grams.

The good Turing estimate takes the form (for a bigram):

C∗(wi|wi−1) =

⎧

⎪⎨

⎪⎩

r, r > k

drr, 0 < r ≤ k

α(wi−1)P(wi), r = 0

(9)

Here r denotes the appearance number, i.e. r = C(wi−1,wi), dr - the discount rate,
and α - a normalization coefficient. The parameter k, that selects one of the 3
approaches, is set by default - for example it may be set to 5.

α(wi−1 is estimated in such a way to satisfy the following condition:

∑
wi

C∗(wi−1,wi) =∑
wi

C(wi−1,wi) (10)
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The discount rate is computed as:

dr =
r∗
r − (k+1)nk+1

n1

1− (k+1)nk+1
n1

(11)

for r = 1,2, ...,k. Where nr denotes the number of N-tuples, that appear exactly r
times in the training set, and r∗ is the good Turing estimate, i.e.:

r∗r = (r + 1)
nr+1

nr
(12)

Thus the probabilities in a three-gram model are estimated according to the follow-
ing options:

P∗(wi|wi−1,wi−2) =

⎧

⎪⎨

⎪⎩

C(wi−2wi−1wi)
C(wi−2wi−1)

, r > k

dr
C(wi−2wi−1wi)
C(wi−2wi−1) , 0 < r ≤ k

α(wi−1,wi−2)P(wi|wi−1), r = 0

(13)

5 Token-Passing Search

We developed a general-purpose search, called token-passing search, in order to
convert the lattice of word hypotheses into meaningful sentences of words. This is a
breadth-first search controlled by evaluations of partial word sequences (paths) and
which uses the N-gram model, corresponding to the dictionary of current application
domain, to prune paths with inconsistent n-tuples of words. Thus the token passing
search takes as input: 1) the dictionary model, represented by the integrated HMM
for words, and 2) the language model given by N-grams.

A token means a data structure associated with the search tree node that contains:
1) the score (evaluation) of corresponding path, P, and 2) a pointer, link, to path
description (a structure R).

A search tree node passes its token to its successor nodes. A new structure of
type R is created for every successor node that holds: a link to obtained predecessor
token, the new added word with its lattice time index and its quality score. Then
the score of every new token is modified by the product of N-gram probability (of
added word upon the condition of N−1 predecessor words) and its quality score.

6 Semantic HMM

A sentence is a sequence of words. We propose the use of another HMM model for
representation of a stochastic syntax of sentences in given application. States in this
model correspond to word categories, whereas observations can be specific words
given in the dictionary.
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The categories of words are distinguished from point of view of the application
domain. Hence, the states of such HMM represent semantic entities, rather than
syntactic ones.

Semantic HMM is based on assumption that every sentence is combined from
parts containing atomic semantic information. For example, an atomic part may be:
a question form (when, where, at what time), a time period (at eight a.m., afternoon,
at evening) or destination (Warszawa).

Prior probability of a valid sequence of semantic parts is expressed by transition
probabilities along the appropriate path in HMM. Posterior probability is found by
including the word acceptance (observation) probabilities in states along such path.
Specific features of the semantic HMM are:

• It can represent a sentence category (many sentences with the same meaning)
rather than a single sentence ;

• During the recognition process a particular sentence from given category is de-
tected along with sentence meaning. Hence, speech recognition system could
execute an action according to recognized sentence;

• Semantic parts can be used as a elements of many semantic HMMs.

In a general use of this approach the HMM states would be rather of syntactic mean-
ing, i.e. they may represent:

• the role in a sentence: subject, predicate, object;
• a syntax category: noun, verb, conjunction, adjective, number, etc.

7 Example

The HMM in Fig. 3 allows a very flexible modelling of sentences. It represents the
application domain: question on train departure. The word dictionary contains at
least 38 words in base form, like: from, to, train, hour, minute, day, when, Mon-
day, today, etc. This can be further extended by the names of cities for which train
connections are needed.

Some words appear multiple times, but in different grammar forms of common
base word. They are included in the word recognition stage. For simplicity of the
semantic model, after the word sequence detection they are converted into the base
form.

The states of HMM represent following 11 meaning (and not directly syntactic)
categories: question attribute, departure form, day, day-time, train attribute, train,
from, to, departure city, destination city, end of sentence. Every state can emit sev-
eral words with specific probabilities. For example the state called train attribute
can accept the following words: "nearest", "last", "fastest", "first".

Here are examples of valid sentences accepted by this model: When the train from
Warszawa to Krakow departs? (”Kiedy bȩdzie pocia̧g do Warszawy z Krakowa?”),
When the first train from Krakow to Warszawa departs? (”Kiedy jest pierwszy
pocia̧g z Krakowa do Warszawy?”), When the train from Krakow to Warszawa de-
parts tomorrow? (”Kiedy jest jutro pocia̧g z Krakowa do Warszawy?”), When the
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next train to Wrocław departs? (”Kiedy jest najbliższy pocia̧g do Wrocławia?”),
When the first train from Krakow to Warszawa departs? (”O której odjeżdża pier-
wszy pocia̧g z Krakowa do Warszawy?”), When the first train from Krakow to
Warszawa departs tomorrow afternoon? (”O której bȩdzie jutro pierwszy pocia̧g
po południu z Krakowa do Warszawy?”), When tomorrow afternoon the first train
from Krakow to Warszawa departs?, (”O której jutro bȩdzie pierwszy pocia̧g po
południu z Krakowa do Warszawy?”), When afternoon the first train from Krakow
to Warszawa departs a day after tomorrow? ( ”O której pojutrze bȩdzie pierwszy
pocia̧g po południu z Krakowa do Warszawy?”), When the train to Warszawa de-
parts? (”O której jest pocia̧g do Warszawy?”), When tomorrow the train to Grodzisk
leaves ? (”O której jutro odjeżdża pocia̧g do Grodziska?”).
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Fig. 3 Illustration of a semantic HMM for train departure information.

8 Summary

A design of a spoken sentence recognition system applied for the purpose of man-
machine dialogue systems was proposed. The novel elements can be characterized
as follows:

1. the stochastic modelling of words and sentences in given language by means
of HMMs and N-gram models;

2. a token-passing search as a word filtering stage in this system;
3. a semantic HMM for spoken sentence recognition and meaning (action)

association in some application domain (e.g. train departure information).
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Thai Character Recognition Using "Snakecut"
Technique

Thakerng Wongsirichot, Piyawan Seekaew, and Parunyu Arnon

Abstract. Optical character recognition has become one of the powerful tools in
the area of pattern recognition and artificial intelligence. Our research targets prac-
tically to Thai character recognition on Thai national identification cards. We pro-
pose a Thai character recognition technique, so called "Snakecut". It is invented
by iterative investigations of the Thai characters. The ”Snakecut”, an unsupervised
technique, is able to trace around each character, meticulously. A set of 26 weighted
parameters are employed to further tuning recognition performances. Experiment
results accuracy rates are 83.10% for pure Thai characters and 92.96% for a mixture
of numbers and Thai characters with some limitations.

1 Introduction

Optical character recognition (OCR) is one of the most successful applications in
the field of pattern recognition. OCR becomes an essential tool for many businesses
such as publishing companies.[1] The OCR research area on text can be catego-
rized into two main groups namely printed and handwritten text recognitions.[6] A
number of researchers present various techniques including an extraction method of
edge information from gray scale documents, a method of edge detection in order
to localizing text area.[1] Others include some well-known models such as Hid-
den Markov Models (HMM) for the purpose of character recognitions. [5] Many
practical OCRs have been constructed based on particular languages such as Tel-
ugu script.[3] Dilemmas, which are possibly encountered in OCR processing, di-
vides into two types. Firstly, an internal OCR problem includes performance of
OCRs algorithms and techniques. Secondly, external OCR problems or environmen-
tal problems include insufficient light, quality of original sources, etc. In terms of
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performance comparions are limited due to each experimental testing environments.
Specially, most researches were conducted based on particular circumstances.[6]
However, previous researches are able to used as encompasses for further re-
searches, which are potentially advance. Optical character recognition techniques
have been employed in many languages for over a decade. With the nature of each
languages characters, the OCRs are required accordingly to adapt in order to achieve
the maximum accuracy and robustness. In the case of Thai characters, there are a
number of patterns that can be used as guidelines for detecting character correctly.

2 Principles of Thai Characters

Originally, Thai characters have been invented in 1283 by the King Ramkhamhaeng
the Great. The alphabets are derived from elder scripts such as old Khmer, Tamil,
Sanskrit, Malayalam scripts, etc. With the combination of scripts, Thai characters
have been gradually adapted since its origin. The current Thai scripts contain mainly
44 alphabets, 32 vowels, 4 tone marks and 10 Thai numbers. A set of some Thai
alphabets is illustrated in Fig. 1.[9]

Fig. 1 A set of Thai alphabets

Thai scripts are written in standardized 4 levels namely, a main level (level 2),
a lower line (level 1), and an upper level (level 3) and finally an uppermost level
(level 4) as shown in Fig 2. Thai words and sentences are commonly written or
typed without any symbols such as periods for stopping words and sentences[4].
Occasionally, some symbols such as commas and semicolons are added after some
words for the purpose of distinctive clarification of words.

According to standard typed Thai characters, each Thai alphabet has its distinc-
tive appearances. For example, the first two respective Thai alphabets are Kor Kai
and Khor Khai as shown in Fig 3.

The obvious distinction between the first two alphabets above is the headed circle.
The headed circle appears in the second alphabet however the first alphabet has no
headed circle. This phenomenon is one of the distinctions that assists in differentiate
two of the Thai alphabets, which are Kor Kai and Tor Tong from the rest of the
alphabets. Some of Thai alphabets are closely resemble therefore they cause the
difficulty of character recognitions.[4]
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Fig. 2 Levels of Thai scripts

Fig. 3 Level of Thai scripts

3 Algorithms and Techniques

Due to various styles of typed Thai characters, Thai national identification cards
have been touched into our attention as a standard case. Thai national identification
cards have been formally introduced since 1983. The bill of national identification
cards (1983) states all Thai citizens who are 15 years old but not over 70 years old
must acquire national identification cards. The latest version (5th version) as shown
in Fig4 of the cards is selected as test cases for our research[8].

Fig. 4 A sample of Thai National Identification card

There are four zones in the card are studied in this research. zonea is the area of
a card owners photo. zoneb is the area of an identification number located. zonec is
the area in which a first name and a last name are presented. Finally, zoned is the
area in which a card owner’s date of birth is presented.

Main essential algorithms of our research contain (1) Image Transformation (2)
Number Separation (3) Sneakcut (4) Alphanumerical Character Recognition.

1) Image Transformation: Images of Thai national identification cards are
captured via an ordinary web cam. The bitmap images are in the size of 640 by
480 pixels.
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Algorithm 1. Image Transformation

Require: BMP is a set of pixels of a bitmap image of Thai national identification cards
1: for all Pxi ∈ BMP do
2: if 0≤ Pxi ≤ 80 then
3: Pxi ← 0
4: else
5: Pxi ← 255
6: end if
7: end for
8: return coordinates of zonea ,zoneb,zonec, and zoned

2) Number Separation: This proposed technique is applied to the zonec, which
contains only 13 digits of an identification number.

Algorithm 2. Number Separation

Require: zoneb is a set of pixels in the identification number.
Require: BLACK is a set of black pixels
Require: IDENT (x) is clustering function
1: BLACK = φ
2: for all Pxi ∈ zoneb do
3: if Pxi = 0 then
4: BLACK = BLACK

⋃{Pxi}
5: end if
6: end for
7: for all bpx ∈ BLACK order by ascending do
8: N ← IDENT (bpx)
9: zonebN = zonebN

⋃{bpx}
10: end for
11: return zonebN ,0≤ N ≤ 12

3) Snakecut: This alphanumerical character separation technique so called
”Snakecut” is applied to the zonec and zoned , which contains both numbers and
Thai alphabets. The Snakecut technique is imitated snake movements, which can
move in any directions even in a very narrow space. It acquires an entire line of
alphanumerical characters and neatly separates them into a set of single character
images.

4) Alphanumerical Character Recognition: Due to the complexity of Thai al-
phabets, researchers proposed various techniques such as Thai Type Style Recog-
nition, which employed Neural Network technique into recognition process[7].
However, each technique contains some trivial to moderate imperfect recognition
performance. We propose a new technique which is created specially for Thai
alphabets. 26 weighted parameters have been created as shown in Fig 5.
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Apparently, the weighted parameters from 1 to 5 indicate coordinates of the first
black pixel detection from top to bottom. The weighted parameters from 6 to 10
indicate coordinates in vertically reverse order from the weighted parameters from
1 to 5. Correspondingly, the weighted parameters from 11 to 15 denote coordinates
of the first black pixel detection from left to right. The weighted parameters from
16 to 20 are in the horizontally reverse order to the weighted parameters from 11 to
15. Finally, the weighted parameters from 21 to 26 are as follows.

Our research has conducted a set of preliminary studies. The weighted parameters
are differently influences the character recognition performance. In order to find the

Algorithm 3. Snakecut

Require: IMG is an image of the entire line of alphanumerical characters
Require: BLACK is a set of black pixel coordinates
Require: CUTOFF is a set of white pixel coordinates that is located by only 1 pixel from a

black pixel
Require: IDENT (x) is a clustering function
1: x← 0
2: y← 0
3: for all c(x,y) ∈ IMG do
4: if c(x,y) 
= 0 then
5: if y > Maxy then
6: x++
7: y← 0
8: end if
9: else

10: BLACK = BLACK
⋃{c(x,y)}

11: end if
12: y++
13: end for
14: for all c(x,y) ∈ BLACK order by ascending do
15: y′ ← y
16: y++
17: CUTOFF ←CUTOFF

⋃{c(x,y−1)}
18: if (y′ < y)

⋂
(y≤Maxy)

⋂
(y+5 
= 0) then

19: CUTOFF = CUTOFF
⋃{c(x,y−1)}

20: end if
21: if y > Maxy then
22: x++
23: y← 0
24: end if
25: end for
26: for all c(x,y) ∈CUTOFF order by ascending do
27: N ← IDEN(c(x,y))
28: IMGN = IMGN

⋃{c(x,y)}
29: end for
30: return IMGN
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Fig. 5 26 Weighted parameters for Thai character recognition

Table 1 The weighted parameters from 21 to 26

Weighted parameter Description

21 A number of vertical approximated black line in a character

22 A flag value of long tailed character

23 A flag value of an appearance of vowel in a lower line

24 A zone indicator (zonea, zoneb, zonec or zoned )

25 A ratio of a characters height to a main level in a line

26 A ratio of width and height of a character

best weighted parameters with a minimum error, a set of iterative testing process
must be performed.

Minerror =
26

∑
N=1

weightN× (baseN− inputN)2 (1)

where
weightN is a weighted parameter for each character
baseN is each based character
inputN is each input character

Table 2 represents the final set of weighted parameters as per a set of iterative testing
processes. The most affected weighted parameters are the weighted number 24, 22,
23, and 25, respectively.

4 Experimental Tests and Results

An experimental test has been designed and conducted by processing 20 unseen
national identification cards. The performance of this proposed technique is mea-
sured by accuracy rate.[2] The overall accuracy of recognition regardless of zones
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Table 2 The final set of weighted parameters

Weighted Weighted Weighted Weighted

Number Parameter Number Parameter

1 1 14 2

2 2 15 1

3 7 16 1

4 3 17 2

5 1 18 3

6 1 19 2

7 2 20 1

8 3 21 3

9 2 22 20

10 1 23 20

11 1 24 30

12 2 25 10

13 3 26 2

is 90.91%. Specifically, the experimental result illustrates an excellent performance
in zoneb, which is the 13 national identification numbers as shown in Table 3. In
zonec, the full name area, the accuracy of the recognition is 83.10%. Finally, the
zoned , the date of birth area, the accuracy of the recognition is 92.96%. In our test
cases, the incorrect recognized characters are caused from many reasons including
missing some characters, adding more characters, mistaken characters, and insuf-
ficient light. According to the result, our technique performs slightly pleasant with
numbers when comparing with Thai alphabets. However, our unsupervised tech-
nique can perform up to 83.10% accuracy in the full name area, which contains
solely Thai alphabets. Some other researches reached up to 95% accuracy but with
the artificial neural network supervised technique.

Accuracy = 100x
∑N

i=1 1− xi

N
(2)

where
xi is the ith frequency of incorrected recognised characters or numbers
N is a total number of test case.

5 Limitation and Future Work

Thai character recognitions are still evolving due to its complexity. Each tech-
nique has its own pros and cons. Our technique is outstanding in the unsupervised
technique group. However, there are a number of limitations to our work.
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Table 3 An experimental result

A number of detected A number of incorrect recognized

test (number/charecters) (number/charecters)

case zoneb zonec zoned zoneb zonec zoned

1 13 20 10 0 3 1

2 13 19 10 0 7 0

3 13 18 9 0 2 0

4 13 15 10 0 4 2

5 13 15 10 0 3 0

6 13 15 10 0 3 2

7 13 21 10 0 5 1

8 13 19 10 0 2 1

9 13 19 10 0 1 0

10 13 17 10 0 2 0

11 13 19 10 0 1 0

12 13 17 10 0 1 0

13 13 18 11 0 3 0

14 13 17 10 0 2 2

15 13 17 10 0 2 0

16 13 20 9 0 4 0

17 13 16 9 0 2 3

18 13 16 11 0 4 0

19 13 16 10 0 1 2

20 13 21 10 0 8 0

1. Font type: Our technique is only applied to Thai national identification cards.
The cards contain only one font type. In our future work, various font types will
be added into our test cases. Possibly, the sneakcut algorithm will require some
adjustments.

2. Watermarks: Recently, all Thai national identification cards are watermarked,
which can cause a problem in capturing images.

3. Insufficient light: Insufficient light is a common problem in pattern recognition.
In our research, we have built a prototype of reading box. A small fluorescent
light has been installed inside the box. Therefore, the image of cards can be
clearly captured. In our test cases, there is only one card (No. 12) that has a
problem of insufficient light.

4. Fixed size card: Our experiments are conducted based on the Thai national iden-
tification cards only. Currently, other cards are not possible due to the position of
texts on cards.
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6 Conclusion

Optical character recognitions are continuously developed and improved including
Thai character recognitions. Our research is inventing an unsupervised technique so
called ”Snakecut”. With the snakecut technique, a set of 26 weighted parameters
assist to compromise the complication of Thai scripts. The overall accuracy of the
technique is 90.91%. Particularly, the accuracy are 83.10% for pure Thai charac-
ters and 92.96% a mixture of numbers and Thai characters. Some limitations are
encountered such as watermarked cards and insufficient light.
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Regularized NNLS Algorithms for Nonnegative
Matrix Factorization with Application to Text
Document Clustering

Rafal Zdunek

Abstract. Nonnegative Matrix Factorization (NMF) has recently received much
attention both in an algorithmic aspect as well as in applications. Text document
clustering and supervised classification are important applications of NMF. Various
types of numerical optimization algorithms have been proposed for NMF, which
includes multiplicative, projected gradient descent, alternating least squares and
active-set ones. In this paper, we discuss the selected Non-Negatively constrained
Least Squares (NNLS) algorithms (a family of the NNLS algorithm proposed by
Lawson and Hanson) that belong to a class of active-set methods. We noticed that
applying the NNLS algorithm to the Tikhonov regularized LS objective function
with a regularization parameter exponentially decreasing considerably increases the
accuracy of data clustering as well as it reduces the risk of getting stuck into unfa-
vorable local minima. Moreover, the experiments demonstrate that the regularized
NNLS algorithm is superior to many well-known NMF algorithms used for text
document clustering.

1 Introduction

NMF decomposes an input matrix into lower-rank factors that have nonnegative
values and usually some physical meaning or interpretation. The reduced dimen-
sionality is very useful in data analysis due to many advantages such as denoising,
computational efficiency, greater interpretability and easier visualization. Hence,
NMF has already found diverse applications [2, 4, 7, 11, 12, 18, 20, 21, 22, 23, 24]
in multivariate data analysis, machine learning, and signal/image processing.

Text document clustering can be regarded as the unsupervised classification of
documents into groups (clusters) that have similar semantic features. The
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grouping can be basically obtained with hierarchical (tree-like structure) or parti-
tional (flat clustering) techniques [13]. Xu et al [24] showed that NMF can perform
text document partitioning by capturing semantic features in a document collection
and grouping the documents according to similarity of these features. Different from
Latent Semantic Indexing (LSI), NMF provides nonnegative semantic vectors that
do not have to be orthogonal or even independent. Moreover, the coefficients of lin-
ear combinations of the semantic vectors are also nonnegative, which means that
only additive combinations are permitted. The semantic vectors in NMF have also
easier interpretation - namely each of them represents a base topic. Thus, each doc-
ument can be represented by an additive combination of the base topics. Partitional
clustering can be readily performed in the space of linear combination coefficients.

An intensive development of NMF-based techniques for document clustering
brought in a variety of nonnegativity constrained optimization algorithms.
Xu et al [24] applied the standard and weighted Lee-Seung multiplicative algorithms
to document clustering, and demonstrated that NMF outperforms SVD-based clus-
tering methods. Shahnaz et al [22] proposed the GD-CLS algorithm that combines
the standard multiplicative algorithm for updating the semantic vectors and the regu-
larized projected LS algorithm with a constant regularization parameter for updating
the other factor. Several NMF algorithms (tri-NMF, semi-orthogonal and convex
NMF) for partitional clustering have been developed by Ding et al [8, 9, 10, 19].
Another group of NMF algorithms is based on so-called Graph NMF (GNMF) [6]
that incorporates a priori information on a local structure of clustered data. Locality
Preserving NMF (LPNMF), which has been proposed by Cai et al [5] for document
clustering, is an extension of GNMF.

The above-mentioned algorithms mostly perform multiplicative updates that as-
sure a monotonic convergence but their convergence rate is usually very small. To
accelerate the slow convergence, several additive update algorithms have been pro-
posed, including Projected Gradient (PG) descent, Alternating Least Squares (ALS)
and active-set algorithms. A survey of PG and ALS algorithms for NMF can be
found in [7, 25]. Since the estimated factors in NMF-based document clustering
are expected to be large and very sparse, a good choice seems to be active-set
algorithms.

In this paper, we discuss the selected active-set algorithms that are inspired by
the Non-Negative Least Squares (NNLS) algorithm, proposed by Lawson and Han-
son [17] in 1974. Bro and de Jong [3] considerably accelerate the NNLS algorithm
by rearranging computations for cross-product matrices. The solution given by the
NNLS algorithms is proved to be optimal according to the Karush-Kuhn-Tucker
(KKT) conditions. Unfortunately, these algorithms are not very efficient for solv-
ing nonnegativity constrained linear systems with multiple Right-Hand Side (RHS)
vectors since they compute a complete pseudoinverse once for each RHS. To tackle
this problem, Benthem and Keenan [1] devised the Fast Combinatorial NNLS (FC-
NNLS) algorithm and experimentally demonstrated it works efficiently for energy-
dispersive X-ray spectroscopy data. The FC-NNLS algorithm works also efficiently
for some NMF problems. Kim and Park [16] applied the FC-NNLS algorithm to
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the l1- and l2-norm regularized LS problems in NMF, and showed that the regular-
ized NNLS algorithms work very efficiently for gene expression microarrays. Their
approach assumes constant regularization parameters to enforce the desired degree
of sparsity.

Here we apply the FC-NNLS algorithm to text document clustering, assuming
the regularization parameter decrease exponentially with iterations to trigger a given
character of iterative updates.

The paper is organized in the following way. The next section discusses the con-
cept of NMF for document clustering. Section 3 is concerned with the NNLS al-
gorithms. The experiments for text document clustering are presented in Section 4.
Finally, the conclusions are given in Section 5.

2 NMF for Document Clustering

According to the model of document representation introduced in [24], first the col-
lection of documents to be clustered is subject to stop-words removal and words
stemming, and then the whole processed collection is represented by the term-
document matrix Y = [yit ]∈R

I×T
+ , where T is the number of documents in the docu-

ment collection, I is the number of words after preprocessing of the documents, and
R+ is the nonnegative orthant of the Euclidean space R. Each entry of Y is modeled
by:

yit = tit log

(
T
di

)

, (1)

where tit denotes the frequency of the i-th word in the t-th document, and di is the
number of documents containing the i-th word. Additionally, each column vector of
Y is normalized to the unit l2-norm. The matrix Y is very sparse, since each docu-
ment contains only a small portion of the words that occur in the whole collection
of documents.

The aim of NMF is to find such lower-rank nonnegative matrices A ∈ R
I×J and

X ∈ R
J×T that Y ∼= AX ∈ R

I×T , given the matrix Y, the lower rank J (the number
of topics), and possibly a prior knowledge on the matrices A and X. Assuming each
column vector of Y = [y1, . . . ,yT ] represents a single observation (a datum point in
R

I), and J is a priori known number of clusters (topics), we can interpret the column
vectors of A = [a1, . . . ,aJ] as the semantic feature vectors or centroids (indicating
the directions of central points of clusters in R

I) and the entry x jt in X = [x jt ] as an
indicator (probability) how the t-th document is related to the j-th topic.

To estimate the matrices A and X from Y, we assume the squared Euclidean
distance:

D(Y||AX) =
1
2
||Y−AX||2F . (2)

The gradient matrices of (2) with respect to A and X are expressed by:

GA = [g(A)
i j ] = ∇AD(Y||AX) = (AX−Y)XT ∈ R

I×J, (3)
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GX = [g(X)
jt ] = ∇X D(Y||AX) = AT (AX−Y) ∈R

J×T . (4)

From the stationarity of the objective function, we have GA � 0 and GX � 0, which
leads to the ALS algorithm:

A←YXT (XXT )−1, X← (AT A)−1AT Y. (5)

The update rules (5) do not guarantee nonnegative solutions which are essential for
NMF. Some operations are necessary to enforce nonnegative entries. The simplest
approach is to replace negative entries with zero-values, which leads to the projected
ALS algorithm:

A←PΩA

[

YXT (XXT )−1] , X←PΩX

[

(AT A)−1AT Y
]

, (6)

where
ΩA =

{

A ∈ R
I×J : ai j ≥ 0

}

, ΩX =
{

X ∈ R
J×T : x jt ≥ 0

}

. (7)

Unfortunately, the projected ALS algorithm does not assure that the limit point is
optimal in the sense it satisfies the KKT optimality conditions:

g(A)
i j = 0, if ai j > 0, and g(A)

i j > 0, if ai j = 0. (8)

g(X)
jt = 0, if x jt > 0, and g(X)

jt > 0, if x jt = 0, (9)

and the complementary slackness:

g(A)
i j ai j = 0, g(X)

jt x jt = 0. (10)

3 NNLS Algorithms

Several update rules have been proposed in the literature that satisfy the KKT con-
ditions. Here we restrict our considerations to the NNLS algorithms for updating
the matrix X, given the matrices A and Y. The discussed algorithms can also update
the matrix A by applying them to the transposed system: XT AT = YT .

3.1 NNLS Algorithm for Single RHS

The NNLS algorithm was originally proposed by Lawson and Hanson [17], and
currently it is used by the command lsqnonneg(.) in Matlab. This algorithm
(denoted by LH-NNLS) iteratively partitions the unknown variables into the pas-
sive set P that contains basic variables and the active set R that contains active
constraints, and updates only the basic variables until the complementary slack-
ness condition in (10) is met. Let P =

{

j : x jt > 0
}

and R = {1, . . . ,J}\P, and the

partition: ∀t : xt = [x(P)
t ;x(R)

t ]T ∈ R
J , and gt = ∇xt D(yt ||Axt) = [g(P)

t ;g(R)
t ]T ∈ R

J .
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The columns of A can be also partitioned in the similar way: A = [AP AR], where
AP = [a∗,P] and AR = [a∗,R]. The basic variables can be estimated by solving the
unconstrained LS problem:

min
x
(P)
t

{

||APx(P)
t −yt||2

}

, (11)

where AP has full column rank. The nonbasic variables in the KKT optimality point
should be equal zero. In contrary to the projected ALS, the NNLS algorithm does not
replace negative entries with zero-values, which is equivalent to determine nonbasic
variables from unconstrained LS updates, but it starts from all nonbasic variables
and tries to iteratively update a set of basic variables. The LH-NNLS algorithm is
given by Algorithm 1.

Algorithm 1: LH-NNLS Algorithm

Input : A ∈R
I×J , yt = R

I

Output: x∗t ≥ 0 such that x∗t = argminxt ||Axt −yt ||2
Initialization: P = /0, R = {1, . . . ,J}, xt = 0, gt =−AT yt ;1

repeat2

k← k +1 ;3

m = argmin j∈R{g jt}; // the constraint to add4

if gmt < 0 then5

P← P∪m, and R← R\m;6

else7

stop with xt as an optimal solution8

x̄(P)
t =

(

(AP)T AP
)−1 (AP)T yt where AP = [a∗,P] ∈ R

I×|P| ;9

while x̄(P)
jt ≤ 0 for j = 1, . . . ,J do10

α = min
j∈P

x̄(P)
jt ≤0

⎧

⎨

⎩

x(P)
jt

x(P)
jt − x̄(P)

jt

⎫

⎬

⎭
; // the step length

11

xt ←
[

x(P)
t +α(x̄(P)

t −x(P)
t ); 0

]T
;12

N =
{

j : x jt = 0
}

; // the constraint to drop13

P← P\N, and R← R∪N ;14

x̄(P)
t =

(

(AP)T AP
)−1 (AP)T yt where AP = [a∗,P] ∈ R

I×|P| ;15

xt ←
[

x̄(P)
t ; 0

]T
;16

until R = /0 or max j∈R{|g jt |}< tol ;17

Bro and de Jong [3] considerably speed up this algorithm for I >> J by precom-
puting the normal matrix AT A and the vector AT yt , and then replace the steps 9 and
15 in Algorithm 1 with:
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x̄(P)
t =

(

(AT A)P,P
)−1 (AT yt)P. (12)

Unfortunately, the inverse of (AT A)P,P must be computed for each t, which is very
expensive if the number of RHS is very large.

3.2 Regularized NNLS Algorithm for Multiple RHS

Van Benthem and Keenan [1] tackled the problem of a high computational cost for
multiple RHS. They noticed that for a sparse solution with multiple column vectors,
a probability of finding columns vectors that have the same layout of the zero-entries
(active constraints) is high. Hence, after detecting such vectors in X, their passive
entries can be updated computing the inverse of (AT A)P,P only once. The NNLS
algorithm proposed by Van Benthem and Keenan is referred to as FC-NNLS. The
CSSLS algorithm (Algorithm 3) is a part of the FC-NNLS algorithm.

We applied the FC-NNLS algorithm to the penalized Euclidean function:

Algorithm 2: Regularized FC-NNLS Algorithm

Input : A ∈R
I×J , Y = R

I×T , λ ∈R+
Output: X∗ ≥ 0 such that X∗ = argminX ||AX−Y||F +λ ||X||F
Initialization: M = {1, . . . ,T}, N = {1, . . . ,J};1

Precompute: B = [bi j] = AT A+λ IJ and C = [cit ] = AT Y ;2

X = B−1C ; // unconstrained minimizer3

P = [p jt ], where p jt =

{

1 if x jt > 0,

0 otherwise
; // passive entries

4

F = {t ∈M : ∑ j p jt 
= I} ; // set of columns to be optimized5

x jt ←
{

x jt if p jt = 1,

0 otherwise
;

6

while F 
= /0 do7

PF = [p∗,F ] ∈ R
J×|F|, CF = [c∗,F ] ∈ R

J×|F| ;8

[x∗,F ] = cssls(B,CF ,PF) ; // Solved with the CSSLS algorithm9

H = {t ∈ F : min j∈N{x jt}< 0} ; // Columns with negative vars.10

while H 
= /0 do11

∀s ∈ H, select the variables to move out of the passive set P;12

PH = [p∗,H ] ∈R
J×|H |, CH = [c∗,H ] ∈ R

J×|H | ;13

[x∗,H ] = cssls(B,CH ,PH);14

H = {t ∈ F : min j∈N{x jt}< 0} ; // Columns with negative vars.15

W = [w jt ] = CF −BXF , where XF = [x∗,F ] ; // negative gradient16

Z = {t ∈ F : ∑ j w jt(1−PF ) jt = 0} ; // set of optimized columns17

F ← F\Z ; // set of columns to be optimized18

p jt =

{

1 if j = argmax j
{

w jt(1−PF ) jt , ∀t ∈ F
}

,

p jt otherwise
; // updating

19
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Algorithm 3: CSSLS Algorithm

Input : B ∈R
J×J , C = R

J×K , P ∈R
J×K

Output: X

M = {1, . . . ,K}, N = {1, . . . ,J}, P = [p1, . . . ,pK ] ;1

Find the set of L unique columns in P: U = [u1, . . . ,uL] = unique{P} ;2

d j =
{

t ∈M : pt = u j
}

; // columns with identical passive sets3

for j = 1, . . . ,L do4

[X]u j ,d j =
(

[B]u j,u j

)−1 [C]u j,d j5

D(Y||AX) =
1
2
||Y−AX||2F +λ ||X||2F , (13)

where λ is a regularization parameter. In consequence, we have the Regularized
FC-NNLS algorithm. The aim of using regularization for the discussed problems is
rather to trigger the character of iterations than to stabilize ill-posed problems since
the matrix A is not expected to be ill-conditioned.

3.3 Regularized NNLS-NMF Algorithm

The Regularized NNLS-NMF algorithm is given by Algorithm 4. Motivated by

Algorithm 4: Regularized NNLS-NMF Algorithm

Input : Y ∈R
I×T , J - lower rank, λ0 - initial regularization parameter, τ - decay rate,

λ̄ - minimal value of regularization parameter,
Output: Factors A and X

Initialize (randomly) A and X;1

repeat2

k← k +1;3

λ = λ̄ +λ0 exp{−τk} ; // Regularization parameter schedule4

X← fcnnls(A,Y,λ ) ; // Update for X5

d(X)
j =

√

∑T
t=1 x2

jt , X← diag
{

(d(X)
j )−1

}

X, A← Adiag
{

d(X)
j

}

;6

Ā← fcnnls(XT ,YT ,λ ), A = ĀT ; // Update for A7

d(A)
j =

√

∑I
i=1 a2

i j, X← diag
{

d(A)
j

}

X, A← Adiag
{

(d(A)
j )−1

}

;8

until Stop criterion is satisfied ;9

[26], we propose to gradually decrease the regularization parameter λ with alternat-
ing iterations for NMF, starting from a large value λ0. Considering updates for X
and A in terms of Singular Value Decomposition (SVD) of these matrices, it is ob-
vious that if λ is large, only the right singular vectors that correspond to the largest
singular values take part in the updating process. When the number of iterations is
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large (in practice about 100), λ → λ̄ , where we take λ̄ = 10−12, and the singular
vectors corresponding to the smallest singular values participate in the updates.

4 Experiments

The experiments are carried out for two databases of text documents. The first
database (D1) is created from the Reuters database by randomly selecting 500 doc-
uments from the following topics: acq, coffee, crude, eran, gold, interest, money-fx,
ship, sugar, trade. The database D1 has 5960 distinct words; thus Y ∈ R

5960×500

and J = 10. The other database (D2) comes from the TopicPlanet document col-
lection. We selected 178 documents classified into 6 topics: air-travel, broadband,
cruises, domain-names, investments, technologies, which gives 8054 words. Thus
Y ∈ R

8054×178 and J = 6.
For clustering, we used the following algorithms: standard Lee-Seung NMF for

the Euclidean distance [18], GD-CLS [22], Projected ALS [2, 7], Uni-orth NMF
[10] separately for the matrix A and X, Bi-orth NMF [10], Convex-NMF [8], New-
ton NMF [7], k-means (from Matlab2008) with a cosine measure, LSI, and Regular-
ized FC-NNLS (RFC-NNLS). All the algorithms are terminated after 20 iterations.
For the RFC-NNLS algorithm, we set the following parameter: λ̄ = 10−12, λ0 = 108

and τ = 0.2. All the algorithms are intensively tested under the software developed
by M. Jankowiak [14].

Table 1 Mean-accuracy, standard deviations, and averaged elapsed time (in seconds) over 10
MC runs of the tested NMF algorithms.

Algorithm TopicPlanet Reuters

Accuracy Std. Time [sec] Accuracy Std. Time [sec]

Lee-Seung NMF 0.8287 0.0408 0.09 0.6084 0.0542 0.28

GD-CLS 0.8528 0.0526 0.103 0.5982 0.0576 0.29

Projected ALS 0.8831 0.0260 0.105 0.6274 0.0333 0.3

Uni-orth (A) 0.8152 0.0484 40 0.4890 0.0263 23.9

Uni-orth (X) 0.7556 0.0529 3.62 0.5692 0.0528 7.3

Bi-orth 0.6315 0.0933 44.6 0.3896 0.0570 30.5

Convex-NMF 0.7680 0.0995 9.5 0.4624 0.0641 129.2

Newton-NMF 0.8691 0.0297 0.13 0.6446 0.0438 0.33

k-means 0.8551 0.0388 72.63 0.5720 0.029 214

LSI 0.8146 0 0.15 0.5994 0 0.39

RFC-NNLS 0.9326 0 0.17 0.8332 0.0018 0.35

Each tested algorithm (except for LSI) is run for 10 Monte Carlo (MC) trials
with a random initialization. The algorithms are evaluated (Table 1) in terms of
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the averaged accuracy of clustering, standard deviations, and the averaged elapsed
time over 10 trials. The accuracy is expressed with a ratio of correctly classified
documents to the total number of documents.

5 Conclusions

We proposed the Tikhonov regularized version of the FC-NNLS (RFC-NNLS) algo-
rithm and efficiently applied it to text document clustering. The experiments demon-
strate that the RFC-NNLS algorithm outperforms all the tested algorithms in terms
of the accuracy and resistance to initialization. The computational complexity of the
RFC-NNLS is comparable to fast algorithms such as the standard Lee-Seung NMF,
ALS, Newton-NMF, and LSI.
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2012) from the Ministry of Science and Higher Education, Poland.
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Distant Co-occurrence Language Model for ASR
in Loose Word Order Languages

Jerzy Sas and Andrzej Zolnierek

Abstract. In the paper the problem of language modeling for automatic speech
recognition in loose word order languages is considered. In loose word order lan-
guages classical n-gram language models are less effective, because the ordered
word sequences encountered in the language corpus used to build the language mod-
els are less specific than in the case of strict word order languages. Because a word
set appearing in the phrase is likely to appear in other permutation, all permutations
of word sequences encountered in the corpus should be given additional likelihood
in the language model. We propose the method of n-gram language model construc-
tion which assigns additional probability to word tuples being permutations of word
sequences found in the training corpus. The paradigm of backoff bigram language
model is adapted. The modification of typical model construction method consists
in increasing the backed-off probability of bigrams that never appeared in the cor-
pus but which elements appeared in the same phrases separated by other words. The
proposed modification can be applied to any method of language model construc-
tion that is based on ML probability discounting. The performances of various LM
creation methods adapted with the proposed way were compared in the application
to Polish speech recognition.

1 Introduction

Speech recognition is one of the most natural and convenient methods of interac-
tion of a human with computers. In order to achieve the accepted level of user
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satisfaction with spoken man-machine dialog, high accuracy level of Automatic
Speech Recognition (ASR) is desired. Experiences with practical implementation
of ASR systems indicate that the Word Error Rate (WER) less than 5-10% must
be reached in order the ASR-based software to be widely accepted [3]. While the
accuracy of commercial and experimental ASR systems for English reaches 97-
98%, the accuracy achieved typically for other languages is significantly lower. The
main reason of difficulties in achieving low WER is the rich inflection of the lan-
guage and loose word order permitted by the language syntax. Slavonic languages
are particularly difficult for ASR due to these reasons [5], [6]. Because of rich in-
flection the language dictionary contains much more word forms than in the case
of inflectionally-simple languages. Experiments described in [7] show that in or-
der to obtain similar level of corpus coverage the dictionary for Russian have to
contain almost 7 times more words than is needed for English. Firstly, big num-
ber of words in the dictionary leads to computational problems in the recognition
process. Additionally phonetic differences of word form pronunciations are often
insignificant what leads to problems in distinguishing word forms based on acoustic
evidence. Another source of difficulties in ASR in languages like Polish is its loose
word order. In Polish the word order is not so strictly imposed on the utterances by
the language syntax as e.g. in English. If a sequence of words constitutes syntacti-
cally and semantically correct utterance then it is very likely that the permutation
of these words also constitutes syntactically correct phrase. In result the language
model perplexity of Polish is much higher than of English ([5], [10]-section 4.4). In
result, typical Language Models (LM) based in counting n-grams appearing in the
language corpus and estimating the probability of the next n-th word conditioned on
the preceding sequence of n−1 words are less effective in supporting ASR. This is
because the actual conditional probability p(wi|wi−n+1, ...,wi−1) is more uniformly
distributed among words wi. In loose word order languages, instead of merely rely-
ing only on the sequences of words actually observed in the training corpus it seems
to be reasonable to increase the n-gram probabilities of all word pairs that co-occur
the utterances in the language corpus. In this way longer context of words can be
taken into account in the language model.

Incorporation of distant context into the language model has been considered
in a number of publications. One of possibilities is to take higher order n-gram
models. Experiments described in [8] show that increasing n-gram order up to 6
improves the perplexity. It however requires very huge language corpus in order
higher order n-gram probabilities to be estimated reliably. Another approach utilizes
the observation that words once observed in the text are likely to be repeated again.
It leads to the concept of dynamic language model where the probabilities of words
just observed in the text are temporarily boosted ([1]).

The ASR accuracy can be also improved by applying a multistage approach,
where the earlier stage provides the set of alternative word sequences and the sub-
sequent stages re-evaluate the candidate sequence scoring and applying the longer
distance word co-occurence properties. One of possible approaches presented in [2]
exploits the concept of semantic similarities of words. Such sequences likelihood
is boosted which consist of word combinations that are semantically similar each



Distant Co-occurrence Language Model for ASR 769

to other. The semantic similarity can be defined in various way buy one of possi-
bilities is to base it on word co-occurrence frequency in the language corpus. The
concept presented in [2] was originally proposed for handwriting recognition but
can be easily adapted to ASR needs.

The approach presented in this paper consists in modification of typical n-gram
LM so as to boost the probabilities of n-grams consisting of words that co-occur
in the corpus in utterances but are not direct neighbors. The modification can be
applied to any backoff LM that is based on discounting. In typical approach ([4])
the probability mass obtained by discounting of n-gram probabilities estimated is
distributed among all not observed n-grams proportionally to (n− 1)-gram proba-
bilities. In the approach proposed here more probability is allocated to co-occurring
n-grams at the expense of lowering the probability allocated to n-grams which com-
ponents did not occur in the same utterance in the language corpus. The factor by
which the co-occurring n−gram probabilities are boosted is set so as to minimize the
cross-perplexity computed using the subset of the language corpus excluded from
the set used for LM building. Application of LM prepared in this way in the context
of ASR reduces the risk of erroneous recognition of the words that are specific for
a domain different that this one from which the actual utterance comes from. In this
way the overall WER of speech recognition can be reduced.

The organization of the paper is as follows. In the section 2 the approach to ASR
based on LM is shortly described. The next section presents selected LM smooth-
ing techniques that will be later used as the basis for extensions with the approach
presented here. In the section 4 the method of co-occurring n−gram probabilities
boosting is presented in detail. Experimental evaluation and comparison of various
LM models in Polish speech recognition is described in section 5. The last section
presents conclusions and further research directions.

2 Automatic Speech Recognition with Acoustic and Language
Models

Typical approach to the problem of automatic speech recognition consists in build-
ing acoustic models and language models combined into compound hiden Markov
model (HMM), which can be consider as three-level system. On the lowest level,
simple Markov models for individual Polish phonemes are created and trained .
Uniform HMM topology for each phoneme is assumed. It consists of five states
including initial and terminal ones. The state transition probabilities as well as the
parameters of observations emission probability density functions for all phoneme
HMMs are estimated using Baum-Welch procedure and the set of correctly tran-
scribed training utterances. On the middle level the models of words are created by
concatenating models of subsequent phonemes appearing in the phonetic transla-
tion of the word. Because the phoneme HMMs can be multiply applied in various
words, training of HMM for the language consisting of a set of words does not re-
quire all words from the language to be presented during training. Then for each
admissible word from the dictionary D = (w1,w2, ...,wN) we deal with the word
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HMM which is built by concatenating HMMs for subsequent phonemes. Finally, on
the highest level, the compound HMM of the whole utterance is built by connecting
word HMMs in one language HMM. The probabilities of transition from the ter-
minal state of a word HMM to initial state of another word HMM are taken from
domain-specific n-gram language model and details of this procedure are presented
in the next section. In automatic speech recognition we start with acquisition of the
speech acoustic signal from the sound device and segment it into fragments sep-
arated by silence. In practice every utterance being recognized is converted in the
sequence of vectors of observations (o1,o2, ...,ot). Then finally the recognition with
compound HMM consists in finding such a word sequence W ∗ which maximizes its
conditional probability given the sequence of observations:

W ∗ = argmaxwi1 ,wi2 ,...,wik
∈D+ P(wi1 ,wi2 , ...,wik |o1,o2, ...,ot)) (1)

where D+ denotes the set of all nonempty sequences of words from the dictionary
D .

3 Backoff LM Smoothing

We will be considering here the languages being sets of sequences of words com-
ming from the finite dictionary D . Stochastic n-gram language model is the set of
data that makes possible to estimate the probability of n-th word appearance pro-
vided that the sequence of preceding n− 1 words is known. In other words, LM
provides the method to compute the estimation of:

p(wi|wi−n+1,wi−n+2, ...,wi−1)). (2)

The sequence of n consecutive words is called n-gram. The conditional probabilities
can be given explicitly in LM or they can be defined procedurally. The language
model is usually constructed from the language corpus which is the sufficiently
large set of exemplary phrases in the language being modeled. The most obvious
way to find out the probability estimations is to count the occurrences of n-grams in
the model and to apply Maximal Likelihood (ML) estimation:

pML(wi|wi−n+1,wi−n+2, ...,wi−1) =
c(wi−n+1,wi−n+2, ...,wi−1,wi)

c(wi−n+1,wi−n+2, ...,wi−1)
, (3)

where c(w1,w2, ..,wn) is the number of n-gram w1,w2, ..,wn occurrences in the cor-
pus. Due to limited size of the corpus, nonzero ML estimates can be obtained only
for very limited set of n-grams. For this reason, in practice low n-gram orders n are
used, in most cases n does not exceed 3. In our experiments we use bigram LM
what corresponds to setting n = 2. Limiting the n-gram order still does not solve
the data sparseness problem completely in the case of languages consisting of thou-
sands of word. It is still very likely that many n-grams that may appear in typical
language use are missing in the corpus at all or the number of their occurrences



Distant Co-occurrence Language Model for ASR 771

is not big enough to allow for reliable ML estimation of related probabilities. To
prevent underestimation of probabilities of missing n-grams the concept of back-
off is applied. Backing off consists in using lower order n-gram probabilities in the
case the number of occurrences of an n-gram in the corpus is not sufficient. In such
case the probability (2) is approximated using the lower order n-gram probability
p(wi|wi−n+2, ...,wi−1)). In the bigram LM the probabilities p(wi|wi−1) are approx-
imated by prior wi word probabilities p(wi) which in most cases can be reliably
estimated with ML estimators:

p(wi) =
c(wi)

∑wk∈D c(wk)
. (4)

While missing n-gram probabilities estimated with ML estimator are underesti-
mated (nulled), the probabilities of n-grams occurring in the corpus only a few times
are usually over-estimated. Therefore the concept of backoff is complemented with
the concept of discounting. Probability discounting consists in subtracting some
probability mass from probabilities 2 estimated with ML based on the formula 3.
In result, for bigrams1 occurring in the corpus, the probability pML(wi|wi−1) is re-
placed by the discounted probability pd(wi|wi−1)≤ pML(wi|wi−1).

In discounted backoff LMs the probability mass discounted from the ML esti-
mations of probabilities p(wi|wi−1) bigrams actually occuring in the corpus is dis-
tributed among words that never occured as successors of wi−1. The discounted
probability mass β (w) can be computed as:

β (w) = 1− ∑
wk:c(w,wk)>0

pd(wk|w). (5)

The conditional probabilities of words wk that never appeared as successors of w are
proportional to their prior probabilities computed according to (4). The probabilities
p(wk|w) however have to sum up to 1.0 over all words w from the dictionary D .
Therefore the probabilities for bigrams (w,wk) not observed in the corpus are finally
computed as:

p(wk|w) = α(w)p(wk), (6)

where α(w) is calculated as:

α(w) =
β (w)

∑wi:c(w,wi)=0 p(wi)
=

β (w)
1−∑wi:c(w,wi)>0 p(wi)

. (7)

Various schemes of discounting were proposed and tested in various LM applica-
tions ([4]). In our test for comparison purpose the following smoothing methods
were chosen:

• Good-Turing estimate,
• absolute discountig,

1 In the further part of the paper we will restrict our considerations to bigram language
models.
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• Kneser-Ney smoothing,
• modified Kneser-Ney smoothing.

The details of these methods can be found in ([4]) and their effectiveness in Pol-
ish ASR will be investigated in section 5. Let us briefly recall the ideas of above
mentioned methods, using the notation from this paper ([4]).

The Good-Turing estimate states that for any bigram that occurs r times we should
pretend that it occurs r∗ times where

r∗ = (r + 1)
nr+1

nr
(8)

and where nr is the number of bigrams that occur exactly r times in the training set.
Consequently we can calculate the probability for a bi-gram δ with r counts

pGT (δ ) =
r∗

N
(9)

where N = ∑∞
r=0 nrr∗ .

In absolute discountig the first-order distribution of Markov model is created by
subtracting a fixed discount 0≤ d ≤ 1 from each nonzero count, i.e.:

pABS(wi|wi−1) =
max[c(wi−1,wi)−d,0]

∑wi∈D c(wi−1,wi)
+ (1−λwi−1)pABS(wi). (10)

To make this distribution sum to 1, we should take

1−λwi−1 =
d

∑wi∈D c(wi−1,wi)
N1+(wi−1,wi•) (11)

where the number of unique words that follow the history (wi−1,wi) is defined as

N1+(wi−1•) =| {wi : c(wi−1,wi) > 0} | . (12)

The notation N1+ is meant to evoke the number of words that have one or more
counts, and the • is meant to evoke a free variable that is summed over.

Kneser-Ney smoothing is an extension of absolute discounting where the lower-
order distribution that one combines with a higher-order distribution is built in an-
other manner. For a bigram model we select a smoothed distribution pKN that satis-
fies the following constraint on unigram marginals for all wi

∑
wi−1∈D

pKN(wi−1,wi) =
c(wi)

∑wi∈D c(wi)
(13)

Kneser-Ney model can be presented in the same recursive way as (10) i.e.:
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pKN(wi|wi−1) =
max[c(wi−1,wi)−d,0]

∑wi∈D c(wi−1,wi)
+κ(wi−1,wi)pKN(wi). (14)

where

κ(wi−1,wi) =
d

∑wi∈D c(wi−1,wi)
N1+(wi−1,wi•). (15)

The unigram probabilities can be calculated as follows:

pKN(wi) =
N1+(•wi)
N1+(••) (16)

where
N1+(•wi) =| {wi−1 : c(wi−1,wi) > 0} | (17)

and
N1+(••) = ∑

wi∈D

(N1+(•wi)). (18)

In modified Kneser-Ney smoothing, the method proposed by Chen and Goodman
in ([4]), instead of using a single discount d for all nonzero counts in KN smoothing
we use three different parameters d1, d2 and d3+ that are applied to bigrams with
one, two, and three or more counts, respectively. Now the formula (14) turns into:

pMKN(wi|wi−1) =
c(wi−1,wi)−d(c(wi−1,wi))

∑wi∈D c(wi−1,wi)
+ γ(wi−1)pMKN(wi) (19)

where

d(c) =

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

0 if c = 0

d1 if c = 1

d2 if c = 2

d3+ if c≥ 3

(20)

To make the distribution sum to 1, we take

γ(wi−1) =
d1N1(wi−1•)+ d2N2(wi−1•)+ d3+N3+(wi−1•)

∑wi∈D c(wi−1,wi)
(21)

where N2(wi−1•) and N3+(wi−1•) are defined analogously to N1(wi−1•) (12).

4 Probability Boosting for Indirectly Co-occuring n-Grams

The idea presented in this article consists in increasing the probability p(wk|w) for
words w and wk that occur in the corpus close each to other but do not neces-
sarily appear in the adjacent positions. The idea behind this concept is motivated
by the fact that in loose word order languages like Polish, if two words co-occur
in the same utterance then it is likely that they will occur in other utterances on
adjacent positions. So appearance of the co-occurence of words in the corpus on
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distant position can be an indication to increase the probability of the corresponding
bigram. We assume here that the language corpus consists of clearly separated utter-
ances. The probability of a bigram will be boosted if its two components co-occur
in the same utterance.

Let us consider a single word w ∈ D . Let N (w) denotes the set of words that
appear at least once in the corpus directly after the word w, i.e. ∀wi ∈ N (w) :
c(w,wi) > 0. By F (w) we will denote the set of words that co-occur in at least one
utterance with the word w but do not belong to N (w). X (w) denotes all remaining
words from the dictionary (X (w) = D \N (w)\F (w)).

In the ordinary LM the probabilities for bigrams (w,wk) for wk ∈F (w)∪X (w)
are calculated according to (6), where α(w) is uniformly calculated using the for-
mula (7). In order to boost the probability of bigrams consisting of words from
F (w) their probabilities will be increased by the factor λ > 1.0, common for the
whole model, i.e.:

∀wk ∈F (w) : p(wk|w) = λα(w)p(wk). (22)

We assume that the total discounted probability mass β (w) remains unchanged. To
achieve this, the probabilities assigned to bigrams consisting of words from X (w)
must be lowered appropriately. Now the probabilities (6) are multiplied by the factor
λ̄ (w) < 1.0, which must be individually calculated for each w, so as to the total
probability mass β (w) is preserved:

λα(w) ∑
wk∈F (w)

p(wk)+ λ̄(w)α(w) ∑
wk∈X (w)

p(wk) = 1− ∑
wk∈N (w)

pd(wk|w) = β (w).

(23)
Hence, λ̄(w) can be calculated as:

λ̄ (w) =
1−∑wk∈N (w) pd(wk|w)−λα(w)∑wk∈F (w) p(wk)

α(w)∑wk∈X (w) p(wk)
(24)

Finally, the probability p∗(wk|w) that the modified language model assigns to a
bigram (w,wk) can be defined as:

p∗(wk|w) =

⎧

⎪⎨

⎪⎩

pd(wk|w) if wk ∈N (w)
λα(w)p(wk) if wk ∈F (w)
λ̄ (w)α(w)p(wk) if wk ∈X (w)

(25)

The value of λ , common for the whole model, can be computed so as to maximize
the probability that the model assigns to the separated fragment of the language
corpus. In order to do it the the corpus is divided into two parts: training part T
and evaluation part E . The evaluation part is the set of word sequences s1,s2, ...,sn.
Assume that each sequence starts with the specific start tag "<s>" and ends with
the end tag "</s>":

s j = (< s >,w
(j)
1 ,w

(j)
2 , ...,w

(j)
l(sj)

,< /s>). (26)
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The probability that LM assigns to the utterance s j can be computed as:

P(s j;LM(T ,λ )) =
l(s j)+1

∏
k=1

p∗(w( j)
k |w( j)

k−1;LM(T ,λ )), (27)

where w( j)
0 = < s > and w( j)

l(s j)+1 = < /s>. The probability that the language the

model LM(T ,λ ) assigns to the whole evaluation set E is:

P(E ;LM(T ,λ )) = ∏
s∈E

P(s;LM(T ,λ )). (28)

The value of λ is determined in an iterative procedure so as to maximize the proba-
bility (28).

5 Experimental Evaluation of LMs in Polish Speech
Recognition

The aim of experiments carried out in the scope of this work was to evaluate the
performance of LMs created using the method described in Section 4. The perfor-
mance is assessed by a) the perplexity computed on the sentence set representative
for a domain and b) by the word error rate of a speech recognizer which uses the
LM being evaluated. The perplexity is the measure of LM quality. It is based on
the average probability that the tested LM assigns to sentences in the test set com-
puted "per word" ([4]). The lower is the LM perplexity, the better is the language
stochastic properties approximation by LM. However, from the practical point of
view the ultimate LM assessment should be rather determined by evaluating the LM
contribution to the accuracy increase of the ASR process.

Four domains of Polish language which differ in complexity were used in the
experiment:

• CT - texts from the domain of medical diagnostic image reporting; dictionary
size - 23 thousands of words, corpus size - 22 MB,

• TL - texts related to the theory of Polish literature; dictionary size - 81 thousands
of words, corpus size - 8 MB,

• GM - general medicine texts; dictionary size - 119 thousands of words, corpus
size - 94 MB,

• PL - general purpose Polish language texts; dictionary size - 576 thousands of
words, corpus size - 370 MB.

The experiment consisted of two stages. At the first stage, the performance of typical
language models build with smoothing techniques described in 3 were compared by
their perplexities and by WER of a speech recognizer based on the model being
compared. Then the best smoothing method, taking into account WER is selected
for further experiments. At the second stage, chosen method is combined with the
backoff technique proposed here. The speech recognition accuracy obtained using
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the modified model is compared with the corresponding accuracy achieved with the
conventional LM.

The acoustic model for ASR was created in speaker-dependent manner as a tri-
gram model using the speech samples recorded by a single male speaker. The total
duration of training utterances is about 5 hours. For ASR accuracy testing the in-
dividual set of utterances was used for each domain LM. The duration of the utter-
ances in the test set was in the range 30-40 minutes. HTK toolkit ([13]) was applied
to build the acoustic model. The open source recognition engine Julius ([12]) was
used as the speech recognizer.

The results of the first stage of the experiment are shown in Tables 1 and 2. Just
for the sake of comparison, results obtained with the unigram LM are also shown.
No smoothing is applied in the case of unigram LM.

Table 1 The perplexity of models based on various smoothing methods

Discounting method CT TL GM PL

Unigram not smoothed 751.5 2688.3 1596.3 4233.6

Absolute 35.9 748.4 69.2 672.1

Good-Turing 35.9 733.2 68.2 665.4

Kneser-Ney 34.5 713.0 65.7 633.3

Kneser-Ney modified 34.9 720.4 66.6 633.5

Table 2 ASR accuracy obtained with models based on various smoothing methods

Discounting method CT TL GM PL

Unigram not smoothed 93.7 89.1 92.7 90.3

Absolute 95.3 90.6 94.2 91.6

Good-Turing 95.2 90.9 94.8 92.2

Kneser-Ney 95.9 91.6 95.1 92.6

Kneser-Ney modified 95.6 91.7 95.0 91.9

It can be observed that there are no significant differences between bigram mod-
els created with various discounting methods. Despite the loose word order of Pol-
ish language, bigram models have much lower perplexity than unigram models. The
bigram/unigram perplexity rations for Polish are similar to these ones reported for
English in [10]. ASR in Polish is however much less sensitive to LM perplexity than
as it is in the case of English. Authors in [4] claim that the increase of cross-entropy
(which is a logarithm of perplexity) by 0.2 results in the absolute increase of WER
by 1%. Our experiments (in particular - comparisons of perplexities and WERs for
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CT and PL models) show that increase of cross-perplexity by 4.2 results in the in-
crease of WER by only about 3.5%. Also the superiority of modified Kneser-Ney
smoothing method over all other methods compared here reported in [4] is not con-
firmed in the case of Polish language. The performance on modified Kneser-Ney
model is slightly worse that the performance of the original Kneser-Ney model. Al-
though the performances of all bigram models are similar, the original Kneser-Ney
model achieves best results both in perplexity and WER comparisons. This one was
used for further experiments.

At the second stage the Kneser-Ney smoothing was combined with backoff tech-
nique described in Section 4. The accuracy of speech recognizer was then evaluated
for the modified model. ASR accuracies in various language domains are presented
in Table 3.

Table 3 ASR accuracy obtained with the model based on indirectly co-occuring bigram prob-
ability boosting

Discounting method CT TL GM PL

Original Kneser-Ney 95.9 91.6 95.1 92.6

Indirectly co-occuring bigrams
boosting

95.9 92.1 95.4 92.9

Relative WER reduction 0.0% 5.9% 6.1% 4.1%

The application of indirectly co-occuring bigrams boosting resulted in small but
observable improvement of ASR accuracy in the case of all language domains ex-
cept of the simplest CT model. The average relative WER reduction is about 4%.

6 Conclusions, Further Works

In the paper new method of language modeling for automatic speech recognition
in loose word order languages is proposed. It consists in increasing the backed-off
probability of bigrams that never appeared in the corpus but which elements ap-
peared in the same phrases separated by other words. The proposed modification
can be applied to any method of language model construction that is based on ML
probability discounting. The performances of various LM creation methods adapted
with the proposed method were compared in the application to Polish speech recog-
nition. The results of WER are promising, i.e. the average WER is reduced about
4%, but of course further empirical studies, for different domains of Polish language
are needed. Another parameter which has the influence for the results is the size of
the context window and it also requires further tests.
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