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Preface

This volume contains the proceedings of the 13th Asia-Pacific Conference on
Web Technology (APWeb), held April 18–20, 2011, in Beijing, China. APWeb
is a leading international conference on research, development and applications
of Web technologies, database systems, information management and software
engineering, with a focus on the Asia-Pacific region.

Acceptance into the conference proceedings was competitive. The conference
received 104 submissions overall, from 13 countries and regions. Among these
submissions the Program Committee selected 26 regular papers and 10 short
papers. The acceptance rate for regular papers is 25%, while the overall accep-
tance rate is 34.6% when short papers are included. The submissions ranged
over a variety of topics, from traditional topics such as Web search, databases,
data mining, to emerging emphasis on Web mining, Web data management and
service-oriented computing. The submissions were divided into nine tracks based
on their contents. Each submission was reviewed by at least three members of
the Program Committee or external reviewers. Needless to say, to accept only 36
papers we were forced to reject many high-quality submissions. We would like to
thank all the authors for submitting their best work to APWeb 2011, accepted
or not.

In addition to the research papers, this volume also includes four demo pa-
pers, which were selected by a separate committee chaired by Gao Hong and
Egemen Tanin. It also includes papers accompanying three keynote talks, given
by Philip S. Yu, Deyi Li and Christian S. Jensen.

This volume also contains APWeb workshop papers, from the Second In-
ternational Workshop on XML Data Management (XMLDM 2011) organized
by Jiaheng Lu from Renmin University of China, and the Second International
Workshop on Unstructured Data Management (USD 2011) organized by Tenjiao
Wang from Peking University, China. These two workshops were treated as spe-
cial sessions of the APWeb conference. The details on the workshop organization
can be found in the messages of the workshop organizers.

APWeb 2011 was co-organized and supported by Renmin University and
Tsinghua University, China. It was also supported financially by the National
Natural Science Foundation of China, and the Database Society of China Com-
puter Federation.

The conference would not have been a success without help from so many
people. The Program Committee that selected the research papers consisted of
118 members. Each of them reviewed a pile of papers, went through extensive
discussions, and helped us put together a diverse and exciting research pro-
gram. In particular, we would like to extend our special thanks to the Track
Chairs: Diego Calvanese, Floris Geerts, Zackary Ives, Anastasios Kementsiet-
sidis, Xuemin Lin, Jianyong Wang, Cong Yu, Jeffrey Yu, Xiaofang Zhou, for
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leading and monitoring the discussions. We would also like to thank the APWeb
conference Steering Committee, the APWeb Organizing Committee, as well as
the local organizers and volunteers in Beijing, for their effort and time to help
make the conference a success. We thank Qian Yi for maintaining the conference
website, and the Microsoft Conference Management Tool (CMT) team for their
support and help. Finally, we are extremely indebted to Yueguo Chen for over-
seeing the entire reviewing process, and to Tieyun Qian for handling the editing
affairs of the proceedings.

March 2011 Xiaoyong Du
Wenfei Fan

Jianmin Wang
Zhiyong Peng

Mohamed A. Sharaf



In Memoriam of Prof. Shixuan Sa
(December 27, 1922 – July 11, 2010)

We dedicate this book to our respected Prof. Shixuan Sa, who passed away on
July 11, 2010 after a long battle against Parkinson disease.

Professor Sa was a founder of database education and research in China. He
wrote the first textbook on databases in China, with his former student Prof.
Shan Wang. It is this book that introduced many Chinese scholars to database
research.

Professor Sa was also a leader in the Chinese database community. The NDBC
Sa Shixuan Best Student Paper Award has been established by the National
Database Conference of China (NDBC) in memoriam of his contributions to the
database society in China. In fact, the best student paper award was initiated
and promoted by Prof. Sa for NDBC in 1984.

Shixuan Sa, Professor of Computer Science at Renmin University of China,
was born in Fuzhou city, Fujian Province on December 27, 1922. He studied
mathematics at Xiamen University and graduated in 1945. Prior to his move to
Renmin University in 1950, he was a lecturer of mathematics at Sun Yat-Sen
University and at Huabei University. He was a founder and the first Chairman
of the Department of Economic Information Management at Renmin University,
which is the first established academic program on information systems in China.

Many of us remember Prof. Sa as a friend, a mentor, a teacher, a leader of the
Chinese database community, and a brilliant and wonderful man, a man with
great vision, an open mind and a warm heart. Shixuan Sa inspired and encour-
aged generations of database researchers and practitioners, and was a pioneer in
establishing international collaborations. His contributions to the research com-
munity, especially in database development and education, are unprecedented.
Above all, he was a man admired for his humor, his modesty, and his devo-
tion to his students, family, and friends. In the database world Prof. Sa will
be remembered as the man who helped to produce the database community in
China.

We would like to express our deep condolences to the family of Shixuan Sa.

Shan Wang
Jianzhong Li
Xiaoyong Du

Wenfei Fan
Jianmin Wang
Zhiyong Peng
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Denis Rinfret, Cyrille Chênevert, and Frédéric Drolet

Querying and Reasoning with RDF(S)/OWL in XQuery . . . . . . . . . . . . . . 450
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Abstract. With the ubiquity of information networks and their broad applica-
tions, there have been numerous studies on the construction, online analytical 
processing, and mining of information networks in multiple disciplines, includ-
ing social network analysis, World-Wide Web, database systems, data mining, 
machine learning, and networked communication and information systems. 
Moreover, with a great demand of research in this direction, there is a need  
to understand methods for analysis of information networks from multiple dis-
ciplines. In this talk, we will present various issues and solutions on scalable 
mining and analysis of information networks. These include data integration, 
data cleaning and data validation in information networks, summarization, 
OLAP and multidimensional analysis in information networks. Finally, we  
illustrate how to apply network analysis technique to solve classical frequent 
item-set mining in a more efficient top-down fashion.  

More specifically, on the data integration, data cleaning and data validation, 
we discuss two problems about correctness of information on the web. The first 
one is Veracity, i.e., conformity to truth, which addresses how to find true facts 
from a large amount of conflicting information on many subjects  provided by 
various web sites. A general framework for the Veracity problem will be pre-
sented, which utilizes the relationships between web sites and their information, 
i.e., a web site is trustworthy if it provides many pieces of true information, and 
a piece of information is likely to be true if it is provided by many trustworthy 
web sites. The second problem is object distinction, i.e., how to distinguish  
different people or objects sharing identical names. This is a nontrivial task, es-
pecially when only very limited information is associated with each person or 
object. A general object distinction methodology is presented, which combines 
two complementary measures for relational similarity: set resemblance of 
neighbor tuples and random walk probability, and analyzes subtle linkages  
effectively.  

OLAP (On-Line Analytical Processing) is an important notion in data analy-
sis. There exists a similar need to deploy graph analysis from different perspec-
tives and with multiple granularities. However, traditional OLAP technology 
cannot handle such demands because it does not consider the links among  
individual data tuples. Here, we examine a novel graph OLAP framework, 
which presents a multi-dimensional and multi-level view over graphs. We also 
look into different semantics of OLAP operations, and discuss two major types 
of graph OLAP: informational OLAP and topological OLAP. 

We next examine summarization of massive graphs. We will use the connec-
tivity problem of determining the minimum-cut between any pair of nodes in 
the network to illustrate the need for graph summarization. The problem is well 



2 P.S. Yu 

 

solved in the classical literature for memory resident graphs.  However, large 
graphs may often be disk resident, and such graphs cannot be efficiently proc-
essed for connectivity queries. We will discuss edge and node sampling based 
approaches to create compressed representations of the underlying disk resident 
graphs. Since the compressed representations can be held in main memory, they 
can be used to derive efficient approximations for the connectivity problem.  

Finally, we examine how to apply information network analysis technique to 
perform frequent item-set mining. We note that almost all state-of-the-art  
algorithms are based on the bottom-up approach growing patterns step by step, 
hence cannot mine very long patterns in a large database. Here we focus on 
mining top-k long maximal frequent patterns because long patterns are in  
general more interesting ones. Different from traditional bottom-up strategies, 
the network approach works in a top-down manner. The approach pulls large 
maximal cliques from a pattern graph constructed after some fast initial proc-
essing, and directly uses such large-sized maximal cliques as promising candi-
dates for long frequent patterns. A separate refinement stage is then applied to 
further transform these candidates into true maximal patterns. 
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The success of a search engine in cloud computing environment relies on the
numbers of users and their click-through. If we take the previous search key
words as tags of users to study and differentiate the user interaction behaviors,
the search engine is able to actively push related and useful information to users
based on their previous actions instead of passively waiting for users’ queries.
However the user searching behavior is affected by lots of factors, and it is
quite complex and uncertain. The log files provided by a search engine have
recorded all the information of the user interaction process on their servers or
browsers, such as key words, click-through rate, time stamp, time on page, IP
address, browser type and system stats, even the user location etc, which are all
important information to understand and categorize users’ searching behavior.
Is there any statistical property almost independent to search key words? How to
push recommendation based on the queried key words? And how to extract user
behavior models of searching actions in order to recommend the information to
meet users’ real needs more timely and precisely?

In order to answer these questions, we don’t think there is only one correct
or optimal solution. We take the do-the-best strategy with uncertainty. Statis-
tics play a great rule here. From the statistical point of view there are two very
important distributions: the Gauss distribution and the power-law distribution.
We suggested and have already studied a cloud model to bridge the gap between
the two by using 3 mathematical characteristics: Expectation, Entropy and Hy-
per entropy. The collective intelligence may appear under certain conditions.
The cloud model can well describe the preferential attachment in users’ habits,
which means that a continuous or periodic habit may reappear again and again,
and even the user interest is changed from time to time.

We are developing an iMiner system at present, a mining platform that can
actively push useful information to users, rather than a traditional search en-
gine which only passively waits for users’ key words. To support this kind of
user-oriented pushing service, iMiner models users’ behaviors according to their
identities, status, interests, and previous querying records, preference of results,
temporal search patterns, and interest shifts. It is made possibly with the mod-
ules of huge log data pre-processing, users’ actions modeling, query modeling
and query matching etc. We try to implement all of the mining services on a
virtual cloud mining service center. The supported services in cloud computing
are user-oriented to meet various groups which may be small but very active and
frequently click-through the pages. The supported services may even be sensitive
to the users’ environment such as the present location and time.
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The web is undergoing a fundamental transformation: it is becoming mobile
and is acquiring a spatial dimension. Thus, the web is increasingly being used
from mobile devices, notably smartphones, that can be geo-positioned using GPS
or technologies that exploit wireless communication networks. In addition, web
content is being geo-tagged. This transformation calls for new, spatio-textual
query functionality. The research community is hard at work enabling efficient
support for such functionality.

We refer to points of interest with a web presence as spatial web objects or
simply as places. Such places thus have a location as well as a textual description.
Spatio-textual queries return places that are near an argument location, typically
the location of a user, and are relevant to a text argument, typically a search
engine query. The talk covers recent results by the speaker and his colleagues
aimed at providing efficient support for the spatio-textual querying of places.
Specifically, the talk touches on questions such as the following:

– How to use user-generated content, specifically large collections of GPS
records, for identifying semantically meaningful places?

– How to assign importance to places using GPS records and logs of queries
for driving directions?

– How to retrieve the k most relevant places according to both text relevancy
and spatial proximity with respect to a query?

– How to support continuous queries that maintain up-to-date results as the
users who issue queries move?

– How to take into account the presence of nearby places that are relevant to
a query when determining the relevance of a place to a query?
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Abstract. In this paper, we put forward the semantic-based music re-
view classification problem by illustrating application scenarios. In this
problem, we aim to classify music reviews into categories according to
their semantic meanings. A solution called the SEMEC model is pro-
posed. In SEMEC, besides the music reviews, related semantic music
information is also utilized. A heuristic SVM classification algorithm is
proposed to build the classifiers. SEMEC makes use of the concept of
entropy and the probability model to combine the results from different
classifiers. Extensive experimental results show that SEMEC is effective
and efficient.

Keywords: Music Review, Semantic Classification, Heuristic Algorithm.

1 Motivation

A music review is an evaluation on a recording, a singing, a composition, a
performance of a live music concert, a musical theater show, lyrics of a music
piece, even everything music related. With the rapid growth of the Internet,
music review plays an important role in multimedia systems. People contribute
abundant music reviews which host vast quantities of valuable and useful infor-
mation. Music review related data mining works are attracting more and more
attentions in the research area of user interaction, music information retrieval,
multimedia system, etc. Music reviews are usually associated with music objects,
such as music pieces, vocal concerts, albums, etc. The mining of music review is
quite different from other text mining problems due to (1) Music objects usu-
ally have ambiguous artistic conceptions in different people’s minds, especially
for the sophisticated symphonies, orchestral music or piano music. The different
comprehension on a music object results in quite discretional contents in music

� The work is supported by the National Natural Science Foundation of China (No.
60803016), the National HeGaoJi Key Project (No. 2010ZX01042-002-002-01) and
Tsinghua National Laboratory for Information Science and Technology (TNLIST)
Cross-discipline Foundation.
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reviews. (2) Compared to other kinds of review, music review usually holds a
much larger range of contents, such as the evaluation of the musical performance,
music arrangement, lyrics composing, album designation, even to daily lives of
the singers. (3) Even within a single review, there may be comments from differ-
ent aspects simultaneously. As a result, the mining and analysis of music reviews
has become a difficult task via existing text mining techniques. Let us consider
the following scenarios.

Categorical Information Retrieval. In traditional information retrieval (IR)
tasks, results are ranked according to their relationships to the request. However,
even if the result seems to be relevant to the request, the ranked result may also
be out of users’ interests. For example, in the purpose of finding a melancholy
melody, a user only focuses on the music reviews on melody, rather than the
reviews that have nothing to do with melody. Meanwhile, if you want to find
out why an artist performs better in melancholy music than the brighter one,
the reviews involving background information about the artist may be a good
resource. In categorical IR, when a query “melancholy” arrives, all retrieved
results will be classified in categories, such as artist, melody, lyrics, album. Users
can select the category they are interested in to get further information.

Music Data Mining. Multimedia systems, such as music social web sites and
music related forums, hold abundant contents which can be utilized as the re-
source of data mining tasks. The music review classification methods can be
applied in music-data-related mining tasks. Different kinds of music reviews usu-
ally hold disparate meanings and are useful in different tasks. For example, for
content based music data mining tasks, those reviews related with melody are
more valuable than those on lyrics. But if we want to study the writing style of
a lyrics writer, those reviews on lyrics may be an important resource.

In this paper, we address the above application scenes by introducing the
SEmantic-based Music rEview Classification model (SEMEC). The main contri-
butions of this work are as follows.

• We put forward the semantic-based music review classification problem and
its typical applications and propose the SEMEC model as a solution. Besides
the music reviews, the semantic music information is also utilized to classify the
reviews.
• In order to build the classifier, the Heuristic SVM Classification algorithm
is proposed. It can be widely utilized in semantic-based review mining tasks.
Based on the confusion matrix, we evaluate the diversity of a classifier, by which
SEMEC combines multi-classifiers.
• Extensive experimental results on actual data set show that SEMEC is an
effective and efficient solution to the problem. Meanwhile, the combined classifier
can be more effective than anyone of the constituent classifiers.

The rest of this paper is organized as follows. Section 2 reviews the background
of music review mining tasks and some related research works. In Section 3, we
introduce the SEMEC model in detail. In Section 4, the experimental results are
reported. At last, a brief conclusion and the future works are mentioned.
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2 Related Work

In recent years, research works on review mining are attracting more and more
attentions. Many exciting ideas have been proposed in this area.

Dave proposed a method for automatically distinguishing between positive
and negative product reviews [5]. Their classifier drew on information retrieval
techniques for feature extraction and scoring. But the results for various metrics
and heuristics varied according to the testing situation. Considering that some
features usually delivered positive evaluations on the product while others did
the contrary, Hu and Liu proposed a method aiming at mining relationships
between user opinions and product features [8]. Besides the positive/negative
judgement, Kim proposed an opinion summarization approach which extracted
advantages and disadvantages of a product from related reviews [12]. Another
interesting research topic was differentiating subjective reviews from objective
ones via objective classification, which was useful in opinion mining tasks [18].
Apart from product review, other kinds of review, such as movie review and
book review, also attracted attentions of research communities. Chaovalit intro-
duced a movie review mining method to classify movie reviews into positive and
negative ones [3]. Review mining techniques were also applied in tag extraction
and automatic rating tasks, e.g., Zhang adopted the random walk algorithm for
keyword (tag) generation on book reviews [20].

Turnbull detailed surveyed five popular music tag generation approaches,
among which music review was considered as an important resource for tag
harvesting [16]. Based on part-of-speech (POS) tagging tools and frequent pat-
tern mining methods, a one-to-five star rating based music evaluation approach
was proposed by Downie [9]. Downie classified music objects into different genres
by analyzing related music reviews [6]. There were also a lot of exciting research
works on music tags or ratings [7,2,16]. However, this paper mainly concerns the
music reviews and aims to classify music reviews according to their semantic
meanings.

3 The SEMEC Model

Since we did not find any existing research on this problem, a detailed survey of
the existing music social web sites was carried out (See Section 4.1 for detail). We
found that most music reviews could be classified into five classes, i.e. Comments
on Album, Artist, Melody, Lyrics and External Character. SEMEC classifies each
music review into one of these classes. The following subsections describe the
workflow of SEMEC in detail, which is shown in Fig. 1.

3.1 Semantic Preprocessing

A music spider is designed to build a semantic music dictionary containing
different kinds of semantic music phrases, such as the names of artists, music
composers and lyrics writers, titles of albums and songs, user contributed music
tags and the lyrics. Given a collection of music reviews, the part-of-speech (POS)
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Fig. 1. The workflow of the SEMEC model

tagger is applied to generate the original phrase candidate set. We define the
phrase candidate set as a set consisting of keywords and phrases which will be
utilized in discriminating different kinds of semantic documents. And then, we
define the Semantic-based Classification problem as

Definition 1 (Semantic-based Classification Problem). Given a semantic
dictionary D = {d1, d2, . . . , dn}, an original phrase candidate set R(R ⊆ D) and
a document set S, the vector collection generated on R and S is denoted as
g(R, S). Given a classifier c and its evaluation function fc(g(R, S)), it is aimed
to find a phrase candidate set RP , such that

RP = argmax{fc(g(R,S)) : R ⊆ D}. (1)

In traditional text classification problems, we build vectors directly on the input
documents and apply attribute reduction or attribute association analysis, such
as Quick Reduction [10], to get the inputs to the classifier(s). No additional
semantic information is utilized. But in this paper, the input vectors are built
on both the music review collection and related semantic music phrases. The
phrase candidate set RP is utilized as a differentiation measurement, which
means the phrases in RP indicate the differences between different classes.

3.2 Feature Selection and Classifier Building

As g(R, S) in Equ.(1), two kinds of methods are utilized to build the vectors,
i.e. the tf-idf based and the entropy based vectors. In the former case, the clas-
sical tf-idf schema [15] is utilized. For the latter, (1) we first define the Phrase
Entropy of a phrase pi on class cj as (Let N be the number of classes)

Entropyj(pi) = −nij

ni
log

nij

ni
(j = 1, 2, . . . , N), (2)

where nij is the number of music reviews both belonging to cj and including pi,
ni denotes the number of reviews including pi. (2) We define the Review Entropy
of rk (rk is a music review) on class cj as

Entropy(rk)[j] =
∑

pi∈rk

Entropyj(pi) (j = 1, 2, . . . , N), (3)
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Algorithm 1. Heuristic SVM Classification Algorithm
Input: Music Review set S, Semantic Dictionary D
Output: SVM classifier C, Phrase candidate set RP
begin1

P ← GetOriginalPhraseCandindateSet(D, S)// Build original phrase candidate set2
repeat // Remove high-frequency phrases until no improvement3

P ←RemoveMostFrequentPhrase(P )4
ErrRate, C ←BuildAndTestSVM(S, P )// Test the classifier5

until ErrRate is not changed;6
repeat // Remove low-frequency phrases until no improvement7

P ←RemoveLeastFrequentPhrase(P )8
ErrRate, C ←BuildAndTestSVM(S, P )// Test the classifier9

until ErrRate is not changed;10
repeat // Remove each phrase heuristically11

foreach phrase p in P do12
ErrRate′, C′ ←BuildAndTestSVM(S, RP \ {p})13

p ← the phrase conducting lowest ErrRate when removed14
RP ← RP \ {p}15
C ←TheClassifierCauseLowestErrRate()16
// C is the classifier conducting the lowest error rate17

until ErrRate is not changed;18
return C, RP19

end20

where Entropy(rk)[j] is the jth element of the vector Entropy(rk). (3) This
vector is normalized as an input to the classifier(s).

Support Vector Machine (SVM) is widely used in review analysis [19,11,4].
Meanwhile, the heuristic methods are applied to some SVM related problems
[17,1]. But our work is quite different, in which we apply the SVM heuristically
to find an appropriate phrase candidate set. The original phrase candidate set
does not only contain the phrases in music reviews, but also additional semantic
phrases. The existence of some phrases takes a negative impact on the classi-
fication results. For example, the high-frequency phrases are likely to be the
common adjective phrases and appearing in many kinds of reviews, such as the
phrase of “amazing”, which can be utilized to describe both the performance
of an artist and the melody of a music piece. This kind of phrase is not suit-
able to be utilized to build the input vectors to the classifier(s). Meanwhile, the
low-frequency phrases should also be removed due to their negative effects on
content analysis [15].

Therefore, the Heuristic SVM Classification algorithm is proposed to build a
proper phrase candidate set, shown as Algorithm 1. At a certain iteration, there
may be more than one phrase which conducts an improvement on the classifica-
tion result (evaluated by F-measure) if it is removed from the phrase candidate
set. The one causing the most significant improvement is removed (Line 14–15
of Algorithm 1). Heuristically, we remove phrases until no improvement can be
achieved. And then, the final phrase candidate set is obtained, on which the
vectors will be built as the input to the SVM classifier.

For example, there is a data set consisting of 5 reviews, denoted as I1, I2, I3, I4
and I5, the actual classes of which are c2, c2, c3, c1 and c3. The semantic dictio-
nary is D = {a, b, c, d}. We aim to find the phrase candidate set RP (RP ⊆ D),
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Fig. 2. An example of the Heuristic SVM Classification Algorithm. There are 4 itera-
tions in this example. In the algorithm, only the subset conducting the highest increase
of precision will be retained at each iteration. Therefore, the classifier is only rebuilt 3
times at the third iteration.

on which the vectors are generated as the input of the SVM classifiers. The whole
processing is shown in Fig. 2 step by step.

3.3 Diversity-Based Classifier Combination

As mentioned before, the tf-idf based vectors and the entropy based ones, are
utilized to build two SVM classifiers separately. Combination on multi-classifiers
has been widely researched in these years and a lot of works have been proposed,
such as the voting method, ranking model, neural network model [13,14].

In our work, we make use of the confusion matrix M to combine the results.
The confusion matrix is an N × N matrix, where N denotes the total number
of classes (in this work N equals to 5), and Mij denotes the number of reviews
which belong to ci and have been classified to cj . When a classifier f is built, a 5-
fold cross validation is carried out and the confusion matrix M is calculated. We
evaluate the effectiveness of f on each class by defining the concept of diversity.
The diversity of the classifier f on the class cj is defined as

Diversityf (cj) = −N · 1
N

log
1
N

+
N∑

i=1

Mij∑
i Mij

log
Mij∑
i Mij

(j = 1, 2, . . . , N). (4)
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It characterizes the Information Gain on each class when the classifier f is
utilized to build the model.

Additionally, the conditional probabilities are calculated on M , such as

Pf (Actual = cj |Predict = ci) =
Mij∑N

i=1 Mij

(i, j = 1, 2, . . . , N). (5)

Suppose there are k classifiers, denoted as f1, f2, . . . , fk. When an unclassified re-
view r is fed, from each classifier we get a prediction, denoted as cf1 , cf2 , . . . , cfk

.
We define the rating scores on each class cj as

Rj =
k∑

l=1

P (Actual = cj |Predict = cfj ) · Diversityfl
(cj)∑

l Diversityfl
(cj)

(j = 1, 2, . . . , N). (6)

The predicted probability that the review r belongs to class cj will be

Pj =
Rj∑k
i=1 Ri

(j = 1, 2, . . . , N). (7)

4 Experiments

4.1 Data Set and Experimental Models

Due to lack of benchmarks, we collected music reviews written by both the re-
view specialists and the music enthusiasts from “Expert Music Reviews”, “Meta
critic”, “QQ Music”, “Epinions” and “DouBan”1 . We invited 120 teachers and
students from Dept. of Computer Science, Academic of Arts and Design, School
of Art and Education Center, School of Software of Tsinghua University to make
user studies. With anonymous questionnaires, the participants classified the re-
views manually. With a detailed analysis of all the questionnaires, we found an
interesting phenomenon. That was, even on a same review, different users might
have different opinions. For example, here is a segment from a review.

“. . .Tanya keeps up her performance style all along in the new album. But
compared with her last album, there is still a gap. Tanya expert herself to accom-
plish every song and her sincerity and love on music touched us. . . . ”

Three people marked this review as “comment on artist” while another two
classified it into the class of “comment on album”. The similar phenomenon
could be found on many reviews.

As shown in Table 1, the top five classes containing 1034 reviews were selected
to form the experimental data set. Each experiment in this paper was carried
out with a 5-fold cross validation. The experiments were carried out on a PC
with Core 2 2.4GHz CPU and 4GB memory. The linear kernel was selected as
the kernel function of SVM.
1 http://www.crediblemusicreviews.com, http://www.metacritic.com/music,

http://ent.qq.com/, http://www.epinions.com,http://www.douban.com
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Table 1. Statistical Info. of Experimental Data

class size

comments on album 227
comments on artist 216

comments on melody 205
comments on lyrics 178

comments on external character 208
other comments 63

Total 1097

The following models were utilized to make comparisons.

Baseline–Basic Model. Since we did not find any existing research work on
this problem, we took the tf-idf based SVM classification model as the baseline,
in which the classical tf-idf model were utilized to build the input vectors of SVM
classifiers. In the basic model, we did not make use of any additional semantic
information, nor the heuristic algorithm. Top 10% and bottom 10% frequent
phrases were removed as noisy phrases.

Näıve Model. Additional semantic information was utilized in the näıve model.
Compared to SEMEC, the näıve model built the classifiers with different meth-
ods. Let the phrase candidate set at some iteration be Pu. In SEMEC, we eval-
uated the classifier if a phrase was removed from Pu. We denote the phrase
conducting the highest increase of F-measure as px. The updated phrase can-
didate set utilized in the next iteration would be Pu+1 = Pu\px. However, in
the näıve model, if a phrase py was removed and the F-measure of the classifier
increased, the phrase candidate set Pu+1 = Pu\py would be utilized in the next
iteration. As a result, in the näıve model, there might be more than one phrase
candidate set at each iteration. In the worst case the time complexity would be
O(|P |2) (|P | was the size of the original phrase candidate set).

SEMEC Model. The SEMEC model including semantic preprocessing, heuris-
tic SVM classification, diversity-based classifier combination, was utilized. Both
the tf-idf based vectors and the document entropy based vectors were utilized
to build a classifier, respectively. Meanwhile, the SEMEC model was an approx-
imate model to the näıve one.

Table 2. The semantic dictionary

The Type of phrases Size

Names(artist, composer, lyrics writer) 278
Titles(album and music) 420
User contributed tags 1617

Music related and common Phrases 227,961

Total 230,276

Table 3. The size of the original phrase
candidate set

The size of The size of the
the data set phrase candidate set

600 10,581
700 13,783
800 14,532
900 14,920
1034 15,873
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4.2 Semantic Preprocessing

In preprocessing, a semantic dictionary, shown as Table 2, was generated, on
which the original phrase candidate set would be built. We randomly selected
600, 700, 800, 900 reviews from the data set and carried out the semantic pre-
processing. As we enlarged the data set, the size of the original phrase candidate
grew slowly, shown as Table 3.
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4.3 Comparison between SEMEC and Other Models

SEMEC and the Basic Model. We took experiments on SEMEC and the
basic model to make comparisons. At each step in the SEMEC model, the output
was evaluated in F-measure. As Fig. 3, experimental results showed that the
effectiveness (F-measure) of SEMEC was going forward. In the basic model,
the F-measure was only 0.446 due to lack of additional semantic information.
Also, it fully embodied the difficulty of classifying music reviews. By applying the
heuristic classification algorithm with additional semantic music information, the
values of F-measure were improved to 0.608 and 0.563, with the tf-idf and entropy
based SVM classifier, respectively. With diversity based classifier combination,
the F-measure value of SEMEC was improved to 0.667, higher than any one
of the two classifiers. Since a classifier might be suitable for the prediction on
some special classes but unconvincingly on others. In our combination method,
if a classifier provided a good prediction on some classes, it would be assigned
a higher weight on these classes. Therefore, it was possible for the combined
2 “Naive” meant the F-measure on the näıve model. “tf-idf” and “Entropy” meant the

F-measures on the outputs of SEMEC after the tf-idf based or entropy based heuris-
tic SVM classifiers, respectively. “Combination” meant the F-measure on SEMEC
after classifier combination.



14 W. Zheng et al.

Table 4. The final confusion matrix of the
SEMEC model3

Album Artist Melody Lyrics Ex.Char

Album 142 22 45 11 7
Artist 36 130 15 19 16
Melody 19 25 141 13 7
Lyrics 8 10 23 125 12

Ex.Char 6 35 5 10 152

Table 5. Comparisons on the size of the
final phrase candidate set

Size of Size of the phrase Size of the phrase

the candidate set candidate set

data set by SEMEC by Naive Model

600 120 155
700 126 206
800 166 183
900 224 248
1034 301 208
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Fig. 4. Comparisons between SEMEC and the näıve model

classifier to achieve a better prediction result than some, even all the individual
classifiers. The confusion matrix of SEMEC was shown in Table 4.

SEMEC and the Näıve Model. Experiments were carried out to make com-
parisons between the näıve and the SEMEC model. As an approximate model
to the näıve one, SEMEC sacrificed less than 0.062 in F-measure (Fig. 4). But
SEMEC was much more efficient than the näıve one (Fig. 5). On the data set
consisting of 1034 reviews, SEMEC took less than 16 minutes to build the clas-
sifier, while the näıve model took more than 48 hours. Compared to SEMEC,
the size of the phrase candidate set built by the näıve model was not strictly
increasing as the size of data set grew (Table 5). It was because the näıve model
had tested much more phrase combinations than SEMEC in building the final
phrase candidate set.

A typical output of SEMEC illustrating the probability distribution of each
review was shown in Fig. 6. In conclusion, the SEMEC model was quite a stable
and reliable solution to the semantic-based music review classification problem.

3 “Album” meant “Comments on Album”, and so forth.
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Fig. 5. Time costs of SEMEC and the näıve model on building model
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Fig. 6. A sample output of SEMEC

5 Conclusions

In this paper, we proposed the sematic-based music review classification prob-
lem and a solution called the SEMEC model. SEMEC makes use of additional
semantic music information as well as the music reviews as the input of two
heuristic SVM classifiers. It also combines the different classifiers by defining
the concept of diversity on confusion matrices. In future works, we will try to
further reduce the time consumption of SEMEC.
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Abstract. Graph clustering is an important task of discovering the
underlying structure in a network. Well-known methods such as the nor-
malized cut and modularity-based methods are developed in the past
decades. These methods may be called non-overlapping because they
assume that a vertex belongs to one community. On the other hand,
overlapping methods such as CPM, which assume that a vertex may be-
long to more than one community, have been drawing attention as the
assumption fits the reality. We believe that existing overlapping meth-
ods are overly simple for a vertex located at the border of a community.
That is, they lack careful consideration on the edges that link the vertex
to its neighbors belonging to different communities. Thus, we propose a
new graph clustering method, named RoClust, which uses three differ-
ent kinds of roles, each of which represents a different kind of vertices
that connect communities. Experimental results show that our method
outperforms state-of-the-art methods of graph clustering.

1 Introduction

Graph clustering is the task of clustering vertices in a graph into clusters, namely
communities, with many edges connecting vertices of the same community and
relatively few edges connecting vertices of different communities [5,14]. It has
been drawing much attention in years because it allows us to understand the
underlying structure of a graph, of which examples include social networks and
the World Wide Web.

Well-known methods such as the normalized cut [3,15] and modularity-based
methods [2,10,11] are proposed. In these methods, each vertex belongs to one sin-
gle community and is considered equally important. Recently, researchers started
to propose overlapping methods for which a vertex may belong to more than one
community because it is natural to think that communities may overlap in most
real networks [13]. To discover overlapping communities, overlapping methods
including the Clique Percolation Method (CPM) [13] and split betweenness [7]
are proposed. In these methods, a vertex can belong to one or more communi-
ties and, vertices that belong to multiple communities are considered overlapping
vertices.

Consider the example of in Fig. 1, which is a subgraph of selecting words
CHEMICAL, CHAIN and PHYSICS from the USF word association dataset1 [9].
1 Words A and B are connected if one writes A when he is asked to write the first

word that comes to mind given B.

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 17–28, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Assume that the graph in Fig. 1 consists of three corresponding word commu-
nities, CHEMICAL, CHAIN and PHYSICS. Word SCIENCE is an overlapping vertex
between communities because it connects many words in two communities.

Existing overlapping methods discover words CHEMISTRY and SCIENCE as over-
lapping vertices between the communities of CHEMICAL and PHYSICS. Existing
methods often attribute REACTION into the community of CHAIN and not that of
CHEMICAL because REACTION is relatively less densely-connected when compared
to vertices in the community of CHEMICAL.

Fig. 1. A subgraph of selecting CHEMICAL, CHAIN and PHYSICS and words of their
corresponding neighbors from the USF word association dataset

However, CHEMISTRY should belong to the community of CHEMICAL, which
conforms to its semantics, because it connects relatively more vertices in the
community of CHEMICAL. REACTION should be a peculiar vertex that does not
belong to any community because each of communities connects it with only
one edge. From these observations, we see that existing overlapping methods are
overly simple for a vertex located at the border of a community. That is, they
lack careful consideration on the edges that link the vertex with its neighbors
belonging to different communities.

To overcome the shortcomings of the existing methods, we propose a new
graph clustering algorithm, named RoClust, in this paper. In [1], three roles,
bridges, gateways and hubs, are proposed to identify vertices that connect com-
munities. Each of them represents a different kind of relationships between its
neighbors. In Fig. 1, words REACTION, CHEMISTRY and SCIENCE correspond to
bridges, gateways and hubs, respectively. These roles are shown to identify im-
portant vertices at the border of communities [1]. In this paper, we discover
borders of communities by using bridges, gateways and hubs, and then uncover
the whole community structure by propagating memberships obtained from the
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roles to vertices located in the central community. Experimental results show
that our method outperforms state-of-the-art methods in terms of both non-
overlapping and overlapping community detection.

2 Related Works

Modularity Q [12] is a quality function to measure how good a partition is.
Modularity-based methods [2,10] aim to discover the community structure by
maximizing Q, which is defined as Q =

∑
i

[
li
L − (

di

2L

)2
]

where li, L and di rep-
resent the number of edges between vertices in community i, the number of edges
in the graph, and the sum of degrees of vertices in community i, respectively.
Modularity measures the fraction of all edges within each community minus
the expected value of the same quantity in a graph with the same community
division but random connections between vertices.

The normalized cut is based on the idea of minimizing the number of edges
between communities. The normalized cut [15] Ncut is defined as Ncut =

cut(A,B)
assoc(A,V ) + cut(A,B)

assoc(B,V ) , where cut(A, B) and assoc(A, V ) represent the num-
ber of edges to be removed to separate vertices in community A from those in
community B, and the sum of edges that connect vertices in community A to
all vertices in the graph, respectively.

Besides modularity-based methods and the normalized cut, there are also
many methods proposed such as GN algorithms [6,12], and density-based clus-
tering [16]. Please refer to [5,14] for more details. These methods may be called
non-overlapping because they assume that a vertex belongs to one community.
Accordingly, they cannot discover the overlapping community structure.

The Clique Percolation Method (CPM) [13] finds overlapping communities
based on the observation that a community consists of several fully connected
subgraphs, i.e., cliques, that tend to share many of their vertices. A community is
defined as the largest connected subgraph obtained by the union of all adjacent k-
cliques. Two k-cliques are adjacent if they share k−1 vertices. Gregory [7] extends
the GN algorithm by introducing a new measure named split betweenness. A
vertex v is split into v1 and v2 and becomes an overlapping vertex if the edge
betweenness value of (v1, v2) is larger than any adjacent edge of v.

Zhang et al. [17] present a method of combining the modularity function and
fuzzy c-means clustering. By using fuzzy c-means clustering, a vertex is assigned
different degrees of community memberships. In [4], the overlapping community
structure can be discovered by defining clusters as sets of edges rather than
vertices. [8] proposes a method that performs a local exploration of the network,
searching for the community of each vertex. During the procedure, a vertex can
be visited several times even if it is assigned to a community. By this way, the
overlapping community structure can be discovered.

As discussed in the introduction, existing overlapping methods are overly
simple for a vertex located at the border of a community. They lack careful
consideration on the edges that link the vertex with its neighbors belonging to
different communities.
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3 Problem Definition

We tackle a problem of clustering vertices of a single graph into communities
in this paper. Intuitively, vertices within a community connect each other with
many edges while vertices between communities connect each other with com-
paratively few edges. Our problem is formalized as follows.

The input is an undirected and simple graph G =〈V, E〉, where V ={v1, v2, . . . ,
vn} is a non-empty finite set of vertices and E is a set of edges, where an edge
is a binary relation of an unordered pair of distinct elements of V . The output
is C = {C0, C1, . . . , Ck} where C0 represents the set of vertices that does not
belong to any community and ∪Ci = V where 0 ≤ i ≤ k. Ci, where 1 ≤ i ≤ k,
satisfies the following conditions: Ci �= ∅ and Ci �= Cj . Note that Ci ∩ Cj = ∅ is
not included in the definitions, which indicates that vertices can belong to more
than one community.

4 Proposed Method

4.1 Bridges, Gateways, and Hubs

In this paper, we propose a new algorithm for graph clustering, named RoClust,
which uses three roles, bridges, gateways and hubs, to discover communities. In
[1], we propose bridges, gateways and hubs, each of which represents a different
kind of important vertices in connecting communities.

A bridge is a vertex that connects communities, each of which links the bridge
with a single edge. A gateway is a vertex, in whose neighborhood most of neigh-
bors belong to the same community while there exists at least one neighbor
that belongs to a different community. A hub is an overlapping vertex to which
vertices belonging to several communities are linked. The definitions of bridges,
gateways and hubs are given as follows [1],

Bridge(v) ⇔ ∀x, y ∈ N(v) − {v}, x �= y : CIN(x, y) ∧ ¬loner(x) ∧ ¬loner(y)
Gateway(v) ⇔ (1)∃x, y ∈ N(v) − {v}, x �= y : SC(x, y)

(2)∃z ∈ N(v) − {v}, ∀u ∈ N(v) − {v, z} : ¬loner(z) ∧ CIN(z, u)
Hub(v) ⇔ ∃w, x, y, z ∈ N(v) − {v}, w �= x, y �= z :

SC(w, x) ∧ SC(y, z) ∧ CIN(w, y) ∧ CIN(x, z)

where node v’s neighborhood N(v) = {u ∈ V | (v, u) ∈ E}∪{v}, and loner(v) ⇔
|N(v)| = 2. Nodes v and w are connected via an intermediate node CIN(v, w) ⇔
|N(v) ∩ N(w)| = 1; nodes v and w are strongly connected SC(v, w) ⇔ |N(v) ∩
N(w)| ≥ 2.

The main intuition behind CIN(v, w) and SC(v, w) lies in the shared neigh-
borhood. A pair of vertices that have two or more common vertices between their
neighborhoods are much more likely to be in the same community than a pair of
vertices that have only one common vertex. In other words, CIN(v, w) implies
that vertices v and w belong to different communities and SC(v, w) implies that
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v and w belong to the same community. In this paper, we extend the definitions
of SC(v, w) and CIN(v, w) by using the structural similarity [16]. The structural
similarity σ(v, w) is defined as σ(v, w) = |N(v)∩N(w)|√

|N(v)||N(w)| , which is a measure to

evaluate the similarity between neighborhoods of two vertices v and w. A high
value for σ(v, w) implies that v and w share many common vertices between
their neighborhoods. To avoid poor discovery of bridges, gateways and hubs in
complex graphs, CIN(v, w) and SC(v, w) are reformulated as CIN ′(v, w) and
SC′(v, w) by introducing the structural similarity,

SC′(v, w) ⇔ σ(v, w) ≥ β

CIN ′(v, w) ⇔ σ(v, w) < α

where α (0 < α < 0.5) and β (0.5 ≤ β < 1) represent two thresholds that control
the number of discovered vertices with roles. The larger the value of α is, the
larger the numbers of bridges, gateways and hubs are. A small value for β has
the same effect. Compared to CIN(v, w), where nodes v and w share only one
common neighbor, by using CIN ′(x, y) we can discover more vertices of the roles
because nodes x and y whose σ(x, y) is smaller than the threshold may share
more than one common neighbor.

4.2 Clustering Algorithm

We adopt the approach of hierarchical clustering, specifically an agglomerative
method, which iteratively combines two communities into one until one com-
munity remains. The advantage of hierarchical clustering is that it returns a
hierarchical structure of communities, which is often observed in real world
networks [8].

Algorithm 1. Overview of RoClust
Input : G = 〈V, E〉, α, β
Output: Hierarchical clustering result on G
Q.clear(); l = 1;1

// Step 0. Discover bridges, gateways and hubs

B ← bridge(G,α); W ← gateway hub(G, α, β);2

J ← gateway(G,α, β); H ← hub(G, α, β);3

// Step 1. Divide G into m communities

DivideByBridge(B, l); DivideByGH(W, l);4

DivideByGateway(J, l); DivideByHub(H, l);5

MembershipPropagate(Q);6

// Step 2. Merge communities

Compute the distance between communities;7

while # of communities �= 1 do8

Find communities Cip and Cjp that have the minimum distance;9

Merge Cip and Cjp into one community;10

Update the distance between communities;11
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Algorithm 1 shows an overview of our algorithm. We first discover vertices of
roles, and then perform the clustering algorithm, which contains two main steps,
the dividing step and the merging step. Note that a vertex may be at the same
time a gateway and a hub according to their definitions so we classify vertices
of roles into four types as shown in lines 2 and 3.

Dividing Step. In existing hierarchical graph clustering, a vertex is initially
regarded as a community so there are n communities before combinations of
communities. Because bridges, gateways and hubs are vertices between commu-
nities, information of relationships between their neighbors are important for
the clustering. As a result, in this paper, to import the community informa-
tion obtained from the role discovery into the clustering, we initially divide the
graph G into m (m < n) communities. Our clustering algorithm starts with m
communities instead of n communities before the merging step.

In the dividing step, we obtain m communities by propagating labels of com-
munities from borders of communities to center parts of communities. That is,
we start to decide labels of communities for vertices from bridges, gateways, hubs
and their neighborhoods. In Algorithm 1, DivideByBridge(), DivideByGH(),
DivideByGateway() and DivideByHub() are procedures to decide community
memberships for neighborhoods of bridges, vertices that are at the same time
gateways and hubs, gateways, and hubs, respectively. In the procedures, l rep-
resents a label for community memberships. Once community memberships of
vertices of the roles and their neighbors are decided, we further propagate the
memberships to other vertices that do not have memberships, which is imple-
mented in the procedure of MembershipPropagate(Q), where Q is a queue that
stores an ordered list of vertices waiting for propagation.

It is simple to determine community labels for neighbors of a bridge because
every two of its neighbors have the CIN relation so we simply assign a different
community label l to each of them. We mark the bridge as a peculiar vertex.

However, it becomes challenging to determine community labels for neighbors
of a gateway and those of a hub because some neighbors may share the SC re-
lation, some may share the CIN relation, and some may share neither of them.

Procedure DivideByGateway(J, l)

foreach j ∈ J do1

Remove j from the subgraph g formed by N(j);2

foreach v of the largest connected component graph of g do3

label(v, l);Q.push(v);4

label(j, l);5

foreach v ∈ N(j) do6

if loner(v) then7

label(v, l);8

l = l + 1;9
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Procedure DivideByGH(W, l)

smallest = |V |;1

foreach w ∈ W do2

Remove w from the subgraph g composed of N(w);3

Get CG = {cg ⊂ g|cg is a component graph};4

foreach cg ∈ CG do5

if |cg| �= 1 then6

if |cg| < smallest then7

lb = l;8

foreach v of cg do9

label(v, l); Q.push(v);10

label(w, l); l = l + 1;11

foreach cg ∈ CG do12

if |cg| = 1 then13

foreach v of cg do14

if loner(v) then15

label(v, lb);16

else17

label(v, l); l = l + 1;18

The SC and CIN relations are considered important clues for the community
structure. Suppose that nodes x and y that are neighbors of a gateway have the
SC relation, which implies that nodes x and y share many common neighbors
besides the gateway. Accordingly, nodes x and y remain connected even without
adjacent edges to the gateway because of other shared common neighbors. On
the contrary, neighbors that have the CIN relation are very likely to become
separated when adjacent edges to the gateway are absent. From the above ob-
servations, we remove a gateway or a hub from the subgraph composed of its
neighborhoods to determine community memberships for the neighborhoods.

If a loner which is a neighbor of a gateway forms a community by itself, it may
not be merged to the community of the gateway. To avoid this counter-intuitive
situation, we assign the membership that most neighbors of the gateway have to
the loner. Similarly, a loner which is a hub’s neighbor is given the membership
of vertices in the smallest component graph of the hub.

The pseudo codes for DivideByGH() and DivideByGateway() are shown in
Procedures 3 and 2, respectively. DivideByHub() performs the same procedures
in Procedure 3 but without lines 17 and 18.

The procedure MembershipPropagate() propagates the memberships from
vertices that are near bridges, gateways or hubs to vertices that are far from them
by using the queue Q until every vertex has its membership. During the prop-
agation, the membership of a vertex is determined from its neighbors. Roughly
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speaking, a vertex v that does not have any membership, i.e., getLabel(v) =
NULL in Procedure 4, obtains the community membership that most of its
neighbors have. This strategy fits our intuition because a vertex belongs to the
community that most of its neighbors belong to. The queue Q keeps being up-
dated during the propagation.

Procedure MembershipPropagate(Q)

U = {u ∈ V | getLabel(u) = NULL };1

while |U | > 0 do2

x = Q.front(); Q.pop(x);3

foreach v ∈ N(x) do4

if getLabel(v) = NULL then5

lb ← the community membership that most of v’s neighbors have;6

if lb �= NULL then7

label(v, lb);8

else9

Q.push(x);10

Merging Step. In the merging step, two communities with the minimum
distance are iteratively merged until one community remains. To evaluate the
distance, we define a distance function d(Ci, Cj) between communities Ci and
Cj as

d(Ci, Cj) = DCi

√
|Ci| + DCj

√
|Cj | + gCiCj

√
|Ci||Cj |

where DC , |C|, and gCiCj represent the diameter of a community C, the number
of vertices of a community, and the length of the shortest path from community
Ci to community Cj , respectively. The main idea behind the distance function
is that, we consider merging candidate communities from small to large ones
because a candidate of a small size is less likely to form a community. Since
a candidate of a high density resembles a community more than that of a low
density, we consider the diameter in the distance function. Also, it fits our intu-
ition to merge two candidate communities located near instead of two candidate
communities located distant into one community, so gCiCj is employed.

Complexity Analysis of RoClust. The complexity of our clustering algo-
rithm is dominated by the merging step. For the distance function, we can com-
pute the diameter of a community in O(|V ||E|) time and obtain the length of the
shortest path between communities in O(s2) time, where s represents the size of
a community, by calculating the length of the shortest path between each pair
of vertices beforehand. As a result, line 7 in Algorithm 1 can be carried out in
O

(
m2(|V ||E| + s2)

)
time, where m represents the number of communities after
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we divide the graph in the dividing step. In each loop of merging, we can find
the pair of communities with the minimum distance in O(m2) time, merge them
in O(|V |) time, and update the distance in O

(
m(|V ||E| + s2)

)
time.

5 Experimental Results

We compare our method with four existing methods, a modularity-based method,
the normalized cut, CPM and CONGA. We implemented the greedy optimiza-
tion of modularity [2]. We use a software named Graclus [3] that computes the
normalized cut in experiments. For CPM and CONGA, we use the software pro-
vided by their authors. Note that we cannot assign the number of communities in
a modularity-based method and CPM while in the normalized cut and CONGA,
we assign the number of communities.

5.1 USF Word Association

The USF word association dataset contains 7207 vertices and 31784 edges. In
the experiments, we extracted subgraphs from the dataset by carefully selecting
words for experiments. One of the reasons of the word selection is that we can
evaluate the clustering result based on selected words. As shown in the moti-
vating example where we select CHEMICAL, CHAIN and PHYSICS, the subgraph is
made of the three words and their neighbors. The neighbors of each word have
more edges with each other than with neighbors of another word, resulting in
the subgraph of three corresponding communities. The other reason is for clarity
due to the space limitation.

Fig. 2 shows the results of experiments where we select COUNTRY and SEA
from the dataset. In Fig. 2a, our method successfully discovers two communities.
Word LAND is an overlapping vertex between communities. Words AIR, WOODS and
COTTAGE do not belong to any community and do not have much relation to SEA
and COUNTRY, which is confirmed by their semantics.

Fig. 2b and Fig. 2c show the clustering results of the normalized cut and
the modularity-based method, respectively. Both methods cannot discover over-
lapping vertices so they assign the overlapping vertex the membership of one
community. Furthermore, the peculiar vertices are also uncovered and are par-
titioned into the white community.

Fig. 2d and Fig. 2e show the clustering results of CPM and CONGA, respec-
tively. Because CPM aims to obtain the union of cliques, one of the communities
is so large that most of vertices are included. In CONGA, vertices that should be
in the white community are clustered in the gray community, which is counter-
intuitive. The reason is probably that most of the vertices between the two
communities connect communities with two edges, each of which connects one
community. This results in the outcome that the split betweenness, which is an
important measure in CONGA to discover overlapping vertices, fails to discover
borders of communities.
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(a) Our method: RoClust

(b) Normalized cuts (c) Modularity

(d) CPM (e) CONGA

Fig. 2. Results of selecting COUNTRY and SEA from the USF word association dataset
(Different shades represent different communities. Circular vertices are overlapping
vertices, and diamond vertices are vertices that do not belong to any community).

5.2 DBLP

DBLP2 is a database that provides bibliographic information on major computer
science journals and proceedings. We use coauthorship networks3 of KDD and
2 http://www.informatik.uni-trier.de/~ley/db
3 Two authors are connected if they have coauthored at least one paper.

http://www.informatik.uni-trier.de/~ley/db
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(a) Our method: RoClust (b) CONGA

Fig. 3. Results of a subgraph of the coauthorship network of IJCAI (Different shades
represent different communities. Circular vertices represent overlapping vertices).

IJCAI from 2005 to 2009 in experiments. We extracted connected subgraphs each
of which has more than 50 vertices in our experiments. We focus on comparing
our method with the overlapping methods in the experiment because we think
that there exist overlapping vertices in the graphs.

Our method, RoClust, has competitive results with those of CONGA in most
experiments. However, Fig. 3 shows a typical example of superior results, which
is a subgraph from the IJCAI coauthorship network. In our method, three com-
munities are successfully divided, and between communities, overlapping vertices
are also discovered. However, the black and white communities are confounded
in CONGA. The result of nodes 22, 23, 24, 33, and 34 in the black community is
counter-intuitive, which can be confirmed from the topology. We found that this
kind of results occur in CONGA when there are more than one path between
communities in the graph. Specifically speaking, node 22 has two kinds of paths
to reach the black community: one is via nodes 3, 61; the other is via node 24,
which results in the split of node 22 according to the algorithm of CONGA. Note
that the split of node 22 indicates there are two communities around node 22.

CPM has an unfavorable result, which is similar to the result in Fig. 2d because
CPM aims to obtain the union of cliques to form a community, resulting in one
community with half of all vertices and several communities with few vertices.
Due to the space limitation, we do not show the figure.

6 Conclusions

In this paper, we propose a new algorithm for graph clustering, named Ro-
Clust. Our method uses three roles, bridges, gateways and hubs, each of which
represents a different kind of vertices that connect communities. Our method
overcomes the shortcomings of existing methods, which are overly simple for
a vertex located at a border of communities. Experimental results show that
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our method outperforms the state-of-the-art methods of graph clustering. In the
experiments, we also found that our method may not behave appropriately in
graphs in which many vertices located at borders of communities connect with
each other densely, which will be our future work to focus on.
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Abstract. This paper proposes an innovative instance similarity based evalua-
tion metric that reduces the search map for clustering to be performed. An  
aggregate global score is calculated for each instance using the novel idea of 
Fibonacci series. The use of Fibonacci numbers is able to separate the instances 
effectively and, in hence, the intra-cluster similarity is increased and the inter-
cluster similarity is decreased during clustering. The proposed FIBCLUS algo-
rithm is able to handle datasets with numerical, categorical and a mix of both 
types of attributes. Results obtained with FIBCLUS are compared with the re-
sults of existing algorithms such as k-means, x-means expected maximization 
and hierarchical algorithms that are widely used to cluster numeric, categorical 
and mix data types. Empirical analysis shows that FIBCLUS is able to produce 
better clustering solutions in terms of entropy, purity and F-score in comparison 
to the above described existing algorithms. 

Keywords: Clustering numeric, categorical and mix datasets, Fibonacci series 
and golden ratio, similarity evaluation. 

1   Introduction 

Evaluation of similarity of attributes between instances is the core of any clustering 
method. The better a similarity function the better the clustering results would be. If 
the dataset contains numeric attributes, distance measures such as Euclidean, Manhat-
tan and cosine, are effective to evaluate the similarity between objects [1],[2],[3]. 
However when the dataset contains categorical (finite and unordered) attributes or a 
mix of numeric and categorical attributes then such distance measures may not give 
good clustering results [3]. Comparison of a categorical attribute in two objects would 
either yield 1 for similar values and 0 indicating that two instances are dissimilar. 
Such similarity measures are defined as overlap measure [4], and mostly suffer from 
the problem of clustering dissimilar instances together when the number of attributes 
matched is same, but attributes that are matched are different [5]. Data driven similar-
ity measures are becoming a focus of research [5].  Datasets containing a mix of  
numerical and categorical attributes have become increasingly common in modern 
real-world applications.  

In this paper, we present a novel algorithm called as FIBCLUS (Fibonacci based 
Clustering) that introduces effective similarity measures for numeric, categorical and 
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a mix of both these types of attributes. Due to the mapping of all attributes of an in-
stance to a global aggregate score, this method reduces the complexity inherent in the 
clustering process. Moreover, due to the use of Fibonacci numbers to separate the 
attribute values, this method enables higher intra-cluster similarity and lower inter-
cluster similarity and, in hence, better clustering.  Experiments with the proposed 
method are conducted using a total of 9 datasets, containing a mix of numeric, cate-
gorical and combinational attributes. The quality of clusters obtained is thoroughly 
analyzed. Empirical analysis shows that there was an average improvement of 14.6% 
in the purity values, 28.5% in the entropy values and about 8% in the F-score values 
of clusters obtained with FIBCLUS method on all the datasets in comparison to clus-
tering solutions obtained using the existing methods such as k-means, x-means  
expected maximization and hierarchical algorithms .  

The contributions of this paper can be summarized as: 1) A novel clustering simi-
larity metrics that utilises Fibonacci series to find similarities between numerical, 
categorical and a mix of both the data types; 2) A global score representation method 
for these types of attributes; and 3) Enhancing existing clustering algorithms by using 
FIBCLUS as a similarity metrics.  

2   Problem Statement 

When pure categorical datasets or mixed datasets consisting of both the categorical and 
numerical attributes are to be clustered, the problem is how to measure the similarity 
between the instances represented by categorical attributes. A similarity measure, over-
lap, between two categorical instances iX  and jX  can be defined as follows:  
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Such similarity measures may result in weak intra similarity when calculating the similar-
ity between categorical attributes [2]. Other similarity measures for categorical attributes 
such as Eskin, Goodall, IOF, OF, Lin, Burnaby [5] are based on the overlap similarity 
measure and inherit the same problems. Moreover, in modern real-world applications, 
data with various instances containing a mix of both categorical and numerical attributes 
are common. A problem arises when assignment of an instance to a particular cluster is 
not easy. This problem is shown by the example in deck of cards problem.  

Consider two datasets, one containing a single deck of 52 cards and another con-
sisting of two decks of cards. Each deck of cards is identified by the distinct cover 
design it has. Clustering deck of cards may be a trivial problem, but it represents per-
fect clustering and the major shortcomings of clustering methods, which is when 
assignment of an instance to a cluster becomes difficult. As the number of deck in-
creases, the number of clusters and the complexity inherent within the clustering 
process increases. As the number of deck increases from 1..n  the number of perfect 
clusters increases to 4n  where n  is the number of decks. The ideal clustering results 
are shown in Table 2 for the deck of cards dataset problem. The corresponding  
clustering results obtained by different algorithms such as expectation minimization 
(denoted as EM), K means (KM) and extended K means (XM) are shown in Table 3. 
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Table 1. Data description for deck of cards clustering problem 

SN Attribute 
Name 

Attribute 
 type 

Value 
Range 

Description 

1 Card No Numeric/discrete 1-13 1-13 of all cards 
2 Colour Categorical 2 Red or Black 
3 Category Categorical 4 Hearts, Diamonds, Spade, Clubs 
4 Deck Id Numeric/Binary 1,2 1-1st Deck,2-2nd Deck 

Table 2. Deck of cards cluster accuracy measure criteria (D1=deck1,D2=deck2) 

2 Clusters 4 Clusters 8 Clusters 
1-13,  Red 1-13,Red , Hearts 1-13,Red , Hearts, D1 
1-13, Black 1-13,Black , Spade 1-13,Red , Hearts, D2 

1-13,Black , Clubs 1-13,Red , Diamonds, D1 
1-13,Red, Diamonds 1-13,Red , Diamonds, D2 

1-13,Black , Spade, D1 
1-13, Black , Spade, D2 
1-13, Black , Clubs, D1 

 

 

1-13, Black , Clubs, D2 

Table 3. Clustering results for decks of cards problem (D1=deck1,D2=deck2) 

SN Cluster=2 
Correctly  
clustered 

Cluster=4 
Correctly 
Clustered 

Cluster=8 
Correctly 
clustered 

 

Clustering 
Algorithm 

D1 D2 D1 D2 D2 

1 EM 100% 100% 100% 100% 48.07% 

2 KM 100% 98% 63.5% 62.5% 56.7% 
3 XM 100% 98% 73.1% 62.5% 56.7% 

4 Direct 25% 62.5% 38.5% 36.5% 31.7% 

5 Repeated Bisection 25% 65.5% 48% 44.2% 31.8% 

6 Agglomerative 48% 65.5% 33% 48% 25% 

7  Clustering Functions #4, #5, 
#6 above with FIBCLUS 

100% 100% 100% 100% 100% 

 
These were implemented in Weka [6] with both Euclidian and Manhattan distances. 
Clustering using direct, repeated bisection and agglomerative were used with both the 
cosine and correlation coefficient similarity measures implemented in gcluto [1]. Only 
the best results observed are reported for all the methods. 

Results clearly show that the mentioned clustering algorithms based on respective 
similarity measures perform satisfactory with a single deck of cards, but as the com-
plexity increases the clustering performance starts decreasing (Table 3). This problem 
occurs due to the similarity methods adopted by such algorithms. Such methods are 
unable to handle the mix of attributes and their inherent relationships. As the number 
of deck increases from one to two, the distance measures or similarity methods em-
ployed by such methods start to overlap distances. 
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           Fig. 1. (a) Agglomerative (4 Clusters)             Fig. 1. (b) FIBCLUS with Agglomerative  
          (4 Clusters) 

  

      Fig. 1. (c) Agglomerative (8 Clusters)          Fig. 1. (d) FIBCLUS with Agglomerative  
                   (8 Clusters) 

 
The figures 1(a)-1(d) further visualize the cluster assignments for the 2 deck of 

cards. For agglomerative algorithm, the best of the cosine and correlation coefficient 
similarity measures was taken. With FIBCLUS and agglomerative clustering both 
measures gave same results. From figures 1(a), 1(c) it can be clearly deduced that 
clusters have overlapping distances, which consequently results in a weak clustering 
solution. The assignment of same peaks to a set of clusters shows the overlapping 
and, consequently a weak intra cluster similarity value. However in figures 1(b) and 
1(d), with FIBCLUS, the clusters were clearly identifiable. The high peaks in figures 
1(b) and 1(d) binding similar instances together confirm that the intra cluster similar-
ity was maximized using the method, hence resulting in the desired and optimal  
clustering for the underlying problem. Further separate peaks for each of the 8 clus-
ters reflects high inter cluster similarity. 

3   Related Work 

K means clustering is one of the best known and commonly used algorithm. K means 
[7] were inherently developed to deal with numerical data, where distances between 
instances are a factor for clustering them together. The widely used distance measure 
functions adopted by K means are Euclidean, Manhattan and cosine. Several K means 
extensions have been developed to cluster categorical data [3],[7]. Authors in [7] 
developed an efficient algorithm which clusters categorical data using the K means 
concept. A dissimilarity function based on simple matching, which evaluates the  
dissimilarity between a categorical instance and the cluster representative is used.  
The frequencies of all attributes of the instance matching the cluster are used for  
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calculating the dissimilarity. Another approach based on K means to cluster categori-
cal datasets [3] uses simple matching scheme, replaces means of clusters by modes 
and uses frequency to solve for the best clustering outputs.  

A further classification of similarity evaluation for categorical data based on 
neighbourhood [8],[9],[10] and learning algorithms [11],[12] is discussed in  [5]. 
Mostly neighbourhood based evaluation methods use similarity methods as adopted 
by the overlap measures [5].  Some of them are Eskin, Goodall, IOF, OF, Lin, Bur-
naby [2]. Unlike the overlap measure, these measures consider both similarity and 
dissimilarity between instances, assigning 1 for a perfect match and arbitrary small 
values for a mismatch. Rock [10] and Cactus [11] are some of the popular agglomera-
tive hierarchical algorithms which are used for categorical data clustering. Rock clus-
ters instances in an agglomerative way maximizing the number of links in a cluster 
whereas Cactus utilises co-occurrence of pairs of attributes values to summarise the 
data and to achieve linear scaling. Birch [13] and Coolcat [14] are other popular clus-
tering methods used for clustering categorical data. Birch uses a balanced tree struc-
ture (CF tree) which preserves the attribute relationships within different instances as 
leaf nodes and then clustering is done on these leaf nodes. Coolcat is an incremental 
algorithm which achieves clustering by trying to minimize the entropy values between 
clusters. An approach [15] to cluster categorical and mix data uses a distance based 
similarity. A weighting scheme is adopted by the authors which utilizes the relative 
importance of each instance. Once distance between instances is evaluated a modified 

version of similarity metrics defined by [16] as ,( ) 1 ( , )i j p i jS X X d X X= − is used to 

find instances similarities.  
Simple similarity measures such as overlap suffer from the problem of clustering 

dissimilar instances together when the number of attributes matched is same, but 
attributes that are matched are different. Moreover, these similarity measures may 
perform well with categorical data, but in the case of mixed data which contains both 
numerical and categorical data the performance declines as the complexity within 
clusters increases.  

4   The Fibonacci Series and Golden Ratio 

The proposed FIBCLUS (Fibonacci based Clustering) uses the Fibonacci series to 
determine a global score for each instance and then utilizes the aggregate distance as a 

similarity function. Fibonacci series is a sequence of numbers 1{ }n nF ∞
=  defined by the 

linear recurrence equation 1 2.n n nF F F− −= +  The first two Fibonacci numbers are 0 

and 1, and each subsequent number is the sum of the previous two. The Fibonacci 
series has been applied in many scientific and real life fields [17] from analysis of 
financial markets, to development of computer algorithms such as the Fibonacci 
search technique and the Fibonacci heap data structure [18]. One of the prominent 
properties of Fibonacci series is that the ratio of two successive numbers 

1/ , wheren nF F n− ≥ 7 tends towards 1.6 or ϕ , as n  approaches infinity [17]. This 

value of ϕ is also called as the golden ratio.  

The primary purpose of using Fibonacci series is, since each similar attribute of all 
instances are multiplied by a distinct successive Fibonacci number, only similar  
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attributes in different instances will have same values and will be clustered appropri-
ately.  If there are m  categorical attributes in an instance which have been converted 
into equivalent numerical attributes then as we do Fibonacci transformation of the 

attribute from 1...m  the ratio between ,2 ,3 ,

,1 ,1 ,1

, ,..i i i m

i i i

x x x

x x x
 will increase significantly, 

however for two successive attributes, it will always have a minimum values as .ϕ  

Due to this transformation property the ordering of attributes will have no major ef-
fect on the clustering solution, as the global scores per instance will be compared with 
each other when performing the clustering solution.  

5   The Proposed FIBCLUS Method 

The aim of using FIBCLUS with numeric data is to generate a search space in which 
the input instances are clearly distinguishable. FIBCLUS represents each instance as 
an aggregate global value compromising of various attributes. In other words, if there 
are n  numeric instances and m  number of attributes then the FIBCLUS reduces the 
search space for each 1 2{ , ,.., }nX X X X= from m  to 1: 

                                  ,1 ,2 , ,1{( , .. )} {( )}n
n n n m nx x x x= →                                           (2) 

For categorical and mix data the aim of FIBCLUS is to identify the best possible 
similarity that exists between a pair of instances by considering all the attributes. The 
score of all attributes in this case is also represented as an aggregate global score. 
Given the set of instances 1 2{ , ,.., }nX X X X=  with m  number of attrib-

utes ,1 ,2 ,( , ,... ),i i i mx x x a Fibonacci number is initialized for each attribute maintaining 

the golden ratio .ϕ  Let 1 2, ... }mF = {F F F be the set of Fibonacci numbers chosen cor-

responding to m  number of attributes where each successive Fibonacci number 1jF +  

maintains the golden ratio ϕ  with the preceding number .jF  In the experiments F1 is 

initialized as 1 5F =  because the series starts to get closer and closer to ϕ  after this 

number. Consider an example for the dataset of four attributes ,1 ,2 ,3 ,4, , ,i i i ix x x x , 

where {5,8,13, 21}F =  is the set of Fibonacci numbers. In this case, 1 5F =  is used to 

transform ,1ix and 2 8F =  is used to transform ,2ix  and so on. A value in F  main-

tains the golden ratio as 2 1 3 2 4 3/ , / , / 1.6.F F F F F F ≅  

There are three cases, which have to be considered while clustering with FIB-
CLUS. Case 1: Clustering pure numeric attributes. In this case the maximum value of 
each attribute ,1 ,2 ,max( ),max( ),...max( )i i i mx x x is used for normalizing the attribute 

values. Normalization is done to scale the values in a constant range so that the Fibo-
nacci number chosen for that attribute does not drastically change the golden ratio φ , 
which separates the values of one attribute from another. Case 2: For clustering pure 
categorical attributes each categorical attribute values are mapped into numeric  
values. Each instance iX with attributes as ,1 ,2 ,( , ,... ),i i i mx x x  and Fibonacci mapped 

value ,j i jF x is assigned a score. Each instance is compared for similarity with other 
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instances. Case 3: In this case for clustering mix of both numeric and categorical 
attributes, let k  be the number of categorical attributes, and l  be the number of nu-
meric attributes, where k l m+ = . The score of each instance is determined separately 
based on the values of both numeric and categorical attributes (case 1 and case 2) as 
shown in step 3 of algorithm (figure 2).  

                          ,
,

1 1 ,

( )
( ) ( ) .

max( )

k m
i l

i i k k l
i l

x
Score X x F F

x
= × + ×∑ ∑                           (3) 

 

Input:  

1 2{ , ,.., };    Datasets  instances with m attributes asnX X X X= // ,1 ,2 ,, ,..., .i i i mx x x   

1 2{ , .. }.mF F F F= //Successive Fibonacci numbers F corresponding to each 1..m  attributes.  

, Categorical attribute values, mapped into numeric value .j i jF x =   

Output:  

       ,1{( )}n
nx=     // Numeric instances: Global score  

       [ ]n n= ×A          // Categorical or Mix: Similarity Matrix. 
Begin: 
      Step 1. 1 5.F =     // Initialize Fibonacci series. 

      Step 2.                // For numeric attribute max( ) mx finds maximum attribute value from 

                                   instances. 
                  ;For each  j=1 to m  

                           max( ) jx  

      Step 3.                 // Evaluate scores for each instance. 
                  ;For each  i=1 to n  

                           ( ) 0.0;iScore X =  

                                 ;For each  j=1 to m
 

                               If domain ( )ijx = Numeric  

                                 ,
( ) ( ) .

max( )
i j

i i j
j

x
Score X Score X F

value
= + ×                  

                               Else  domain ( )ijx = Categorical  

                                       ,( ) ( ) .i i j i jScore X Score X F x= +   

      Step 4. // Calculate similarity between instances. 
                    ;For each  i=1..n  

            ;For each  j=1..n  

                  If ( ( ) ( ))i jScore(X Score X<=  

                                
( )

( , )
( )

i j i
i j

j

X X Score X
Similarity X X

m Score X

∩
= +                             

       Return ,1{( )}n
nx=  or [ ];n n= ×A  

End. 

Fig. 2. Complete FIBCLUS Algorithm 
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Finally, the instance similarity between two instances ,i jX X is evaluated based on 

equation (3) as shown in equation (4) and figure 2 (Step 4), where i jX X∩ is the 

number of similar categorical instances between the two instances and 
) ( ).i jScore(X Score X<=  This condition makes sure that the similarity calculation is 

done only once between pair of instances. 

                         

( )
( , )

( )
i j i

i j
j

X X Score X
Similarity X X

m Score X

∩
= +

                               
(4)

 

The pair wise similarity matrix between all instances denoted as [ ]n n= ×A  becomes 
input to a clustering algorithm.  

6   Empirical Analysis 

The objective of experiments was to evaluate the quality of clustering results obtained 
using the proposed FIBCLUS similarity scores, adopted in the different clustering 
algorithms. Standard evaluation criteria such as Entropy, Purity and F-Score were 
used to assess the quality. For numeric datasets FIBCLUS was used with Expectation 
Minimization (EM), K means (KM) and Extended K means (XM) [6] shown as  
#1, #2, #3 respectively. For categorical and mix data we used direct, repeated bisec-
tion and agglomerative clustering methods implemented in gcluto [1]  and shown as 
#1, #2 ,#3 in all results table(5,6,7). Correlation coefficient and cosine similarity were 
taken as similarity evaluation methods and the best results were taken. The test data-
sets were obtained from the UCI repository except Medical1 as detailed in Table 4.  
A total of 9 datasets, three of each category were used in experiments. These datasets 
were taken due to clear class definitions of each instance, which could be compared 
accurately against results of various clustering methods. 

Table 4. Clustering test datasets details 

SN Dataset Attribute 
Type 

No. of 
Attribute 

No. of 
class 

No. of 
instance 

1 Liver Numeric 6 2 345 
2 Wine Numeric 13 3 178 
3 IRIS Numeric 4 3 150 
4 Soybean Categorical 35 4 47 
5 Balance Categorical 4 3 625 
6 SpectHeart Categorical 22 2 267 
7 Teaching Mix 5 3 151 
8 Medical Mix 8 3 90 
9 Hepatitis Mix 19 2 155 

                                                           
1 Creators: Sharon Summers, School of Nursing, University of Kansas Medical Center, Kansas 

City, KS 66160,Linda Woolery, School of Nursing, University of Missouri, Columbia, MO 
65211, Donor: Jerzy W. Grzymala-Busse (jerzy@cs.ukans.edu). 
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Table 5. Results of Purity of Clustering of all datasets 

 Purity of clustering results 
 Without FIB Values FIB Values With 

Datasets EM KM XM #1 #2 #3 
Liver 0.507 0.542 0.557 0.513 0.536 0.536 
Wine 0.376 0.433 0.433 0.719 0.719 0.719 
IRIS 0.907 0.887 0.880 0.960 0.960 0.960 

Soybean 1.000 0.979 0.979 0.979 0.979 0.979 
Balance 0.526 0.494 0.538 0.549 0.549 0.549 

SpectHeart 0.528 0.614 0.614 0.772 0.772 0.772 
Teaching 0.417 0.437 0.437 0.424 0.404 0.430 
Medical 0.6 0.422 0.422 0.478 0.478 0.478 
Hepatitis 0.516 0.542 0.542 0.775 0.763 0.755 
Average 0.597 0.594 0.6 0.685 0.684 0.686 

Table 6. Results of Entropy of Clustering of all datasets 

 Entropy of clustering 
 Without FIB Values FIB Values With 

Datasets EM KM XM #1 #2 #3 
Liver 0.233 0.21 0.184 0.255 0.231 0.231 
Wine 0.372 0.377 0.377 0.209 0.209 0.209 
IRIS 0.103 0.128 0.141 0.05 0.05 0.05 

Soybean 0 0.025 0.025 0.041 0.041 0.041 
Balance 0.446 0.458 0.437 0.41 0.41 0.41 

SpectHeart 0.195 0.188 0.188 0.012 0.012 0.012 
Teaching 0.472 0.449 0.449 0.469 0.475 0.471 
Medical 0.231 0.454 0.454 0.306 0.306 0.306 
Hepatitis 0.300 0.297 0.297 0.01 0.017 0.021 
Average 0.261 0.287 0.284 0.196 0.195 0.195 

Table 7. Results of F-Score of Clustering of all datasets 

 F-Score of clustering 
 Without FIB Values FIB Values With 

Dataset EM KM XM #1 #2 #3 
Liver 0.438 0.459 0.457 0.461 0.467 0.469 
Wine 0.336 0.376 0.376 0.713 0.713 0.713 
IRIS 0.907 0.887 0.88 0.96 0.96 0.96 

Soybean 1 0.985 0.985 0.975 0.975 0.975 
Balance 0.456 0.437 0.484 0.448 0.448 0.448 

SpecHeart 0.517 0.422 0.422 0.436 0.436 0.436 
Teaching 0.420 0.433 0.433 0.425 0.408 0.433 
Medical 0.333 0.301 0.301 0.332 0.332 0.332 
Hepatitis 0.437 0.467 0.467 0.436 0.436 0.436 
Average 0.538 0.53 0.534 0.576 0.575 0.578 
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Overall as can be seen, the performance of all clustering algorithms improves when 
FIBCLUS based global scores and similarity scores are used. This happens due to the 
separation ratio that is actively bringing similar instances together (in hence making 
the intra-cluster similarity larger) and separating dissimilar instances more further 
from each other (in hence making the inter-cluster similarity lower). Independent of 
the type of attributes and the clustering process used, FIBCLUS is able to produce 
clustering solutions of high accuracy. 

When each cluster is visualized for its purity in figures 3(a)-3(f), the standard EM, 
KM and XM methods without any space mapping derives clusters with varied purity. 
For datasets like Iris and Soybean EM performed exceptionally well when compared 
to distance based algorithm like KM and XM. However when such datasets were used 
with FIBCLUS in general it was found out that the distance based algorithms like KM 
and XM performed much better than the density based algorithm like EM. This ob-
servation indicates that FIBCLUS has the ability to improve inter and intra cluster 
distances in any type of clustering method. For numeric datasets FIBCLUS works 
reasonably well. This is because the aggregate global score computed by FIBCLUS 
for each instance, is able to map various attributes to a greater extent. Since each 
attribute is well separated by the golden ratio, the overall score of similar instances is 
more similar. For some datasets like IRIS, unsupervised clustering using FIBCLUS is 
able to get 96% accuracy which is equal to some supervised learning methods like J48 
[19]. This shows that the reduced search map obtained using the global score calcu-
lated using Fibonacci numbers is able to decrease the complexity of the grouping 
process. For the Wine dataset, results are exceptionally well. The performance im-
provement in clustering using FIBCLUS (#1, #2, #3) is nearly 50%. For the Liver  

 

 
 

Fig. 3. (a) Purity EM           Fig. 3. (b) Purity KM             Fig. 3. (c) Purity XM 

 

 
 

Fig. 3. (d) Purity FIBCLUS(#1) Fig. 3. (e) Purity FIBCLUS(#2) Fig. 3. (f) Purity FIBCLUS( #3) 
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dataset, results are nearly comparable, however the clustering achieved using it has 
better clusters which is evident from the purity and entropy measures.  

Overall the average results as percentage of various evaluation metrics are summa-
rized in table 8. 

Table 8. Summary of Results on test datasets 

Overall Percent(%) improvements in clustering using FIBCLUS 
Similarity 
Measure 

Best Case-Best of all 
Clustering results Versus 
best FIBCLUS results is 

taken 

Worst Case- Worst of all 
Clustering results Versus worst 

FIBCLUS result is taken 

Purity 14% 15.15% 
Entropy 25.29% 31.7% 
F Score 7.4% 8.5% 

7   Conclusion 

This paper proposed an innovative clustering method that reduces the search map for 
clustering to be performed. An aggregate global score is calculated for each instance 
using the novel idea of Fibonacci series. Similarity functions are proposed by using 
the aggregate global score for instances with numerical, categorical or mix attributes. 
The use of Fibonacci numbers is able to separate the instances effectively and, in 
hence, enables a higher intra-cluster similarity and a lower inter-cluster similarity. 
The proposed FIBCLUS method is applied on a wide variety of datasets with  
categorical, numerical and mix attributes. FIBCLUS is compared with the existing 
algorithms that are widely used to cluster numeric, categorical and mix data types.  

Empirical analysis shows that FIBCLUS is able to produce better clustering solu-
tions in terms of entropy, purity, F-score etc in comparison to existing algorithms 
such as k-means, x-means, expected maximization and hierarchical algorithms.  
However the extra overhead in terms of time and space due to the additional step of 
calculating the similarity scores between instances in case of instances containing mix 
or categorical, is compensated by the reduced search map during the clustering  
process. Moreover, clustering usually is an offline process and is more affected by 
accuracy than such measures. 
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Abstract. This paper investigates the problem of finding author interest in  
co-author network through topic modeling with providing several performance 
evaluation measures. Intuitively, there are two types of explicit grouping exists 
in research papers (1) authors who have co-authored with author A in one doc-
ument (subgroup) and (2) authors who have co-authored with author A in all 
documents (group). Traditional methods use graph-link structure by using key-
words based matching and ignored semantics-based information, while topic 
modeling considered semantics-based information but ignored both types of ex-
plicit grouping e.g. State-of-the-art Author-Topic model used only one kind of 
explicit grouping single document (subgroup) for finding author interest. In this 
paper, we introduce Group-Author-Topic (GAT) modeling which exploits both 
types of grouping simultaneously. We compare four different topic modeling 
methods for same task on large DBLP dataset. We provide three performance 
measures for method evaluation from different domains which are; perplexity, 
entropy, and prediction ranking accuracy. We show the trade of between these 
performance evaluation measures. Experimental results demonstrate that our 
proposed method significantly outperformed the baselines in finding author in-
terest. The trade of between used evaluation measures shows that they are 
equally useful for evaluating topic modeling methods. 

Keywords: Author Interest, Subgroup and Group, Co-author Network,  
Performance Measures, Topic Modeling. 

1   Introduction 

Social network analysis has been an active area of research with the proliferation of 
social applications in different social networks, e.g. Academic social networks such as 
DBLP and CiteSeer, tagging networks such as Bibsonomy and Delicious, video shar-
ing networks such as Flicker and YouTube, blogging networks such as Blogger and 
WordPress. Academic social network or Co-author network have several knowledge 
discovery problems which are useful for fulfilling different suggestion or recommen-
dation tasks. Author interest finding is one of the interesting problems useful for  
suggesting reviewers for papers, finding collaborators for projects, finding supervi-
sors, finding program committee members for conferences etc. 

Co-author network provide the basis for exploiting author interest. Intuitively, 
there is two type of natural grouping exists in co-author networks (1) Authors who 
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have co-authored with author A in a document (subgroup) e.g. Fig. 1 shows a single 
document or subgroup which consists of paper title words and co-authors of that pa-
per and (2) authors who have co-authored with author A in all documents (group) 
which consists of all papers title words and all the co-authors who have written papers 
with Author A in those papers. For example Fig. 1 show a group of 4 papers title 
words and co-authors for author A. 

 

 

Fig. 1. An illustration of Group and Subgroup 

Previously, three major frameworks used to identify the author interest are (1) sty-
listic features (such as sentence length), author attribution and forensic linguistics 
based methods to identify what author wrote a given piece of text [7,9] (2) graph-link 
structure based methods by using keywords as a basis for representation and analysis 
for relationships among authors [12,16] and (3) topic modeling based methods for 
capturing semantics-based intrinsic structure of words presented between subgroups 
[11,14,15]. Above mentioned frameworks based on writing styles and network  
connectivity ignored the semantics-based intrinsic structure of words, while seman-
tics-based topic modeling methods exploited grouping at only subgroup and ignored 
grouping at group level. 

In this paper, we investigate the problem of author interest finding by proposing 
GAT which models the author interest and relationships by considering both type of 
explicit grouping. Experimental results and discussions elaborate the significance of 
problem and usefulness of our method. We should mention that exploitation of author 
interest (writing habits without considering his research level) and expert finding 
(writing habits with considering his research level) are notably two different know-
ledge discovery problems [4].  

The major contributions of our work described in this paper are the followings: 

(1) formulization of author interest finding problem from subgroup to group level 
(2) demonstrate that perplexity and entropy (for train and test data) is equally useful 

for evaluating topic models performance with the fact that entropy provides more 
lucid results 
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To the best of our knowledge, we are the first to deal with modeling author interest 
finding problem by proposing group level method and experimentally showing the 
relationship between perplexity and entropy. 

The rest of the paper is organized as follows. Section 2 illustrates our proposed  
method and related methods for finding author interest. Section 3 discusses corpus, 
parameter settings, performance measures, baseline methods, and results and discus-
sions and section 4 concludes this paper. 

2   Author Interest Topic Modeling 

In this section, before describing our group author interest topic modeling, we first 
briefly introduce topic modeling idea followed by author-topic model, inverse-author-
topic model and conditionally-independent-author-topic model. 

2.1   Topic Modeling 

Topic modeling brought new notion to the unsupervised learning methods by provid-
ing soft clusters of data. Instead of using just a keyword as a measure of relationship 
for collection of documents in traditional language models fundamental topic modeling 
assumes that there is a hidden topic layer Z = {z1, z2, z3, …, zt} between the word to-
kens and the documents, where zi denotes a latent topic and each document d is a vec-
tor of Nd words wd. A collection of D documents is defined by D = {w1, w2, w3, …, 
wd} and each word wid is chosen from a vocabulary of size W.  For each document, a 
topic mixture distribution is sampled and a latent topic Z is chosen with the probability 
of topic given document for each word with word having generated probability of word 
given topic [2,10]. The generating probability of word w for a document d for the state-
of-the-art topic model Latent Dirichlet Allocation is given in Eq. 1. 

 ( | , ∅, ) =  ∑ ( | , ∅ ) ( | , )  

2.2   Author-Topic Model (AT) 

AT [15] is a two way stochastic process which is based on the idea that author thinks 
about a topic and starts writing a paper on that topic with the help of co-authors. In 
AT a randomly chosen author from a subgroup is responsible for generating words of 
a document. In AT, each author (from set of A authors) of a document d is associated 
with a multinomial distribution θa over topics which is sampled from Dirichlet α and 
each topic is associated with a multinomial distribution Φz which is sampled from 
Dirichlet β over words of a document for that topic. The generating probability of 
word w for author r of a document d is given in Eq. 2. AT has successfully discovered 
topically related authors but did not consider explicit group information. 

 ( | , , ∅, ) =  ∑ ( | , ∅ ) ( | , )  

2.3   Inverse-Author-Topic Model (IAT) 

IAT is a two way stochastic process which is based on the idea that a randomly cho-
sen word from a subgroup is responsible for generating authors of a document. This 

(1) 

(2) 



44 A. Daud 

idea is opposite to the basic idea of AT. In IAT, each word (from set of W words) of a 
document d is associated with a multinomial distribution θw over topics which is sam-
pled from Dirichlet α and each topic is associated with a multinomial distribution Φz 
which is sampled from Dirichlet β over authors of a document for that topic. The ge-
nerating probability of author r for word w of a document d is given in Eq. 3. IAT did 
not consider explicit group information. 

 ( | , , ∅, ) =  ∑ ( | , ∅ ) ( | , )  

2.4   Conditionally-Independent-Author-Topic Model (CIAT) 

CIAT is based on the idea that words and authors are independently generated from a 
subgroup which is a variation of GM-LDA used for image annotation [3]. AT and 
IAT assumes that randomly chosen author or word generates a topic, respectively. On 
the contrary CIAT assumes that authors and words are independently generated by the 
topic. In CIAT, topics are sampled from multinomial distribution θ with Dirichlet α 
over words and authors and each word and author is associated with a multinomial 
distribution Φz which is sampled from Dirichlet β over words and a multinomial  
distribution which is sampled from Dirichlet μ over authors of a document, respec-
tively. The generating probability of word w and author r of a document d is given in  
Eq. 4. CIAT did not consider explicit group information. 

 ( , | , ∅, , ) =  ∑ ( | , ∅ ) ( | , )  

2.5   Group-Author-Topic Modeling (GAT) 

GAT is a two way stochastic process which is based on the idea that author thinks 
about a topic and his thinking is influenced by all co-authors of his papers. In GAT a 
randomly chosen author from a group is responsible for generating words of a group. 
In the proposed approach, we viewed a group as a composition of authors all docu-
ments (subgroups). Symbolically, for a group G we can write it as: G = {(w1,ad1)+ 
(w2,ad2)+(w3,ad3)+ … + (wi,adi)}, where di is a subgroup of a group and adi are the 
author (s) of subgroup di. 

Subgroup based methods considers that an author is responsible for generating la-
tent topics of the document, while, group based method considers that an author is 
responsible for generating latent topics of the group (please see Fig. 1 and 3). In GAT, 
each author (from set of A authors) of a group g is associated with a multinomial dis-
tribution θa over topics which is sampled from Dirichlet α and each topic is associated 
with a multinomial distribution Φz which is sampled from Dirichlet β over words of a 
group for that topic. The generating probability of word w for author r of a group g is 
given in Eq. 5.  ( | , , ∅, ) =  ∑ ( | , ∅ ) ( | , )  

 

(3) 

(4) 

(5) 
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Fig. 2. GAT (d) is shown with three related Models (a) Author-Topic (AT) Model, (b) Inverse-
Author-Topic (IAT) Model, and (c) Conditionally-Independent-Author-Topic (CIAT) Model 

The generative process of GAT is as follows: 

For each author r = 1,…, K of group g 
Choose θr from Dirichlet (α) 

For each topic z = 1,…, T  
Choose Φz from Dirichlet (β) 

For each word w = 1,…, Ng of group g 
Choose an author r uniformly from all authors ag 
Choose a topic z from multinomial (θr) conditioned on r 
Choose a word w from multinomial (Φz) conditioned on z 
Gibbs sampling is utilized [1] to solve all related methods and our proposed me-

thod which has two latent variables z and r; the conditional posterior distribution for z 
and r is given by: 

 ( = , = = , , , ∞ ,( )
,(.) ,( )

,.( )  

 

where zi = j and ri = k represent the assignments of the ith word in a group to a topic j 
and author k respectively, wi = m represents the observation that ith word is the mth 
word in the lexicon, and z-i and r-i represents all topic and author assignments not in-

cluding the ith word. Furthermore, ,( ) is the total number of words associated with 

topic j, excluding the current instance, and  ,( )  is the number of times author k is 
assigned to topic j, excluding the current instance, W is the size of the lexicon and A is 

(6) 
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the number of authors. “.” Indicates summing over the column where it occurs and  ,(.)  stands for number of all words that are assigned to topic z excluding the current 
instance. 

For parameter estimation model needs to keep track of W x Z (word by topic) and Z 
x A (topic by author) count matrices for group. From these count matrices, topic-word 
distribution Φ and author-topic distribution θ can be calculated as given in Eq. 7 and 
Eq. 8, where, ∅  is the probability of word w in topic z and  is the probability of 
topic z for author r. These values correspond to the predictive distributions over new 
words w and new topics z conditioned on w and z. 

 ∅ = ,( )
,(.)   

= ,( )
,.( )  

3   Experiments 

3.1   Corpus  

We downloaded five years paper corpus of conferences from DBLP database [6], by 
only considering conferences for which data was available for the years 2003-2007. In 
total, we extracted 112,317 authors and 90,124 papers. We then processed corpus by 
(a) removing stop-words, punctuations and numbers (b) down-casing the obtained 
words of papers, and (c) removing words and authors that appear less than three times 
in the corpus. This led to a vocabulary size of V=10,872, a total of 572,592 words and 
26,078 authors in the corpus.  

There is certainly some noise in data of this form especially author names which 
were extracted automatically by DBLP from PDF, postscript or other document for-
mats. For example, for some very common names there can be multiple authors (e.g. 
L Ding or J Smith). This is a known as limitation of working with this type of data 
(please see [13] for details). There are algorithmic techniques for name disambigua-
tion that could be used to automatically solve these kinds of problems; however, in 
this work we do not focus on name disambiguation problems.   

3.2   Parameter Settings  

Estimation of hyper-parameters α and β is done by using Gibbs sampling algorithm 
[8]. For some applications topic models are sensitive to the hyper parameters and need 
to be optimized. For application in this paper, we found that our topic model based 
methods are not sensitive to the hyper parameters. In our experiments, for different 
number of topics Z the hyper-parameters α, β and μ were set at 50/Z, 0.01 and 0.01.  

(7) 

(8) 
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3.3   Performance Measures  

We used three performance measures for evaluating the performance of methods from 
different domains (1) perplexity; a standard performance measure for evaluating topic 
modeling (soft clustering) by examining the generative power of trained model on 
unseen dataset. Lower values of perplexity indicate better generalization power of 
model on the words of test documents by the trained topics. For a test set of D  
documents the perplexity is given in Eq. 9, (2) entropy (under root of perplexity) for 
training set and testing set to measure the quality of discovered topics, which reveals 
the purity of topics is given in Eq. 10, less intra-topic entropy is better; a performance 
measure for evaluating traditional clustering (hard clustering), and (3) Prediction 
ranking accuracy; a performance measure for evaluating recommendation is given in 
Eq. 11. We employ the top-k recommendations, that is, each ranking algorithm needs 
to recommend the top k objects (words and authors) for documents by ranking  
randomly withhold objects from the original set mixed with objects not from the  
original set.  

  ( ) = exp  − ∑ log ( )∑  

   ( ) = − ∑ ( ) ( )   
 
   =  1 −     

3.4   Baseline Methods  

We compare our proposed method GAT with AT [15], which considers that words 
and authors of a document are dependent on each other and authors are responsible 
for generating words of a document, IAT, which considers that words and authors of a 
document are dependent on each other and words are responsible for generating  
authors of a document, and CIAT, which considers that words and authors of a docu-
ment are independent of each other and topics are responsible for generating words 
and authors of a document. 

3.5   Results and Discussions 

We extracted authors related to a specific area of research on the basis of semantics-
based similarity of topic so called latent topics. Table 1 shows authors’ interests for 
different topics by using GAT. It illustrates 3 topics out of 150, discovered from the 
1000th iteration of the particular Gibbs sampler run. The words and authors associated 
with each topic are quite precise and depict a real picture of specific area of research. 
For example, topic # 19 “Semantic Web” shows quite specific and meaningful  
 

(9) 

(10) 

(11) 
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vocabulary (semantic, web, ontology, owl, rdf, annotation, semantics, and knowledge) 
when a user is searching for semantic web related documents or authors. Other topics, 
such as “Pattern Mining” and “Information Retrieval” are quite descriptive that shows 
the ability of GAT to discover precise topics. We have analyzed and found that  
authors related to different topics are typically writing for that area of research.  
For example, in case of topic 74 “Semantic Web” top ranked authors web pages 
shows their interest in semantic web research topic and they are mostly publishing on 
this topic.  

Table 1. Illustration of 3 topics with related authors. Tiles are assigned to clustered words  
manually. 

Topic 18 
“Pattern Mining” 

Topic 8
“Information Retrieval” 

Topic 74 
“Semantic Web” 

      Word   Prob.                  Word   Prob.            Word   Prob. 
mining   0.242013 

patterns   0.101704 
pattern   0.067878 

frequent   0.047791 
privacy   0.035545 

preserving   0.034873 
discovery   0.034201 

discovering   0.025315 
databases   0.022626 
sequential   0.020984 

retrieval   0.160582
text   0.116067

document   0.074017
extraction   0.050939

documents   0.045187
information   0.031594

relevance   0.029353
categorization   0.026665

topic   0.025694
feedback   0.025619

semantic   0.260961 
web   0.138429 

ontology   0.124851 
ontologies   0.060605 

owl   0.033670 
rdf   0.026936 

annotation   0.018105 
semantics   0.016670 
approach   0.014352 

knowledge   0.012365 
                            Author   Prob.                  Author   Prob.            Author   Prob. 

Jian Pei   0.011381 
Jiawei Han   0.010317 
Wei Wang   0.007429 

Philip S. Yu   0.006061 
Hui Xiong   0.005263 

Ada Wai-Chee Fu   0.005111 
Srinivasan Parth.   0.004237 

Ke Wang   0.004161 
Kotagiri Rama.   0.003781 
Jianyong Wang   0.003667 

Wei-Ying Ma   0.008950
ChengXiang Zhai   0.005378

W. Bruce Croft   0.004808
Charles L. A. Clarke   0.003439

Mounia Lalmas   0.003249
Weiguo Fan   0.003135

Tat-Seng Chua   0.002679
David A. Grossman   0.002527

Xuanhui Wang   0.002527
James Allan   0.002451

Carole A Goble   0.018056 
Robert Stevens   0.014153 

Peter Haase   0.013177 
Amit P Sheth   0.012201 
Steffen Staab   0.011714 
Phillip W Lord   0.011714 

Luc Moreau   0.010738 
Anupam Joshi   0.010250 

Ian Horrocks   0.009762 
David DeRoure   0.009762 

 
GAT also discovered several other topics such as image retrieval, neural networks, 

business process modeling, semi-supervised learning and XML databases. In addition, 
by doing analysis of authors’ home pages and DBLP [10], we have found that all au-
thors assigned with higher probabilities have published many papers on their relevant 
topics. In the following we provide the links to the home pages of top five authors 
related to semantic web topic for authentication.  

 
http://www.cs.manchester.ac.uk/~carole/ 
http://www.cs.manchester.ac.uk/~stevensr/ 
http://semanticweb.org/wiki/Peter_Haase 
http://knoesis.wright.edu/amit/ 
http://www.uni-koblenz.de/~staab/ 
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Fig. 4. Average Entropy curve
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baselines for several performance measures from different domains. We can say that 
both explicit grouping structures are important and should be considered simulta-
neously. We conclude that perplexity and entropy are equally useful for evaluating 
generative power of topics models with the fact that entropy based results are more 
understandable with the increasing number of topics. Exploitation of both types of 
explicit grouping structures also results in increased prediction ranking accuracy for 
words and authors.  

Future work includes the formulization of grouping structure exits in other social 
networks and structures exploitation for finding their usefulness of social application 
on the Web by using novel methods.  
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Abstract. An important topic in the field of spatial data management
is processing the queries involving uncertain locations. This paper fo-
cuses on the problem of finding probabilistic K closest pairs between
two uncertain spatial datasets, namely, Top-K probabilistic closest pairs
(TopK -PCP) query, which has popular usages in real applications. Specif-
ically, given two uncertain datasets in which each spatial object is mod-
eled by a set of sample points, a TopK -PCP query retrieves the pairs with
top K maximal probabilities of being the closest pair. Due to the inherent
uncertainty of data objects, previous techniques to answer K-closest pairs
(K -CP) queries cannot be directly applied to our TopK -PCP problem.
Motivated by this, we propose a novel method to evaluate TopK -PCP
query effectively. Extensive experiments are performed to demonstrate
the effectiveness of our method.

1 Introduction

Uncertainty is an inherent property in many modern applications. For exam-
ple, the location values acquired from mobile devices usually have measurement
errors. Furthermore, the uncertainty of location values is in natural due to the
delay on data updates in the area of Location-Based Services (LBS). Specifically,
the server always knows that the location values of each object don’t exceed a
certain threshold value from the last sent position, which are usually handled
as uncertain data. Uncertain data can also be derived from sensor databases,
privacy preservation and so on.

The formal definition of K closest pairs (K -CP) query was first described in
[1], which is considered as a combination of join and nearest neighbor query.
By definition, given two data sets A and B, their K -CP join is a one to one
assignment of objects from the two sets, such that K result pairs in A × B has
the minimum distance. K -CP queries are widely used in the applications in-
volving spatial data for decision making, especially in the applications involving
uncertain data [2]. For example, consider a case where K -closest pairs over mov-
ing objects are monitored, which aims at maintaining closest pair results while
the underlying objects change their positions. Queries in such a case are often
issued as (K = 1)“return a pair of taxi stand and taxi that have the smallest
distances” or “return a pair of sonar tracking station and ship that are clos-
est to each other”, where the locations of these moving objects are uncertainty.

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 53–64, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Therefore, K -CP query on uncertain data is very important in many real world
applications. In this paper, we focus on this important type of query in uncertain
spatial databases, which, to the best of our knowledge, no other work has stud-
ied before. The approach presented in this paper deals with spatial uncertain
data which are modeled by discrete values based on the concept of monte-carlo
sampling. This is because positional uncertainties of objects are often given in
the form of discrete values. Even if the uncertain object is described by a con-
tinuous probability density function (pdf ), we can easily derive a set of samples
according to the function.

The rest of the paper is organized as follows. Section 2 briefly overviews pre-
vious methods to retrieve the closest pairs over precise spatial data objects and
related works on query processing in uncertain databases. Section 3 defines the
problem of finding top K closest pairs in uncertain databases. The details of the
query processing are presented in Section 4. Section 5 describes the experimental
results of the proposed method. The paper is concluded with a discussion about
future work in Section 6.

2 Related Work

Section 2.1 reviews previous methods to answer closest pair queries on precise
spatial data. Section 2.2 illustrates query processing in uncertain databases.

2.1 Closed Pair Queries in Spatial Databases

The computation of closest pairs queries in spatial databases have been studied
for several years. Hjaltason and Samet [3] proposed distance-join algorithms for
closest pair queries in spatial databases, which are based on a priority queue
and take up a lot of main memory. This is because the pair items store both
node pairs and object pairs in priority queue. The algorithms in [3] is incre-
mental, i.e., report the result pair in ascending order of distance in one-by-one
fashion, which leads to a fact that these algorithms are incompetent when a
large quantity of elements of the result is needed. To solve the above problems,
Corral et al. [1] proposed several non-incremental algorithms to process closest
pair queries, which reports all the elements of the result all together at the end
of the algorithm. The heap algorithm proposed in [1] stores pair items that are
only node pairs since it can significantly reduce the size of the queue. After-
wards, Corral et al. extended and enhanced the work with respect to the design
of branch-and-bound algorithms in a non-incremental way [4] .

However, the methods in [1],[3],[4] cannot work well in cases that the two
data sets ‘overlap’. Thus, Yang and Lin [5] proposed a new index structure by
pre-computing and storing the nearest neighbor information (with respect to
the other data set) in the node entry of R-tree. They showed that the index
structure is also very efficient on other types of queries, such as spatial join
query and closest nearest neighbor pair query. Leong et al. [6] identified the
ECP (exclusive closest pairs) problem, which is a spatial assignment problem.
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In [6], main-memory algorithms were proposed for solving the static version of
the problem. The problem of monitoring ECP pairs in a dynamic environment
was also tackled in that paper.

2.2 Query Processing on Uncertain Data

Recently, a lot of work has been done in the field of query processing with the
focus on management and processing on uncertain data. A survey of the research
area concerning uncertainty and incomplete information in databases is given in
[7]. Tuple uncertainty and attribute uncertainty are usually considered as two
categories of data uncertainty [8]. In particular, tuple uncertainty is used to
model the probabilistic relational data in probabilistic databases [9],[10],[11].
Compared with tuple uncertainty, attribute uncertainty is introduced in the
context where each uncertain object is modeled by a distribution within an
uncertain region. The distribution can be represented by either pdf [12],[13],[14]
or discrete samples [15],[16],[17]. In this paper, we use attribute uncertainty with
sample representation.

Usually, queries on uncertain data need to consider the confidence guarantee of
query answers due to the uncertainty. Thus, many types of queries have to be re-
defined in the uncertain scenario. Specifically, previous works studied queries in
uncertain databases include probabilistic nearest neighbor (PNN) query [16],[18],
probabilistic range (PR) query [13], probabilistic reverse nearest (PRNN) query
[19], probabilistic top-K (PTK) query [20],[21], probabilistic group nearest neigh-
bor (PGNN) query [22] and so on. However, to our best knowledge, no work has
addressed the problem of processing closed pair queries on uncertain spatial data.

3 Problem Definition

We next describe the uncertainty model adopted in this paper followed by our
formal query definition.

3.1 Uncertainty Model

Positional uncertainties of spatial objects are often obtained in form of dis-
crete values, especially if the locations are derived from different observations.
Furthermore, we can easily sample according to the pdf, even when the un-
certain object is specified by a smooth pdf. Let P = {P1, P2, . . . , PNP } and
Q = {Q1, Q2, . . . , QNQ} be two uncertain object sets. We assume each uncer-
tain object in the object sets is represented by a set of sr sample points, i.e., P =
{{p1,1, p1,2, . . . , p1,sr}, {p2,1, p2,2, . . . , p2,sr}, · · · , {pNP,1, pNP,2, . . . , pNP,sr}}, Q
= {{q1,1, q1,2, . . . , q1,sr}, {q2,1, q2,2, . . . , q2,sr}, · · · , {qNQ,1, qNQ,2, . . . , qNQ,sr}}.
In order to reduce the computation cost of query evaluation, we process the query
on the groups of samples. We apply k -means clustering algorithm individually to
each sample set {pg,1, pg,2, . . . , pg,sr} (g = 1, 2, . . . , NP ) and {qh,1, qh,2, . . . , qh,sr}
(h = 1, 2, . . . , NQ). Therefore, an uncertain object in this paper is approximated
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by k clusters that contain all of the samples. Similar to [23], these clustered ob-
jects are stored in R*-tree [24], where each cluster is bounded by a minimum
bounding rectangle (MBR).

3.2 Query Definition

In “certain” databases containing precise data objects, K -CP query [1] discovers
K pairs of spatial objects formed from the two data sets that have the K smallest
distances between them, where K ≥ 1. In uncertain databases, the attribute data
of each object are “probabilistic”. Therefore, we define a novel closest pair query
in uncertain databases as follows.

Definition 1. Top-K Probabilistic Closed Pairs (TopK -PCP) Query.
Given two uncertain object sets P = {P1, P2, . . . , PNP } and Q = {Q1, Q2, . . . ,
QNQ}, a TopK -PCP query returns K ordered pairs

(P(1), Q(1)), (P(2), Q(2)), · · · , (P(K), Q(K))

P(1), P(2), . . . , P(K) ∈ P ∧ Q(1), Q(2), . . . , Q(K) ∈ Q

such that

Pr(P(1), Q(1)) ≥ Pr(P(2), Q(2)) ≥ · · · ≥ Pr(P(K), Q(K)) ≥ Pr(Pw, Qv)

∀(Pw, Qv) ∈ (P ×Q−{(P(1), Q(1)), (P(2), Q(2)), . . . , (P(K), Q(K))}), K ≤ |P | · |Q|
where we denote with Pr(Pg, Qh)(g = 1 . . .NP, h = 1 . . . NQ) the probability of
pair (Pg, Qh) to be the closest pair. The value of Pr(Pg, Qh) is defined as follows:

Pr(Pg, Qh) =

∑sr
l=1

∑sr
f=1 Fs(pg,l, qh,f)

sr2 (1)

Fs(pg,l, qh,f ) is the probability of (pg,l, qh,f) being the closest sample pair among
sample pairs of all the other objects. The average value of these independent sr2

probabilities is equal to Pr(Pg, Qh). Fs(pg,l, qh,f ) can be computed by:

Fs(pg,l, qh,f ) =∏
∀(Pg′ ,Qh′ )∈P×Q

∧(Pg,Qh) 	=(Pg′ ,Qh′ )

1 −
∣∣{(pg′,l, qh′,f )|D(pg′,l, qh′,f ) < D(pg,l, qh,f)}∣∣

sr2 (2)

where
∣∣{(pg′,l,qh′,f )|D(pg′,l,qh′,f )<D(pg,l,qh,f )}

∣∣
sr2 (l, f = 1 . . . sr) is the probability

that the sample pairs of object pair (Pg′ , Qh′) is closer than pair (pg,l, qh,f),
D(pg,l, qh,f) is the Euclidean distance between two sample points pg,l and qh,f .

4 TopK -PCP Query Processing

In this section, we firstly present some useful metrics and lemmas, which is
followed by the query processing algorithm based on these metrics and lemmas.
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4.1 Useful Metrics and Lemmas

Given two indexing R*-trees, RP and RQ, we assume that MBR(IP ) and MBR(IQ)
respectively denote the MBRs of the nodes in RP and RQ. We denote with
Min MinD(IP , IQ) and Max MaxD(IP , IQ) the minimum distance and the
maximum distance between MBR(IP ) and MBR(IQ). Furthermore, by
Min MaxD(IP , IQ) we denote the minimum maximum distance. The above met-
rics can be calculated by the similar formulae presented in [1], which are depicted
as follows:

Min MinD(MBR(IP ), MBR(IQ)) = min
n,m=1,2,3,4

{MinD(an, bm)} (3)

Min MaxD(MBR(IP ), MBR(IQ)) = min
n,m=1,2,3,4

{MaxD(an, bm)} (4)

Max MaxD(MBR(IP ), MBR(IQ)) = max
n,m=1,2,3,4

{MaxD(an, bm)} (5)

where a1, a2, a3 and a4 are four edges of MBR(IP ), b1, b2, b3 and b4 are the
edges of MBR(IQ). MinD(an, bm) and MaxD(an, bm) respectively denote the
minimum and maximum Euclidean distance between two points falling on an

and bm.

Lemma 1. Let IP,1, IP,2, . . . and IQ,1, IQ,2, . . . be the nodes in the same level of
RP and RQ. If

Max MaxD(MBR(IP,i), MBR(IQ,j)) ≤
min

∀(IP,i′ ,IQ,j′ )∈RP×RQ

∧(IP,i,IQ,j) 	=(IP,i′ ,IQ,j′ )

Min MinD(MBR(IP,i′ ), MBR(IQ,j′ )) (6)

the probability of pair (IP,i, IQ,j) being the closest pair among all the other node
pairs equals to 1, which can be represented as F ′

s(IP,i, IQ,j).

Proof. Similar to Equation 2, we have

F ′
s(IP,i, IQ,j) =

1 −
∣∣{(IP,i′ , IQ,j′ )|D(IP,i′ , IQ,j′ ) < D(IP,i, IQ,j) ∧ (IP,i, IQ,j) �= (IP,i′ , IQ,j′ )}

∣∣∣∣{(IP,i′ , IQ,j′ )|(IP,i, IQ,j) �= (IP,i′ , IQ,j′)}
∣∣

By Inequality 6, there exists no pair satisfying D(IP,i′ , IQ,j′) < D(IP,i, IQ,j).
Thus, the cardinality of {(IP,i′ , IQ,j′ )|D(IP,i′ , IQ,j′ ) < D(IP,i, IQ,j)∧(IP,i, IQ,j) �=
(IP,i′ , IQ,j′)} is 0, which leads to F ′

s(IP,i, IQ,j) = 1.

Lemma 1 indicates that the node pair (IP,i′ , IQ,j′) can be pruned if it satisfies
Inequality 6. Considering the types of the elements indexed by R*-trees, we
extract four types of pairs: (IP .obj, IQ.obj), (IP .clu, IQ.clu), (IP .ord, IQ.ord)
and (IP .sam, IQ.sam), which are respectively constituted by object nodes (i.e.,
internal nodes stand for objects), cluster nodes (i.e., internal nodes stand for
clusters), ordinary nodes (i.e., the other internal nodes ) and sample nodes (i.e.,
leaves). Based on the above classifications, we derive the following lemma.
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Lemma 2. Let IP,i.chi, IQ,j.chi be the child entries of IP,i, IQ,j , and let IP,i.chi.chi,
IQ,j.chi.chi be the child entries of IP,i.chi, IQ,j.chi. If the type of (IP,i, IQ,j), (IP,i.chi,
IQ,j.chi) and (IP,i.chi.chi, IQ,j.chi.chi) are (IP .obj, IQ.obj), (IP .clu, IQ.clu)
and (IP .sam, IQ.sam), respectively, the following inequality holds for any object
node pair (IP,i, IQ,j):

Min MinD(MBR(IP,i.chi.chi), MBR(IQ,j.chi.chi)) ≥
Min MinD(MBR(IP,i.chi), MBR(IQ,j.chi)) ≥
Min MinD(MBR(IP,i), MBR(IQ,j))

(7)

Proof. Due to the fact that MBR(IP,i.chi) and MBR(IQ,j.chi) are respectively
bounded by MBR(IP,i) and MBR(IQ,j), the minimum distance between the
closest edges of MBR(IP,i.chi) and MBR(IQ,j.chi) is smaller or equal to that of
MBR(IP,i) and MBR(IQ,j). So based on Equation 3, we have Min MinD(MBR
(IP,i.chi), MBR(IQ,j.chi)) ≥ Min MinD(MBR(IP,i), MBR(IQ,j)). Moreover, we
can prove Min MinD(MBR(IP,i.chi.chi), MBR(IQ,j.chi.chi)) ≥ Min MinD(MBR
(IP,i.chi), MBR(IQ,j.chi)) in the similar way. Proof details are omitted due to
space limitation.

4.2 TopK -PCP Query Algorithm

Algorithm 1 depicts our query algorithm. We assume RP and RQ have the same
heights for simplicity. The algorithm can be easily modified to deal with the trees
of different heights by the approaches in [1], which are omitted here due to space
limitation. The algorithm maintains a priority queue H queue which contains
the entries of form ((IP,i, IQ,j), Min MinD(MBR(IP,i), MBR(IQ,j))), The entry
with the minimum Min MinD(MBR(IP,i), MBR(IQ,j)) has the highest priority.
Firstly, H queue is initialized (line 1). We use a set U set with entries (Pg, Qh)
to store result pairs. The set is initialized as an empty set (line 2). Moreover, a
list L list is employed to record the information of the probabilistic closest pairs
found up-to-now, which is in the form of ((Pg, Qh), Pr(Pg, Qh), numgh), numgh is
the total number of the sample pairs of (Pg , Qh) that we have already processed
(line 3). Starting from the roots of RP and RQ, we insert ((RP .root, RQ.root),
Min MinD(MBR(RP .root), MBR(RP .root) into H queue. Threshold Z is set
to ∞, which denotes the minimum distance of the pairs found so far (lines 4 and
5). Each time we pop out the first entry Fir from H queue (line 7), and process
it according to the type of Fir.(IP,i, IQ,j) as follows.

If the type is ordinary node pair, we derive the minimum value of Min MaxD
for all possible MBR pairs of the child nodes of IP,i and IQ,j . If this minimum
Min MaxD is smaller than Z, a smaller Z is obtained by being updated as
min∀IP,i.chi

∀IQ,j.chi

(Min MaxD(MBR(IP,i.chi), MBR(IQ,j.chi))) (lines 8-10). For each

child pair, insert it into H queue if Min MinD(MBR(IP,i.chi), MBR(IQ,j.chi)) ≤
Z (lines 11-13).

If the type is object node pair, we check whether the second entry in H queue
has Min MinD(MBR(IP,i′ ), MBR(IQ,j′ )) smaller than Min MinD(MBR(IP,i),
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Algorithm 1. TopK -PCP Query Processing
Input: two uncertain data sets P and Q
Output: all the object pairs in U set
1: initialize H queue accepting entries ((IP,i, IQ,j), Min MinD(MBR(IP,i), MBR(IQ,j)))

2: initialize U set accepting entries in the form (Pg, Qh)
3: initialize L list accepting entries in the form ((Pg, Qh), Pr(Pg, Qh), numgh)
4: start from the roots of RP and RQ, set Z to ∞
5: insert ((RP .root, RQ.root), Min MinD(MBR(RP .root), MBR(RQ.root) into

H queue
6: while |U set| �= K do
7: pop the first entry Fir of H queue
8: if the type of Fir.(IP,i, IQ,j) is (IP .ord, IQ.ord) then
9: if min∀IP,i.chi

∀IQ,j.chi

(Min MaxD(MBR(IP,i.chi), MBR(IQ,j.chi))) < Z then

10: update Z
11: for each child pair (IP,i.chi, IQ,j.chi) do
12: if Min MinD(MBR(IP,i.chi), MBR(IQ,j.chi)) ≤ Z then
13: insert ((IP,i.chi, IQ,j.chi), Min MinD(IP,i.chi, IQ,j.chi)) into H queue
14: if the type of Fir.(IP,i, IQ,j) is (IP .obj, IQ.obj) then
15: Pop the second entry ((IP,i′ , IQ,j′), Min MinD(MBR(IP,i′), MBR(IQ,j′)))
16: if Min MinD(IP,i′ , IQ,j′) ≥ Max MaxD(IP,i, IQ,j) then
17: calculate Pr o(IP,i, IQ,j)
18: update L list
19: add (Pg, Qh) to U set
20: else
21: repeat 9-13
22: if the type of Fir.(IP,i, IQ,j) is (IP .clu, IQ.clu) then
23: Pop the second entry ((IP,i′ , IQ,j′), Min MinD(MBR(IP,i′), MBR(IQ,j′)))
24: if Min MinD(IP,i′ , IQ,j′) ≥ Max MaxD(IP,i, IQ,j) then
25: calculate Pr c(IP,i, IQ,j)
26: update L list
27: if numgh = sr2 then
28: add (Pg, Qh) to U set
29: else
30: repeat 11-13
31: if the type of Fir.(IP,i, IQ,j) is (IP .sam, IQ.sam) then
32: calculate Pr s(IP,i, IQ,j)
33: update L list
34: if numgh = sr2 then
35: add (Pg, Qh) to U set
36: return U set

MBR(IQ,j)) (lines 14-16). If the answer is negative, each of the other pairs has no
chance of being the closest pair. Thus, we calculate the likelihood
that Fir.(IP,i, IQ,j) is the closest pair, which is denoted by Pr o(IP,i, IQ,j).
In particular,
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Pr o(IP,i, IQ,j) =
∏

∀L list.(Px,Qy)

(1 − numxy

sr2 ) (8)

where (Px, Qy) denotes the pair already exists in L list, (IP,i, IQ,j) = (Pg, Qh)
(line 17). We update L list by adding the entry ((Pg , Qh), Pr(Pg, Qh), numgh),
of which Pr(Pg , Qh) = Pr o(IP,g, IQ,h) and numgh = sr2 (line 18). Note that
numgh = sr2, we add (Pg, Qh) to U set (line 19). Otherwise, we refine the pair
Fir.(IP,i, IQ,j) by repeating the steps in lines 9-13 (line 21).

If the type is cluster node pair, we check whether the pair Fir.(IP,i, IQ,j) needs
to be refined in a similar way as above (lines 22-24). The likelihood indicates
that Fir.(IP,i, IQ,j) being the closest pair is computed by

Pr c(IP,i, IQ,j) =
Num(IP,i) · Num(IQ,j)

sr2 ·∏
∀L list.(Px,Qy)∧(Px,Qy) 	=(Pg,Qh)

(1 − numxy

sr2 )
(9)

where Num(IP,i) and Num(IQ,j) denote the number of the samples in cluster
IP,i and IQ,j , respectively, and IP,i ∈ Pg, IQ,j ∈ Qh (line 25). Then we update
L list according to Pr(Pg, Qh) = Pr o(IP,i, IQ,j) + Pr(Pg, Qh) and numgh =
numgh + Num(IP,i) ·Num(IQ,j) (line 26). The default value of Pr(Pg , Qh) is 0.
If numgh is equal to sr2, (Pg, Qh) is added to U set (lines 27-28). Otherwise,
the repeating procedure is implemented (line 30).

If the type is sample pair, Pr s(IP,i, IQ,j) is calculated by

Pr s(IP,i, IQ,j) =
1

sr2 ·
∏

∀L list.(Px,Qy)∧(Px,Qy) 	=(Pg,Qh)

(1 − numxy

sr2 ) (10)

which is the likelihood that Fir.(IP,i, IQ,j) is the closest pair (lines 31 and 32).
Here, we have IP,i ∈ Pg, IQ,j ∈ Qh. The updating is done by setting Pr(Pg, Qh) =
Pr o(IP,i, IQ,j) + Pr(Pg, Qh) and numgh = numgh + 1 (line 33). After that, we
need to make a decision on adding (Pg, Qh) to U set or not according to the
value of numgh (lines 34 and 35).

The algorithm terminates if the cardinality of U set is K. The pairs in U set,
which are returned finally (line 36), are the K pairs with the highest probabilities
of being the closest pair.

5 Experimental Evaluation

All our experiments are conducted on a 1.86 GHz Intel Core 2 6300 CPU and
2 GB RAM. An open source R*-tree implementation1 is used for indexing. Two
real spatial datasets of geographical objects in Germany2, namely RU (utility),
1 http://www.research.att.com/∼marioh/spatialindex/
2 http://www.rtreeportal.org/
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RR (roads), with respective sizes 17K, 30K are used in the experiments. The
MBRs in the datasets are employed to represent rectangular uncertain regions.
For each uncertain region, sr points are sampled and the spatial distribution
follows uniform distribution. A group of synthetic datasets of cardinality 100K,
200K and 400K points (respectively denoted as SD1, SD2 and SD3) are gener-
ated, in which the points are considered as the centers of uncertain regions. The
data in these uncertain regions have the same uncertainty pdf information as
that of the real data. Both of the two dimensions in these datasets are normal-
ized to domain [0, 1]. We split each of the above datasets into two sets which
respectively contain 50% of the objects. The splitting processing is implemented
randomly for each time, thus each point in the following graph is an average of
the results for 100 TopK -PCP queries.

Effect of sample rate. In the first group of experiments, we examine the
performance of our method by varying the number of the samples per object,
which is considered as the sample rate sr. We proceed with our algorithm as
a function of sample rate varies from 5 to 20. Fig. 1a illustrates the number of
disk accesses for TopK -PCP query over two real datasets. Fig. 1c shows the same
metric for the synthetic datasets. In particular, when the sample rate becomes
larger, the disk accesses increases. The reason for the above observation is that a
larger sample rate leads to more computations and a larger search space, which
requires more I/O activities. Furthermore, comparing the datasets with larger
size to those with smaller size, we can observe that a larger dataset leads to a
worse I/O performance.

Fig. 1b and 1d show the accuracy of the algorithm for a varying sample rate
over real data and synthetic data, respectively. Note that the results do not
change considerably when sr ≥ 80, we denote with Rexa the exact result based
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on 80 samples. Rexa is used as the reference result for measuring the accuracy
of the query result derived in the case of sr < 80, which is denoted by Rapp.
Therefore, Accuracy is defined by the formula: |Rexa

⋂
Rapp|

|Rexa| . As expected, the
experiment results shows that accuracy increases as the sample size gets larger.
Thus, a trade-off between the cost and accuracy can be achieved when the query
is processing.

Effect of K. The scalability of our algorithm is measured by taking into account
the behavior with increasing K values. Fig. 2a (real data) and Fig. 2b (synthetic
data) show the number of disk accesses with different K values. Fig. 2a shows
that the number of disk accesses increases rapidly with the increase of K for real
datasets, e.g., from 431 for K=10000 to 1379 for K=100000 (RR). The trend for
synthetic datasets is very similar. Obviously, the rapid increase of disk accesses is
due to the fact that a larger K needs more computations of probabilistic closest
pairs.

Effect of buffer size. In Fig. 3, we present how the LRU-buffer size affects the
performance of our algorithm. We use the buffer sizes of B=0, 16, 64, 256, 1024
pages (dedicated to each R*-tree as two equal portions of B/2 pages) in this set
of experiments. It is observed that the performance is getting improved as long
as the buffer size grows. However, we can see that the improvement is not very
drastic. For instance, as the buffer size increases from 64 to 256, only a 13.5%
improvement is obtained (RR). As a conclusion, our algorithm is not so sensitive
to buffer size. This is because our algorithm processes the query by following a
best-first traversal pattern using a priority queue.

 20
 40
 60
 80

 100
 120

0 16 64 256 1024

D
is

k 
A

cc
es

se
s

Buffer Size

RU
RR

(a) Real Data (K=10)

 0

 0.5

 1

 1.5

 2

 2.5

 3

0 16 64 256 1024

D
is

k 
A

cc
es

se
s 

(×
10

4 )

Buffer Size

SD1
SD2
SD3

(b) Synthetic Data (K=50)

Fig. 3. Performance vs. Buffer Size



Top-K Probabilistic Closest Pairs Query in Uncertain Spatial Databases 63

 100

 200

 300

 400

 500

0% 10% 20% 50%

D
is

k 
A

cc
es

se
s

Overlapping Ratio

RU
RR

(a) Real Data (K=10)

 0

 2

 4

 6

 8

 10

0% 10% 20% 50%

D
is

k 
A

cc
es

se
s 

(×
10

4 )

Overlapping Ratio

SD1
SD2
SD3

(b) Synthetic Data (K=50)

Fig. 4. Performance vs. Overlapping Ratio

Effect of overlapping ratio. In the following, we investigate I/O activities of
the algorithm with the portion of overlapping ranging from 0% to 50%. From
Fig. 4, we can see that for small overlap (e.g., 10% in SD3), a significant im-
provement is about 6 times better than the case of 50% overlapping. The big gap
is due to the inability of nodes pruning, and both of the two R*-trees are likely
to be completely traversed more times. This shows that the overlapping between
the data sets is crucial for TopK -PCP query. Thus, the parameter of overlapping
must be taken into account very seriously when performing the algorithm.

6 Conclusion

Query processing on uncertain data has recently attracted a lot of research
interest. In this paper, we studied the evaluation of a TopK -PCP query, which,
to the best of our knowledge, no other work has studied before. Specifically,
each uncertain object is modeled by a set of sample points, based on which the
query is effectively evaluated. We conducted extensive experiments to confirm
the efficiency and effectiveness of our proposed approaches. In the future, we will
study how the probabilistic algorithms can be extended to support other types
of closest pairs queries, e.g., exclusive closest pairs query.

Acknowledgment. This research was supported by NSFC No.60933001 and
No.61003058, National High-tech R&D Program of China No.2009AA01Z131
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Abstract. This paper focuses on processing continuous k nearest neigh-
bor queries over objects moving at uncertain speeds (CUkNN) in road
networks. We present a novel model to estimate the distances between
objects and a query, both of which move at variable speeds in the road
network. Based on the proposed distance model, we present a CUkNN
query monitoring method to continuously find the objects that could
potentially be the k-nearest neighbors (kNN) of the query. We propose
an efficient method to calculate the probability of each object being a
kNN of a query. The key thing about the method is that the probability
of an object being a kNN of query q is shown to be equivalent to the
probability of a special line segment being one of the k-nearest lines from
q, which greatly simplifies the probability calculation.

Keywords: CkNN queries, uncertain speed, CUkNN , road network.

1 Introduction

Continuous k-nearest neighbor (CkNN) query processing aims to efficiently re-
trieve k-nearest neighbors (kNN) of a moving query from among a number of
moving objects over continuous time intervals. Recently, several methods have
been proposed to process CkNN queries [1-8]. To date, most of the existing
CkNN query processing methods suffer from at least one of the following lim-
itations: (1) they are limited to Euclidean space [8]; (2) objects are assumed to
move at constant speed [3] [4]; (3) they assume that object location updates are
discrete and thus they would return invalid results between two successive up-
date time instants [2]. These limitations imply that most of the existing solutions
have made simplified but less realistic assumptions in one way or another.

In this paper, our aim is to overcome the limitations of the previous studies
mentioned above and focus on processing CkNN queries over objects that move
at uncertain speeds in road networks, which are called CUkNN queries. Specif-
ically, we address the CUkNN problem with the following three requirements:
(1) all objects and queries move continuously in the road network, and the dis-
tance between an object and a query is network distance; (2) we return valid
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result at any monitored time instant; (3) the speeds of both the moving objects
and queries are allowed to vary within pre-determined ranges. Hereinafter, we
call kNN queries over objects with uncertain speeds UkNN queries. Similarly,
we call the objects which belong to the result of a UkNN query UkNN objects.

To achieve our goals, the first problem we address is how to efficiently calculate
the distances between moving objects and queries. In a road network, moving
objects and queries are restricted by the connectivity of the road network, and it
is difficult to estimate the distances between objects and queries when they can
continuously move on the roads with uncertain speeds. We propose the maximal
and minimal distance functions, called MaxDq,o(t) and MinDq,o(t), to bound
the distance between a query q and an object o at time t. By categorizing dif-
ferent location relationships between q and o and distinguishing the relationship
of the two roads where q and o roam into two different states, we obtain the
MaxDq,o(t) and MinDq,o(t) functions in an efficient manner. Both MaxDq,o(t)
and MinDq,o(t) are polylines consisting of one to three line segments, which will
greatly facilitate subsequent calculation of probabilities of candidate objects.

Based on these two distance functions, we present a CUkNN query method
to continuously obtain the UkNN result of query q. In particular, the UkNN re-
sult consists of one or more UkNN objects, each with its associated probability
being one of the kNNs of query q. Thus, we are able to determine which objects
are more likely to be the kNNs of query q in order to provide useful kNNs infor-
mation to users. Our CUkNN method consists of three stages, pruning phase,
refining phase, and probability evaluation phase. In the pruning phase, by calcu-
lating the pruning distance we efficiently prune the objects that are impossible
to be the kNN result of query q and form the candidate set. Then in the refin-
ing phase, by constructing the kNN-MaxD-PL of query q, we decide the possible
kNN objects of query q at time period [ts, te], depending on the candidate set
determined at the pruning phase. Then in the probability evaluation phase, by
introducing the possible-line-segment(PLS) to represent the possible distance
area of each UkNN object, the probability calculation is greatly simplified.

2 Data Structures and Network Distance Calculation

Data structures used. We use an undirected weighted graph to represent a
road network which includes an edge set and a node set. And four in-memory
tables are constructed to store information about edges, nodes of a network, mov-
ing objects and queries. We propose the following definition to simplify network
distance calculation.

Definition 1. Given two different edges ei and ej, if the shortest distance be-
tween every pair of two points, one from ei and another from ej, is always
determined by the same path, then we say ei and ej are distance determinate;
otherwise, they are distance indeterminate.

By categorizing edge pairs into these two states, we can construct a matrix
DD in which DDij represents that ei and ej are distance determinate or not.
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Besides, another matrix, DN , is adopted to store the shortest distance between
any two nodes in which DNij is the shortest distance between nodes ni and nj .

Network distance calculation. We assume an object can not change its
moving direction arbitrarily except at the road junctions. Thus an object o moves
toward a fixed direction before it reaches an endpoint of the road on which it
travels and its speed lies between o.vmin (the minimal speed of o) and o.vmax (the
maximal speed of o). Thus we obtain two locations lo(t) (the nearest possible
location) and Lo(t) (the farthest possible location) of o at time t, respectively.
Similarly, we can obtain two locations lq(t) and Lq(t) of query q at time t. At
any time t, object o should be on the line segment lo(t)Lo(t). Henceforth, we
call this line segment lo(t)Lo(t) the position segment of o.

Then, we use the minimal and the maximal distance to bound the distance be-
tween o and q. In particular, we use two functions, MinDq,o(t) and MaxDq,o(t),
to represent the minimal and the maximal distance between o and q at time t,
respectively.

Case 1. q and o move on the same edge e.
Assume that both q and o are moving on edge e which starts from ni and ends

at nj. As shown in Figure 1, there are two possible relations between the locations
of the position segments of q and o: overlap and not overlap. When these two
segments overlap with each other, MinDq,o(t) equals zero and MaxDq,o(t) is
a linear function of time t; otherwise, both MinDq,o(t) and MaxDq,o(t) are
polylines consisting of three line segments.

Case 2: q and o move on two different edges.
Assume that q is moving on edge ei which starts from nk and ends at nl, and

o is on edge ej which starts from nm and ends at nn. There are two subcases:
(1) ei and ej are distance determinate. There is a shortest path connecting

ei and ej . Without loss of generality, assume that the two nodes on this short-
est path are nl and nn respectively. As shown in Figure 2(a), MinDq,o(t) is
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equal to the sum of min(d(lq(t), nl), d(Lq(t), nl)), DNl,n, and min(d(lo(t), nn),
d(Lo(t), nn)), where d(lq(t), nl) is the distance from lq(t) to nl, DNl,n is the
distance between nl and nn. Moreover, MaxDq,o(t) is equal to the sum of
max(d(lq(t), nl), d(Lq(t), nl)), DNl,n, max(d(lo(t), nn), d(Lo(t), nn)). In this
case, both MinDq,o(t) and MaxDq,o(t) are liner functions of time t.

(2) ei and ej are distance indeterminate. Note that the possible locations of
q and o are within two segments, lq(t)Lq(t) and lo(t)Lo(t), respectively. Thus
as shown in Figure 2(b), the shortest path from any point in these two seg-
ments to the outside network should pass through their terminals. Therefore,
MinDq,o(t) must be the distance between one terminal of lq(t)Lq(t) and one ter-
minal of lo(t)Lo(t). As both lq(t)Lq(t) and lo(t)Lo(t) have two terminals, we need
to take into account four network distances, i.e., d(lq(t), lo(t)), d(lq(t), Lo(t)),
d(Lq(t), lo(t)), and d(Lq(t), Lo(t)). MinDq,o(t) is simply the minimum of these
four distances. Since it is difficult to calculate the exact value of MaxDq,o(t),
we use an approximate value, app MaxDq,o(t), to serve as MaxDq,o(t). First,
app MaxDq,o(t) must be no smaller than the exact value of MaxDq,o(t) at any
time instant. Second, app MaxDq,o(t) should be as close as possible to the exact
value of MaxDq,o(t). Hence we set app MaxDq,o(t) to be the sum of MinDq,o(t),
the length of lq(t)Lq(t), and the length of lo(t)Lo(t). In this case, MinDq,o(t)
and MaxDq,o(t) are polylines consisting of two line segments.

3 CUkNN Algorithm

In this section, we discuss how to process CUkNN queries in road networks.
To illustrate this problem clearly, we consider an example in Figure 3, where
a set of objects o1 to o6 and a query q move with uncertain speeds in a road
network. Assume that 2NNs of q are required. Moving objects are denoted by
black spots and a query is denoted by a black triangle, and arrows indicate
their moving directions. Here an object or a query is bounded by a minimal
and a maximal speed enclosed in parentheses and the speed follows a unform
distribution. Assume the positions of objects and the query at time t=0 are
shown in Figure 3(a). Then the possible location of an object or query at time
t=0.5 is within a line segment which is denoted by a dark line in Figure 3(b).

Firstly, we use an efficient static kNN method [9] [10] [11] [12] to calculate the
kNN result at the start time ts. The main issue is how to continuously monitor
the kNN result after ts. As the objects and the query may choose different edges
in the road network to travel or change their directions at road intersections, we
only consider the time period from ts to the earliest time instant te, when one
of the monitored objects or the query reaches an intersection. As for the time
after te we consider it a new time period. Our CUkNN method consists of the
pruning phase, the refining phase and the probability evaluation phase.

3.1 Pruning Phase

The main goal of the pruning phase is to efficiently prune the objects that are
impossible to be the kNNs of query q. The pruning phase of our CUkNN
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Fig. 3. An example of CUkNN query in road network

Algorithm 1. Pruning Phase
input : the kNNs at ts, a number k, and a time peroid [ts, te]
output: the Cand Set
begin1

for each object o being one of the kNNs at ts do2

compute MaxDq,o([ts, te]) using MaxDq,o(t);3

let Dpruning to be the Kth smallest of MaxDq,o(ts, te);4

Dpruning = Dpruning + max.vlimit × (te − ts)// max.vlimit is the largest5

vlimit of the edges within Dpruning of q ;
any objects which are within Dpruning of q at time instant ts are regarded6

as candidate object and put into Cand Set;
return Cand Set;7

end8

algorithm is shown in Algorithm 1. We first calculate the maximal distance
MaxDq,o of each object o within the time period [ts, te], where o is one of
the kNNs of query q at time ts (line 4 of Algorithm 1). Then we sort these
objects in an ascending order of their maximal distances MaxDq,o, and select
the kth object’s MaxDq,o, denoted MD, as the pruning distance (line 5). Note
that objects outside the pruning distance of q may move into the distance range
MD within the entire period [ts, te], thus we enlarge the pruning distance by
max.vlimit× (te− ts). Here, max.vlimit is the largest velocity limit of the edges
where the previous kNN objects reside at time ts. Now, the pruning distance,
Dpruning, is set to be MD +max.vlimit× (te − ts) (line 5). Thus all the objects
within Dpruning of query q at time ts are regarded as the candidate objects and
put into Cand Set, and all other objects can be pruned safely (line 6).

We use query q in Figure 3 as an example and calculate the value of Dpruning

which equals 31. Thus, there are only four objects o1, o2, o3 and o6 within the
pruning range and the Cand Set is {o1, o2, o3, o6}.
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Fig. 4. 2NN-MaxD-PL of query q in Figure 3

3.2 Refining Phase

The refining phase is to decide possible kNN objects of UkNN query q within
the time period [ts, te]. As we know, for query q and time instant ts, there exists
an object whose maximal distance to query q ranks the kth smallest among all
the objects’ maximal distances to q; we call this object kth obj. The kth obj at ts
may be replaced by another object o′ at some time instant t′. Similarly, o′ may
be replaced by another object o′′ at yet another time instant t′′. All these time
instants, including t′, t′′, divide the time period [ts, te] into several sub-periods,
each with its own kth obj. For each sub-period, we draw the maximal distance
line of its kth obj. By combining all these maximal distance lines together in an
ascending order of time, we can get a polyline called the kNN-MaxD-PL of q.

The refining phase of our algorithm is shown in Algorithm 2. It includes two
main steps: (1) constructing the kNN-MaxD-PL of query q (lines 2-8); (2) finding
UkNN Set for each sub-period [ti, tj] within [ts, te] (lines 9-20).

We first continue our example to illustrate how to construct kNN-MaxD-PL.
As shown in Figure 4, the kth obj at time ts is o2. Then we should make sure that
at which time instant o2 will not be the kth obj any more. We consider each other
object o in Cand Set by solving the equation MaxDq,o2(t) = MaxDq,o(t) (lines
3-6). In this way we determine that o1 replaces o2 as the kth obj at time t=0.5,
and we obtain the first tuple of kNN-MaxD-PL, i.e., ([0, 0.5], MaxDq,o2(t))
(line 7). Then we use o1 as the kth obj at time t=0.5 and continue the con-
struction of kNN-MaxD-PL of q until time period [ts, te] is all processed. Fi-
nally, kNN-MaxD-PL consists of three tuples: < [0, 0.5], MaxDq,o2(t) >, <
[0.5, 1.111], MaxDq,o1(t) > and < [1.111, 2.0], MaxDq,o3(t) >.

Note for an object o, if MinDq,o is larger than MaxDq,kth obj at a time instant
t, o can not be a kNN of q at time t; otherwise, o can possibly be a kNN of q at
time t. Moreover, kNN-MaxD-PL characterizes MaxDq,kth obj within the time
period [ts, te]. Hence, for an object o whose minimal distance line intersects kNN-
MaxD-PL at time t, if o is not in UkNN Set, o will be included into UkNN Set;
otherwise, o will be deleted from UkNN Set. That is, whenever the minimal dis-
tance line of an object intersects kNN-MaxD-PL, UkNN Set will change. We call
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Algorithm 2. Refining Phase
input : the kNNs at ts, the Cand Set, the time period [ts, te]
output: the UkNN interim Set
begin1

let ok to be the kth-NN at ts; kNN-MaxD-PL=Ø; ta = ts; tb = ts; ttemp = te2

while tb < te do
for each object o ∈ Cand Set and o <> ok do3

if MaxDq,o(t) equals MaxDq,ok(t) at t & t ∈ [tb, ttemp] then4

ttemp = t;5

ta = tb; tb = ttemp; ttemp = te;6

insert < [ta, tb], MaxDq,ok(t) > into kNN-MaxD-PL; ok = o;7

insert < [ta, te], MaxDq,ok(t) > into kNN-MaxD-PL ;8

let UkNN Set to be objects whose MinDq,o(t) are below kNN-MaxD-PL at9

ts; ta = ts; tb = ts; Q = Ø; UkNN Result Set = Ø;
for each object o ∈ Cand Set do10

if MinDq,o(t) intersect kNN-MaxD-PL at t & t ∈ [ta, tb] then11

insert the tuple < t, o > into queue Q in an ascending order of time;12

while Q is not empty do13

de-queue< t, o >; ta = tb; tb = t;14

insert the tuple < [ta, tb], {UkNN Set} > into UkNN interim Set ;15

if o is not in UkNN Set then16

insert o into UkNN Set;17

else18

delete o from UkNN Set;19

insert the tuple < [tb, te], {UkNN Set} > into UkNN interim Set ;20

return UkNN interim Set ;21

end22

this time instant Result Change Time (RCT) and all RCTs within [ts, te] should
be found and inserted into a queue(lines 10-12). As shown in Figure 4, MinDq,o3

intersects kNN-MaxD-PL at time t=0.833, and o3 is not in UkNN Set, thus o3
is inserted into UkNN Set(line 17). However, MinDq,o1 intersects kNN-MaxD-
PL at time t=1.667, and o1 is in UkNN Set, thus o1 is deleted from UkNN Set
(line 19). Here time instants t=0.833 and 1.667 are RCTs and all these RCTs
within time period [0,2] divide this time period into several sub-periods. All
sub-periods together with their UkNN Sets form the UkNN interim Set of q
(line 15), which includes three tuples: < [0, 0.833], {o1, o2} >, < [0.833, 1.667],
{o1, o2, o3} >, and < [1.667, 2.0], {o2, o3} >.

3.3 Probability Evaluation Phase

We denote the probability of o being one of the kNNs of q within [ti, tj ] as
Po([ti, tj ]). Algorithm 3 gives the pseudo code of this phase. Continuing our
example, there are two objects, o1 and o2, in UkNN Set within the time pe-
riod [0,0.833], and thus Po1([0, 0.833]) and Po2([0, 0.833]) are certainly 1 (line 6).
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There are, however, three objects, o1, o2 and o3, in UkNN Set within
[0.833,1.667], and Poi([0.833, 1.667]), 1 ≤ i ≤ 3, must be determined properly.

For any time period [ti, tj] whose UkNN Set includes more than k objects, if
one of the following two conditions holds, then Po([ti, tj ]) may change for some
object o in UkNN Set, and in this case we divide [ti, tj ] into two sub-intervals
[ti, tu] and [tu, tj ] (line 3 of Algorithm 3): (1) The MaxDq,o(t) or MinDq,o(t)
function of some object o in UkNN Set has a turning point tu in [ti, tj]; (2)
MaxDq,oi(t) (or MinDq,oi(t)) intersects with MaxDq,oj (t) (or MinDq,oj(t)) at
time tu in [ti, tj] for two different objects oi and oj . Consider Figure 4 again,
MinDq,o1(t) intersects MinDq,o3(t) at time t=1.111, and MaxDq,o2(t) intersects
MinDq,o3(t) at time t=1.5, thus the time period [0.833, 1.667] is divided into 3
sub-periods: [0.833, 1.111], [1.111, 1.5], and [1.5, 1.667].

For an object o and a divided time period [ti, tj], the area bounded by
MaxDq,o(t), MinDq,o(t), and the two vertical lines t = ti and t = tj gives
the possible distance area in which each point represents a possible distance be-
tween o and q. Note that MaxDq,o(t) does not intersect with MinDq,o(t), and
each only includes one line segment within [ti, tj ], thus the possible distance area
of o forms a trapezoid. Figure 5(a) shows the possible distance area of o2 in Fig-
ure 3, which is bounded by the following four lines: MaxDq,o2(t), MinDq,o2(t),
and the two vertical lines t = 1.111 and t = 1.5. Following we give a definition
and a lemma for the purpose of simplifying the probability calculation.
Definition 2. Given the possible distance area of object o in UkNN Set within
[ti, tj], we call the middle line segment [MinDq,o((ti + tj)/2), MaxDq,o((ti +
tj)/2)], which traverses the possible distance area of o at its half-height (i.e., at
time t=(ti + tj)/2), the possible-line-segment (PLS for short) of o.

Lemma 1. Given the possible distance area of object o in UkNN Set within
a divided time interval [ti, tj ], Po([ti, tj ]) equals the probability of the PLS of o
being one of the k-nearest lines from q.
The proof of Lemma 1 is omitted during to space constraints.

The calculation of the PLS of o2 is shown in Figure 5(b). Similarly, we can
get the PLSs of o1 and o3. As shown in Figure 5(c), these three PLSs span the
distance interval between 9.706 and 18.836.

Now, we divide the distance interval covered by the PLSs of all the objects in
UkNN Set into one or more sub-intervals, e.g., D1, D2, ..., Dn, by the end points
of each PLS (line 10). Hence, the distance interval [9.706,18.836] in Figure 5(c)
is divided into five sub-intervals: [9.706,12.388], [12.388,13.164], [13.164,14.918],
[14.918,17.082], and [17.082,18.836]. To calculate Po[ti, tj], we first consider those
distance sub-intervals that overlap with the PLS of o, say Du, ..., Dv. Then for
each distance sub-interval Di, u ≤ i ≤ v, we calculate the probability that the
distance between o and q falls in Di, which is denoted as PI(o, Di), and the
probability that o is a kNN if its distance to q falls in Di, which is denoted
as Pknn(o, Di). With these two probabilities available, we could calculate the
probability of o being a kNN of q within [ti, tj ] as follows:

Po([ti, tj]) =
v∑

i=u

PI(o, Di) × Pknn(o, Di) (line 20).
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Fig. 5. An illustration of the probability evaluation phase

For ease of computing Po([ti, tj ]), we consider each distance interval in an
ascending order of distance. First, for each sub-interval, we use two variables
cntb and cntc, to represent the number of objects whose PLSs are completely
below this sub-interval and the number of objects whose PLSs overlap with this
sub-interval, respectively (lines 12-13). Then, as the probability of the distance
between o and q falling in any point of the PLS of o is equal, we thus have

PI(o, Di) = the length of Di
the length of PLS(o) (line 19).

The calculation of Pknn(o, Di) is divided into three cases: (1) if cntb+cntc ≤ k,
Pknn(o, Di) is 1 (line 16); (2) if cntb + cntc > k and cntb < k, the calculation is
a little more complicated. Observe that for Di, the inequality cntc > k − cntb
holds, which means the number of objects whose PLSs overlap with Di is larger
than the number of kNNs that need to be located. As each object whose PLS
overlaps with Di has equal probability of being a kNN , thus Pknn(o, Di) equals
(k − cntb)/cntc (line 18); (3) if countb ≥ k, Pknn(o, Di) equals 0. Thus we have

Pknn(o, Di) =

⎧⎪⎨
⎪⎩

1 cntb + cntc ≤ k
k−cntb

cntc
cntb + cntc > k and cntb < k

0 cntb ≥ k

4 Performance Evaluation

We evaluate the performance of the proposed CUkNN algorithm through sim-
ulation experiments, and compare our CUkNN algorithm with the IMA algo-
rithm [2] to evaluate the efficiency and precision of these two algorithms.

We test our method on a real road network. To model the real-world road
network, we use the real data of the traffic network of San Francisco Bay Area
in America[13] and construct a sub-network with 20K edges. The objects and
queries move in the road network with uncertain speeds which have the maximal
and the minimal speed limits. IMA reevaluates a kNN query when objects’
location updates occur, and the update interval (UI) is set to be 10 time units.
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Algorithm 3. Probability evaluation phase
input : UkNN interim Set
output: UkNN Final Set
begin1

UkNN Final Set = Ø;2

Further divide the time period to make sure that, MaxDq,o(t) and3

MinDq,o(t) of each object o in UkNN Set not have a turning point and
they do not intersect with each other, within each divided sub-period;
for each tuple < [ti, tj ], UkNN Set > of UkNN interim Set do4

if the size of UkNN Set ≤ k then5

set the Po of each object o in UkNN Set to be 1;6

else7

for each object o in UkNN Set do8

Po =0;PLS(o)=[MinDq,o((ti + tj)/2), MaxDq,o((ti + tj)/2)] ;9

divide the distance range, where all PLSs covers, into sub-intervals:10

D1, D2, ..., Dn; cntb=0; cntc=0 ;
for i=1; i ≤ n and cntb < k; i++ do11

cntc= the number of objects whose PLSs overlap Di;12

cntb= the number of objects whose PLSs are entirely below Di;13

for each object o ∈ UkNN Set whose PLS overlaps Di do14

if cntb + cntc ≤ k then15

Pknn(o, Di)=1;16

else17

Pknn(o, Di) = (k − cntb)/cntc;18

PI(o, Di)= (the length of Di)/ (the length of PLS(o));19

Po+= PI(o, Di)×Pknn(o, Di);20

insert < [ti, tj ], {(o1, Po1), (o2, Po2), ..., (on, Pon)} > into21

UkNN Final Set;

output UkNN Final Set;22

end23

We first evaluates the effect of query time interval on the performance of
CUkNN and IMA. As shown in Figure 6(a), the CPU time of these two algo-
rithms increases with the increasing of query interval length. Clearly, CUkNN
has a better performance at all time intervals, compared to IMA. Figure 6(b)
shows that the precision of CUkNN at each time interval is above 85%. While
the precision of IMA is low, and it is at best 45%.

We compare the performance of CUkNN and IMA by varying the value of k
from 1 to 20. Figure 7(a) shows that the CPU overhead for these two algorithms
grows when k increases and CUkNN outperforms its competitor in all cases.
Figure 7(b) shows that the precision of CUkNN increases slightly as k increases
and it is above 80 % in all cases. While the precision of IMA is at best 42%.

We then study the effect of the query cardinality on the performance of the
algorithms. As shown in Figure 8(a), the running time of these two methods
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increases almost linearly as the number of query points increases. Figure 8(b)
shows that the query cardinality has little effect on the precision of the methods.

Finally, we examine the effect of changing the number of moving objects
on the performance of the algorithms. Figure 9(a) shows that the running time
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of these two methods decreases as the number of moving objects increases. As
shown in Figure 9(b), the precision of these two methods decreases slightly as
the number of moving objects increases.

5 Conclusion

This paper presents an efficient method for processing CkNN queries over mov-
ing objects with uncertain speeds (CUkNN) in road networks. We present an
uncertain network distance model to calculate the distances between moving
objects and a submitted query, both of which move with variable speeds in the
road network. Based on the distance model, we propose a continuous UkNN
query monitoring method to get the UkNN result set of the query during the
time period being monitored. Experimental results show that our approach is
efficient and precise.
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Abstract. Existing prediction methods in moving objects databases
cannot work well on fragmental trajectory such as those generated by
mobile data. Besides, most techniques only consider objects’ individual
history or crowd movement alone. In practice, either individual history
or crowd movement is not enough to predict trajectory with high accu-
racy. In this paper, we focus on how to predict fragmental trajectory.
Based on the discrete trajectory obtained from mobile billing data with
location information, we proposed two prediction methods: Crowd Tra-
jectory based Predictor which makes use of crowd movement and Indi-
vidual Trajectory based Predictor uses self-habit to meet the challenge.
A hybrid prediction model is presented which estimates the regularity
of user’s movements and find the suitable predictor to gain result. Our
extensive experiments demonstrate that proposed techniques are more
accurate than existing forecasting schemes and suggest the proper time
interval when processing mobile data.

Keywords: Trajectory Prediction, Spatial-Temporal Behavior, Location.

1 Introduction

Whether in research or application, it is essential to know the exact region of
a user. With a user’s history movements, trajectory prediction is dedicated to
find the probable location of the user at some future time. The researchers have
done a lot of trajectory prediction works on GPS data. The position of a user
is collected every 3∼5 minutes so that the trajectory from a moving object
approximate the object’s movements, which is a continuous function from time
to space. The trajectory prediction work is of great value to location based
services, city planning, resource management and many other related areas[1].

However, in reality, not all the datasets could provide satisfying continuous
location data as the real trajectory. On one hand, GPS information may be
incomplete during some time periods which will make the trajectory discrete in
some sense[2]. On the other hand, many location information datasets cannot
provide continuous trajectory such as the mobile telecommunication system.
The location of a user is recorded when a call is made in the mobile billing data
by mobile operators. The trajectory obtained from the mobile billing data is
� Corresponding author.

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 77–88, 2011.
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fragmental because the call frequency is much lower than the GPS refreshing
frequency.

The swift progress of modern wireless communication made mobile phone
more and more popular for everyone. The coverage of mobile phones could reach
90% in developed countries and more than 70% globally[3]. The result of the tra-
jectory prediction of the large crowds on “discrete”mobile billing data is mean-
ingful because of the high coverage of the mobile users.

In this paper, we proposed three different trajectory predicting methods. The
main contributions of this paper could be summarized as follows:

1. We proposed a universal framework of trajectory prediction on discrete
trajectory.

2. We presented the definition of discrete entropy which is used to measure
people’s predictability on discrete trajectory. People’s movements are regular
if their discrete entropies are low and vice versa.

3. According to the different discrete entropy, we proposed the Individual Tra-
jectory Predictor (ITP) to predict people whose movements are with high
regularity and the Crowd Trajectory Predictor (CTP) to find people’s future
location follow the trends of the large crowds.

4. A practical hybrid predicator with high accuracy and predictability is
proposed.

The remaining of the paper is organized as follow: In section 2, some related
work and background knowledge has been prepared. In section 3, we make some
definitions and statements of the problem. Section 4 details the general predic-
tion framework and introduced two predictors. Further, the hybrid predicator is
proposed to improve the accuracy. Section 5 reports on the dataset introduction
and experimental study. We conclude our work and discussed the prospects of
the study in Section 6.

2 Related Work

There are three popular positioning methods, GPS, Wi-Fi, and mobile data. The
trajectory prediction work is mainly based on these three distinct datasets.

GPS possesses the highest position precision which can be near 1∼10m. In
[1], Monreale introduced a new method of predicting in the city by GPS data.
By using crowd data, they can predict 60% trajectories averagely. However, due
to the cost of GPS devices, the sample rate is limited. Generally, the sample rate
would not be over 1000 individuals what makes the GPS trajectory prediction
work not convincing enough.

With Wi-Fi mac address, a user can be located in the registered Wi-Fi base
stations. Therefore, the precision of the location is relatively high. [4][5] has made
some meaningful attempts. However, the Wi-Fi devices are not so popular all
over the world. The trajectory prediction work could only be applied in some
special areas such as a campus or a community.
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Mobile phones are more and more widespread all over the world. It makes
us possible to do some trajectory prediction works on large mobile datasets.
Though the precision of the location areas obtained from the mobile data is
not very high, usually 20∼500m in the city. The large amounts of mobile users
could make the result not only limited in the single individuals but also the large
crowd in the city. In [2], Lei did meaningful attempts on 10,000,000 users’ phone
records. They demonstrate that the upper limit of the prediction accuracy on
mobile datasets is 93%. But they do not propose any specific prediction method.

3 Problem Statement

We proceed to cover the data model used in this paper and the problem
addressed.

3.1 Data Model

Using location data, the trace of a moving object can be described as a trajec-
tory with time-stamped locations. The location is abstracted by using ordinary
Cartesian coordinates, as formally stated by the following form:

Definition 1. A Positioning data is a sequence of triples P =< x1, y1, t1 >
, ..., < xn, yn, tn >, where ti(i = 1...n) denotes a timestamp such that ∀0<i<n

ti < ti + 1 and (xi, yi) are point in R2.

Usually, it is hard to proceed with Cartesian coordinates. So the range is divided
into regions and there is no need to know the exact coordinate of the object,
which indicates that knowing the region that the object belonging to is enough.
In order to study activity regularity, time is segmented into equal-length inter-
vals. The records is changed into time series with region tabs according to time
sequence. We call it trajectory, defined as following:

Definition 2. A Trajectory is a time series T =< R0, ..., Rn > where time is
divided into n equal-length intervals, and ∀0<i<nRi ∈ S. S = {R0, ..., Rn} is a
set of regions, each position (xi, yi) corresponds to a region Ri.

In the “blind”area where we cannot find out the region the user stays, we simply
mark the region with a “?”. The trajectory is fragmental or “discrete”, described
as T =< R0, ..., Rn >, where ∀0<i<nRi ∈ S ∪ ?. This kind of trajectory is no
longer “continious”.

In this paper, we consider discovering a user’s periodic patterns from his
historical trajectory. Given a time period C, which is the number of timestamps
that a pattern may re-appear, a user’s trajectory is divided into � n

C � sub-patterns
G. Gi represents the sub-pattern in the ith of T . T can be represented as T =
{G0, G1, ..., G
 n

C �} and Gi = {Ri, ..., Ri+C}. In our work, the time period C is
set as one day.
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3.2 Problem Characterization

We aim to predict a user’s future trajectory based on history trajectory and
last-few-hour trajectory.

There are two kind of prediction cases:

1. Given last few hours trajectory of the day, predict next few hours location
which is the most common case. By positioning devices, a user’s recent tra-
jectory is known, and we want to know where he is in next few hours.

2. Predict next few days location without last few hours trajectory. Usually,
there is no need to predict this kind of case. But in mobile data, it is possible
for a user not calling for several days. So we have to take this case into
account.

Both two cases are required to be successfully predicted. Here we try to define
a predictor:

Problem Statement. A predictor is a function or an algorithm, with the his-
tory or common sense, predicts the region of the object staying at a given time.
Formally written as: r = Predictor(sub− trajectory, time) where sub-trajectory
is the recent trajectory of the day, or is φ, and time is the predicting time.

The standard to judge a predictor is prediction accuracy, but a predictor will
not always be the best with the variation of parameters.

4 Proposed Method

In this section, we first demonstrate the framework of prediction.The strategy of
evaluating prediction accuracy is introduced. A parameter called Discrete En-
tropy is introduced to measure the predictability of a user. Given a threshold,
users are divided into two groups. In practice, Crowd Trajectories based Pre-
dictor(CTP) works well with users of high Discrete Entropy. And Individual
Trajectory based Predictor(ITP) is better for users of low Discrete Entropy.

4.1 General Prediction Framework

Because of the nature of mobile data, the trajectory we get is fragmental. When
verifying result, we only calculate time i in which the corresponding region Ri is
not equal to “?”. In other words, we know the exact region of time i. We com-
pared the result of prediction with Ri, and gather all the instances to calculate
prediction accuracy.

Entropy is probably the most fundamental quantity measuring the regularity
of user’s movements. According to incomplete history, we can judge whether an
object is hard to predict or not. We call the parameter Discrete Entropy, defined
as follows:
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Definition 3. A Discrete Entropy is a parameter to measure the degree of pre-
dictability, writtern as

Ed = −
n∑

i=1

p(Ri)log2p(Ri) (1)

where p(Ri) is the probility of Ri exists in T ′(T ′ is the sub-trajectory of T whose
element of “?”is remove), and i is the timestamp.

Fig. 1 shows the distribution of discrete entropy in the crowd. From the figure,
we can see that it is close to normal distribution. The users whose entropy is
between 0 and 0.1 hold a high proportion which is because in our datasets a
group of people call so few merely 1 or 2 calls during two weeks.

Fig. 1. Discrete Entropy Fig. 2. An ultra-pattern tree

We use Ed, a simple way to measure the degree of the predictability. If the
Ed is low, it is easy to predict by the existing history T ′. If the Ed is high, it is
hard to predict.

4.2 Individual Trajectory Based Predictor

Ultra-pattern Tree Building. In this section, we first tried to combine similar
sub-trajectories of a user which aimed at reducing user’s history. Then we use
aproiriate algorithm to calculate the frequent patterns of the user. At last, we
build so called ultra-pattern tree to get result.

Due to the lack of continues trajectory, the trajectory by mobile data cannot
reflects the true movement of a user. So it is impossible to rebuild the whole
trajectory. Normal data mining algorithm based on frequent trajectory cannot
work.

To combine similar sub-trajectories, a parameter which characterize the simi-
larity of two trajectories is required. The average distance of two sub-trajectories
can measure the similarity of movement which is able to measure the similarity
of sub-trajectories.
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Definition 4. The similarity of two trajectories is

S(Gi,Gj) =
1∑C

k=1 distance(Gi,k, Gj,k)
(2)

where Gi and Gj are two sub-trajectories of a user. And Gi,k is the region in
time offset k of sub-trajectory Gi.

distance(Gi,k, Gj,k) =
√

(xGi,k
− xGj,k

)2 + (yGi,k
− yGj,k

)2 (3)

If Gp,q is “?”, we use the most frequent region of the sub-trajectory instead.

If the distance is small enough, we believe that the two-day movements are sim-
ilar. Take the office employee as an example. In the working days, he may go to
work by the same way, and do similar things. So the trajectories of working days
are similar, and we could combine these sub-trajectories represented as G2

(i,j).

Input: A set of t-patterns Pset

Output: A ultra-pattern tree Tu

U= new ultra-pattern tree();1

foreach p in Pset do2

node= Root(Tu);3

foreach (i, r) in p do4

n= findChild(node, r);5

if �n then6

v= new Node(r);7

v.support = p.supp;8

node.appendChild(v,i);9

node=v;10

end11

else12

UpdateSupport(n,p.supp);13

node=childNode;14

end15

end16

end17

return Tu;18

Algorithm 1. Ultra-pattern tree building

Definition 5. The strategy of combining two sub-trajectories is: according to
time order we combine Gi and Gj, if the two regions of two sub-trajectories are
the same, just reserve the region as the result. If one region is known and the
other is ’?’, the result is the known region. If two region are known, choose one
randomly.
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Example 1. Two sub-trajectories is : G1={A, B, ?, C, A, A} G2={A, ?, ?, A, C, ?}
One case of combination result is : G2

1,2={A, B, ?, C, C, A}.
The method of combination is, we first calculate the S(Gi,Gj) of two day’s sub-
trajectories in T , then choose the smallest ρ% as candidate and represented as
G2. We calculate the S(G2

(i,j),G
2
(p,q))

of two sub-trajectories in G2, then choose

the smallest ρ% as candidate and represented as G3. The work is finished un-
til G
ρ×C�. At last, we collect all the sub-trajectories and combinatioing these
trajectoryies as UG. Then we delete all ’?’ elements of UG which is represented
as UG′.

Here we have restored all the trajectories of a user and the combinated tra-
jectories, and then we use UG′ to build t-patterns which is describe in [6].

Because our data is not the real trajectory of a user, we call our tree as ultra-
pattern tree. Fig. 2 is an example of an ultra-Pattern Tree. The ultra-pattern
tree building algorithm (Algorithm. 1) describes how to build an ultra-pattern
tree given a set of t-patterns [1].

Each t-pattern belonging to Pset is inserted into the ultra-pattern tree U . We
try to search for the path that corresponds to the longest prefix of p. Next, we
append a branch to represent the rest of the elements of p in this path. If this tree
is a prefix of p, a p is appended to the path. The findChild(node, r) function
returns the child of node that has the region equal to r and a connection between
them. The UpdateSupport(n, p.supp) procedures updates the support of node.

Prediction Strategy. The main idea behind our prediction is to find the best
path on the tree, namely the best ultra-pattern tree that matches the given
trajectory. Hence, for a given trajectory we compute the best matching score of
all the admissible paths of the t-pattern tree. The children of the best node that
produces a prediction are selected as next possible regions.Here we use similarity
of two trajectories S to score the degree of matching.

Given a sub-trajectory sub and an ultra-pattern tree P , we computes the
similarity score ,which is the the similarity of sub-trajectory (Definition 5) for
each path of the P relative to p. When the tree has been completely visited, the
best match is computed by selecting those candidates with the smallest score,
and the region associated with the candidates is returned as the prediction.
There may be several predictions with the same score corresponding to all the
children in the last node of the path with the best score.

4.3 Crowd Trajectory Based Predictor

In the previous part, we discuss the prediction on individual history. However,
some users’ movements are impossible to predict with ultra-pattern tree. There’s
no pattern that corresponds the given sub-trajectory.

In the city, people travel by public traffic and the city is often divided into
different function districts which means when moving in the city, people pass the
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same streets, the same buildings and the same cellular towers. So the patterns of
moving are similar. To high-Ed objects, we could do the prediction work based
on the crowd trajectory.

Modeling of Dynamic Bayesian Network. The dynamic Bayesian network
(DBN) is defined as a pair (B1, B→),where B1 is a Bayesian network which
defines the prior P (Z1), and B→ is a two-slice temporal Bayes net which defines
P (Zt|Zt−1) by means of a DAG (directed acyclic graph) as follows:

P (Zt|Zt−1) =
N∏

i=1

P (Zi
t |Pa(Zi

t)) (4)

where Zi
t is the i′th node at time t, which could be a component of Xt, and

Pa(Zi
t) are the parents of Zi

t in the graph.
In our model, Pa(Zi

t) = Zt−1. That means we only consider the previous state.
Experiment in Section 5 shows that it is enough to predict well. Zt = (Ut, Xt, Yt)
represents the input, hidden and output variables of a state-space model. In our
model, Xt = Ø,Yt = Ø. Ut represents the region exist in trajectory, Ut ⊂ S.
The transfer frequency between regions is 0 in the time t. That means we do not
consider object moving between regions in a time interval.

We compute P (Zt|Zt−1), which suggest the travel trend between time t − 1
and time t. There are C slices in DBN model. Because we construct the model
with trajectory, P (ZC |Z0) is allowed.

Input: The set of crowd trajectories S = {T1, T2, ..., Tn}
Output: A corresponding DBN DBN
DBN=new dynamic Bayesian network;1

for time from 1 to C do2

for i from 1 to n do3

DBN.P (Z(i+1)%C |Zi)=computeTransfer(Gi,G(i+1)%C);4

end5

end6

return DBN7

Algorithm 2. Build a DBN

Algorithm. 2 shows the steps to construct a DBN. In the model, the trend
of object flowing is represented by P (Zt|Zt−1). Fig. 3 is a visual example. The
function computeTranfer(Gi,G(i+1)%C) collect all instances like Gi,G(i+1)%C ,
and compute the transfer frequency matrix of S.

Prediction Algorithm. The model is based on previous-timeslice status. But
when you want to predict next two or more time slices’ location, the model
cannot directly give the result.

So the strategy here is : find the last region which is not “?”, then put it into
DBN, follow the crowd choice, simulate last n steps.



Discrete Trajectory Prediction on Mobile Data 85

5 Experimental Evaluation

5.1 Dataset

The work of this paper is based on a China Mobile billing dataset of a medium-
sized city in China. It included over 100,000 anonymous mobile phone sub-
scribers’ phone call records during 14 days. We transform the phone call records
to personal trajectory according to the call time and call cellular tower location.
Then we segment the time to one hour intervals. If several calls were made in
one hour, we choose the most frequent cell tower existing in the call list. If there
is no call records in one hour, we mark it with a “?”. By this way, we build
a pattern for each user, whose length is L=24 x14 = 336 with cell tower ID
and “?”. In the experiment, we use the history of former 13 days to build our
predictors. The real call records of last day to measure the accuracy.

In the article [2], the author introduced a function R(t), measuring the fraction
of instances when the user is found in his or her most visited location during the
corresponding hour-long period. R represents a lower bound for predictability.
We redo the experiment and find that the result is restricted by history as Fig. 4.
With 13-days long history, the accuracy is 42%, which can be seen as the lower
bound in our article.

Fig. 3. A visual example of DBN Fig. 4. History vs R(t)

5.2 Features of Predictors

We evaluated the accuracy and the step size (the accuracy when predict next
several time slices) of the individual trajectory predictor and crowd trajectory
predictor respectively. We also proposed a hybrid predictor which combined the
ITP and CTP together.

Accuracy. Before analyzing the features of predictors, we first define some
parameter of algorithm. As Fig. 5 shows, when the combination proportion ρ
is 60%, the accuracy of prediction is at the highest point, which proves the
view that 60% of human trajectories are self similar in [7]. We define ρ = 0.6 as
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Fig. 5. The effect of combination Fig. 6. The percentage of predictability

the combination proportion in the ITP. For the convenience of comparing with
existing methods, the time interval is set at one hour in the article.

In Fig. 6, we see that most of the people are predictable especially whose
discrete entropy is small. Limited by ultra-pattern tree, as the discrete entropy
increases, people become hard to predict by the individual trajectory predictor.
For whose discrete entropy are bigger than 6.0 which means those people’s move-
ments are full of randomness, only half of them are predictable using individual
trajectory predictor.

For crowd trajectory predictor, all the users are predictable. As introduced,
we utilize the real phone call records one day to calculate the accuracy of the
people who are predictable. The result is shown in Fig. 7. The figure reflects the
predicting accuracy in different time slice. As the figure shows, the accuracy in
different hour varies slightly. The abnormal peak during 3 a.m. to 5 a.m. was
because only few samples have phone calls during that time periods.

Step Size. From Fig. 8, the accuracy does not drop dramatically with the
increase of step size which means the predictor could work well when predicting
a user’s location whose last call was made many hours before. The vibrating of

Fig. 7. Accuracy over a day long period Fig. 8. Step Size Accuracy
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Fig. 9. Accuracy of different predictors Fig. 10. Tolerant Distance

the accuracy during 14∼22 hours later was also because of the small sample rate.
It is obvious that individual trajectory predictor performs better than the crowd
trajectory predictor since the ITP utilizes the user’s history in a long period of
time while the CTP only utilize the history of transfer matrix.

Hybrid Predictor. From Fig. 7 and Fig. 8, we can see the accuracy of the
individual trajectory predictor whose average accuracy is 68% is higher than
the 54% of crowd trajectory predictor. But the ITP suffers the problem that it
is suitable to only parts of the people. If those people who are not predictable
by using ITP are including when calculating the accuracy, the accuracy will
decrease in some sense as Fig. 9 shows.

It is a natural idea to combine the two predictors together. As Fig. 9 shows,
discrete entropy of 2.5 is the turning point of the performance for two predictors.
That is to say, ITP is good at predicting the users whose activity is regular while
the CTP is suit for people moves randomly. Therefore, we set 2.5 as the threshold.
If the discrete entropy is smaller than 2.5, ITP is chosen in the hybrid predictor
and when it is bigger than 2.5 the CTP is chosen.

The accuracy of the hybrid predictor is also shown in Fig. 9. The average
accuracy is 62% and it is suitable to all the mobile users. It is a big increase
from the low bound of the predicting accuracy of 40% to 62%.

Tolerant Distance. The tolerant distance should be considered in our experi-
ment. If the location obtained from the predictor is near with the real location,
it may be the oscillation effect caused by the cell towers while the locations are
the same and if not the same location the near location is also meaningful in
the predicting work. We calculate the accuracy in different tolerant distance as
Fig. 10 shows. The distance between two regions is calculated as the distance
between the two cell towers which are the center of the region.

6 Conclusions and Future Works

In this paper, we presented an approach which predicting a user’s trajectory in
a hybrid manner utilizing not only individual history but also crowd movement.
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Specifically, patterns were defined and fragmental trajectory can be modeled.
We then introduced ultra-pattern tree to query on individual trajectory and
Dynamic Bayesian Network is introduced to predict on crowd trajectories. We
also proposed a hybrid prediction algorithm which could provide result of high
accuracy.

With the development of the wireless communication as well as the world
wide spread of the mobile phones, our approach of trajectory predicting based
on the mobile data will cause more attention. The approximate locations of the
large mobile users will be significant in future LBS related applications and other
related areas.
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Abstract. Real-world applications confront uncertain streams derived from un-
reliable data acquisition equipments and/or defective processing algorithms. 
However, application context covers specific cleaning rules to bring data close 
to the reality (i.e. data quality), and query features can filter data for the  
efficiency (i.e. data volume). In this paper, we propose a framework for clean-
ing uncertain data for query effectiveness and efficiency, which processes  
high-volume streams in parallel, and append new cleaning rules & queries 
seamlessly. We implement a prototype for video surveillance application over 
the architecture. 

Keywords: uncertain data cleaning, parallelized probabilistic graphic model, 
uncertain streams. 

1   Introduction 

Real-world applications such as sensor and RFID networks [1] generate uncertain 
streams inevitably. In the applications, data uncertainty is mostly due to some external 
(as to application context itself) factors like unreliable data acquisition equipments 
and/or defective data processing algorithms. Considering video surveillance applica-
tion, face identification cannot always provide correct results coinciding with the  
reality, and object tracking in videos is still an open problem of computer vision.  
Uncertainty exists widely and cannot be eliminated in the near future. 

Query processing in the probabilistic database is on the basic of Possible World 
semantics, and possible worlds (i.e. the processing cost) increases exponentially with 
the tuples involved. Research work is proposed for evaluating probabilistic queries in 
a polynomial time (safe query) [6], when possible worlds need not to be enumerated 
in the processing. While queries may be not safe, and data transmission is a potential 
bottleneck for applications, cleaning uncertain data is an impressive way to improve 
the efficiency in streaming environment.  

In this paper, we propose a systemic solution to clean uncertain streams for data 
quality and volume by Probabilistic Graphical Models and probabilistic queries  
respectively. Our contributions include: 

• We propose a parallelized framework for high-volume stream environment, as well 
as a generalized one for users to append queries and Probabilistic Graphical models 
implied in the application context. 



90 Q. Zhang et al. 

 

• We propose a set of fundamental theorems to guarantee the quality of cleaning 
uncertain data by probabilistic queries. 

• We implement a prototype of video surveillance application with two cleaning 
rules over the framework.  

2   Related Work 

Data Cleaning. In the traditional data management, data cleaning is responsible for 
improving data quality. It makes the conversion from imprecise/inaccurate data to 
accurate one, and processing technologies for certain data are able to be applied  
subsequently. There are three popular cleaning methods, which make use of data de-
pendency [1], statistics and entropy [4] respectively. Probabilistic Graphical model 
can be viewed as a kind of data dependency. Two shortcomings of traditional data 
cleaning technologies are that, data conversion loses characteristics of original data, 
and cleaning technology is often specified for particular dataset, which makes it diffi-
cult to be ported to other applications. 

Probabilistic Data Management. Recent research work of probabilistic databases is 
mostly concerned about data structure and query processing. Two basic types of prob-
abilistic data structure are tuple existence uncertainty and attribute value uncertainty 
[5]. Query processing in probabilistic database is based on Possible World semantic, 
and research work is proposed for polynomial-time evaluation [6]. 

We adopt x-relation data model in our prototype [5]. An x-relation is an uncertain 
data set consisting of x-tuples which are assumed independent from each other. An  
x-tuple τ contains a finite set of tuples as alternatives with the constraint that ∑t∈τp(t) 
≤ 1, where p(t) represent the probability of tuple t. X-tuple τ takes the value t with the 
probability p(t), or does not exist at all with probability 1-∑t�τp(t). Fig. 1 illustrates 
two kinds of x-tuples in video surveillance application, with the same time t and posi-
tion (posx, posy), or the same t and person id (pid).  

Probabilistic Graphical Model (PGM) is used in modeling and reasoning about 
probabilistic data [1]. Some research adopts the First-Order (FO) model [3], an evo-
lution of traditional PGM, in which random variables represent sets of random  
parameters. PGMs are always implemented as user views for hiding data details from 
users, and then queries are evaluated over them [2].  

t posx posy pid pro tid

0 30 87
A 0.158342 s01

B 0.385905 s02

C 0.299473 s03

1 99 73
A 0.136924 s11

B 0.153887 s12

C 0.634996 s13

2 99 90
A 0.240111 s21

B 0.252548 s22

C 0.346263 s23

…

t pid posx posy pro tid

0 A
30 87 0.158342 t01

98 73 0.527037 t02

116 87 0.314621 t03

0 B
30 87 0.385905 t11

99 73 0.277734 t12

96 3 0.185342 t13

1 A
99 73 0.136924 t21

85 90 0.769932 t22

20 36 0.093144 t23

…

 

Fig. 1. X-tuples in the prototype of video surveillance application 
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Query processing over uncertain streams gains much attention recently [1] [7]. The 
main effort in the work is to evaluate queries effectively and efficiently, while our 
work aims at cleaning uncertain streams by application context to improve data quali-
ty (query effectiveness), and by query characteristic to reduce the volume (query  
efficiency).  

3   Architecture 

Fig. 2 (a) shows that the framework consists of PGM and Query cleaning processes, 
and (b) shows our prototype of video surveillance application over the architecture. 

 

Fig. 2. (a) The architecture of uncertain stream cleaning. (b) The prototype of video surveil-
lance application. 

3.1   Module Description 

Stream Merge & Split generates specified data streams for parallelizing the cleaning 
rule deployment. The reason of stream reorganization is that, original uncertain 
streams in applications are not always ready for parallelization. Considering the video 
surveillance application, for uncertain streams are generated by face identification 
over the videos derived from cameras, records for the same person may appear across 
the streams. Then we assign PersonID as the divided attribute, and produce new 
streams corresponding to individual persons, which can be processed by different 
threads in parallel.  

Cleaning Rule Deployment parallelizes cleaning rule evaluation on reorganized 
uncertain streams, and outputs cleaned streams. A cleaning rule is submitted by users 
as a java file implementing specified APIs, and can share identical algorithms among 
them. If there are dependent rules to be processed, we also need to define the 
processing order of them, or system executes all rules simultaneously. 

Probabilistic Query Filter generates cleaned uncertain dataset specific for probabil-
istic queries submitted by users. By foundational theorems proposed in Section 3.3, 
the module produces a shrunken dataset for each query to reduce the cost of subse-
quent processing. It takes cleaned streams processed by PGM Cleaning as input, and 
generates further cleaned streams for each query. 

3.2   Cleaning Rules in Video Surveillance Application 

In video surveillance application, system gets video streams from cameras, and  
processes them by face identification and position computation. Specifically, each 
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person-like object in a video frame is represented by several uncertain tuples with the 
same time t(t), the same position posx(t) and posy(t), as well as different person id 
pid(t) and confidence pro(t). Meanwhile in the application, the physical function of 
human beings restricts people’s moving speed. If person A appears at position I and 
his possible position in the next second is II, we suppose that the probability distribu-
tion function of the distance between I and II obeys Normal Distribution: N(µ,δ2). µ 
= 0 if A is most likely to stay still over time, and δ can be viewed as the moving speed 
and differs in various environments. Moreover, given A’s position II at t+1, his posi-
tion I at t is restricted by II in the same way. In the following statements, PosT is A’s 
position at time T, and Distt+1 Dist’t+1 represents the distance between PosT and 
PosT+1. Fig. 3 shows the corresponding PGMs. 
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Fig. 3. PGMs in video surveillance application 

Rule 1. ∀t’, if ∃T{ t ∈T: t(t) = t(t’)-1, pid(t) = pid(t’)} ≠ ∅, dist(t, t’) := The 
distance function of (pos(t), pos(t’)), dist(t, t’) ~ N(0, δ2).  

Rule 2. ∀t’, if ∃T{ t ∈T: t(t) = t(t’)+1, pid(t) = pid(t’)} ≠ ∅, dist(t, t’) := The 
distance function of (pos(t), pos(t’)), dist(t, t’) ~ N(0, δ2).  

3.3   Foundational Theorems for Query Cleaning 

We propose three theorems to support our cleaning approach, by which uncertain data 
can be shrunken without loss for specific queries. If there is a selective query Q (SQL 
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query with a selective WHERE clause) over a uncertain dataset D of x-tuples, we de-
fine the result set of Q on D as Q(D). We denote an x-tuple T in D as T{t1, t2, …, tn} 
and ti is a tuple with existence uncertainty.  

Theorem 1. If T{t1, t2, …, tn} does not satisfy Q, which means all ti in T does not 
satisfy Q’s WHERE clause, we have that Q(D) = Q(D-T) (D-T denotes the dataset of 
all x-tuples in D except T). 

Proof. If Q(D) ≠ Q(D-T), there must be a result r in Q(D) but not in Q(D-T), or the 
converse. The first case is that r must result from T (or partly from). While all ti in T 
does not satisfy Q, we get the contradiction. In the second case, for Q is a selective 
query, r satisfies Q’s WHERE clause and r is in Q(D). We get the contradiction.        □ 

Theorem 2. Generally, if t1, t2, …, tm of T{t1, t2, …, tm, tm+1, tm+2, …, tn} satisfy Q, 
and tm+1, tm+2, …, tn does not satisfy Q, we have that Q(D) = Q(D’), while D’ denotes 
the dataset of all tuples in D except for tm+1, tm+2, …, tn (T converts to {t1, t2, …, tm}). 

Proof. If Q(D) ≠ Q(D’), there is a result r in Q(D) but not in Q(D’), or the converse. 
Set T’={t1, t2, …, tm}. In the first case, r must result from T (or partly from) but not 
T’. While tm+1, tm+2, …, tn does not satisfy Q, all results derived from T can also be 
derived from T’. We get the contradiction. In the second case, for Q is a selective 
query, r satisfies Q’s WHERE clause and r is also in Q(D). We get the contradiction.□ 

Theorem 3. Generally, if Q generates result {r1, r2, …, rm} on T{t1, t2, …, tn} (or 
partly), when ti and tj (i ≠ j) produce the same result rk, set t’ = ti (or tj) with the 
existence probability equaling to the sum of ti’s and tj’s, and T’ = T-ti-tj+t’, we have 
that Q(D) = Q(D-T+T’). 
 
Proof. If Q(D) ≠ Q(D-T+T’), we suppose that there is a result r in Q(D) but not in 
Q(D-T+T’), or the converse. In the first case, r must result from T but not T’ (or part-
ly from). For ti, tj satisfy Q and Q is a selective query, t’ also satisfies Q and r can 
result from T’ as well. We get the contradiction. In the second case, for Q is a selec-
tive query, r satisfies Q’s WHERE clause. If r results from t’, r also results form ti (or 
tj) and r is in Q(D). If r is irrespective of t’, r is also in Q(D).We get the contradiction 
as well. If there is a result r in Q(D) and r’ in Q(D-T+T’), r and r’ is the identical re-
sult except for existence probabilities. By Possible World definition, we have that all 
possible worlds including ti (tj) can convert to possible worlds including t’, with the 
latter’s probabilities is the sum of the former’s correspondingly. That is, r and r’ have 
the identical existence probabilities. We get the contradiction as well.                        □ 

4   Conclusion 

Uncertain streams are generated widely in real-world applications, while most of the 
probabilities can be revised with application context restrictions. On the other side, 
query on uncertain data based on Possible World semantic makes great processing 
cost, for possible worlds increase with related tuples exponentially. In this paper, we 
propose a novel architecture for cleaning uncertain streams by application context and 
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probabilistic queries, and we implement a prototype of video surveillance application 
over the framework. 
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Abstract. Personalized web search according to user’s geographic and temporal 
preferences can improve search results quality and satisfy user’s different in-
formation needs. We propose a novel approach to capture user’s geographic and 
temporal preferences in the form of query profile and user preference profile by 
mining search results and user click-through data leveraging knowledge bases. 
Our approach classifies queries into five classes based on decision tree algorithm. 
When personalizing search results, different weights are set to different query 
classes to balance among content, geographic and temporal information associ-
ated with a query. The experiment evaluation results show the effectiveness of 
our approach and improvement of the search quality. 

Keywords: personalized, Web search, geographic and temporal preferences. 

1   Introduction 

With the large scale of data in the Internet, how to provide user the most relevant and 
essential search results according to user’s preferences has become the important 
problem faced with the search engine developers and researchers. When a user issues a 
query, he/she usually has geographic and temporal preferences in mind. For example 
query “department discount”, user prefers to find department discount information in 
some place(s) recently or some time in the future (e.g. Christmas). But currently most 
commercial search engines return roughly the same results to all users not paying at-
tention to user’s geographic and temporal intents and preferences. It is important for the 
search engine to capture user’s geographic and temporal preferences, which can pro-
vide more satisfied results for the user and impove search quality. Rather than solving 
the general problem of personalized web search results, we focus on queries that have 
geographic and temporal dependent preferences in this paper. There are two intuitive 
ways to personalize web search results: one is by query rewriting and one is by 
document re-ranking. We propose a novel approach based on document re-ranking to 
personalize web search results according to user’s geographic and temporal preferences 
by mining search results data and user click-through data leveraging knowledge bases. 
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The experiment results show the effectiveness of our approach in improveing search 
results quality.    

The main contributions of this paper are four-fold: 

 First we give a problem definition and propose a novel approach to person-
alize web search according to user’s geographic and temporal preferences. It 
is to the best of our knowledge that no related work to combine both geo-
graphic and temporal preferences to personalize web search results. 

 We propose to classify the query into five different classes according to their 
association with geographic and temporal information using decision tree 
algorithm. 

 We propose a linear rank score function to calculate the score of each 
document related to a query. 

 We present an evaluation to demonstrate the feasibility and utility of the 
proposed approach. It out-performs strategies which use either content or 
geographic or temporal preference only.  

The remainder of the paper is organized as follows. Section 2 introduces related work. 
In Section 3 and Section 4 we describe our system in detail. Section5 gives the ex-
perimental data setup and evaluating results of our approach. Section 6 summarizes the 
main contributions of the paper and future work.  

2   Related Work 

The section overviews some newest research efforts related to user query intent dis-
covery or search results personalization in web search and dataspaces environment. We 
then conclude differences between our work and the existed works. 

[3,13-17] are related work about leveraging temporal information in query process 
or results clustering. [3] proposed clustering and exploring search results using timeline 
constructions as an extension to existing ranking techniques. [13] assumed that the 
timeline is generated from a collection of supporting documents. The components of a 
timeline are timeline, time frame, and label. [14] proposed an alternative document 
snippet based on temporal information that can be useful for supporting exploratory 
search. [15] proposed a approach which integrated the temporal dimension into a 
language model based retrieval framework. [16] proposed a algorithm to mining im-
plicit year qualified queries. [17] proposed three temporal classes of queries, i.e., 
atemporal, temporally unambiguous, temporally ambiguous. [4,5,18] are related work 
in intent discovery or personalization according to geographic location. [4] built a geo 
intent analysis system to learn a model from large amounts of web-search logs for this 
discovery. It built a city language model, which is probabilistic representation of lan-
guage surrounding the mention of a city in web queries. [5] proposed a web search 
personalization approach that captured the user’s interests and preferences in the form 
of concepts by mining search results and their clickthroughs. [18] built a probabilistic 
model to identify implicit local intent queries and leverage user’s physical location to 
improve web search results for these queries. [6, 8, 10] are related works done in the 
query classification. [6] proposed using past user-click behavior and anchor-link  
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distribution as implicit feature for query goal identification automatically. [8] used 
query log as a source of unlabeled data to aid in automatic classification. It used a 
rule-based automatic classifier produced using preferences mined from the linguistic 
analysis of an unlabeled query log containing hundreds of millions of queries. [10] used 
click graphs(bipartite-graph representation of click-through data) in improving query 
intent classifiers. Besides there also some related works which leveraging the external 
knowledge base such as [12, 20]. [12] proposed using Wikipedia to discovery intent. 
[20] proposed a intent based categorization of search results using web Q&A corpus.  

[7] captured the context, the interests, and the preferences aspects of a user’s intent 
with a context network, an interest set, and a preference network. In [2] a query intent 
suggestion algorithm was proposed by mapping implicit intent queries to a set of po-
tential explicit intent query suggestions. [1] proposed a clusters refinements algorithm 
based on their likely underlying user intent by combining document click and session 
co-occurrence information. The algorithm operates by performing multiple random 
walks on a Markov graph that approximates user search behavior. [19] Proposed an 
approach that combined click and reformulation information to find likely user intents 
using Expand, Filter, Cluster three steps. 

At same time there are some existing related works done in the field of data inte-
gration and dataspace such as [9, 11]. [9] introduced the concept of iTrails which  
enables a search engine to rewrite a simple keyword query into a structural query that 
encodes schema information from a given data source. Other integration system such as 
Hermes [11] allows a limited set of spatial operations (such as close to, travel time) 
through its push-button listing-based interface or a form-based interface. However, 
these user interfaces are not expressive enough and restrict users from specifying their 
intent in a flexible manner. 

The differences between our work and existing works are: 

 [4, 5, 22] only consider geographic location intent or preference. [3,13-17] only 
consider temporal information of document in web search. Our approach con-
siders user’s both geographic and temporal information needs associated with the 
query. 

 [4] preprocesses the query before it is submitted to search engine. [5] submits the 
query to the search engine, then set a middleware to re-ranking the results returned 
by the search engine. Our approach processes the query both beforehand and after 
at the same time.  

 [5] proposed a user profiling strategy to capture user’s content and location 
preferences. But a single user profile sometimes can’t reflect the features within 
the query. So our appraoch proposes to build query profile and user preference 
profile to balance the preference of user and context within a query. 

 [9] is the technique used in dataspace which introduces iTrail to confine and 
accurate user’s query requirements and intent. But it needs to define iTrail 
manually beforehand which is too complicated for common users and not suitable 
in web environment. Our approach is to discover geographic and temporal  
preference with the least manual effort by mining search results and user 
click-through data. 
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3   System Overview 

In this paper we propose a novel approach to capture user’s implicit geographic and 
temporal preferences, which combined query intension feature and user specific 
preferences feature in the form of query profile and user preference profile by mining 
both web search results and user click-through data. 

3.1   Problem Definition 

Given a Cube(X, Y, Z), where X axis is about geographic information; Y axis is about 
temporal information; Z axis is about content information, the query results space of 
query Q satisfying user’s specific or implicit geographic and temporal preferences is 
one cell or more cells, i.e. {cell1, …, celln} of the Cube, where n∈{natural number}. 

3.2   The Process of Our Approach 

The general process of our approach is depicted in Figure1. Given a query Q input by 
the user, firstly with the decomposer tool the system decomposes it into content, geo-
graphic and temporal information three parts, namely, Q=(Qc, Qg, Qt), where Qc is 
content part, Qg is geographic part, Qt is temporal part. Then submit the query to the 
backend search engine (e.g., one of the top commercial search engines). The returned 
search results are processed through personalized tool of our system. The content terms 
and geographic terms, temporal terms are mined online from the top k (in our experi-
ment k is set 100) search results and are stored in query profiles. When the user clicks 
on a search result, the clicked result together with its associated content terms, geo-
graphic terms and temporal terms are collected by the user click-through collector and 
stored in user preference profile. Finally re-rank the search results according to query 
profile and user preference profile.  

.  
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Fig. 1. The general process of user geographic and temporal preference personalization 
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3.3   Query Decomposition 

Query decomposition before the query is submitted to Search engine includes three 
steps, which is showed in Figure 2. Step1: matcher matches the query into different 
parts: Qc, Qg, Qt by exploiting two off-line knowledge bases (KBs) i.e., location KB and 
DBpedia. The matching results maybe short of geographic part or/and temporal part. 
Step2: transformer normalizes the geographic part and temporal part. Step3: classifier 
classifies the query into different query class using classifier learned from the query 
profile. 
 

Fig. 2. The process of query decomposition 

Matcher uses mapping functions and match functions to decide which part of the 
query belongs to each of the content, geographic and temporal part. Transformer uses 
regular expressions to normalize the temporal part due to heterogeneous temporal 
expressions and formats. Details of Matcher and Transformer are beyond the scope  
of this paper. Classifier classifies the query into five classes based on decision tree 
algorithm according to the query content associated with geographic and temporal 
information, which is described in detailed in section 4.2. 

4   Capture Preferences Using Profiles 

In our approach there are two profiles: query profile and user preference profile to 
capture user’s geographic and temporal preferences. The former is got by mining web 
search results using Search results analyzer and the latter is got by mining user 
click-through data using User click-through analyzer.  

4.1   Search Results Analyzer 

In Search results analyzer, content extraction tool, location extraction tool and tem-
poral extraction tool are used to extract content terms (denoted as ci), geographic terms 
(denoted as gi) and temporal terms/expressions (denoted as ti) from documents of web 
search results leveraging Location KB and DBpedia. The content terms, geographic 
terms and temporal terms extracted from search results indicate a possible concept, 
geographic and temporal spaces arising from a query which can be maintained along 
with the user click-through data for further preference adaptation. Table 1 shows an 
example query “department discount” with the content terms, geographic terms and 
temporal terms extracted.  

DBpedia is used as our off-line knowledge base which currently describes more than 
3.4 million things. We use location ontology to maintain the geographical relationships 
among locations. 
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Table 1. Concept, geographic and temporal terms associated with query “department discount” 

Content Terms Factory outlet Business Directory Retailers Retail chain store vouchers 

Geographic Terms New York Buffalo Phoenix San Diego Long Island 

Temporal Terms 2006 2010 2009 Christmas Columbus Day 

 
 

Location KB is built and maintained based on ontology in our framework. Previous 
research has show that a large portion of explicit geo queries contain city level infor-
mation [21], so we define our user’s implicit geographic preference at the city/location 
level. We define the city level ontology beforehand which we named geographic  
location ontology. We predefined location ontology consisting of country name, prov-
ince/state and city in Location KB.  

Content extraction tool extracts all the content terms (ci) from the top k search result 
web-snippets arising from each query Q. We adopt the following formula to find terms 
associated with a query content part. 

F (ci) = |ci|
 

(1)

Where f is frequency of the term ci (i.e. the number of documents containing ci), n is the 
number of documents returned and |ci| is the number of term ci. If the value of F of a 
term is higher than the threshold t (t=0.04 in our experiments) we treat ci as a content 
term for the query Q.  

Location extraction tool extracts all the geographic terms (gi) from the full docu-
ments (due to sparse of them) leveraging location KB. The types of geographic terms 
include the followings: place names e.g. New York, Beijing, Shanghai; other locators 
e.g. postcode, ZIP code; terms descriptive of location e.g. state, country, city; adjectives 
of place e.g. American, Eastern; geographic features e.g. island, lake. Currently direc-
tions and spatial prepositions (e.g. “south”, “near”, “between” and “north of” etc.) are 
not considered in our approach. 

Temporal extraction tool extracts all the temporal terms/expressions (ti) such as 
“May 25, 2010”, “Charismas Eve”, “October 2010” from the full documents (due to 
sparse of them) leveraging DBpedia. Due to the complexity of temporal feature of 
document, currently our approach only focuses on the following time granularity, i.e., 
year, month, and date.  

We adopt some existed extraction tools in our experiments section. Details of  
extraction tools are beyond the scope of this paper. 

4.2   Query Profile 

Query profile stores the query content intension information which includes content 
capacity, geographic location capacity and temporal capacity. It is obvious that the 
query content itself has different geographic and temporal requirements (demanding). 
For example the correlated geographic information with query “abroad travel” is larger 
than temporal information. However “newest movies introduction” is a both geo-
graphic and temporal-demanding query. But query “java programming” has higher 
content demanding than geographic and temporal demanding.  
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We introduce the concepts of geographic Ratio (denoted as Rg) and temporal Ratio 
(denoted as Rt) to estimate the ratios of geographic and temporal information related 
with content information of a query. We adopt entropy when calculating the value of Rl 

and Rt inspired from approach [5]. The information entropy of discrete random variable 
X is defined as formula (2), where n is possible values {xi,x2,…,xn} of X and 
p(xi)=pr(X=xi). Rg and Rt are defined as formula (3), (4). 

entropy (X) =- ( ) log ( )
1

x xi i
n

P p
i
∑
=

 (2)

Rg=entropy (gi) /entropy (ci) (3)

Rt= entropy (ti) /entropy (ci) (4)

Then we use decision tree to classify the query into five classes (denoted as C1~C5) 
according to values of Rl and Rt, which is showed in Figure 3. Decision trees have the 
advantage that they can learn conjunctions of features. If the value of Rl is more than a 
threshold θ 1(defined in our experiment is 0.8) we deem it as high, otherwise it’s 
deemed low. If the value of Rt is more than a threshold θ 2 (defined in our experiment is 
0.5) we deem it as high, otherwise low. θ 2 is set smaller than θ 1 because we found in 
experiment that the number of temporal terms is usually less than geographic terms in 
the documents. Queries of C1 have association with location and temporal such as 
query “department discount”. Queries of C2 have high association with geo location 
information but low temporal information such as query “study abroad”. Queries of C3 
have low association with location information but high temporal information such as 
query “stock price”. Queries of C4 have relative low association with location infor-
mation and temporal information. Queries of C5 have no obvious association with 
location and temporal information, which are not sensitive to temporal or geographic 
information such as query “health”.  

 

Fig. 3. Decision tree of query content part classification 

4.3   User Click-through Analyzer 

Click-through data is important in analyzing user preference and behavior on a search 
engine. It is obvious that different user has different content, geographic and temporal 
preferences associated with a query. The user’s click actions reflect his/her diversity of 
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interest in response to search results. For example , when user submits the query 
“lotus”, the concept terms of it composes of “software”, “car”, “plant”, “vodaka” and 
so on. If the user’s preference is lotus car, then he/she will click the accordingly search 
results containing content terms “car”. 

We adopt clicked entropies (similar to formula (4)) to indicate user preferences 
which is defined in section 4.4. When the user clicks on a search reslut, the clicked 
result together with its assocaited content terms, geographic terms and temporal terms 
(temporal expressions) are collected by user click-throug collector of Search results 
analyzer. The content terms, geographic terms and temporal terms extracted from the 
user’s clicked results indicate a user’s possible concept, geographic and temporal 
preference spaces. 

4.4   User Preference Profile  

User preference profile stores the user’s content preference (denoted as PREc), geo-
graphic location preference (denoted as PREl) and temporal preference (denoted as 
PREt) mined from user’s click-through data which are defined as follows (for-
mula(5)~(7)). When user clicked some search result, the content terms, geograhic terms 
and temporal terms in it are incremented in the content feature vector, geograhpic 
feature vector and temporal feature vector respectively. 

PREc = - ∑
=

n

i
 )p( log )(p ii cc

1
 (5)

PREl = - ∑
=

m

i
 i)p( log i)p( ll

1
 

(6)

PREt =- ∑
=

k

i
)p( log )p( ii tt

1
 

(7)

where n is the number of content terms clicked by the user u, C = {c1,c2,…,cn}, |ci|  
is the number of times that the content term ci has been clicked by user u, |C| 

=|c1|+|c2|+…+|cn|, p(ci)= ||
|ci|

c
, m is the number of location terms L={l1, l2, … lm} clicked 

by u, |li| is the number of times that the location term li is being clicked by the user u,  

|L| =|l1| + |l2| + … + |lk|, and p(li) = ||
||

l
li

. k is the number of temporal terms T={t1, t2, … tk} 

clicked by u, |ti| is the number of times that the location term ti is being clicked by the 

user u, |T| =|t1| + |t2| + … + |tk|, and p(ti) = |t|
|ti|
. 

If the vaule of PRE is high, the user is more likely to be interested in many content 
(geographic,temporal) terms; otherwise, the user is biased towards certain content 
(geographic,temporal) terms. 

4.5   Re-ranking According to User Geographic and Temporal References 

Documents are re-ranked according to rank score S (Q,d) which is showed below. We 
use simple linear model to re-calculate rank score S (Q,d) for each document in search 
results. 
 

S(Q,d)= α PREc S(Qc,d) + β PREl S(Ql,d)+ λ PREt S(Qt,d) (8)
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S(Qc,d)=∑ ccφω  (9)

S(Ql,d)= ∑ llφω  (10)

S(Qt,d)= ∑ ttφω  (11)

Where S(Q,d) is ranking score of document d in response to query Q. S(Qc,d) is content 
part score, α PREc is the weight associated with S(Qc,d), S(Ql,d) is query location part 
score, β PREl is the weight associated with S(Ql,d) , S(Qt,d) is temporal part score, 
λ PREt is the weight associated with S(Qt,d). The values of α , β and λ  are set according 

to different query class in our experiment beforehand (see section 5.3). cφ , lφ and tφ  

represent content feature vector, geographic feature vector and temporal feature  
vector respectively, and cω , lω and tω are their corresponding weights. Supervised 
learning is used to estimate the parameter cω , lω and tω to maximize the relevance after 
personalization. 

5   Experiments 

To evaluate our approach of personalization web query according to user’s geographic 
and temporal preferences we conduct the experiments. The primary objective of our 
evaluation here is to show the advantage of our approach and also aim to show that the 
results personalized by our approach are indeed meaningful. 

5.1   Experimental Setup 

Because of person privacy problems of using some commercial search engine data, we 
developed a middleware which use one of the top commercial search engines as the 
backend search engine. The middleware includes user click-through analyzer and web 
results analyzer. We use search results data and click-through data of small size from 
our middleware for our evaluation. Our evaluation involves a set of 500 test queries 
(see Appendix) submitted by 25 users (each user submits 20 queries) from our lab. 
Table 2 shows the topical categories of the test queries we have chosen. The statistics of 
collected click-through data is showed in Table 3.  

Table 2. Topical categories of the test queries 

Category Description Category Description 

1 Movie 6 Computer science&Software 

2 Famous people 7 Places 

3 History event 8 Sports 

4 Traveling 9 Shopping 

5 Academic conference 10 Food&plant 
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Table 3. Statistics of our click-through data set 

Number of users Number of test queries Number of clicks Avg. clicks per query 

25 500 1875 3.75 

5.2   Experimental Data Preprocess 

Similar queries Due to sparse of content terms of query we first merge them based on 
similarity. We considered query having the following similarities of query content parts 
as similar query. 

A. The content parts of the two queries are parent-child relationship in the concept of 
DBpedia, For example “fruit” and “peach”. 

B. Two query content terms coexist a lot on the search results might represent the 
same topical interest, so if coexist (ci, cj)> δ ( δ is a threshold), then ci and cj are 
considered as similar query. 

5.3   Experimental Parameters Setting and Evaluation  

In our experiment we set α , β and λ of the five query classes respectively, which is 
showed in Table 4. In each class (C1~C5) there has α + β + λ =1.  

Table 4. The weights assigned to the three parts of the five query classes 

Query class C1 C2 C3 C4 C5 

α  0.5 0.5 0.5 0.8 1 

β  0.25 0.35 0.15 0.1 0 

λ  0.25 0.15 0.35 0.1 0 

 
In the evaluation of ranking quality of the personalization method, we use search 

results returned by the backend search engine as the baseline. Figure 4 shows com-
parisons between baseline and our approach on the top 10, 20, 30 and 50 precisions. 
The experiments results show that the precisions are improved compared to the base-
line. Then we do experiments to consider the effectiveness of query profile to the 
personalization method. Namely we treat all the queries with the same content, geo-
graphic and temporal weights ( α , β and λ  are same). Figure 5 shows top 10, 20, 30 and 
50 precisions for not considering query profile and our approach. We observe that the 
precisions are not good as our approach, namely considering both query profile and 
user preference profile.  

Intuitively, a good ranking function or good query results should give high ranking 
to links that the users want. Thus, the smaller the average rank of the users’ clicks, the 
better the ranking quality. So we measure ranking quality based on the average rank of  
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      for baseline and our approach                      considering query profile and our approach 

Table 5. Comparison of avg. rank clicked on before and after personalized 

Avg.c(Q)(before personalized) Avg.c(Q)(after personalized) Improvement 

3.5 2.8 20% 

 
users’ clicks, denoted by Avg.c (Q). Thus the smaller of Avg.c (Q) indicates the better 
ranking quality. We evaluate the effectiveness of our approach by comparing Avg.c (Q) 
before and after personalized process. The experiments show the average relevant rank 
improvement, which is showed is Table 5.  

6   Conclusions 

In this paper, we propose a novel approach for automatically extracting and learning 
user’s geographic and temporal preferences associated with web query based on search 
results and user’s click-through data. Experimental results confirmed that our approach 
can provide more personalized results associated with geographic location and tem-
poral preferences comparing to the original results and improve the importance of 
temporal and geographic features related of documents in the ranking score. Currently 
our approach set the weights of query class manually and can not adjust them by the 
system automatically. In the future work we will find an effective learning algorithm to 
give the proper weights to each query class. 
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Abstract. We propose a web user profiling and clustering framework
based on LDA-based topic modeling with an analogy to document anal-
ysis in which documents and words represent users and their actions.
The main technical challenge addressed here is how to symbolize web
access actions, by words, that are monitored through a web proxy. We
develop a hierarchical URL dictionary generated from Yahoo! Directory
and a cross-hierarchical matching method that provides the function of
automatic abstraction. We apply the proposed framework to 7500 stu-
dents in Osaka University. The framework is used to analyze their 40GB
click streams over a 4 month period. We evaluate clustering-based rec-
ommendation effectiveness to confirm the optimality of the framework.
The results show high hit precision compared with existing methods.

Keywords: Web user clustering, Latent Dirichlet Allocation, topic
modeling, Proxy logs based analysis.

1 Introduction

Web access user behavior analysis is, in general, the first crucial step in person-
alizing web applications such as advertizing, recommendation, and web search.
A survey by Guandong Xu et al. [10] indicated that those applications include
personalization and recommendation systems [12,18,7,3], web site modification
or redesign [16] and business intelligence and e-commerce [1].

To realize the analysis needed, the application system monitors web access
behavior at sites, which are categorized into clients, servers and proxies. De-
pending on the application, the monitoring site category and modeling of user
web access may differ. This paper focuses on ”topic modeling” which means that
documents (i.e., users) are represented as mixtures of topics (i.e., abstracted user
profile components), where a topic is a probability distribution over words (i.e.,
user web access actions). There have been comprehensive contributions regarding
the topic modeling of user web access behavior as summarized in Table 1.

Most successful topic modeling techniques target domain-specific and
application-oriented web analysis. By narrowing user actions to viewed contents,

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 107–118, 2011.
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Table 1. Topic Modeling of User Web Access

Monitoring
Site

Web Action
Modeling Applications

Probabilistic
Models Contributions

Application
Server

Viewed Contents
within the
Application

Content Recommendation,
Site Optimization pLSA [2,20,9]

Search
Engine

Search Words,
Clicked URL Target Advertisement pLSA [5,21,22]

Proxy /
Tool bar Viewed Page

Content
Recommendation,
Site Optimization LDA [11]

SNS server Words in tweets Collaborative Filtering LDA [13]

it offers excellent performance for recommendation and targeted advertisement
[2,21,9,5,22,7]. The extracted topics, in other words, abstracted user intentions,
enable the system to infer the user’s next action. Please note that they used SVD
(singular value decomposition) [8], LSI (Latent Semantic Indexing) [17] or pLSA
(probabilistic Latent Semantic Analysis) [19] as the probabilistic models, since
their contributions appeared in the early 2000’s. As an update, LDA (Latent
Dirichlet Allocation) [6] or more sophisticated models could be used instead.

The motivation for this paper lies in the authors’ belief that combining proxy
data with a better topic and action model will yield deeper user analysis, whose
results are not domain-specific nor application-oriented, but rather broadened
to represent social group descriptions. The research scope of this paper seems
to be similar to [11], which compared LDA to pLSA for probabilistic modeling,
and associated user sessions with multiple topics to describe the user sessions
in terms of viewed web pages. This paper, however, focuses on the association
between words (i.e., user web accesses) and the observed click streams rather
than probabilistic modeling. We also use an LDA model for topic modeling
though, simply taking viewed pages as words doesn’t work, since a click stream
contains many meaningless pages. Given a lot of proxy data, the key issue is how
to select the appropriate words so as to symbolize sessions.

Our original contributions consist of

1. a word association scheme: we call it the ”cross-hierarchical directory match-
ing method”. It extracts multiple words from each user session by matching
against a directory database. We use Yahoo! Directory for cross-hierarchical
directory matching since it resolves the ambiguity caused by multiple matches
in the same domain by choosing most the abstract URL (i.e., the uppermost
URL in the directory tree). Its benefits are shown in the following section.

2. an empirical study at Osaka University of proxy log analysis. The log con-
tains 40GB click streams of 7500 students collected over several months. The
study indicate optimality of the proposed framework in context of clustering-
based recommendation.
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1.1 LDA Formulation

We assume topic modeling where the user accesses Web pages under certain
topics (i.e., abstracted user intentions or tasks). For example, the user accesses
a certain SNS site under his latent topic ”SNS-addict”, or accesses a certain job
site under her latent topic ”Job Hunting”. In this case, by applying the concepts
of LDA, a Web user should correspond to a document, accessed web contents
correspond to words, and their latent topics correspond to topics of documents.
The observed accesses of each user are input to the LDA model, which then
outputs the association between users and topics.

1.2 Cross-Hierarchical Directory Matching

Given a session with time duration t, the task is to label the session with mul-
tiple words. In the text mining domain, dictionaries and abstraction are being
used with promising results [14,24]. A dictionary should cover a broad set of
comprehensive concepts and words.

We use Yahoo! Directory [25] for the dictionary as it has a simple ontology
structure, a category hierarchy containing paths of abstraction. For example, we
extract a specific site ’The New York Times’ from a session from web accesses
it contains.

We may have more specific sites such as ’China - The New York Times’ as
a sub-category of Newspapers. In this example, we abstract those specific sub-
categories to the uppermost sites that appear in the session. The results mirror
breadth-first search (BFS) with multiple outputs. Our underlying assump-
tion is that the most abstract URL that appears in the session best
represents the user’s intention. Those abstracted URLs are identified from
bookmarks and the landing URLs of search results. Thus, along with the direc-
tory structure, we can apply automatically adjusted abstraction to the found
URLs. We call our proposal ’Cross-Hierarchical Directory matching.

2 LDA-Based Topic Modeling

User topic modeling is the action of identifying topics that web users are inter-
ested in based on their web actions. To realize it, we employ the LDA model,
which was originally proposed as a probabilistic document-topic model in the
document categorization domain. LDA assumes a ”bag of words”, i.e. each doc-
ument is thought of as a vector of word counts. Each document is represented
as a probability distribution of some topics, while each topic is represented as
a probability distribution over a number of words. More formally, by assuming
the Dirichlet distribution for per-topic word multinomial as shown in [20], the
document-topic distribution p(z|d) is denoted as θ and the topic-word distribu-
tion p(v|z) is denoted as φ, where z represents a topic, d represents a document,
v represents a word, α and β represent hyper-parameters , Nd is the total number
of words in document d under the graphical model shown in Figure 1.
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T d
d

N

vβ

α θ

z

φ

Fig. 1. Graphical model represenation of LDA

Table 2. Notations for LDA model

D

A set of documents : D={dm|1 ≤ m ≤ |D| }
where dm represents each user.

V

A set of words : V = {vw |1 ≤ w ≤ |V |}
where vw represents each accessed URLs.

Z

A set of topics : Z = {zk|1 ≤ k ≤ |Z|}
where zk represents each topic.

ν(dm, vw) An element of matrix N .
θ(dm, zk) An element of matrix Θ.
φ(zk, vw) An element of matrix Φ.

We assume topic modeling where the user accesses Web pages under certain
topics (i.e., abstracted user intentions or tasks). For example, the user accesses
a certain SNS site under his latent topic ”SNS-addict”, or accesses a certain job
site under her latent topic ”Job Hunting”. In this case, by applying concepts of
LDA, a Web user should correspond to a document, accessed web pages corre-
spond to words, and their latent topics correspond to topics of documents. The
observed accesses of each user are input to the LDA model, which then outputs
the association between users and topics. In detail, under the notation shown in
Table 2, the input and the outputs are as follows:

Inputs: matrix N where each line denotes the counts of words each user
accessed.

Output1: matrix Θ where each line denotes the topic distribution of each
user.

Output2: matrix Φ where each line denotes the word distributions of each
topic.

The goal of topic modeling is to derive the optimal outputs Θ and Φ, where the
topics of each user are represented by Θ and each topic is represented by Φ. To



Web User Profiling on Proxy Logs and Its Evaluation in Personalization 111

Table 3. Notations for Proxy log for user um

S
(m)
i

The i − th user session : S
(m)
i = {s(m)

ij |1 ≤ j ≤ |S(m)
i |}

where s
(m)
ij represents j − th record of the session recorded at t

(m)
ij .

L
(m)
i

A set of URLs accessed in session S
(m)
i : L

(m)
i = {l(m)

ij |1 ≤ j ≤ |S(m)
i |}

where l
(m)
ij represents accessed URL of s

(m)
ij .

V
(m)
i

A word set labeled to session S
(m)
i :

V
(m)
i = {vw |vw ∈ V ∩ vw is labeled to session S

(m)
i }

realize this, optimal input N is needed. The simplest approach, which takes all
the accessed URLs as words (i.e. the approach of [11]) doesn’t work, since many
URLs are not related to the users’ intention. Moreover, it is said in the text
mining domain that word sets should be abstracted by dictionaries if a proper
model is desired.

3 Symbolizing URLs from Proxy Log

Our goal is to model user-topic association. This can be realized by deriving
the optimal input matrix N for the LDA model by using dictionaries in the
abstraction of the original web accesses. In this section, we will show an approach
based on the use of proxy logs.

3.1 Description of Proxy Log

To reach our goals, we require that the proxy log for each user dm satisfies the
following conditions; each record has, at least, access time and accessed URL.
The records are sorted in chronological order. A user session is also defined as a
series of continuous records for each user. Each session has a time out interval
δ, so the session ends when the user does not access any web page in interval δ.
Formally, under the notation shown in Table 3, for each user dm, each session
S

(m)
i consists of a series of records and each record s

(m)
ij consists of access time

t
(m)
ij and accessed URL l

(m)
ij .

3.2 Basic Idea of Labeling Words to User Session

We define word set V
(m)
i is the abstraction of URLs from L

(m)
i , a series of URLs

in session S
(m)
i . For example, when user dm accesses a certain SNS community

site, the abstracted URL is vw, so word vw is assigned as the session label. Details
of the abstraction process are explained in the next subsection.

An example of the relationships between sessions and words is shown in
Figure 2. Each session is labeled by one or more words. For example in Ses-
sion1, both URLs are abstracted to v1 and v1 is assigned to the session. Note
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UID Time URL Abstracted

URL

Assigined

Word Set

u1 t1 http://x.y.z/a.html v1
v1

u1 t2 http://x1.y.z/a.html v1

u1 t3 http://x4.y.z/ v1

v1,v2u1 t4 http://x4.y.z/b.gif v1

u1 t5 http://x.y.z/w5/c.html v2

u1 t6 http://x.y.z/a.html v3

v3,v4,v5u1 t7 http://x1.y.z/a.html v4

u1 t8 http://x4.y.z/ v5

Session 1

Session 2

Session 3

δ>−
23

tt

δ>−
56

tt

Fig. 2. The relationships between sessions and actions

that we allow multiple words to be labeled to a single session shown by Session
2 and 3 in the figure.

After all sessions of all users are labeled, a set of words V can be derived as
the union of words in all sessions of all users, while the number of words accessed
by each user ν(um, cw) can be derived as the number of sessions labeled vw for
each user um. This is formally represented as follows:

V = ∪M
m=1 ∪|S(m)|

i=1 V
(m)
i , N(dm, vw) = |{S(m)

i |∃i : vw ∈ V
(m)
i }| (1)

3.3 Cross-Hierarchical Directory Matching

Cross-Hierarchical Directory matching (CHDM) is a method that uses a hierar-
chical dictionary to get a set of abstracted URLs that are broader in concept than
the originally accessed URLs. Dictionary |C| should have an ontology structure,
a category hierarchy that supports path abstraction. Categories ch are numbered
{1, 2, ..., |C|} in order of breadth-first search, so h is smaller than h′ if ch is an
ancestor and broader in concept than ch′ . For example, if ch is ”newspaper” and
ch′ is ”local newspaper”, ch′ is subordinate to ch.

Moreover one or more URLs of Web site l
(ch)
n can be registered to each cate-

gory ch. (To distinguish these URLs from proxy log entries, we call the former
SURL.) If two SURLs are registered to two different categories and one category
is subordinate to the other, the two sites have the same relationship with regard
to conceptual hierarchy. For example, ’The New York Times’ registered to ch is
broader in concept than ’China - The New York Times’ which is registered to ch′ .

A basic idea of CHDM is to get a set of abstracted URLs by getting the hierar-
chical relationships of all URLs and abstracting URLs of subordinate concepts.
To know the hierarchy of URLs, we get a set of SURLs that the URLs belong to
(matching step). Since we know their hierarchical relationship, we can abstract
all the SURLs of the subordinate concepts and so create set of abstracted SURLS
(abstraction step). This is the word set assigned to the session.

The matching process searches for the associated category in the dictionary
for each URL by string matching against the corresponding SURL, while the
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c5c4

c3c2

c1

User session Hierarchical Dictionary

http://x2.y.z/

http://x.y.z/

http://x4.y.z/ http://x.y.z/w/

UID Time URL Matched

SURL

Matched

Category

u1 t1 http://x.y.z/a.html http://x.y.z/ c3

u1 t2 http://x1.y.z/a.html NULL NULL

u1 t3 http://x4.y.z/ http://x4.y.z/ c4

u1 t4 http://x.y.z/b.html http://x.y.z/ c3

u1 t5 http://x.y.z/w5/c.html http://x.y.z/w/ c5

u1 t6 http://x2.y.z/ http://x2.y.z/ c2

word set
http://x.y.z/ 

http://x2.y.z/

discarded

abstracted to the 

broader concept  at 

the abstraction step

proxy log generated at the matching step

SURL

Fig. 3. Example of Cross-Hierarchical Directory matching

abstraction step discards URLs of subordinate concepts in the session by com-
paring their associated categories. More details are shown in the Appendix.

Simple examples of both steps are shown in Figure 3. The figure places a
user session on the left, and the hierarchical dictionary on the right. 6 URLs
are accessed in the session, and there are 5 categories (c1-c5) and 4 SURLs are
found in the dictionary.

At the matching step, URLs accessed at t1, t2, t3, t4, and t5 belong to the
respective SURLs in the dictionary as shown in the column ’Matched SURL’.
Corresponding categories of the matched SURLs are also obtained straightfor-
wardly in the column ’Matched Category’. This yields pairs (c2, ’http://x2.y.z/’),
(c3, ’http://x.z.y/’), (c4, http://x4.y.z/), and (c5, ’http://x.y.z/w/’) which are
assigned to the session.

In the abstraction step, both ’http://x4.y.z/’ and ’http://x.y.z/w/’ are ab-
stracted to ’http://x.y.z/’ since corresponding categories (c4 and c5) are subor-
dinate concepts of c3.

As a result, the set of remaining SURLS, i.e. (’http://x.y.z/’, and ’http://x2.y.z’)
is the abstracted set of accessed web URLs in the session, and so is assigned as the
word set.

4 Experiments and Results

In this section, we show results of an experiment on a real proxy log. The result
shows the optimality of CHDM in context of clustering-based recommendation.

4.1 Data Sets and Evaluation Settings

We captured a set of proxy log accesses from over 7500 students in Osaka Uni-
versity; data occupied 40 GB. The log covered the four month period from April
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to July 2010. We divided the records into sessions for each user where session
timeout δ was set to 1800 [sec]. This yielded 175831 sessions for 7537 users. We
prepared a dictionary by crawling Yahoo! JAPAN Directory [25] in July 2010.
This yielded a hierarchical dictionary with about 570 thousand distinct SURLs.

We matched the log entries against the dictionary in the manner of CHDM.
This yielded, as the first result, over 20 thousand distinct words including many
very minor words. We eliminated minor words (those with fewer than 4 users)
to obtain 1150 test words.

We run LDA following [23] which describes the parallel implementation of
LDA and uses Gibbs sampling as the inference algorithm. We set hyper-
parameters α and beta to |Z|/50 and 0.01 respectively as recommended by the
authors.

4.2 Evaluation Metrics

To show the optimality of CHDM, we evaluated clustering-based recommenda-
tion effectiveness with the following settings. We first assigned each user to a
single topic by the LDA model using the data collected in the first 3 months. The
topic was determined by choosing the topic with maximum probability on ma-
trix Θ. Note that we must determine the number of topics before running LDA,
so we evaluated various numbers of topics and empirically determined that 24
yielded the best model. Details are shown in the next subsection.

After clustering, we prepared a proxy log of the data gathered over the last
1 month for evaluation. We choose 1000 users randomly as the test-set, and
predicted the web pages they would access in each session by generating a rec-
ommendation set from the accesses of the remaining 6537 users (learning-set
users). For each session, assigning a test-set user to topic zk, the recommenda-
tion set was generated from the top-N accessed pages by the learning-set users
assigned to the same topic.

Moreover we introduce the notion of serendipity [4] such that recommendation
of minor or surprising content is worth more than that of major or general
content. We thought that web page accesses should be weighted by popularity.
Accordingly, we used IDF (Inverse Document Frequency) as the weight since
it is widely used in the text categorization domain for filtering general words.
Formally, the weight of web page l is defined as follows:

weight(l) = log
total number of test sessions

number of sessions in which l was accessed
(2)

The weight is large if the web page is accessed in few sessions. Please note that,
although we heuristically selected IDF, there may be more appropriate criteria
for weighting minor content. Under the settings mentioned above, we derived the
hit precision of the recommendation for each session. Formally the hit precision
is:

hit precision(Si) =
Σjhijweight(lij)
Σjweight(lij)

(3)
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Fig. 4. Optimality Analysis of the model

where Si is a test session, lij is the j − th page accessed in session Si, and if lij
is in the recommendation set hij is 1 else 0. The hit precision is the biased hit-
rate of the recommendation such that recommendation of minor content yields
higher value than major content. The hit precision is increased by increasing
recommendation size, i.e. the top-10 recommendations yield higher hit preci-
sion than the top-5. Recommendation size is, however, generally restricted by
recommendation system, application, user experience and so on.

4.3 Evaluation Results

We first evaluate the number of topics in terms of optimizing the LDA model.
The results are shown in Figure 4 (left). The figure represents changes in average
hit precision for all test sessions with changes in the number of topics where the
recommendation set is top-5 or top-10. The results show that 24 topics is a good
choice and yields a better LDA model than the other values.

Next we show an optimality analysis of CHDM with other two evaluation
sets. The first is non-clustering (NC) in which all test-set users are assigned to a
single cluster. In this case, the recommendation set is simply chosen from all the
learning-set users. The second is non-abstraction (NA) in which the word set of
the LDA model is a simply URLs accesses in the session, i.e. L

(m)
i . This is the

same approach of [11].
The results are shown in Figure 4 (right). The figure plots changes in average

hit precision for all test session versus recommendation size from top-1 to top-10.
CHDM yields higher hit precision than the others. In particular, the hit precision
of CHDM is 1.5 times larger than that of NC, so our abstraction approach is
quite effective even when the same data set is used.

Please note that our approach is based on the heuristic assumption that the
most abstract URLs appearing in the session represent the user intension. Al-
though the assumption supported by the empirical evaluation provided by our
data sets, there is no assurance that the same results would be derived from
other data.
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5 Conclusion

Clustering Web users by their interests is a key technique for many Web appli-
cations such as recommendation, site optimization, and collaborative filtering.
In this paper, we proposed a user clustering method that uses the LDA model to
assess Web access patterns and their latent topics. To derive an optimal model,
our method employs a hierarchical URL dictionary to abstract Web accesses
into broader concept words. Experiments on real proxy log data showed the
optimality of our method in context of clustering-based recommendation. In fu-
ture, we intend to apply our model to a Web recommendation system based on
collaborative filtering and evaluate its effectiveness in real applications.
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A Appendix

Algorithm of the both steps is as follows under the notation given in Table 4:

Table 4. Notations for Cross-Hierarchical Directory matching

C

A hierarchical dictionary: {(ch, Lch)|1 ≤ h ≤ |C|}
where ch represents a category.

L(ch)

A set of SURLs: {l(ch)
n |1 ≤ n ≤ |Lch |}

where l
(ch)
n represents a SURL registered to a category ch.

P
(m)
i

A pair of a set of categories and a set of SURLs:

{(c(m)

iĵ
, l

′(m)

iĵ
)|c(m)

iĵ
∈ C

(m)
i , l

′(m)

iĵ
∈ L

′(m)
i , 1 ≤ ĵ ≤ |P (m)

i |}

where C
(m)
i is a set of categories

and L
′(m)
i is a set of SURLs assigned to the session S

(m)
i .

Process 1: the matching step
1 P

(m)
i := φ

2 for j from 1 to S
(m)
i

3 for h from |C| to 1
4 for n from 1 to |L(ch)|
5 if lch

n is substring of l
(m)
ij then

6 P
(m)
i := P

(m)
i ∪ (ch, l

(ch)
n )

7 return P
(m)
i

Process 2: the abstraction step
1 V

(m)
i := L

′(m)
i

2 for ĵ from 1 to |P (m)
i | − 1

3 for ǰ from ĵ + 1 to |P (m)
i |

4 if c
(m)
iǰ

is found by BFS (breadth-first search)

5 from the node c
(m)
iĵ

to the bottom of the tree

6 then V
(m)
i := V

(m)
i − l

(m)
iǰ

7 return V
(m)
i
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Abstract. Recommender systems have gained great popularity in Internet 
applications in recent years, due to that they facilitate users greatly in 
information retrieval despite the explosive data growth. Similar to other popular 
domains such as the movie-, music-, and book- recommendations, cooking 
recipe selection is also a daily activity in which user experiences can be greatly 
improved by adopting appropriate recommendation strategies. Based on 
content-based and collaborative filtering approaches, we present in this paper a 
comprehensive recipe recommendation framework encompassing the modeling 
of the recipe cooking procedures and adoption of folksonomy to boost the 
recommendations. Empirical studies are conducted on a real data set to show 
that our method outperforms baselines in the recipe domain. 

1   Introduction 

The fast development of information techniques has resulted in an explosive growth 
of various resources on the Internet. Nevertheless, what the overwhelming 
information choices bring to people is not greater convenience, but more complexity 
in getting the desired ones efficiently. Information filtering techniques have become 
increasingly popular in the last two decades due to this reason. As an indispensable 
component of information filtering, recommender systems have become prevalent 
since mid-1990s, aiming to make personalized information recommendations through 
learning users’ preference patterns from the historical interactions with the systems. 
So far, the recommendation techniques have got success mainly in the domains of 
entertainment resources sharing, such as movies, music, images, etc. Similar to these 
applications, choosing/deciding the 'right' cooking recipes for meals is also a daily 
activity in which user experiences can be greatly improved by adopting 
recommendation algorithms, so as to achieve better life qualities of human kinds.  
Different from other domains, however, recipe domain has its own characteristics. For 
example, the description of a recipe is often not a set of features but a procedure 
which introduces the cooking flow of a recipe. Even two recipes share similar 
`features’, e.g., ingredients and cooking actions, but if the sequences of cooking 
actions on their ingredients are different, and then the tastes, smells and appearances 
of two recipes would be quite different. 
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Although there have been some pieces of work done in the cooking and food 
recommendation topics (as reviewed in section 2), few of these have considered the 
characteristics of recipe data itself. This could be due to the difficulties in 
representing the complex recipe features, such as cooking process, taste and visual 
features, etc., in a computer-readable way. Traditional recommendation works can be 
categorized in the following categories, viz., content-based (CB), collaborative 
filtering (CF) and the hybrid of the first two. However, due to the differences between 
recipe domain and other domains, the traditional methods have limitations and 
become inadequate in making recommendation of recipes to users. In particular, the 
content-based recommendation methods do not provide a way to model and describe 
cooking procedures of recipes (but only a flat feature vector). For collaborative 
filtering methods, they can apply the social or collaborative techniques to recommend 
the ‘most popular’ recipes to users by only taking resource ratings of similar users 
into consideration,   and ignore the content analysis of recipes. Such CF methods fail 
to measure user similarity from the perspective of individual users’ own preferences 
over the recipe characteristics.  

In our viewpoint, an ideal recipe recommender system should be aware of users’ 
specific interests from a more comprehensive perspective, like the cooking skills, taste 
features, etc. Recently, folksonomy (also named collaborative tagging) provides a way 
to let user annotate resources, and users can express their subjective feeling, perception 
and perspectives on resources. To achieve effective recommendation in such a specific 
domain, we present in this paper a data model to represent recipes by exploiting 
cooking procedures and combining the advantages of folksonomy. Based on the recipe 
data model, we then propose a recipe recommendation framework. The characteristics 
of our proposed framework and the contributions of our work are as follows. 

1. A cooking recipe model is devised from the perspectives of cooking procedures 
and users’ social tags, representing cooking oriented and user perceptual 
features;  

2. We design a folksonomy-driven, hybrid recipe recommendation strategy, by 
taking both content features and social factors into consideration. Such a strategy 
leverages the folksonomy mechanism and cooking procedures to discover the 
taste-similar users from their common favorites and tagging histories; 

3. Experiments are conducted on a real data set to evaluate our method. The results 
show that our method outperforms baseline methods on recipe recommendation. 

The organization of this paper is as follows. Section 2 provides a review of some 
related works. Section 3 introduces our recipe data model. In section 4, we present our 
recommendation strategy in detail. Empirical studies and experiment results are given 
in section 5. We conclude the paper in section 6. 

2   Related Work 

In this section, we review some existing works related to the cooking and food topics, 
as well as some recommendation and folksonomy techniques relevant to our work.  

 
Cooking & Food Related Research. Research on the cooking-related topics by 
computer science researchers has not started for long, and there are only a small 
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number of works published. One of the early efforts is a social recipe navigation 
system designed by Svensson et al. [12], where users can browse recipes in a social 
context that supports viewing other users’ actions and choices, chatting with them, 
getting collaborative-filtering based recommendations, and giving feedbacks. Wang et 
al. [13] proposed a graphical representation of the cooking procedure of recipes, 
named as cooking graph, where the cooking materials, actions are modeled as nodes, 
connected by directed edges indicating the ingredient and cooking flows; a sub-
structure similarity metric between the cooking-graphs was also brought up in that 
work. Sobecki et al. [7] presented a hybrid recipe recommendation strategy based on 
demographic, content-based, and collaborative filtering methods, as well as the 
application of fuzzy inference. Another recent work was done by Freyne et al. [5] 
compared the recommendation strategies from both food and recipe levels, using the 
content-based, collaborative filtering and hybrid approaches. Other than applying the 
general social-based recommendation strategies to the cooking and food domain, none 
of the above works have provided an explicit and comprehensive content model for 
the recipe data.. One of the major objectives of our work is to overcome this problem, 
so as to provide an efficient content-based approach. 
 
Recommender Systems. The recommender systems can be generally classified into 
four categories based on their different recommendation strategies: content-based, 
knowledge-based, collaborative filtering and hybrid ones [1]. 

The content-based recommendations concentrate on learning user preference 
patterns from analyzing the features of his/her selected items, and recommend items 
with similar content to the user’s favorite ones. Pazzani et al. did a survey to content-
based recommender systems in [8], and introduced methods of item representations, 
user profiling methods, and the comparison metrics of user-item profile relevance. 
Collaborative recommendations focus on identifying neighborhoods with similar 
preferences of a particular user, and recommend to him/her the items with the highest 
ratings among the neighbors. Herlocker et al. evaluated research on collaborative 
recommender systems comprehensively in [6] from aspects like user tasks, data sets, 
accuracy metrics, etc. The collaborative filtering techniques have got great popularity 
and success in systems like MovieLens 1 . There are also knowledge-based 
recommendations, which make advices based on predicting how a particular item 
would match a user’s needs/requirements [2]. Since each recommendation technique 
has both strengths and limitations, there are also systems trying to use hybrid 
approaches to make better recommendations. The combination types and example 
systems were introduced in [2]. 
 
Folksonomy. Folksonomy, also named collaborative tagging, has gained great 
popularity in the web2.0 services community since 2004 or so, for its attraction in 
allowing user to annotate resources with personalized tags. In the multimedia resource 
sharing systems like Del.icio.us2, Flickr3, and Last.fm4

, tagging has become a popular 
tool to share users’ comments on their interested resources.  

                                                           
1 http://www.movielens.org 
2 http://delicious.com 
3 http://www.flickr.com  
4 http://www.last.fm 
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In the research field, folksonomy work mainly focuses on investigating and 
analyzing the features of user-generated free tags, and attempting to use them in 
applications such as personalized search, item- and topic- recommendations, etc. An 
overview of the tag usage patterns, and user activities in collaborative tagging systems 
has been done in [9]. Tags can be used to construct user profiles to facilitate 
personalized search in [17] [18]. In [4], three approaches of this as well as their 
comparisons were presented by Michlmayr et al. In [11], the authors proposed a 
hierarchical clustering method to get the highly relevant tag clusters, and use them to 
make personalized recommendations. In [14], Zhen et al. suggested to utilize the tags 
in the collaborative filtering procedure, so as to improve the recommendation 
accuracy by calculating user similarity based on their tag-based profiles. To measure 
the semantic similarity between tag-based profiles, multiple metrics were surveyed in 
[3], and empirical experiments were also conducted to evaluate these metrics. 

3   Cooking Recipe Data Modeling 

In this section, we firstly analyze the important features of recipes that we aim to 
model, and then introduce a cooking recipe data model which represents the recipe 
features into cooking oriented and user perspective features. As exemplified by  
Figure 1, a typical cooking recipe usually appears as a (multimedia) document 
describing the cooking time, the food ingredients and the cooking directions [13]. In 
this section, we categorize such information into two aspects, namely, the cooking 
oriented features, and user perceptual features, to capture and reflect cooking 
procedures and user’s subjective perception. 

  

Fig. 1. Cooking graph of ‘Chinese Braised Spare Ribs’ 

3.1   Cooking Oriented Features 

Different from other domains, in the recipe domain, there are procedures telling users 
how to cook dishes out. A typical cooking process may include a preparation step to 
get the cooking materials in required condition, and a boiling step to heat the 
ingredients following a particular action sequence, until achieving the desired final 
dish. This process involves elements like food ingredients, seasonings, cooking 



 Exploring Folksonomy and Cooking Procedures 123 

 

actions, cooking constraints namely cooking temperature, cooking time, etc. We name 
these most basic but important information of food recipes as cooking oriented 
features (COFs). Besides, the relationships between these elements are complicated, 
for example, 'cut' the 'spareribs' 'into pieces', 'cook' and 'stir' the 'spareribs' for '3 to 5 
minutes', 'cook' and 'stir' the 'vegetable' 'until fragrant', etc. There is also temporal 
information indicating when to perform which steps.  Such complexities determine 
the difficulty in modeling the cooking oriented features. 

To overcome the inconvenience of viewing cooking oriented features by reading 
the long textual directions and make it computer readable, we adopt here the cooking 
graph model previously proposed by our group [13], for representing the cooking 
flows of various recipes. More specifically, the cooking flow of a recipe is formulated 
by a graph composed of four elements:      

RCG= (V, E, Cons, Ingr) (1) 

where V is the set of ingredient or action nodes, E is the set of edges between two 
nodes, Cons is the set of constraints associated with either action nodes or edges, and 
Ingr is the set of ingredients needed to cook the dish.  

Figure 1 shows an example of graphical presentation of the recipe `Chinese 
Braised Spare Ribs’. From Figure 1 we can see that the cooking process of the recipe 
is divided into 24 actions. Each action is associated with some ingredient nodes and 
cooking constraints, and connected by the so-called 'Action Flow’ edges. The 
'Ingredient Flow’ indicates the state changes of ingredients by connecting the relevant 
ingredient- and action- nodes. One benefit of this graphical representation is that users 
can view the cooking process in an easy and intuitive way, which has not been 
considered by other previous works. 

3.2   User Perceptual Features 

In the recipe domain, there are some features mainly involving the taste, smell, 
texture (whether the food is hard or tender), temperature, and all the other properties 
that contribute to people’s perceptions of foods. We name these as user perspective 
features (UPFs). For example, the UPFs of cheese cakes are usually described as 
'sweet', 'smooth', 'soft', 'creamy', etc. The taste of the final dish could be represented 
by properties that users care most about a recipe. Such a kind of information is 
subjective perception of users and often not shown in traditional recipe cooking 
procedure description. 

Depicting the UPFs of foods is not an easy task, due to people’s subjective 
perceptions of them. This can be easily understood if we recall some common 
scenarios in our daily life. Taking the Japanese Sushi as an example, people who love 
fresh seafood would regard it as very delicious food, while those who cannot get used 
to raw foods may feel difficult to enjoy it. For such a reason, it is difficult (or too 
brutal) to prescribe statically user subjective perceptions on recipes.  

Inspired by the prosperous collaborative tagging applications, we observe that the 
Internet users are quite active in contributing content to the online systems, especially 
for sharing their comments on resources. Collaborative tagging provides a way to 
collect the common point of view on a resource. According to the observation on our  
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prototype system, we find that users like to tag their perceptual feeling. Motivated by 
this, we adopt the folksonomy mechanism into our system for deriving the UPFs of 
recipes under the help of users' collaborative editing. Specifically, the UPFs of a 
recipe are formulated by a tag vector as follows: 

RUPF =( t1:w1,  t2:w2,  t3:w3,  ..., tn:wn) (2) 

where ti is a tag, and wi is the frequency that tag ti has been annotated to a recipe R by 
all users.  

Considering collaborative tagging would become effective only if the users are 
instructed in a correct way, in our prototype system, the objective to incorporate 
tagging mechanism is clear, i.e., to collect useful tags conveying additional 
knowledge besides those which can be directly read from the resources. For example, 
if a user tags the recipe 'Chinese Braised Spare Ribs’ with 'pork spareribs’, 'green 
onion’, then it would be meaningless for the sharing purpose as the ingredient 
information has already been described in the resource.  

4   Recommendation Framework 

In this section, by taking both content features and social factors into consideration, 
we propose a hybrid recipe recommendation method which leverages the folksonomy 
mechanism and cooking procedures to predict users’ preferences on recipes. 

4.1   Content-Based Relevance 

COF Similarity. The cooking oriented feature (COF) similarity is to measure how a 
recipe is similar to another via the cooking flow perspective. This factor is important 
when making recommendations as the cooking skills of users usually vary from one 
to another, and recommending a delicious but difficult-to-cook dish to an amateur 
cooking learner would not make sense. Since the cooking flow in our work is 
modelled by the cooking graph, we compute the similarity based on the sub-structure 
similarity between two cooking graphs, as presented in [14]:    

( )
1

2

1

( , ) ( , )
i j x x x i j

m
CG CG CG CG

S SA SI
x

sim R R E E E Per R Rμ γ
=

⎡ ⎤⎛ ⎞= + ⋅⎢ ⎥⎜ ⎟
⎝ ⎠⎣ ⎦
∑  (3) 

where 
i

CGR ,
j

CGR  are the cooking graphs of recipe Ri and Rj,   and they share m sub-

graphs Sx where x = [1, .., m]; 
xSE is the total number of edges of the sub-graph Sx; 

xSAE and 
xSIE are the numbers of action and ingredient edges in Sx, respectively; μ 

and γ are adjustable weights for action and ingredient edges; ( , )
i j

CG CGPer R R  is the 

shared percentage of common ReciSet (defined as two connected nodes with a 
directed edge in the graph). A larger value of ( , )

i j

CG CGsim R R  indicates that the two 

recipes share more similar cooking flows.  
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UPF Similarity. The purpose to evaluate the user perceptual feature (UPF) similarity 
is to learn how similar the final dishes of two recipes are in terms of taste, smell, 
textures, etc., from a folksonomy perspective. No matter cooking at home or eating at 
restaurant, such features are always the factors which users would care most. As the 
UPFs are represented by tag vectors in our work, we calculate their similarity using 
the cosine similarity: 

( , )
UPF UPF
i jUPF UPF

i j UPF UPF
i j

R R
sim R R

R R

⋅
=  

(4) 

where UPF
iR and UPF

jR are the sets of tags describing the user perceptual features of 

recipes i and j, respectively. The larger value of ( , )UPF UPF
i jsim R R  indicates that the 

two recipes are more similar from the users’ perceptual point of view.  
 
Recipe Content Relevance for Users. Suppose each user has a set of recipes in his/her 
favourite list, and analyzing the features of such recipes can help understand a user’s 
preference. Based on the traditional content-based techniques, we predict the recipe 
content relevance for a user by comparing a candidate recipe with the ones which are 
the user’s favours according to his/her past history. The overall content relevance is a 
weighted combination of two similarities: 

( , ) max ( ( , )) (1 ) max ( ( , ))
j jU U

CG CG UPF UPF
i x x ji iRx R Rx R

RScore U R sim R R sim R Rα α
∀ ∀∈ ∈

= ⋅ + − ⋅  (5) 

where RUi is the set of recipes in user i’s favourite list, Rj is a candidate recipe to be 
compared, ( , )

j

CG CG
xsim R R  is the COF similarity between Rx and Rj, 

and ( , )UPF UPF
x jsim R R  denotes the UPF similarity between Rx and Rj. The larger value of 

RScore(Ui,Rj) is, the more relevant recipe j is to user i’s preference from the content 
feature perspective. 

4.2   Measuring User (Interests) Similarity 

In our real lives, advices from trusted friends usually play an important role in our 
decision making. This factor could also be significant for the recommender systems, 
as it can contribute to the success of collaborative filtering (also known as social 
recommendation) techniques. According to the characteristics of recipe domain, 
which are different from other domains, we consider the `friends’ (i.e., similar users) 
of a user a as a set of users not only sharing similar tastes but also having common 
preferences on structurally similar recipes for a.  

In cooking recipe domain, it is important and indispensable to measure the 
structural similarity between two recipes to find recipes which are similar in terms of 
their cooking procedures to help a cook. Besides, the subjective features of recipes are 
derived from users’ tagging in our system, whose values are often user-dependent. 
Thus by analyzing the users’ personomies (tagging profiles), as well as their similar 
favorite recipes and their structure, it is helpful to predict and measure whether two 
users share the similar taste and common preference in cooking procedure.  
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The interest similarity between two users is defined as a combination of average 
structurally similarity and personomy similarity of their favorite recipes, i.e.: 

,
( , ) (1 ) ( ( , ))

Ua Ub

CG CGa b
a b y z

a a Ry R Rz R

T T
sim U U avg sim R R

T T
β β

∀ ∈ ∀ ∈

⋅= ⋅ + −  (6) 

where Ta and Tb are the tag vectors that have been used by users a and b to annotate 
recipes, RUa and RUb are the set of recipes in the favourite lists of user a and 
correspondingly, ( ( , ))CG CG

y zavg sim R R  is the average recipe graph similarity of  favorite 

recipes of users a and b. The larger value of sim(Ua, Ub) indicates that users a and b 
share similar tastes . 

4.3   Folksonomy Boosted Recommendation 

For the reason that a user’s choice on items is usually influenced by multiple factors, 
among which his/her own interest (preferences) and the friends’ 
recommendations/comments are more dominant, thus we incorporate both factors into 
our recommendation strategy. Our overall prediction of users’ preference on recipes is 
obtained by combining their content-based relevance and the social-based 
recommendations from the discovered 'friends'. Specifically, , the predicted rating of a  
user a on a recipe j can be calculated as follows:   

, ,

1
ˆ( ) ( , ) ( , )

Ua

a j i j a x x j
Ux F

p r RScore U R sim U U r
n ∀

= ⋅ ⋅ ⋅
∈
∑  (7) 

where ,ˆ( )a jp r is the final predicted rating for user a on recipe j, Fua is a set of friends 

of user a, rx,j is user x’s actual rating on recipe j, and n is the total number of `friends’ 
of user a. The final output of our recommendation framework is a list of recipes 
ranked by their ,ˆ( )a jp r values in descending order.  

5   Experiment 

As a part of our research, we have developed a prototype system implementing the 
proposed recommendation strategy, based on which some experimental studies are 
conducted. In this section, we introduce the experiment setup and methodologies to 
evaluate our proposed strategy and discuss the experiment results.   

5.1   Experiment Setup 

Data Set. In order to collect real data from users, a prototype is developed and our 
experiment is based on a data set collected from 203 users with various backgrounds 
in our prototype system. Each of them was asked to select at least 10 favorite recipes 
out of 300, and give ratings and tags to the selected recipes. There are totally 3045 
preferences and 7889 tags in the data set, with each user on average selecting 15 
recipes and providing 39 tags.  
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Fig. 2. The distribution of user generated tags 

By analyzing on the user-generated tags, we found that 51% of these are about the 
taste descriptions, 29% on the cooking tips, 13% for other features like nutrition 
aspects, and also 7% remaining tags talk about users’ impressions, emotional feelings, 
etc. on the recipes. An overall distribution of the annotated tags is shown in Figure 2. 

Metrics. The first metric we use is Hit Rate (HR). It is commonly used in 
recommender systems [11] to measure how many items in the recommendation lists 
have hit (match) users’ interests, and it reveals the accuracy of a recommendation 
algorithm. The calculation of HR is defined as follows: 

1

1 | |

| |

n Ua Ua

a
Ua

T X
HR

n T=

∩= ⋅∑  (8) 

where
aUT are the recipes relevant to user a in the test set, and

aUX is the result set of 

top-N returned recipes; the overall Hit Rate of the top-N results is computed as 
average personal Hit Rate for all users in the test data set.   

In addition, we also use Improvement (imp) [8] as the second metric in our 
experiment. Its purpose is to evaluate how the ranks of the hit recommendations have 
been improved by a recommendation algorithm when compared with a baseline 
approach. The formal definition of imp metric is as follows. 

1 1
, ,

1 1 1

( ) ( )
a a

n m

a i
p i U b i U

imp
n r R r R= =

= ⋅ −∑ ∑  (9) 

where 
, ai UR denotes a recipe in the personal favorite list of user a, 

,( )
ap i Ur R and

,( )
ab i Ur R refer to the ranks of 

, ai UR in the proposed and baseline approach, 

respectively; m is the total number of recipes in a user’s favorite list, and n is the total 
number of users.   
 

Baseline Methods. In order to evaluate our proposed approach, we compare our 
method with two baseline methods implemented in [5]:  

1. Content-based approach (CN):  denoted as recipecn in [5], where each recipe is 
represented by a set of component food items, the predicted ratings in this 
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approach are calculated based on the food-item similarity between any two 
recipes. 

2. Collaborative filtering approach (CF): denoted as recipecf in [5], it is a standard 
collaborative filtering algorithm for making predictions based on the 
neighborhood’s ratings, with the user-similarity serving as the weights.  

We divide the whole data set randomly into 5 groups, and each time use 80% of them 
as the training data (e.g. for a user with 15 preferred recipes, 12 of them will be used 
for training and 3 for testing). This process is repeated for five times for cross 
validation to reduce random noises, and the final HR is calculated as an average of the 
five results. 

5.2   Experiment Results 

The comparisons between our approach (denoted as FolkBo) and the baseline 
approaches CN and CF are shown in Figures 3, where the horizontal coordinate @N 
means the top-N recipes to be recommended to users.  

 

Fig. 3. Comparison of HR@N between our approach and baselines 

We can observe from Figure 3 that the three methods have very tiny difference for 
HR@1 (less than 1%), but for HR@5, it is clear that our approach outperforms CF 
and CN, reaching at around 10% (or 0.1). The improvement trend keeps increasing 
with the value of N, and at @50 it achieves a hit rate of 43.7%, outperforming the CF 
method by 11.7% and the CN method by 16.1%. We consider that the better 
performance comes from both our refined data model of recipe features, and the 
folksonomy-based approach to predict users’ interest relevance. Admittedly, the 
overall HR of our approach is still a bit low comparing to the recommendation 
accuracy in other applications, such as movie lens, due to that the preference data in 
our training set is a bit small (only 12 for each user on average) to make the algorithm 
converged. 

Besides the hit rate, we also test the algorithms further to see how our approach 
improves the rankings of the hit recipes in the recommendation list. The result of imp 
with the recommendation list length as 50 is presented in Figure 4. 
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Fig. 4. Comparison of imp between our approach and baselines 

According to Figure 4, our method improves the overall rankings of the target 
recipes by around 5.8% comparing to CF, which means the target recipes on average 
ascend 2.8 positions higher in the recommendation list. And comparing to the CN 
method, the improvement is more significant, reaching around 9.5%, indicating on 
average 4.75 positions’ ascending in the result ranking. This improvement is 
important in the real-life applications, as we know that users would seldom go to the 
bottom of a result list, or even unlikely to the second page to look for their desired 
resources. Thus, improving the ranks of user’s interested recipes in the top-K of the 
first page is more useful to achieve better recommendation quality. 

6   Conclusions 

In this paper we have presented a multi-faceted solution for the problem of cooking 
recipe recommendation. Firstly, we analyze the domain-specific characteristics of 
recipes from both objective and subjective features, and present a recipe data model to 
represent these features. Based on the proposed recipe data model, we have presented 
a recipe recommendation framework. Experiments are conducted on a real data set to 
evaluate our method and the results show that our method outperforms baseline 
methods on recipe recommendation. 

Currently, we are working on further issues related recipe recommendation and 
management, including context-aware recipe recommendation based on user 
community information, and personalized recipe retrieval and adaptation based on 
(dynamic) user profiles.   
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Abstract. Most recommendation methods employ item-item similarity meas-
ures or use ratings data to generate recommendations. These methods use tradi-
tional two dimensional models to find inter relationships between alike users 
and products. This paper proposes a novel recommendation method using the 
multi-dimensional model, tensor, to group similar users based on common 
search behaviour, and then finding associations within such groups for making 
effective inter group recommendations. Web log data is multi-dimensional data. 
Unlike vector based methods, tensors have the ability to highly correlate and 
find latent relationships between such similar instances, consisting of users and 
searches. Non redundant rules from such associations of user-searches are then 
used for making recommendations to the users.  

Keywords: Tensor, clustering, association rule mining, web log data,  
recommendation. 

1   Introduction 

With the popularity of World Wide Web, use of recommenders to suggest relevant 
products and services to online users is gaining momentum. Collaborative filtering 
(CF) techniques of recommendation have been used by many websites like Amazon, 
ebay, CdNow, Netflix, Yahoo Answers and many more. CF techniques can be 
grouped into two general classes, namely the  neighbourhood and model-based meth-
ods [1]. Neighbourhood (or memory-based or heuristic-based) methods use Item-to-
Item or User-to-Item correlations to find the nearest neighbours and then subsequently 
use this information to make recommendations. The Item-to-Item correlation methods 
adopt a content-based approach where knowledge about the products (contents) is 
used for recommendation and only similar matching content/products are recom-
mended [2], [4]. The User-to-Item correlation methods combine interests of a group 
of people to find the highest rated interests and then interests consisting of items/ 
products/people are recommended to the individuals in a group [4],[14].  

A user’s search generally consists of multiple attributes e.g. in the case of a car 
website, a user may search for a particular make, model, body type, cost, new or old 
car type. A user may have made n number of searches within a website. Modeling or 
comparing such users-items data having multi-dimensional properties is a complex 
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process. Traditional CF methods employed for finding similarity between users-items 
ignore this multi-dimensional nature of search log data and are unable to recommend 
unique items to different users [2]. These methods consider an item as an object, 
whereas, the item may be a combination of many features, represented as a vector 
itself. Finding the latent relationships between user’s searches and item’s features is 
often ignored by two dimensional data models such as vectors and matrix.  Recom-
mendation systems need to handle very high dimensional profiles of users-items, in 
order to find the correlations between users and items. A noteworthy consideration as 
also discussed by [3], is that distance measures used for clustering or comparisons 
may reflect strange properties in  high dimensional space and might not be as useful 
as they seem.  

In this paper, we propose a novel recommendation method which utilizes the im-
plicit information about users by using the search log data. This methodology utilizes 
the search log data to infer the user rating about items. This is a collaborative ap-
proach which group users based on their common searches and then finds users–items 
correlations within a group. To find the correlations between users according to their 
usage of items, we employ tensor, the high dimensional data model. Once users are 
clustered using the proposed tensor based clustering method, the associations shared 
by a group of users represented as top ‘n’ items, are used for making recommenda-
tions within the group.  Unlike most of previously adopted tensor models consisting 
of three dimensions, we have modeled users search log into more than three dimen-
sions, and used the tensor factorization information for making recommendations. 
Empirical results on real car sales datasets show that the recommendation for all users 
suggested by the proposed tensor based recommendation method outperforms the 
recommendations given by the traditional collaborative based methods, which mostly 
employ vector/matrix methods to find similarity between users-items. Taking the 
average of recommendations done by CF methods and tensor based methods, on an 
average there was an improvement of about 40% in the precision, 52.78% in recall 
and 36.84% in F-score values. 

2   Related Work 

There are a myriad of work published, we present some of the recent related work 
employing CF and hybrid recommendations techniques. A collaborative filtering 
method to provide an enhanced quality of recommendations, derived from  
user-created tags is discussed by [4]. In this work collaborative methods of tagging 
item are employed to find users preferences for items. Data cubes consisting of three 
2 dimensional matrices (User–item, User–tag and Tag–item frequency) which are 
transformed from three dimensional space for collaborative tagging are used. For 
recommendation Naïve Bayes classifier are used. The performance of such an  
approach was found out to be far superior than the plain collaborative recommenda-
tion approaches. A genetic algorithm that formulates purposeful association rules out 
of the transactions database of a transportation management system has been  
proposed by [5]. The constructed rules are recommended to the associated users. The 
recommendation process takes into account the constructed rules and techniques that 
are derived from collaborative filtering.  
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In another work [6] a novel hybrid recommendation method that combines the seg-
mentation-based sequential rule method with the segmentation-based KNN-CF 
method is proposed. Here a sequential rule-based recommendation method analyses 
customers purchase behaviour over time to extract sequential rules.  Sequential rules 
are extracted for each group from the purchase sequences to make recommendations. 
Consequently, the segmentation-based KNN-CF method provides recommendations 
based on the target customer’s purchase data for the current period. The results of the 
two methods are combined to make final recommendations. A hybrid recommenda-
tion for an online retail store is proposed by [7]. The method adopts six steps for rec-
ommendation which are product taxonomy formation, grain specification, extracting 
product, category attributes, user (customer) profile creation, and user–user and user–
product similarity calculation and recommendation generation. Experimental results 
show that proposed technique improves recommendation when compared to other 
similar CF based methods. Another recent work that proposes a hybrid approach that 
uses neural nets for recommendation is [8]. The proposed approach trains the artificial 
neural networks to group users into different clusters, and applies the well-established 
Kano’s method for extracting the implicit needs of users in different clusters. The 
approach is applied on a tour and travel website to demonstrate the improvement for 
the problem of information overload. 

Tensors have previously been used extensively in chemometrics and psychometric 
and some Web mining tasks like Web link analysis [9] and chat room analysis [10].  
Recently some recommendation models, which have used three dimensional tensors 
for recommending music, tags and objects, have been proposed. A recommender 
model, using HOSVD for dimension reduction, have been proposed for recommend-
ing personalized music [11] and Tags [12]. Researchers [13] have used TSM based 
tag recommendation model which uses tensor factors by multiplying  the three fea-
tures matrices with core matrix each consisting of user, items and tags. Another col-
laborative filtering approach based on tensor factorization for making recommenda-
tions, where, the users, items and related contextual information are modeled as a 
three dimensional tensor is proposed by [20].  

3   Model Construction, Decomposition and Clustering 

Tensor notations and conventions used are similar to the notations used by previous 
authors [14]. Scalars are denoted by small letters a, b, vectors are denoted by boldface 
small letters like a, b. All subscript are shown by small letters starting from i..n. Ma-
trices are shown using capital bold letters like A, B and the element (i, j) of a matrix is 
shown by aij. All tensors are represented using calligraphic fonts T,  e.g. 

1 2 3 ..× × ×∈ nM M M MT  and the entries are shown using aijk and the subscript (i, j, k) 
range from 1..to I, J, K in each mode. A tensor is a multi-dimensional data array 
which has n dimensions (or modes).  The order of a tensor is the number of dimen-

sions. For example, the tensor 1 2 3 ..× × ×∈ nM M M MT is of an order n with n dimen-
sions. Each element of a tensor needs n indices to represent or reference its precise 
position in a tensor, for example, the element aijklmn  is an entry value at the i, j, k, l, m 

and n modes. In various tensor decomposition techniques the dimensions are flattened 
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to represent matrices of various sizes before the subsequent decomposition technique 
is applied. Matricizing, unfolding or flattening of a tensor is a useful operation for 
transforming a given multi-dimensional array into a matrix. A third order tensor 

I J K× ×∈A  is able to form three matrices of  , ,× × ×I JK J IK K IJ . More details on 
tensors and their properties can be found out in [14],[15]. 

3.1   Model Construction 

Prior to creating the tensor model, the data is preprocessed. Pre processing includes 
arranging searches in different sessions made by a user into records, removing un-
wanted attributes from such records. This data is then grouped for each user based on 
the various searched parameters, and frequency of such records as grouped is counted. 
The prominent attributes from the users’ data are identified and such attributes are 
then represented as modes of the tensor model. A tensor is created with all such fea-
tures and the users as one dimension. For example, the structure of a tensor created, 
consisting of 5 searched dimensions and the users are as follows:  

          
           Make Model Bodytype Search Type Cost Type Users× × × × ×∈T        

(1) 

For each user the term frequency of each similar search is counted. A similar search is 
a search whose all searched parameters are same. As an example for a given user, the 
different searched parameters like make, model, body type, search type and cost of a 
car may be same, and user may have searched them many times in different sessions. 
The term frequency value for all the searches of a user are found out. Next theses 
values are populated in the tensor. As an example, the term frequency ijklmnt  is an 

entry value at the i, j, k, l, m and n modes, where i represents the Make, j the Model, k 
the Bodytype, l the search type, m the cost ranges and n the user id. 

3.2   Decomposition 

In multi-dimensional data modeling, the decomposition process enables to find the 
most prominent components (i.e. tensor entries and modes) as well as the hidden 
relationships that may exist between different components. We have used the popular 
and widely used PARAFAC [16] tensor decomposition technique to decompose the 
constructed model. PARAFAC is a generalization of PCA (Principal Component 

Analysis) to higher order arrays. Given a tensor of rank 3 as X I J K× ×∈ , a R-

component PARAFAC model can be represented as 

1

R

ijk ir jr kr
r

a b c E
=

+∑x =                                      (2) 

where , ,i i ia b c  are the thi  column of component matrices ,I R J R× ×∈ ∈A B and 
K R×∈C respectively and I J KE × ×∈  is the three way array containing residuals. 

ijkx  represents an entry of a three way array of X  and  in the thi  row, thj  column 
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and thk  tube. Thus in our case when the users tensor (equation 1) is decomposed 
using [17], the various matrices formed are as shown in the figure 1 below. In figure 
1, 1 2 nM , M ..M are the various component matrices formed after the decomposition 

of the tensor, and R is the desired best rank tensor approximation, which is set as 1, 2, 
and 3 in all the experiments. 

 

Fig. 1. PARAFAC Decomposed tensor of users-searches, gives component matrices as shown 

3.3   Clustering 

Clustering is done on the component matrices 1, 2 nM M ..M obtained after PARAFAC 

decomposition and representing decomposed values of each mode, from 

1 2, ,... nM M M respectively. Each component matrix 1, 2 nM M ..M  is of dimension 

i r×M where i  is the number of ways in a mode nM , and  r  is the value of best rank 

approximation of the tensor. The nth matrix obtained after PARAFAC decomposition 
(Shown as M6 in fig. 1) represents the users’ dimension. Clustering on row values of 
this matrix is achieved by using two clustering methods the EM (Expectation Maxi-
mization) and k means [18]. We have taken the last component matrix nM  as cluster-

ing input since it represents the users dimension in the proposed data model. Entries 
(or values) in the matrix nM depicts the correlations between users based on the mul-

tiple factors of the tensor. Therefore, clustering on the matrix nM  results in grouping 

users according to similar search behaviour which is based on multiple search com-
ponents as modeled in the tensor. 

4   Discovering Association within Clusters 

All searches made by users in a cluster are grouped and frequent associations based 
on desired query components (like make-model in our case) are mined. Thus each 
cluster contains the searched parameters, as searched by users of the respective clus-
ter. Association rules are mined from each individual cluster. We have considered  
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Input: Processed search data users and searched parameter wise, n the number of recom-
mendations desired. 
Output: Top n recommendations. 
Let k be the number of clusters (here k=10, 20, 30). Let Rule = ⇒rk r rX Y  be the rule mined for 

cluster k on item set mX  and mY  such that , ,  and ,∈ = ∅∩r r m m r rX Y X Y X Y  where m is the 

number of item sets in a cluster, on which association rules are mined and r be number of 
rules generated for each cluster k. Let j be a counter variable, initialized at zero. 
Begin 

Step 1. Create users-searches tensor (T). 
Step 2. Decompose the tensor (T), and cluster the last component matrix .nM

 Step 3.  // Find Association rules for each cluster from 1  to  k.  
Step 4.  //Order Association rules in decreasing order of confidence score. 

   for  i= 1  to  k //Evaluating distinct rules for each cluster from 1 to k 

                 j= 0 ;  r= 1 ;  

                  Do While ( ) j != n  
                        Extract (r); //Function retrieves top rth rule with highest confidence from    
                        cluster k. 

                        If ( ) ( )⇒ = ⇒r r r rX Y Y X  then 

                                
( ) ;⇒r rSave X Y  //Save(r) function saves the distinct item sets from   

                                                               association rules for the cluster k.
 

                               
 j= j+1 ;  r= r+1 ;

 
                        Else 

                                      //Retrieve rules with next highest confidence score. 

                                     
( ) ;⇒r rSave X Y

 

                               
 j= j+1 ; 

                               
( ) ;⇒r rSave Y X

 
                                j= j+1 ;  r= r+1 ;

    End for 
  // Cluster wise Top n recommendations 
  Top n  = ;⇒k n nX Y  

   End 

Fig. 2. Complete Recommendation algorithm 

 

associations of length two, as the occurrence of associations of length greater than 2 
was very rare, especially when the number of users in a cluster is small. The whole 
recommender process is explained in the algorithm in figure 2. 

5   Experimental Design  

All experiments have been done on server log data collected from a live Australian 
car sales website1. Search log data of duration 1 month was used. Out of a total  

                                                           
1 Due to privacy issues we are unable to specify the details about the website. 
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number of users, 949 users who had made searches in that period were used in  
experiments. These users were identified based on IP address (IP), web browser and 
Geo segmentation details like location and PIN number. These users had made leads 
or enquiries about a car of their interest, showing that these users were interested in 
buying the particular car, for which they had made the lead. All leads about a car were 
made by emailing the dealer through the e-mail feature (contact us) provided by the 
website. In all the experiments, the data used for making recommendations were 
taken prior to a user had made a lead. The major objective was to match leads with 
the correctly made recommendations by various traditional collaborative methods and 
collaborative methods based on tensor model. Some statistics for the user searches 
and leads are shown below in Table 1:  

Table 1. Statistics of filtered data used for tensor modeling 

No. of  
Sessions 

No. of 
Users 

Average 
searches per user 

No. of 
Leads 

Avg. 
Lead/User 

2692 949 14 1649 1.74 

 
Five parameters used for searching like make, model, body type, cost, search type 

(e.g. like new or used) plus a sixth dimension (users) were taken as dimensions of the 
tensor model (Table 2). 

Table 2. Number and Sample of Dimensions Used in the Tensor Model 

Dimension 
Name 

No of unique 
ways or modes 

Sample dimension values 

Make 68 Toyota, Holden, Ford 
Model 644 RAV4, Liberty. 

Body Type 12 Sedan, Hatch 
Search Type 5 New, Used, Ex Demo. 
Cost Type 13 $1-2500 
Users Id 949 1, 2,..949 

 
Once the data was pre processed the users-items tensor model was created as 

68  644  12  5  13  949 .× × × × ×∈T  Subsequently, decomposition was achieved 
using the PARAFAC model. In the absence of an ideal clustering solution, three clus-
ter solutions consisting of 10, 20 and 30 clusters were used for evaluation. For each 
cluster, association rules with highest confidence score and make/model as associated 
items were taken. For each cluster the number of association rules generated was 3, 5, 
10, and 15.  Once frequent patterns in the form of association rules are mined cluster 
wise, only rules having highest support and distinct make-model were taken for rec-
ommendations from these rules. These top n make-models were given as recommen-
dation to each of the users belonging to a same cluster. A sample of some association 
rules are shown as below. 
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Best rules found: 
1. X-TRAIL=X-TRAIL 10 ==> NISSAN=NISSAN 10      conf:(1) 
2. NISSAN=NISSAN 10 ==> X-TRAIL=X-TRAIL 10       conf:(1) 

          3. X-TRAIL=GRAND VITARA 2 ==> NISSAN=SUZUKI 2  conf:(0.89) 
          4. NISSAN=SUZUKI 2 ==> X-TRAIL=GRAND VITARA 2  conf:(0.75) 

Fig. 3. Sample of associations found out for a cluster1 

Example for the above case as shown in Figure 3 the top 3 cars recommended with 
make-model were: 1. NISSAN- X-TRAIL, 2 SUZUKI- GRAND VITARA and 3 
SUBARU- OUTBACK. All users with similar interests belonging to a cluster (Evalu-
ated based on users-searches using tensor) will be recommended these top n cars. 

5.1   Evaluation Criteria 

To evaluate the quality of top-m recommendations given by each method we used the 

following metrics. Let nL  be the number of leads made by a user nU , and let m
nR , be 

the top-m recommendations given by various methods to nU , where 

m 3 and m 15, m {{3},{5},{10},{15}}.≥ ≤ ∈  Precision  ( )nPr  and recall ( )nRe for 

each user nU  is evaluated as  

( )

m
n n

n m m
n n n n

R L
Pr

R L R L
=

+ −
∩

∩
      And recall as 

( )

m
n n

n m m
n n n n

R L
Re

R L L R
=

+ −
∩

∩             (3) 

5.2   Results 

The average details of clustering results for each method are shown below in Table 3, 
where the acronyms used in the table 3 are U-ESM (Users-users Euclidian Similarity  
 

Table 3. Average Recommendations for various methods 

 
Top 3  

Recommendation 
Top 5  

Recommendation
Top 10  

Recommendation 
Top 15  

Recommendation 

 Pr Re Fs  Pr  Re Fs    Pr Re Fs Pr     Re  Fs 

U-ESM 0.08 0.10 0.06 0.06 0.12 0.06 0.07 0.16 0.06 0.07 0.16 0.06 

U-CSM 0.24 0.46 0.31 0.23 0.56 0.31 0.22 0.59 0.30 0.22 0.68 0.29 

P1-EM 0.35 0.60 0.43 0.32 0.59 0.40 0.22 0.67 0.30 0.21 0.69 0.28 

P2-EM 0.25 0.38 0.25 0.24 0.4 0.25 0.17 0.55 0.18 0.16 0.61 0.18 

P3-EM 0.34 0.56 0.40 0.29 0.57 0.36 0.24 0.69 0.29 0.23 0.72 0.28 

P1-kM 0.15 0.25 0.17 0.11 0.26 0.15 0.13 0.53 0.21 0.11 0.57 0.17 

P2-kM 0.22 0.47 0.29 0.21 0.51 0.27 0.14 0.65 0.22 0.12 0.73 0.19 

P3-kM 0.22 0.44 0.28 0.19 0.48 0.25 0.16 0.63 0.24 0.14 0.67 0.21 

Average 0.23 0.41 0.27 0.21 0.44 0.26 0.17 0.56 0.23 0.16  0.60 0.21 
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Measure) and U-CSM (Users-users Cosine Similarity Measure). U-ESM and U-CSM 
are evaluated based on users-items relationships, where such relationships are repre-
sented as vectors in two dimensional spaces. Clustering is done on these vectors to find 
users with similar interests. P1-EM, P2-EM and P3-EM are the PARAFAC best rank 
approximation of rank 1, 2, 3 respectively, with clustering achieved using Expectation 
Maximization (EM) [18]. Similarly P1-kM, P2-kM and P3-kM are the PARAFAC best 
rank approximation of rank 1, 2, 3 respectively, with clustering achieved using k 
means. The other values are Pr=precision, Re=recall and Fs=F Score.  

6   Discussion 

Due to very high number of dimensions of interest vector of users (742 dimensions 
excluding users and as shown in table2) clustering based on Euclidean (ESM) using k 
means and EM was unable to produce good clustering of users which ultimately re-
sulted in not so high quality of recommendations. This can happen because as the 
number of dimensions grows significantly, ESM (Euclidian Similarity Measure) and 
CSM (Cosine Similarity Measure) eventually become less similar. In very high di-
mensional spaces  as dimension gets higher (≥ 128) [19], the two similarity measures 
start having small variations between them. However, the rate of decrease of similar-
ity is very slow. Similarity vectors of instances in such high dimensional spaces starts 
loosing inter component relationships, when traditional two dimensional distance 
based methods are employed. On the other hand cosine (CSM) measure produced 
average quality of results. This happens because cosine similarity is able to map the 
different dimensions, but due to the two dimensional model, latent relationships be-
tween users-items are lost.  

In contrast the tensor based methods are able to extract hidden relationships be-
tween the datasets and give much improved similarity results for the users-items data. 
For making CF based recommendations, traditional k means algorithm with Euclidian 
and Manhattan similarity measures performed worse, whereas CSM methods per-
formed average. On the other hand, EM based methods performed exceptionally well. 
These contrasting results confirm that distance based approaches using Euclidian, 
Manhattan or cosine base similarity measures used in high dimensional data mappings 
reflect strange properties [18] which include loss of inter component relationships and 
unable to map inter component latent relationships. EM is density based clustering  
 

Table 4. Average Aggregate Recommendations for various methods 

Methods Precision Recall F-Score 
CF-Distance Based 0.15 0.36 0.19 

PARAFAC-kM 0.16 0.52 0.22 
PARAFAC-EM 0.25 0.59 0.30 

Avg. PARAFAC-EM+kM 0.21 0.56 0.26 
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algorithm, and rather than using a distance based clustering measure, it assigns a 
probability distribution to each instance, indicating the probability of it belonging to 
each of the other clusters. 

From the results (table 3, figure 4) it is clear that, the number of best recommenda-
tions made to a user is around 3-5. The aggregate recommendation scores of preci-
sion, recall and F Score for each datasets using simple CF based methods and 
PARAFAC –EM and PARAFAC-kM based methods are shown below in table 4. 

The other noteworthy observation was that in most associations with large lengths  
( > 2) , there was a reduction in number of frequent item sets  discovered in the proc-
ess, which had high support and confidence values. Association with length=1 had too 
many rules, and such rules were biased towards rules with highest frequency. Hence 
such rules were ignored for analysis in the experiments. An interesting observation 
which is shown in figure 5 shows relevant F-score when tensor best rank decomposi-
tion are considered. In the figure 5, 1EM, 2EM, 3EM refer to PARAFAC decomposi-
tion with best rank approximation of 1, 2 and 3 respectively, where clustering was 
achieved using EM clustering algorithm. Similarly 1KM, 2KM, 3KM refer to 
PARAFAC decomposition with clustering achieved using k-means clustering method. 
In both cases, using EM and KM performance starts decreasing with the increase in 
rank and number of recommendations. In case of KM clustering, rank 1 performs 
worst. KM clustering methods use distance measure for clustering. Due to the avail-
ability of singular values per instance for clustering, some useful relationships be-
tween instances may not be clearly distinguishable. When decomposing with higher 
ranks the extra factors available for clustering, which have the ability to preserve 
some information, KM’s performance starts to increase. However decomposition at 
higher ranks may start loosing valuable inter component relationships, due to com-
plete flattening of the tensor.  

  

Fig. 4. F-Score for Top n recommenda-
tions cluster sizes 

Fig. 5. F-Score Rank Wise, top n with various 
recommendations  

The figure 5 clearly separates top3, top 5 recommendations from top10 and 15. 
Rank 1 approximation using EM clustering performed the best among all cases. In 
case of KM, rank 1 gave best results when number of clusters was 30 and for rank 3, 
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KM gave best when it was 30. These contrasting results in case of KM are clear indi-
cator that distance measures may not work well when intra distance between instances 
is small. The other observation is that distance measures need larger cluster sizes to 
maximize the distance between instances and in hence improve overall performance. 

7   Conclusion 

This paper presented a novel method of recommendation based on tensor clustering 
and associations. Users-items similarity measures were evaluated using high dimen-
sional data model tensors. Once the model was decomposed using PARAFAC, clus-
tering was achieved on the users matrix. Association rules for users, clustered in a 
group were found out. Once such rules were found out, only unique rules with highest 
confidence were taken as top n recommendation for the users in a cluster. Experimen-
tal results show that tensor based recommendation method and unique association rule 
generation for making recommendations outperforms the traditional CF based meth-
ods, which perform user-items similarity measure using vector or matrix based meth-
ods.  Since most of the processes for generating rules, creating and clustering users 
can be done offline, the system can effectively be used for generating high quality of 
online recommendations, thus limiting recommendation to top 3-5 recommendations 
per user. However as of now, since the process of identifying top n unique recom-
mendations from association rules is not automated, a lot of time is needed to generate 
such top n recommendations for each group.  
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Abstract. Maintaining internal consistency of report is an important aspect in the
field of real-time data warehouses. OLAP and Query tools were initially designed
to operate on top of unchanging, static historical data. In a real-time environ-
ment, however, the results they produce are usually negatively influenced by data
changes concurrent to query execution, which may result in some internal report
inconsistency. In this paper, we propose a new method, called layer-based view
approach, to appropriately and effectively maintain report data consistency. The
core idea is to prevent the data involved in an OLAP query from being changed
through using lock mechanism, and avoid the confliction between read and write
operations with the help of layer mechanism. Our approach can effectively deal
with report consistency issue, while at the same time avoiding the query con-
tention between read and write operations under real-time OLAP environment.

Keywords: OLAP; report consistency.

1 Introduction

Real-time data warehouses have been receiving more and more attention (e.g. [1,2,3,4,
5,6]) during the past few years, which is updated in as close to real time as possible [7].
However, OLAP and Query tools were initially designed to operate on top of static data,
and they do not ensure that the data involved is protected from being modified. There-
fore, the report result may be negatively influenced by the underlying changing data.
In real-time data warehouse environment, this can lead to inconsistent and confusing
query results, which is called internal inconsistency of report [8].

Take the simple report in Fig. 1 for example. It includes a multi-pass SQL statement
made up of many smaller SQL statements. All these SQL statements will sequentially
operate on a set of temporary tables. There will be no problem when the data is static,
but it is not the case when the underlying data changes while the first temp table is being
created. Most database systems (including multi-version databases [9]) will return the
data that was current at the point that the query started to run [8]. At 0:01, the INSERT
statement into TEMP1 started to run and lasted for four seconds. Then the query to load

� Supported by the Natural Science Foundation of China under Grant No. 61001013 and
61001143, and the Fundamental Research Funds for the Central Universities under Grant No.
2010121066.

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 143–154, 2011.
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0 : 00 create table TEMP1{Category−Id LONG, DOLLARSALES DOUBLE}
0 : 01 insert into TEMP1

select all.[Category−Id] AS Category−Id
sum (all.[Tot−Dollar−Sales]) AS DOLLARSALES

from [YR−CATEGORY−SLS] all
group by all.[Category−Id]

0 : 05 create table TEMP2 (ALLPRODUCTSD DOUBLE)
0 : 06 insert into TEMP2

select sum((all.[Tot−Dollar−Sales]) AS ALLPRODUCTSD
from [YR CATEGORY−SLS] all

0 : 08 select distinct pa1.[Category−Id] AS Category−Id,
all.[Category−Desc] AS Category−Desc,
all.[DOLLARSALES] AS DOLLARSALES,
pa1.[DOLLARSALES]/pa2.[ALLPRODUCTSD]) AS DOLLARSALESC

from [TEMP1] pa1,
[TEMP2] pa2,
[LU CATEGORY] all

where pa1.[Category−Id]=all.[Category−Id]
0 : 09 drop table TEMP1
0 : 10 drop table TEMP2

Fig. 1. Sales by category with percent contribution

data into TEMP2 began to run at second 6. This means that TEMP1 will contain data
current as of 0:01, but for TEMP2, it will contain data current as of 0:06. Suppose that
during those five seconds, a few large sales were registered, they will be included in
the total dollar amount contained in TEMP2, but won’t be represented in the category-
level data that is in TEMP1. So, when the data is brought together in the final SELECT
statement, the total in TEMP2 will be larger than the sum of the categories in TEMP1,
and then the total percentage number will be less than 100%. Obviously, this will lead
to an incorrect report.

Multi-version database is a desirable approach to ensuring read consistency. How-
ever, read consistency in multi-version database is only achieved on the level of single-
pass SQL statement [9], which means that it can not be used to deal with the internal
consistency of report that contains multi-pass SQL statement made up of many smaller
SQL statements (see Fig.1). Moreover, multi-version database is not good at dealing
with the query contention issue resulting from the real-time update and query. Tempo-
ral model (e.g. [10]) is another one of the methods that can be used to solve the report
inconsistency issue. However, keeping temporal data warehouses up-to-date is com-
plex [11], and in some cases, the data warehouse may even become blocked due to the
query contention issue resulting from performing queries on changing data.

We here propose a new layer-based view approach for appropriately and effectively
maintaining report’s internal consistency, and at the same time avoiding query con-
tention issue which is a hard work for other available methods. The concepts of layer,
view and lock are introduced to effectively control read and write operations upon fact
tables. The core idea is that, all the data involved in an OLAP query is read-locked and
is not allowed to be updated until the query finishes its reading job, so as to maintain
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the internal consistency of report. When the data is read-locked, if there is confliction
between read and write operations on certain layer, the write operation will be redi-
rected to another layer to continue its work so as to avoid waiting time and maintain
the consistency as well. To achieve this target, we will present in detail the mechanisms
for layer generating and deleting, view generating and deleting, and lock applying and
confliction resolving. Also the algorithm and an example of our approach will be given
here. Compared with the other available methods, the advantage of our method is the
avoiding of confliction between read and write operations upon fact tables, which means
that there will be no waiting time any more and therefore desirable system performance
can be achieved. Also, our method can be easily used in memory database. Unlike most
of the multi-version databases, in which multi-version method is deeply integrated with
the database systems, our method is completely independent of the type of database,
which means that it can be used together with any database product.

The remainder of this paper is organized as follows: Section 2 gives the detailed
description of layer-based view approach. Then we present experimental results in Sec-
tion 3, followed by the discussion of the related work (Section 4). Finally, we give the
discussion and conclusion in Section 5.

2 Maintaining Report’s Internal Consistency with Layer-Based
View Approach

In this section, the frequently used concepts will be defined first, followed by the de-
scription of the mechanisms of our approach in detail. Finally, we will give the algo-
rithm and an example of our approach.

2.1 Term and Definition

Definition 1. Layer: A layer, denoted by Δ , is a table to store a set of records
{r0, r1, ..., rn}. Layer can be classified into root layer and non-root layer. If, for two
layers ΔA and ΔB , ΔB is generated from ΔA, we say ΔB is the child of ΔA, which is
denoted by ΔB � ΔA, and ΔA is the parent of ΔB , which is denoted by ΔA ≺ ΔB .

In real-time data cache, every fact table is corresponded to one root layer. Every non-
root layer, which is initially an empty table without any data when generated, has the
same table structure as its parent layer.

Definition 2. View: Let L = {Δ0, Δ1, ..., Δm−1} be a set of layers, and R = {r0, r1,
..., rn−1} be a set of records, where ri ∈ Δj , 0 ≤ i ≤ n − 1 and 0 ≤ j ≤ m − 1.
A view is defined as Γ = (V, φ), where V = {v0, v1, ..., vn−1} is a set of records,
φ(vp) = rq , 0 ≤ p ≤ n − 1 and 0 ≤ q ≤ n − 1. Here we say Γ is composed of
Δ0, Δ1, ..., Δn−1, and Δj is a composing layer of Γ .

A view defines the mapping between every record of itself and the records of its com-
posing layers, from which OLAP tools get to know where the required data actually
locate. There may be many views in the system, but the only view that can be seen by
newly arrived OLAP queries is the ”current view”, which is denoted by Γcurrent. Af-
ter OLAP queries get Γcurrent, they will use it during the whole reading process, even
though the ”current view” now may become ”old view” in the future.
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Definition 3. Area: Let R = {r0, r1, ..., rn} be the set of records that a layer Δ (or a
view Γ ) contains. An area, denoted by δ, is a subset of R. Here we say the area δ is in
the layer Δ (or in the view Γ ), which is denoted by δ ⊆ Δ (or δ ⊆ Γ ). Suppose there
are δ, δ0, δ1, ..., δn−1, where δ ⊆ Γ , δi ⊆ Δj , 0 ≤ i ≤ n − 1, 0 ≤ j ≤ m − 1 and
m is the number of layers. If, by the function φ of Γ , the records in δ are mapped to
the records in δ0, δ1, ..., δn−1, we say that δ is composed of δ0, δ1, ..., δn−1, and δj is a
composing area of δ.

In order to better understand the concepts of layer, area and view, we give an exam-
ple in Fig.2. As can be seen in Fig.2, View1 is composed of three layers, i.e. Layer1,
Layer2 and Layer3. The three records in View1, which are what OLAP tools can see,
are actually located in the three different layers. This is similar to the layer technology
used in painting software (e.g. PhotoShop), where a photo is composed of many layers,
and what we can see is the result of combining the objects in different layers together.
This also explains why a table is called a layer in our paper. In Fig.2, there are four
areas, where Area1 ⊆ Layer1, Area2 ⊆ Layer2, Area3 ⊆ Layer3 and Area4 ⊆ View1.
Area1 contains one record, Area2 contains three records, Area3 contains two records
and Area4 contains three records.

Table A(Layer 1)
ID Product Amount
1
2
3

435
246
178

Computer
Printer
Camera

Table B(Layer 2)
ID Product Amount
1
2
3

117
132
154

Computer
Printer
Camera

Table C(Layer 3)
ID Product Amount
1
2
3

34
89
112

Computer
Printer
Camera

View 1
ID Product Amount
1
2
3

117
246
112

Computer
Printer
Camera

Area 1

Area 3

Area 2

Area 4

Fig. 2. An example of layer, area and view

Definition 4. Lock: A lock Ω is used to lock certain area δ so as to control the read
and write operations upon δ, where δ ⊆ Γ or δ ⊆ Δ. Ωon(δ) and Ωoff (δ) mean
placing locks on and removing locks from δ respectively.

Lock includes ”read lock” and ”write lock” (see Table 1), and read lock has higher pri-
ority than write lock. The former is assigned by system to the OLAP tools to protect
the target area being read from being updated, and the latter is used to inform the other
operations that the target area is being updated by write operation, or else it will proba-
bly lead to the occurrence of inconsistency. Table 2 gives the compatibility relationship
between read lock and write lock. Also a lock can be a virtual lock or an actual lock.
A virtual lock is put on an area in a view, while the target object of an actual lock is an
area in a layer.

2.2 Lock Mechanism

Lock mechanism is responsible for the jobs such as lock applying, lock translating and
lock confliction resolving, so as to effectively control the read and write operations upon
the changing data to maintain the internal consistency of report.
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Table 1. Different types of locks

read lock
virtual lock

write lock
read lock

lock

actual lock
write lock

Table 2. Lock compatibility matrix

read lock write lock
read lock compatible incompatible
write lock incompatible incompatible

Lock applying. Only virtual lock can be applied by OLAP tools and data loading
and updating tools, for what these tools can see in the first place are views instead of
layers.

– Read lock applying. The purpose of read lock is to declare the ”occupation” of
specific area by OLAP tools, which means the loading tools have no right to updat-
ing the ”occupied” area. Since read lock has higher priority than write lock, read
lock applying process never fails. For a multi-pass SQL statement, its read lock
application is submitted as a whole to the system.

– Write lock applying. Write lock is used by updating operation to express the in-
tention of updating certain area. Write lock has lower priority than read lock, and
therefore its request may not be satisfied all the time. For a transactional updating
statement, its write lock application is submitted as a whole to the system.

Definition 5. Lock transforming: Suppose δ is composed of δ0, δ1, ..., δn−1, where δ ⊆
Γ , δi ⊆ Δj , 0 ≤ i ≤ n − 1, 0 ≤ j ≤ m − 1 and m is the number of layers. Lock
transforming is the process of transforming the virtual lock on δ into actual locks on
δ0, δ1, ..., δn−1, which is denoted by Ωon(δ) → Ωon(δ0) ∪ Ωon(δ1) ∪ ... ∪Ωon(δn−1).

A view is composed of one or more layers, and therefore there is a need to transform
the lock on it into one or more locks on layers. The following is an example to explain
the transformation mechanism between virtual lock and actual lock.

In Fig. 3, View1 is composed of three layers, i.e. Layer1, Layer2 and Layer3. While
what OLAP tools can see is View1, with the help of view definition, they will finally
be ”guided” to the three layers where the data actually locate. This also takes place for
write operations. Now suppose that Lock0 is imposed on View1, which can be either
a read lock or a write lock. Through the analysis of view definition, Lock0 is finally
translated into three locks with Lock1 on the second record of Layer1, Lock2 on the
first record of Layer2 and Lock3 on the third record of Layer3.

Table A(Layer 1)
ID Product Amount
1
2
3

435
246
178

Computer
Printer
Camera

Table B(Layer 2)
ID Product Amount
1
2
3

117
132
154

Computer
Printer
Camera

Table C(Layer 3)
ID Product Amount
1
2
3

34
89
112

Computer
Printer
Camera

View 1
ID Product Amount
1
2
3

117
246
112

Computer
Printer
Camera

lock

Lock 2

Lock 0

Lock 1

Lock 3

Fig. 3. The transformation of virtual lock into actual lock
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Definition 6. Lock confliction If, according to the lock compatibility matrix in Table
2, two locks Ωon(δ) and Ω′

on(δ) are incompatible, we say that there is lock conflic-
tion on δ.

Whenever there is lock confliction on δ (δ ⊆ Δ), the write operation has to be redirected
to another layer Δchild, which is a child layer of Δ. If Δchild does not exist, it will be
generated automatically by system through the mechanism of layer generating. This
process is called lock confliction resolving, during which, one important aspect is to
maintain the transactional consistency of the undergoing write operation.

2.3 Layer and View Mechanism

Layer generating: The layer generating process is activated whenever the write oper-
ation needs to be completed in another layer due to the lock confliction, and at the same
time there is not one layer available for it. The newly generated layer has the same table
structure as its parent layer, but is initially empty.

Layer merging and deleting: In order to achieve better system performance, there
is also a need to merge and delete layers under certain condition. Whenever the preset
threshold is met, the layer merging process begins.

View generating: Whenever there is updating against the definition of a view, a new
view containing the newest definition will be generated above the old one with the latter
unchanged, and then the new view becomes Γcurrent. The reason for the generation of a
new view when the definition of the current view is changed, is out of the consideration
of avoiding the confliction between the read operation of OLAP tools and the write
operation of updating against Γcurrent.

View deleting: The process of view deleting begins when certain view is no longer
used by OLAP tools, or it will lead to the depletion of system resources, because new
views are generated constantly along the time. Sometimes the deleting process of views
is also accompanied with the merging of layers.

2.4 The Algorithm for Layer-Based View Approach

Based on the mechanisms described above, we can now implement the layer-based view
approach. Fig. 4 shows the main algorithm for this method. The 5th and 12th lines are
executed concurrently instead of sequentially with the help of multi-thread technology.
In other words, the read process and the confliction resolving process go at the same
time. And for every layer, the confliction resolving process can also execute concurrently.
The read operation will read the right now available data first so as to avoid the waiting
time, and then read the previously write-locked but currently available data. Even though
the transactional updating has to be assured to be finished when the undergoing write
operation needs to be redirected to another layer during the confliction resolving process,
the overall waiting time of read operation is still very little and usually can be neglected
due to the adoption of multi-thread technology as is described above.

In the 7th line, if the undergoing write operation is a part of transactional updating,
it can not be stopped until the transaction is finished. In the 8th and 21th lines, as far as
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Input: an SQL statement S
the current view Γcurrent

Output: execution result of S

1. scan the statement to get the value of δ;
/* δ is the area in Γcurrent that S is requried to lock;*/

2. if S is a read operation
3. Ωon(δ);
4. Ωon(δ) → Ωon(δ0) ∪ Ωon(δ1) ∪ ... ∪ Ωon(δn−1);
5. for (i = 0; i < n; i + +)
6. if (there is lock confliction on δi) /*δi ⊆ Δ*/
7. stop the undergoing write operation rightly;
8. find another right layer Δchild for the undergoing write operation;

/* Δchild is a child layer of Δ; */
9. continue to do the suspended write operation on Δchild;
10. generate a new view Γnew to record the layer information;
11. Γcurrent = Γnew ;
12. read the data on the target layers into a temporary table T ;
13. for (i = 0; i < n; i + +)
14. Ωoff (δi);
15. return T ;
16. else /* S is a write operation*/
17. Ωon(δ);
18. Ωon(δ) → Ωon(δ0) ∪ Ωon(δ1) ∪ ... ∪ Ωon(δn−1);
19. for (i = 0; i < n; i + +)
20. if (there is lock confliction on δi) /*δi ⊆ Δ*/
21. find another right layer Δchild for the write operation of S;
22. do the write operation of S on Δchild;
23. generate a new view Γnew to record the layer information;
24. Γcurrent = Γnew;
25. else
26. do the write operation of S on Δ ;
27. for (i = 0; i < n; i + +)
28. Ωoff (δi);
29. return success information;

Fig. 4. The algorithm for layer-based view approach

Δchild is concerned, it may be the existing child layer of Δ or a newly generated child
layer of Δ according to the different conditions, and it has the same table structure as Δ.

2.5 An Example of Layer-Based View Approach

In order to better understand how our layer-based view approach works, we here give
an example.

As can be seen in Fig.5, at time T1, there is only one layer, i.e. Layer1 in the system.
View1 (Γcurrent) is composed of Layer1, and is also what OLAP tools can see at time
T1. We suppose that a query Q1 has already read-locked all the records (i.e. v1, v2
and v3) of View1 before time T1, and it will not release its read locks until time T3.
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Layer 1
ID Product Amount
1
2
3

435
246
178

Computer
Printer
Camera

View 1
ID Product Amount
1
2
3

435
246
178

Computer
Printer
Camera

Layer 1
ID Product Amount
1
2
3

435
246
178

Computer
Printer
Camera

View 2
ID Product Amount
1
2
3

322
157
178

Computer
Printer
Camera

Layer 2
ID Product Amount
1
2

322
157

Computer
Printer

Layer 1
ID Product Amount
1
2
3

435
246
178

Computer
Printer
Camera

View 3
ID Product Amount
1
2
3

322
49
64

Computer
Printer
Camera

Layer 3
ID Product Amount
1 49Printer

Layer 2
ID Product Amount
1
2
3

322
157
64

Computer
Printer
Camera

v3
v2
v1

r3
r2
r1

v3
v5
v4

r3
r2
r1

r5
r4

v7
v6
v4

r3
r2
r1

r6
r5
r4

r7

T1 T2 T3

T1 T2 T3

T4

T4

Fig. 5. The generating process of layers and views

According to the knowledge about the lock transformation, the virtual read locks on
v1, v2 and v3 of View1, are transformed into the actual read locks on r1, r2 and r3 of
Layer1. So r1, r2 and r3 of Layer1 are all read-locked. Then, at time T1, an update
operation U1 arrives at the system, expecting to update the records v1 and v2 of View1.
Before starting the update work, U1 must apply to the system for the virtual write locks
on v1 and v2. The virtual write locks will then be transformed into the actual write
locks on r1 and r2. However, r1 and r2 are already read-locked by Q1, and also in our
method, read lock has higher priority to write lock, so the write lock application of U1
fails due to the lock confliction. But U1 will not wait for the read locks to be released,
and it will be redirected to Layer2, the child layer of Layer1, to continue its job. In other
words, U1 will write the update results (r4 and r5) into Layer2. Layer2 is automatically
generated by the system to accommodate the write operation U1. After U1 completes its
work, the system will generate a new view, i.e. View2, to reflect the most recent data,
and then View2 becomes Γcurrent. From now on, View2 is what OLAP tools can see,
but View1 will not be deleted until Q1 finishes its work.

Then, at time T2, another query Q2 arrives at the system, and needs to read v4, v5
and v3. Q2 first applies virtual read locks on v4, v5 and v3 of View 2, which will be
transformed into three actual locks, i.e. the actual read locks on r4 and r5 of Layer2,
and the actual read lock on r3 of Layer1. Read lock application will never fail, so Q2
starts to read the locked records, and here we suppose that it will not release its read
locks until the time T3. When Q2 is undergoing its read work, another update operation
U2 arrives at the system, and expects to update the records v5 and v3 of View2. Its
virtual write locks on v5 and v3 of View2 will be transformed into actual write locks,
i.e. the lock on r5 of Layer2 and the lock on r3 of Layer1. Because r3 of Layer1 is
still read-locked, lock confliction occurs, and the system will redirect U2 to Layer2, the
child layer of Layer1, to do the update against r3. Similarly, update operation against r5
will also be redirected to Layer3, the child layer of Layer2. After U2 finishes its work,
the system will generate a new view, i.e. View3, to present the most recent data, and
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then View3 becomes Γcurrent. From now on, View 3 is what OLAP tools can see, but
View2 will not be deleted until Q2 completes its work.

At time T3, both Q1 and Q2 finish their reading job, and release their read locks.
During the whole reading process, data involved in Q1 (r1,r2 and r3) and that involved
in Q2 (r4,r5 and r3) are never changed, so the internal consistency of report is well
maintained. Also, when the reading work is undergoing, the update operations of U1
and U2 are not blocked, instead they perform their jobs smoothly and successfully.

3 Empirical Study

Now we report the performance evaluation of our method. The algorithms were im-
plemented with C++. All the experiments are conducted on 4*2.4GHz CPU (double
core), 32G memory HP Proliant DL585 Server running Windows Server 2003 and Ora-
cle 10g (for operational system and data warehouse) and Oracle TimesTen In-Memory
Database (for real-time data cache).

We use TPC benchmark TPC-H to get the required datasets in our experiment. DB-
GEN, a tool provided by TPC, is used here to generate the required datasets to popu-
late the database in the data source. We take real-time data cache [8] running Oracle
TimesTen In-Memory Database to store all the real-time data. The external data cache
database is generally modeled identically to the data warehouse, but typically contains
only the tables that are real-time. Also through JIM or RJIM system [8], we can seam-
lessly combine the real-time data in the data cache and historical data in the data ware-
house. With the help of Streams Components provided by Oracle 10g, it is easy to
capture the change data in the data source and send them to the destination queue, from
which they are dequeued to be integrated into the data caches.

Performance ratio. In this experiment, we will show that our method can not only
maintain report internal consistency, but also effectively avoid the contention between
read and write operations so as to achieve desirable performance for both update and
query. In order to show the influence of read and write operations upon system per-
formance, we change the contention ratio (denoted by r) between these two kinds of
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Fig. 6. Performance ratio. (1) Fix the load arriving rate, and change the value of contention ratio
r from 0 to 100%. (2) Change the load arriving rate, and for each type of load L1, L2 and L3,
change the value of contention ratio r from 0 to 100%.
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Fig. 7. Memory usage. (1) When there is no layer merging and deleting mechanism, the mem-
ory space is to be exhausted. (2) When there exists layer merging and deleting mechanism, the
memory can be recycled.

operations in the load. Fig. 6 (1) shows how the performance ratio t1/t2 changes when
varying the value of r from 0 to 100%, where t1 denotes the total running time for the
given update and query load L when not taking layer based view approach, and t2 the
total running time for L when taking our method. In Fig. 6 (1), we can see that when r
equals 0, which means there is no read and write contention, the value of t1/t2 is 0.99.
In another word, under such circumstance, it will bring negative benefits, though only a
few, when taking layer based view approach. This is due to the additional cost for layer
management. However, benefits from our method will become more and more evident
when the contention ratio r increases. As can be seen in Fig. 6 (1), the performance
ratio is 5.3 when r equals 100%.

We also test our method under three different kinds of workloads, i.e., L1, L2 and
L3. These workloads contain the same sequence of update and query operations with
the same contention ratio, but feeding the system at different rates. The update and
query operations in L1 arrive at the slowest rate, and those in L3 at the fastest rate. Fig.
6 (2) shows that our method can achieve much better performance ratio (the same as
the definition above, i.e., t1/t2) when arriving rate is faster. Since there will be much
more contention between read and write operations within a given time window when
increasing the arriving rate, it can be concluded that our method can effectively deal
with the query contention issue besides maintaining report internal consistency.

Memory usage. In this experiment, we will show that our method can effectively man-
age memory usage through the mechanism of layer merging and layer deleting. Fig. 7
(1) shows the memory usage when there is no layer merging and deleting mechanism.
In such case, more and more memory is used to support the continuously generated
layers. Since there is no layer dropping mechanism, those layers without any use in the
future still reside in memory, which wastes much memory space and is to exhaust the
limited memory resource in the end. In contrast, the memory resource can be recycled
(see Fig. 7 (2)) when there exists layer merging and deleting mechanism. In Fig. 7 (2),
there are three turning point T1, T2 and T3 in the memory usage curve. At T1 and T3, the
memory usage amounts to a predefined value M , layer merging process starts, which
merges different layers into one if condition is met and drops many useless layers to
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release the memory. At T2, a lot of DELETE operations occurs in the system, which
leads to the start of layer dropping process and much memory is recycled.

4 Related Work
Report’s internal consistency is an important issue for real-time OLAP. Temporal model
(e.g. [10]) can be used to solve the problem, which enables analytical processing of
detailed data based on a stable state at a specific time [11]. While research in temporal
databases has grown immensely in recent years, only a few DWH research projects
paid attention to such problem as temporal model. Until the work done by Bobert et
al. in [10], most of the previous research has been concentrated on performance issues,
rather than higher-level issues, such as conceptual modeling [12]. In [10], an approach
is presented to model conceptual time consistency problems, in which all states that
were not yet known by the system at specific point in time are consistently ignored, and
thus enables timely consistent analyses.

Temporal model addresses the issue of supporting temporal information efficiently
in data warehousing systems, however, keeping temporal data warehouses up-to-date
is complex [11]. Usually, it is more appropriate to be used to deal with the temporal
consistency problem brought by late-arriving data, than to be used to solve the problem
of report’s internal consistency resulting from the continuous data integrating in the
real-time data warehouse environment.

Another desirable way is to use an external real-time data cache, and at the same time
without compromising report’s internal consistency, data latency, or the user experience
[8]. However, there are problems with the method even with the help of JIM system. The
most obvious one is that, in the real-time data warehouses environment, real-time data
cache is continuously updated, and therefore the ”read” operation of getting a snapshot
for OLAP tools will undoubtedly conflict with the ”write” operation of data updating. If
there are many concurrent users in the system, such confliction is to deteriorate system
performance greatly. Such problem can not get resolved simply through adding more
hardware to the system.

Multi-version database is a desirable method to maintain read consistency [9]. To
some extent, our method is similar to multi-version database. However, there are still
great differences between them. For example, our method can provide read consis-
tency for multi-pass SQL statement, but it is hard for multi-version database. Also,
our method is independent of DBMS and can be used in memory database. However,
multi-version method is usually integrated into DBMS products, and can not be used
in memory databases in some cases. Furthermore, our method can effectively deal with
query contention issue besides maintaining report internal consistency, while multi-
version database can not.

There are also some other methods available now, such as using a near real-time ap-
proach and risk mitigation for true real-time [8]. In [13], a new method is presented,
which raises the level of abstraction for the use of replicated and cached data by al-
lowing applications to state their data currency and consistency requirements explic-
itly and having the system take responsibility for producing results that meet those
requirements.
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5 Discussion and Conclusion

In this paper, we have revisited the issue of maintaining internal consistency of report
for real-time OLAP. We propose a new method, called layer-based view, to effectively
maintain report’s internal consistency in real-time data warehouses environment. Impor-
tant concepts such as layer, view and lock are defined, and the related mechanism, espe-
cially the layer generating mechanism, are discussed in detail. The advantages provided
by layer-based view approach include no confliction between read and write operations,
achievement of report’s internal consistency and faster response time for OLAP queries.

Important future research directions in this field will be the appropriate definition of
threshold for layer merging process, and the application of the theory into the field of
read-time data warehouses in business environment.
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Abstract. Exact top-k query processing has attracted much attention recently 
because of its wide use in many research areas. Since missing the truly best an-
swers is inherent and unavoidable due to the user’s subjective judgment, and the 
cost of processing exact top-k queries is highly expensive for datasets with huge 
volume, it is intriguing to answer approximate top-k query instead. In this pa-
per, we first define a novel kind of approximate top-k query, called -
approximate top-k query. Then we introduce an efficient index structure, i.e. 
cube index, based on which, we propose our novel Cube Index Algorithm 
(CIA). We analyze the complexity of both constructing cube index and CIA  
algorithm. Moreover, extensive experiments show that CIA performs much bet-
ter than the well-known approximate TAθ algorithm [3].  

Keywords: Top-k Query Processing, Algorithms, Index. 

1   Introduction 

Exact top-k query processing has gained more and more attention recently because of 
its wide use in many fields, such as information retrieval [16][17], multimedia data-
bases [20][21], P2P and sensor networks [18][19], etc. The main reason for such  
attention is that top-k queries avoid overwhelming the user with a large number of 
uninteresting answers that are resource-consuming.  

However, two main reasons convince us to abandon exact top-k query processing. 
First, the top-k query concept is heuristic anyway. Hardly any user is interested in all 
the exact k answers of a top-k query. Instead, they may be only interested in one or 
several relevant objects in the top-k (e.g. 500 or 2000) answers. So, due to the subjec-
tive judgment of the user, missing the truly best answers is inherent and unavoidable. 
This argument enlightens us to relax exact top-k query to approximate top-k query. 
Second, the cost of processing exact top-k queries is highly expensive for datasets 
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with huge volume, and the size of datasets in practice is always quite huge. So it’s 
intriguing to answer approximate top-k query instead of exact top-k query.  

To answer approximate top-k queries, Fagin et al. propose the TA  algorithm in [3], 
which is based on the TA algorithm. Based on TAθ, Theobald et al. [6] introduced a 
scheme to associate probabilistic guarantees with approximate top-k answers. In [8], 
Amato used a proximity measure to decide if a data region should be inspected or not. 
Only data regions whose proximity to the query region is greater than a specified 
threshold are accessed. This method is used to rank the nearest neighbors to some 
target data object in an approximate manner. Approximate top-k query processing has 
been also studied in peer-to-peer environments. The KLEE system (Michel et al. [2]) 
addressed this problem, where distributed aggregation queries are processed based on 
index lists located at isolated sites. KLEE assumes no random accesses are made to 
index lists located at each peer. 

In this paper, we first define a novel approximate top-k query, called -
approximate top-k query. Then we introduce an efficient index structure, i.e. cube 
index, based on which, we propose our new Cube Index Algorithm (CIA). We ana-
lyze the complexity of both constructing cube index and CIA algorithm. Moreover, 
extensive experiments show that CIA performs much better than the well-known 
approximate TAθ algorithm.  

The rest of this paper is organized as follows: First, we define the computation 
model formally and review the TAθ algorithm in Section 2. In Section 3, we describe 
our method on setting up the cube index and then analyze its time complexity. Based 
on these, we show our algorithm CIA and analyze its cost in Section 4. Thereafter, we 
show the experimental results in Section 5. Finally, in Section 6, we conclude this 
paper and introduce our future work. 

2   Computation Model and TAθ Algorithm 

In this section, we describe the model of top-k problem and review the TAθ algorithm 
[3]. 

Our model of the dataset can be described as follows: assume the database D con-
sists of n objects, which are denoted as x1, x2 … xn. Each object x is an m-dimensional 
vector (s1(x), s2(x) … sm(x)), where si(x) is the ith local score of x as a real number in 
the interval [0, 1]. For a given object x, x has a total score of f(x)= f(s1(x), s2(x) … 
sm(x)), where the m-dimensional aggregate function f is supposed to be increasingly 
monotonic: 
 
Definition 2.1. Monotonic Function. An aggregate function f is increasingly mono-
tonic if f (a1, a2 … am) ≤ f (a1’, a2’ … am’), whenever ai ≤ ai’ for every i. 

In this paper, we assume the aggregate function is weighted summation function, 
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=∑ , where si(x) ∈ [0, 1] and 
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i

w
=

=∑  (wi ≠ 0). We can easily verify that 
weighted summation function is increasingly monotonic. Exact top-k query is to find 
k objects with the highest total scores. For approximate top-k query, Fagin et al. [3] 
defined a θ-approximation to the top-k answers:  
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Definition 2.2. -Approximation [3]. Let Y be a collection of k objects such that for 
each y among Y and each z not among Y, there are θf(y) ≥ f(z), where θ >1. Then Y is 
one of the top-k answers with -approximation and θ is the relative approximation 
coefficient. 

To solve the θ-approximation top-k query, Fagin et al. [3] proposed the TAθ algo-
rithm, based on the threshold algorithm (i.e. TA). TAθ is described in Fig. 1. 

 
Threshold Algorithm with θ-Approximation (TA ) 
Pre-computing Phase: 
For each attribute i ∈ {1, 2 … m}, get every si(xj) where j ∈ {1, 2 … n} and insert 
them into a sorted list Li. Sorted list means that objects in each list are sorted in 
descending order by the si(xj) value. 
Computing Phase: 
1: Do sorted access in parallel to each of the m lists. As an object is seen through 
sorted access in some list, do random access to the other lists to find all its remain-
ing local scores, and compute its overall score. Maintain a set Y containing the k 
objects whose overall scores are the highest among all the objects seen so far. 
2: For each list Li, let si be the last local score seen under sorted access in Li. De-
fine the threshold value τ to be τ = f (s1, s2… sm).. 
3: Halt when θ∙Mk ≥ τ, where Mk = min{ f (x) | x ∈ Y}.

Fig. 1. Threshold Algorithm with θ-Approximation 

3   Cube Index 

Before proposing our algorithm, we first introduce an efficient indexing structure 
called cube index to support such μ-approximation top-k query processing. 

3.1   Description of Cube Index 

We map the database to an m-dimensional hyperspace [0, 1]m; each object xj with 
scores (s1(xj), s2(xj) …sm(xj)) in the database is mapped to an m-dimensional point pj = 
(s1(xj), s2(xj) …sm(xj)) in [0, 1]m. We will not distinguish between object x and its cor-
responding point p discussed below. Similarly, si(p) is the value of p’s ith dimension 
and f(p) is p’s total score. 

Now we define a -approximation to the top-k answers.  
 

Definition 3.1. -Approximation. Let Y be a collection of k objects such that for each 
y among Y and each z not among Y, there are f(y)+  ≥ f(z), where 0 <  ≤ 1. Then Y 
is one of the top-k answers with -approximation and  is the proportional approxi-
mation coefficient.  
 

Definition 3.2. Dominate [7]. Point p1 dominates point p2 if and only if for each i ∈ 
{1, 2 … m}, si(p1) ≥ si(p2) and there exists at least one member j of {1, 2 … m} satis-
fying sj(p1) > sj(p2).  
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Observation 3.1. If point p1 dominates point p2, then f(p1) > f(p2), where f is an ag-
gregate monotone function.  
 
Proof. We can easily get the correctness of Observation 3.1 according to the defini-
tions of aggregate monotone function and dominate.             □ 

 
Definition 3.3. Skyline [7]. The skyline of a dataset D is the set of points that are not 
dominated by any point in D.  
 
Definition 3.4. Bottom Point. The bottom point of a hypercube is the vertex whose 
values of every dimension are all lowest in the hypercube.  

For example, the bottom point of the 3-dimensional cube [0.2, 0.3] × [0.1, 0.2] × [0.5, 
0.6] is (0.2, 0.1, 0.5).  
 
Observation 3.2. All other points in a hypercube dominate the bottom point.  
 
Proof. We can easily get the correctness of Observation 3.2 according to the defini-
tions of dominate and bottom point.                                                      □ 

Now we show the cube partition method on the m-dimensional hyperspace [0, 1]m, 
which is described as follows:  

Firstly, we set the length of the edge of each hypercube as μ, where μ ∈ [0, 1]. 
Then we divide the interval [0, 1] into several μ-segments from 1 to 0 until the rest is 
shorter than μ. Each dimension is divided in this way so that the m-dimensional 
hyperspace [0, 1]m is partitioned into several hypercubes or sub-hyperspaces. Thereaf-
ter, we classify all the points in database into several sets: Point pi belongs to bpi’s 
associated point set Si if and only if pi is in the hypercube whose bottom point is bpi.  

We call this partition method the μ-cube partition.  
 

Definition 3.5. Sky Point. For a μ-cube partition, the sky point is the point whose 
values in every dimension are all 1 − μ, that is, the point (1 − μ, 1 − μ… 1 − μ).  

Apparently, sky point is the very bottom point which dominates all the other bot-
tom points and the set {sky point} is the skyline of the set of bottom points.  
 

Definition 3.6. Neighbor. Bottom point bp1 is a neighbor of bottom point bp2 if and 

only if they satisfy 1 2

1

( ) ( )
1

m
i i

i

s bp s bp

μ=

⎡ − ⎤
=⎢ ⎥

⎢ ⎥
∑ . 

 

Definition 3.7. Superior. Bottom point bp1 is a superior of bottom point bp2 if  
and only if bp1 is a neighbor of bp2 and bp1 dominates bp2.  
 
Definition 3.8. Inferior. Bottom point bp1 is an inferior of bottom point bp2 if and 
only if bp1 is a neighbor of bp2 and bp1 is dominated by bp2.  

Discussions on special cases: 

1) For the points in the hypercube whose bottom point is the sky point belong to 
the 0th set S0.  

2) The points on the intersecting hyperplane of several neighboring hypercubes 
belong to the hypercube whose bottom point dominates the others’ bottom point.  
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3) The points coinciding with bpi belong to set Si.  
4) If Si.size = 0 and i ≠ 0, then remove bpi from the set of bottom points. Mean-

while, for each inferior inf of bpi, regard all the superiors of bpi as inf’s superiors too; 
for each superior sup of bpi, regard all the inferiors of bpi as sup’s inferiors too. 
 

Definition 3.9. μ-Cube Index. For a μ-cube partition, the μ-cube index is an index list 
or array whose entries are ids of the bottom points. Each bottom point bpi has its asso-
ciated point set Si as well as its superiors’ ids and inferiors’ ids. 

3.2   Complexity Analysis of μ-Cube Indexing Method 

Now we analyze the time complexity of the method on setting up the cube index, 
which is done in the pre-computing phase.  

According to the description, the most time-consuming calculations in a μ-cube 
partition are to find the superiors and inferiors of each bottom point and to classify all 
the points in database into their corresponding sets.  

Actually, the superiors and inferiors of each bottom point bp can be determined by 
the following two simple formulas: 
1. For each i ∈ {1, 2 … m} and si(bp) ≠ 0, bottom point bp’ is one inferior of bp, 

satisfying  
a. si(bp’) = (si(bp)− )⋅H(si(bp)− ), where H(x) is the Heaviside step function; 
b. sj(bp’) = sj(bp) for each j ∈ {1, 2 … m} and j ≠ i. 

2. Bottom point bp’ is one inferior of bp if and only if bp is one superior of bp’.  

There are 1
m

μ
⎡ ⎤
⎢ ⎥
⎢ ⎥

 bottom points in total, so the time complexity to find the superiors 

and inferiors of each bottom point is 1
m

O m
μ

⎛ ⎞⎡ ⎤⎜ ⎟×⎢ ⎥⎜ ⎟⎢ ⎥⎝ ⎠
.  

On the other hand, each point p in database belongs to set Si if and only if set Si’s 
corresponding bottom point bpi satisfies that for each i ∈ {1, 2 … m},  

a. si(bp) = 1 ( ) 1 ( )
(1 ) (1 )

s p s pi iHμ μ
μ μ

⎡ ⎤ ⎡ ⎤− −
− × × − ×⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥

 if si(p) ≠ 1, where H(x) is the Heaviside 
step function; 
b. si(bp) = 1 − μ when si(p) = 1.  

Similarly, there are n points in database, so the time complexity to classify all the 
points in database into their corresponding sets is O(mn).  

Therefore, the total time complexity in the pre-computing phase is 1
m

O m mn
μ

⎛ ⎞⎡ ⎤⎜ ⎟+⎢ ⎥⎜ ⎟⎢ ⎥⎝ ⎠
  

. 

4   The Cube Index Algorithm 

4.1   Description of Cube Index Algorithm 

Based on the μ-cube index, we now propose a novel algorithm to answer the -
approximation top-k query: the Cube Index Algorithm (i.e. CIA), which is described 
by the pseudo-code in Fig. 2. 
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Cube Index Algorithm (CIA) 
Pre-computing Phase: 

Execute the normalization then set up the μ-cube index on the database. 
Computing Phase: 

1: Y = ∅, CL = ∅, T = {sky point}, where Y is the result set while CL is the sorted 
candidate list according to the total scores and T is a temp set.  
2: if S0.size ≤ k then 
3:    add all points in S0 into Y 
4: else 
5:    Selectively Add k points in S0 into Y. 
6: bpi = sky point. 
7: while (Y.size < k) do 
8:    for each inferior inf of bpi do 
9:       if inf has not been accessed before and all superiors of inf is among T then 
10:     Access inf and insert it into CL 
11:     else 
12:     Continue. 
13:   if CL.size > k − Y.size then 
14:     Only keep the first k − Y.size points in CL. 
15:   Let bpi be the bottom point with the highest score in CL and move it into T. 
16:   if Si.size ≤ k − Y.size then 
17:     add all points in Si into Y 
18:   else 
19:     Selectively Add k − Y.size points in Si into Y. 
20: Return Y. 

Fig. 2. Cube Index Algorithm 

Here Selectively Add in the pseudo-code is a sub- method to improve the precision 
of the algorithm qualitatively. It can be to add the points at random, or to add them 
from the points in skyline of Si or others ways.  

4.2   μ-Approximation of Cube Index Algorithm 

To proof the -approximation of CIA, we first introduce three lemmas and a corollary 
as follows. 

Lemma 4.1. Set T is always the top-(T.size) answers to the set of bottom points. 
Proof. (By mathematical induction) Basis: Set T = {sky point} is the top-1 answers to 
the set of bottom points. Actually, sky point dominates all the other bottom points for 
the formula of μ-cube index and the definition of sky point. According to Observation 
3.1, the sky point is the top-1 in the set of bottom points. 

Inductive step: Assume that set T is the top-j answers to the set of bottom points  
now, then the bottom point bpi with the highest score in CL is the top-(j + 1) in the set 
of bottom points and is supposed to be moved to set T from CL. 
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Actually, only the points in the CL now have the chance to be the top-(j + 1). Oth-
erwise, for a point bp which is not in CL or set T, either bp has been accessed before 
or bp has at least one superior that is not in set T. In the first case, according to the 
algorithm, CIA halts if and only if Y.size = k, so Y.size < k before the algorithm halts. 
If bp has been accessed before and be removed from CL, then there exist at least 
T.size+(k−Y.size)≥ T.size+1 = j + 1 points whose total scores are higher than bp so 
that bp even has no chance to be one of the top-(j + 1) answers. In the other case, 
according to the definition of superior and Observation 3.1, every superior sup of bp 
satisfies f(sup) > f(bp), so once sup is not in the top-j answers, or set T, bp has no 
chance to be one of the top-(j + 1) answers. Furthermore, for each point bp in CL, 
where bp ≠ bpi, bp is impossible to be one of the top-(j + 1) answers because even bpi 
is not in the top-j answers. Therefore, bpi is the top-(j + 1) in the set of bottom points. 

Conclusion: When CIA halts, set T is the top-(T.size) answers to the set of bottom 
points.                                                         □ 
 

Corollary 4.1. Bottom points are moved into set T in descending order of total score. 
Proof. From the proof of Lemma 4.1, we easily conclude that bottom points are 
moved into set T in descending order of total score.                                                    □ 
 
Lemma 4.2. When CIA halts, there is at most one bottom point bpj in set T satisfying 
Sj ⊈ Y, where bpj is the one with the lowest score in set T and for each bpi ∈ T and bpi ≠ bpj, Si ⊆ Y. 
Proof. According to the algorithm, the sub-method Selectively Add is executed if and 
only if Sj.size > k − Y.size. In this case, we Selectively Add k − Y.size points in Sj into 
Y so that Sj ⊈ Y. Thus there would be Y.size = k once the Selectively Add has been 
executed, where CIA halts. So the sub-method Selectively Add can be executed at 
most once. For Corollary 4.1, bpj is the one with the lowest score in set T. However, 
in the case that Si.size ≤ k − Y.size, we add the whole Si into set Y so that Si ⊆ Y.  

Therefore, when CIA halts, there is at most one bottom point bpj in set T satisfying 
Sj ⊈ Y, where bpj is the one with the lowest score in set T and for each bpi ∈ T and bpi ≠ bpj, Si ⊆ Y.                                                                                                            □ 
 
Lemma 4.3. For point pi∈Si and point pj∈Sj, if f(bpi) ≥ f(bpj), then f(pi)+  ≥ f(pj). 
Proof. According to the formula of μ-cube index and the definition of bottom point, 
for each l ∈ {1, 2 … m}, there is sl(bpj) ≤ sl(pj) ≤ sl(bpj) + . Considering 

1

( ) ( )
m

l l
l

f x w s x
=

=∑ , where sl(x) ∈ [0, 1] and 
1

1
m

l
l

w
=

=∑ , we have  

1 1 1

( ) ( ) ( ) ( ) ( )
m m m

j j l l j l l j l j
l l l

f bp f p w s p w s p w f bpμ μ μ
= = =

⎡ ⎤≤ ≤ + = + = +⎣ ⎦∑ ∑ ∑
 for Observation 3.1 and Observation 3.2. We can also get f(bpi)≤f(pi) in the same 

way.  
Therefore, f(pi)+  ≥ f(bpi) +  ≥ f(bpj) +  ≥ f(pj).                                                  □ 

 
Theorem 4.1. CIA based on μ-cube index finds the top-k answers with -
approximation. 
Proof. According to the algorithm, if bpi ∉ T, any member of Si has no chance to be 
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added into set Y. That is, for each y ∈ Y and y ∈ Sy, there must be bpy ∈ T. And from 
Lemma 4.1, we know that set T is the top-(T.size) answers to the set of bottom points. 
For each point z ∉ Y and z ∈ Sz and for each y ∈ Y and y ∈ Sy, if bpz ∉ T, then f(bpy) ≥ 
f(bpz), so f(y)+  ≥ f(z) for Lemma 4.3. In the other case, if bpz ∈ T, since z ∉ Y, mean-
ing Sz ⊈ Y, bpz is the one with the lowest score in set T according to Lemma 4.2. So 
we also have f(bpy) ≥ f(bpz) and f(y)+  ≥ f(z).  

Therefore, for each y among Y and each z not among Y, there is f(y)+  ≥ f(z). That 
is, CIA based on μ-cube index finds the top-k answers with -approximation.            □ 

4.3   Cost Analysis of Cube Index Algorithm 

According to Fagin et al. [3], the cost of the top-k query is proportional to the times of 
accessing or aggregating the objects. For the CIA, the cost is the number of bottom 
points accessed in the query.  

First, let bp be the last bottom point added into set T. Denote B1 = {sky point} + 
{bp | bp is a bottom point which is accessed in the query} and B2 = T – {bp}. Accord-
ing to Lemma 4.1 and Corollary 4.1, B2 is the top-(T.size −1) answers to the set of 
bottom points.  
 
Theorem 4.2. The cost of the CIA is T.size – 2 + skyline( 2B ).size, where 2B  is the 
complementary set of B2. 
Proof. We only need to show that B1 = B2 + skyline( 2B ). Actually, it can be proved by 
apagoge. 

Case 1: If there exists bp ∈ B2 + skyline( 2B ) but bp ∉ B1, then we know bp is not  
the sky point. 

sub-case 1: If bp ∈ B2, since B2 = T – {bp} ⇒ B2 ⊂ T, according to the algorithm, 
bp has no chance to be added into set T if bp has not been accessed. So it will conflict 
with the algorithm.  

sub-case 2: If bp ∈ skyline( 2B ), then all the superiors of bp is in B2 because there is 
no any point in 2B  dominating bp according to the definition of skyline. However, in 
CIA, all points whose all superiors are in T must be accessed before the CIA halts. As 
B2 ⊂ T, bp must be accessed, which contradicts the assumption that bp ∉ B1.  

Case 2: If there exists bp ∈ B1 but bp ∉ B2 + skyline( 2B ), then bp belongs to neither 
B2 nor skyline( 2B ). The fact that bp ∉ B2 indicates bp is not in the top-(T.size −1) 
answers to the set of bottom points so bp is not the sky point because {sky point} is 
the top-1 answers. Therefore, bp has chance to be accessed if and only if all the supe-
riors of bp are in B2 for the algorithm. However, bp ∉ skyline( 2B ), meaning that bp 
has at least one superior that is not in T so bp cannot be accessed. Thus the assump-
tion has no chance to be true.  

Therefore, B1 = B2 + skyline( 2B ). Besides, since skyline( 2B ) ⊆ 2B , B2 ⋂ sky-
line( 2B ) = ∅. So B1.size = B2.size + skyline( 2B ).size. Moreover, B2.size = T.size – 1 
and the cost of the CIA is B1.size – 1, considering that the sky point is not accessed in 
the algorithm. 

Therefore, the cost of the CIA is B1.size – 1 = T.size – 1 + skyline( 2B ).size – 1 = 
T.size – 2 + skyline( 2B ).size.                                                                                          □ 
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5   Experiments 

In this section, we conduct extensive experiments to evaluate the performance of our 
algorithm. Our algorithm is implemented in C/C++ language. We perform our expe-
riments on an 8-CPU server with 8GB shared memory and each CPU is 4-core Intel 
Xeon E5430 2.66GHz.  

5.1   Turning μ-Approximation into  - Approximation 

According to the definitions of - approximation and -approximation, if set Y is the 
top-k answers with -approximation, for each y among Y and each z not among Y, 

there are f(y)+  ≥ f(z). So we have (1 ) ( ) ( )
( )

f y f z
f y

μ+ ≥ . Let f(y) be the kth highest total 

score in set Y so that 
( ) ( )f y f y

μ μ≤ . Therefore, the relative approximation coefficient 

( )f y

μθ = , or  = f(y)∙ . 
In our experiments, we run the CIA over the databases to find the value of f(y) and 

then the TA  runs on -approximation of

 
( )f y

μθ = . We choose the  -approximation 

as the criterion of approximation to run our tests. 

5.2   Evaluation Metrics 

In our tests, the following measures are collected for efficiency comparison [6]: 
accesses: the number of items accessed in the query without duplication; 
precision: the fraction of top-k results in an approximate result that belongs to the 

exact top-k result; 
recall: the fraction of top-k results in the exact result that were returned by the ap-

proximate top-k query; 
rank distance: the footrule distance [14] between the ranks of the approximate 

top-k results and their true ranks in the exact top-k result, i.e., 
1

1
( )

k

i

i truerank i
k =

−∑ , where 

truerank(i) is the ith returned object’s true rank in the exact top-k result.  
score error: the absolute error between approximate and exact top-k scores, i.e.,  

( ) ( )

1

1 k
approx exact

i i
i

totalscore totalscore
k =

−∑ ,  

where scorei
(approx) is the total score of the ith object in the approximate top-k result 

while scorei
(exact) is the total score of the ith object in the exact top-k result.  

Because the precision and the recall have the same denominator k, they have iden-
tical values in our setup. We regard the recall as a formal measure in our tests, instead 
of precision.  

5.3   Description of Datasets 

We do experiments on two synthetic datasets. All generated local scores belong to the 
interval [0, 1]. The two synthetic datasets are produced to model different input  
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scenarios. They are UI and NI respectively. UI contains datasets in which objects’ 
local scores are uniformly and independently generated for the different lists. NI con-
tains datasets in which objects’ local scores are normally and independently generated 
for the different lists. For synthetic datasets, our default settings for different parame-
ters are shown in Table 1. As mentioned above, approximate top-k queries are usually 
applied in the cases that the values of n is fairly large, which could cause considerable 
cost and delays to return the exact query answers. Therefore, in our tests, the default 
number of data items in each list is 1,000,000, i.e. n=1,000,000. Typically, users are 
interested in a small number of top answers, thus we set k = 500 as the default value 
of k, which is a tiny value compared with n. We set m as 3 since most previous works 
evaluate their algorithms on datasets with 3 lists like [4]. Finally, we set 0.05 as the 
default value of . 

We run our tests with default precision (  = 0.05) and high precision (  = 0.005) 
over each dataset respectively. Furthermore, we run the algorithms on the datasets  
with large value of k (2000) to observe the effect of k on the performance. 

Table 1. Default values of experimental parameters 

Parameters Default Values 

The number of objects, i.e. n 1,000,000 
The number of lists, i.e. m 3 
The number of results returned, i.e. k 500 
The precision of results returned, i.e.  0.05 
Aggregate function 0.2s1+0.3s2+0.5s3 

 
For real datasets, we choose El Nino dataset1 and Forest Cover (FC) dataset2. El 

Nino dataset contains 93935 objects and FC dataset contains 581012 objects. El Nino 
contains oceanographic and surface meteorological readings taken from a series of 
buoys positioned throughout the equatorial Pacific. The data is expected to aid in the 
understanding and prediction of El Nino/Southern Oscillation (ENSO) cycles. FC 
contains 581012 forest land cells (i.e. objects), having four attributes (i.e. lists): hori-
zontal distance to nearest surface water features, vertical distance to nearest surface 
water features, horizontal distance to nearest roadways, and horizontal distance to 
nearest wildfire ignition points. For both real datasets, we choose 3 lists and normal-

ize the dataset with the formula: ( )is t M in
M ax M in

−
−

, where si(t) is t’s ith local score. 

5.4   Experimental Results 

Fig. 3 illustrates the experimental results where all the parameters are set as default 
values. Apparently, CIA has significant reduction on the number of accesses over 
every dataset. Compared with the TA , CIA reduces more than 99% accesses during  

                                                           
1  From UCI KDD. http://kdd.ics.uci.edu/databases/el_nino/el_nino.html 
2  From UCI KDD. http://kdd.ics.uci.edu/databases/covertype/covertype.html 
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the query process. Apart from this, CIA is also dominant on other evaluation metrics, 
namely recall, rank distance and score error over every dataset but FC, where CIA is 
a little inferior to TA  on these aspects. 

The experimental results shown in Fig. 4 when k = 2000 on each dataset are similar 
to the results when all the parameters are set as default values. From the results, we 
can see that CIA also has great reduction on the number of accesses compared with 
the TA . In terms of the other aspects, CIA performs much better than TA  over every 
dataset except FC.  

Fig. 5 shows us the experimental results where the parameters are set as default 
values except that , the precision of results returned is 0.005. Obviously, CIA is 
more efficient than TA  considerably but is transcended in other measures. Therefore, 
CIA has lower accuracy compared with TA  but still keeps its efficiency in the  
queries with high precision. 

 
Results for UI accesses recall rank distance score error 
TA  10527 0.50200 281.78800 0.008390 

CIA 7 0.75600 88.404000 0.002428 

Results for NI accesses recall rank distance score error 
TA  10703 0.52600 242.084000 0.007883 

CIA 7 0.76800 88.180000 0.002601 

Results for EI accesses recall rank distance score error 
TA  1890 0.29200 702.208000 0.006722 

CIA 2 0.66600 124.584000 0.001354 

Results for FC accesses recall rank distance score error 
TA  5031 0.99200 0.506000 0.000017 

CIA 61 0.83800 35.214000 0.001281 

Fig. 3. Performance of CIA vs. TA  when k = 500 and  = 0.05 

Results for UI accesses recall rank distance score error 
TA  28778 0.77900 232.320500 0.003214 

CIA 24 0.83700 158.745000 0.001843 

Results for NI accesses recall rank distance score error 
TA  29375 0.80200 194.234000 0.002834 

CIA 26 0.85100 136.511000 0.001665 

Results for EI accesses recall rank distance score error 
TA  4519 0.70300 463.897000 0.006876 

CIA 4 0.94750 17.667000 0.000258 

Results for FC accesses recall rank distance score error 
TA  10084 0.94150 23.150500 0.000418 

CIA 138 0.89650 75.043000 0.001175 

Fig. 4. Performance of CIA vs. TA  when k = 2000 and  = 0.05 
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Results for UI accesses recall rank distance score error 
TA  40683 0.99800 0.030000 0.000001 

CIA 532 0.97400 1.112000 0.000031 

Results for NI accesses recall rank distance score error 
TA  40371 0.99999 0.000001 0.000001 

CIA 539 0.97800 0.678000 0.000023 

Results for EI accesses recall rank distance score error 
TA  8941 0.99999 0.000001 0.000001 

CIA 22 0.96200 2.200000 0.000023 

Results forFC accesses recall rank distance score error 
TA  10482 0.99999 0.000001 0.000001 

CIA 552 0.97400 0.840000 0.000027 

Fig. 5. Performance of CIA vs. TA  when k = 500 and  = 0.005 
Summary: From all the experimental results, we know that CIA improves signifi-
cantly not only on the number of accesses, but also on other evaluation metrics in the 
queries with default precision. In addition, we can also learn the fact that CIA still 
keeps its efficiency and accuracy when the value of k is considerable large. However, 
CIA is not dominant on all the evaluation metrics over some datasets, like FC in our 
tests. Finally, in the queries with high precision, our algorithm is considerably supe-
rior to TA  on the number of accesses but have little advantage on other respects. 

6   Conclusions and Future Work 

In this paper, we analyzed the model of the top-k queries and gave some observations. 
To measure the approximation of the top-k answers, we defined a novel approxima-
tion, -approximation to the top-k answers. Then we introduce an efficient indexing 
structure called -cube index to support this kind of approximate query. Based on the 

-cube index on the dataset, we proposed our algorithm, the Cube Index Algorithm to 
answer the -approximation top-k queries. The main advantage of CIA is that we 
choose the bottom point of a hypercube to approximately represent the points in the 
hypercube and run the algorithm to find the top-T.size in the set of bottom points so 
that the number of accesses can be reduced significantly. Extensive experimental 
results on both generated and real-world datasets show that our algorithm owns higher 
accuracy with less cost, compared with TA .  

In the future work, we plan to turn our algorithm into exact algorithm based on the 
cube index ideas. 
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Abstract. With the development of the techniques of Event Detection
and Tracking, it is feasible to gather text information from many sources
and structure it into events which are constructed online automatically
and updated temporally. There are always diversified versions to describe
an event and users usually are eager to know all the versions. With the
huge quantity of documents, it is almost impossible for users to read all of
them. In this paper, we formally define the problem of event diversified
versions discovery. We introduce a novel and principled model (called
DVD) for discovering diversified versions for events. Unlike traditional
clustering methods, we apply an iterative algorithm on a bipartite graph
integrating co-occurrence and semantics to select the popular words and
filter them to reduce the tight correlation between documents in a spe-
cific event. Hybrid link structures between words are utilized to find the
hierarchical relationships. We employ a web communities discovery al-
gorithm to construct virtual-documents which consist of a bag of words
indicating one of the diversified versions. Under Rocchio Classification
framework, we can classify the documents to diversified versions. With
our novel evaluation method, empirical experiments on two real datasets
show that DVD is effective and outperforms various related algorithms,
including classic K-means and LDA.

Keywords: Diversified Versions Discovery, popular words selection.

1 Introduction

With the fast development of modern technologies, every day there is a large
number of new information produced. Currently document flood which comes
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from different websites spreads throughout the web and users can be easily
trapped in news sea. In some news websites, the mess-up information could be
gathered together, turned into event, issue, topic or special manually by editors,
and displayed to users, for instance, Yahoo! News Topics(http://news.yahoo.
com/topics) and CNN Special Coverage & Hot Topics(http://edition.cnn.
com/SPECIALS). With the development of the techniques of Topic Detection and
Tracking (TDT)[1], some practical web service can gather news information from
many websites and structure it into news topics which are constructed online
automatically and updated temporally, such as Google News.

Owing to the techniques of TDT, it is feasible for a user to know “what’s
happening” and “what’s new”. However, there are always diversified versions
to describe an event. With the huge quantity of documents constructed and
updated at all times, it is almost impossible for users to read all of them. In many
scenarios, it is appealing to have a technique to automatic discover diversified
versions of a popular event. Hence, diversified versions discovery is a challenging
and valuable research subject.

Fig. 1 shows a diversified versions example about the disputable truth of
Cheonan sink. Although it is almost impossible to give the truth from those
versions, we can try to show all the mainstream versions to users. As another
example, after watching Inception which is a movie event, users will express their
diversified views on how many levels of the dream in the movie is and whether
the spanning top drops in ending. Although we cannot give what it really is, we
can show fans the existing different versions.

Fig. 1. A diversified versions example: the controversial truth of Cheonan sink

In this paper, we formally define the problem of event diversified versions
discovery. Intuitively, the task can be regarded as a problem of clustering. How-
ever,these documents can be divided in one specific event, just because of existing
of the tight correlations between them. Therefore the traditional clustering meth-
ods have poor performance. Motivated by above problems of previous methods,

http://news.yahoo.com/topics
http://news.yahoo.com/topics
http://edition.cnn.com/SPECIALS
http://edition.cnn.com/SPECIALS
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we introduce a novel and principled model (called DVD) for discovering di-
versified versions of a specific event that consists of a quantity of documents
information. DVD is composed of three major phases and effective to achieve
the task of diversified versions discovery.

Discovering event diversified versions is important and challenging in many
ways. The similarity between documents, which are influenced by the popular
words, is changed after filtering the popular words. Indeed, our approach can be
combined with any existing event detection algorithms and present the diversified
versions for an event. We show that DVD is motivated by and well reflects the
existing observations and findings. Empirical experiments on two real datasets
show that DVD is effective and outperforms various related algorithms.

The rest of this paper is organized as follows. In Section 2, we revisit the
related work. Section 3 gives the problem formulation. Section 4 introduces
the model for event diversified versions discovery. Experiments in Section 5 show
the performance of DVD. Section 6 summarizes contributions of this paper.

2 Related Work

Topic detection and tracking (TDT) research has been extensively studied in
previous work. Pilot experiments in retrospectively and incrementally clustering
of text documents have been done as a part of event detection task initiative [2]
and query document like retrieval [3]. Others follow their work on event detection
[4], improving clustering techniques [5] and novelty detection [6]. Topic tracking
also stimulates many researches because events are dynamic and evolutionary
character is studied in [7]. Tracking captured dependencies in news topics, either
casual or temporal in [8] and threads topics. Our work is related with above-
mentioned work. Finding a new event which have diversified versions requires
technology of event detection. Event tracking helps us to access the documents
stream. Nevertheless, our work is distinct from these work before. We focus on
discovering diversified versions rather than whether events are found.

PageRank [9][10] and HITS[11] are both famous ranking algorithms. These
algorithms use linkage analysis for ranking based on graph. Graph is used and
acts well in many other aspects besides ranking. In [12], a method based on graph
mining is used to discover topics about scientific papers, however it is crippled
because of low efficiency. In[13], the researchers use a new way based on graph
for multiple documents summarization. The thought of using graphs is employed
in our paper, and we use the method to select popular words and compute
the similarity between documents. Either Maximum Flow[14] or Community
Trawling[15] is one of the most classical web communities discovery algorithm,
in our paper, we employ Maximum Flow to discover the word communities.

To the best of our knowledge, our approach has different characteristics from
all previous work. In this paper, we formally define the problem of event di-
versified versions discovery and present a novel model DVD to solve the
problem.
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3 Problem Formulation

In this section, we formally define the related concepts and the task of diversified
versions discovery. Let us begin with defining a few key concepts as follows.

Document. Let Dε = {dε
1, d

ε
2, ..., d

ε
n} be the set of documents published about

a specific event ε, where dε
i is the text document. dε

i is represented by a bag of
words from a fixed vocabulary W ε = {wε

1, w
ε
2, ..., w

ε
m}. That is, dε

i = {c(dε
i , w

ε
1),

c(dε
i , w

ε
2), ..., c(d

ε
i , w

ε
m)}, where c(dε

i , w
ε) denotes the number of occurrences of

word wε in dε
i .

Version. Let V ε = {vε
1, v

ε
2, ..., v

ε
k} be the set of versions describing the truth of

event ε, where vε
i represents a version. vε

i is represented by a word distribution.
With the definitions of key concepts, we can now formally define the major

task of diversified versions discovery. Given the input of a set of documents Dε,
the task is:

Diversified Versions Discovery. Formally, we want to infer the set of versions
V ε about the event ε. An event may consist of diversified versions. By inferring
the set of versions, we expect to keep track of different aspects about an event,
give users multilateral understanding of an event and classify documents to the
diversified versions of an event, etc.

4 Diversified Versions Discovery

4.1 System Framework for DVD

Intuitively, the task can be regarded as clustering problem. However, in a specific
event, there are the tight correlations between documents. Therefore the classic
clustering methods have poor performance. For solving the problem, we propose
DVD. As shown in Fig. 2, the system framework of DVD is composed of three
major phases. It works as follows:

1) Hybrid Link Words Graph Construction. Words can be considered as
foundations for supporting many documents. We apply an iterative algorithm on
a bipartite graph to select the popular words and filter them to reduce the tight
correlation between documents. Afterwards, in order to find the hierarchical
relationships between words, we take efforts to construct the words graph to
capture hybrid link structures.

2) Word Communities Discovery. Based on basic words graph, we employ a
communities discovery algorithm to obtain word communities. Based on the word
distribution of communities, we can build the virtual-documents. Each virtual-
document consists of a bag of words, which can describe the word distribution
of a version.

3) Versions Classification. We utilize a vector to indicate the centroid of every
version represented by the virtual-document built in phase 2). The weight of a
vector is computed based on the features of documents. Afterwards, we employ
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Fig. 2. The system framework for the model of DVD

the Rocchio classification framework to classify the documents to diversified
versions.

In the following subsections, phases 1), 2), and 3) are formally expressed.

4.2 Hybrid Link Words Graph Construction

The words are the most elementary units to express the context of a document,
we can regard them as foundations for supporting documents. Hence we can dis-
cover affiliations between documents by mining the relationships between words.
The words graph is the most intuitive structure to illustrate the relationships
between words. In this section, we present a novel hybrid link structure to find
the hierarchical relationships between words.

The popular words play a important part in building the tight correlations
between documents. Because the popular words exist, the classic clustering meth-
ods have poor performance on diversified versions discovery. Therefore, we will
select the popular words and filter them. Note that, before we start, we have
removed the stop words and stemmed all the other words.

Popular Words Selection. We employ an iterative algorithm to select pop-
ular words. Given the set of documents Dε, we can construct a bipartite graph
G = (Vm ∪ Vl, E). In G, each vertex in Vm corresponds to a word whose docu-
ment frequency is more than average document frequency and each vertex in Vl

corresponds to a word whose document frequency is less than average document
frequency. An edge in E connects two vertexes in Vm and Vl respectively. Note
that there is no intra-set edges linking two vertexes in Vm or Vl. Furthermore,
each edge ei,j ∈ E is associated with a non-negative weight mi,j . The score of
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mi,j measures the relationship between word wε
i and wε

j . Hence we can utilize
the bipartite graph to model the intrinsic relationship between Vm and Vl.

Besides using the co-occurrence frequency of words within sentences, we can
also adopt sematic similarity to estimate mij . An obvious way to measure the
semantic similarity between two words wi and wj is to measure the distance
between them in WordNet1. This can be done by finding the paths from each
sense of wi to each sense of wj and then selecting the shortest such path. we
compute path length similarity between wi and wj using the formula:

sim(wi, wj) = − log
len(wi, wj)

2 · max{depth(wi), depth(wj)} . (1)

where len(wi, wj) is the number of nodes in path from wi to wj and depth(w)
is the length of the path to word w from the global root. Therefore the mij can
be defined as follow:

mij = λ · CoSentence(wi, wj) + (1 − λ) · sim(wi, wj). (2)

where CoSentence(wi, wj) is co-occurrence frequency of words within sentences
and λ is an application parameter. We want to show that by constructing a
simple bipartite graph and adapting an iterative algorithm on it, we can select
popular words effectively.

Inspired by HITS algorithm[11], we give an iterative algorithm to select the
popular words. In our case, we assume that 1) If a word in Vm is connected
to more words in Vl, the word is more popular. 2) If there is a tight sematic
similarity between two words, then they can transform more popular value to
each other. With the above assumptions, we present an iterative formula as
follows:

Popular(wp) =
∑

qi:qi→p

mpqi∑
pj∈out(qi) mpjqi

Popular(wqi). (3)

where out(qi) indicates the set of words connected by the word wqi . Popular(w)
is the current popular value of word w. Based on Equation (3), we can iterate to
compute every word popular value and select the top k popular words to filter.

Words Graph Construction. In order to discover the relationships between
words, we can construct the words linkage graph G(V, E). Words are considered
as vertexes V and links as edges E. Each edge eij is associated with an affinity
weight f(wi → wj) between wi and wj (i �= j). Two vertices are connected if
their weight is larger than 0 and we let f(wi → wi) = 0 to avoid self transition.

Except document and sentence, in the hybrid link structures, we take another
structure called event snippet into consideration. [16] firstly defines the concept
of event snippet which are the different Latent Ingredients(LIs) in one document.
They present a novel event snippet recognition models based on LIs extraction
and exploit a set of useful features consisting of context similarity, distance
restriction, entity influence from thesaurus and temporal proximity.
1 http://wordnet.princetion.edu

http://wordnet.princetion.edu
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Fig. 3. Hierarchical hybrid linkage layer

Now we can take efforts to capture hybrid link structures to discover the
hierarchical relationships between words. Note that in our proposed words graph,
the linkage between words can be categorized into three different layers. The first
layer is the intra-sentence links between words from the same sentences, denoted
by Lsentence. These words are closely connected. The second layer of intra-snippet
links is between the words from the same snippets, namely Lsnippet. Although
from different sentences, they present the “citation” relationship within the same
snippets. The last layer Ldocument represents the intra-doc from same documents
connections. All the hierarchical relationships between words can be described
in Fig. 3. Utilizing the hierarchical linkages, f(wi → wj) is expressed as follow:

f(wi → wj) =α · CoSentence(wi, wj) + β · CoSnippet(wi, wj)
+ (1 − α − β) · CoDocument(wi, wj).

(4)

where CoSentence(wi, wj), CoSnippet(wi, wj) and CoDocument(wi, wj) are the
co-occurrence frequency of words within sentences, snippets and documents re-
spectively. α and β are two application parameters, which are restricted between
0 and 1. Computing the hybrid affinity weight by Equation (4), we can construct
a words graph to build the hierarchical relationships between words.

4.3 Word Communities Discovery and Versions Classification

After hybrid link words graph constructed in previous subsection, we can begin
to mine the relationships between words. In our case, we assume that the words
in one version should have tighter relationships to each other than to the words
not in the version. With the above assumption, versions can be regarded as the
communities in the hybrid link words graph.

We employ maximum flow[14] to identify the communities. The seed words
are selected based on the popular value computed in Section 4.2, excluding the
words already filtered. Afterwards, each version can be described by the word set
within a community. Under the bag of words concept, a word set can be regarded
as a document, called virtual-document. Therefore, the set of versions V ε can be
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indicated by a virtual-document set V Dε = {V Dε
1, V Dε

2, ..., V Dε
k}, where V Dε

j

is one of virtual-documents. Each V Dε
j is represented by a bag of words from

a word community. That is V Dε
j = {wε

1,vdε
j
, wε

2,vdε
j
, ..., wε

kj ,vdε
j
}. Based on the

virtual-document set, we can start to classify the real documents to versions.
Given the virtual-document set V Dε, we try to build document-to-version clas-

sifier, which only depends on the virtual-document set V Dε. We considered every
virtual-document V Dε

j as the centroid of a version for a nearest-neighbor clas-
sifier based on Rocchio classification framework[17] with only positive examples
and no relevance feedback. Each centroid is defined as a vector vε

j = {vi|wε
vi ∈

W ε ∩ V Dε
j}, where vi is the weight of word wε

vi . The weight vi is the sum of its
tf -idf values in document set Dε, normalized by RSS (Root Sum Square) of weights
of the words in the virtual-document set V Dε

j , that is:

vi =
1

‖vε
j‖

∑
dε

k

tfidf(wε
vi , dε

k). (5)

where tfidf(wε
vi , dε

k) is the tf -idf value of the word wε
vi on the document dε

k.
The classification is based on the cosine of the angle between the document

and the virtual-document, that is:

vε
max = arg max

vε
j∈V ε

vj

‖vj‖ · d

‖d‖

= arg max
vε

j∈V ε

∑
i∈|F | v

i · di√∑
i∈|F |(vi)2

√∑
i∈|F |(di)2

.
(6)

where F is the union set of words of document and virtual-document. The score
is normalized by the document and virtual-document length to produce com-
parable score. The terms vi and di represent the weight of the ith word in the
virtual-document and the document respectively. The weights in document side
are based on the standard tf -idf formula. As the score of the max version is
normalized with regard to document length, the scores for different documents
are comparable. Experiment shows that the Rocchio classifier performs well on
judges on the document versions assignment.

5 Experiments

In this section, we describe the experimental designs and evaluation of event
diversified version discovery. We show the effectiveness of our model DVD with
experiments both on a smaller dataset Cheonan sink (including 533 documents,
called CS) and on a larger dataset Michael Jackson death (including 812 docu-
ments, called MJD). CS is an event about the sinking of South Korean warship
Cheonan and causes the discussion on who sank it. Analogously, MJD causes
the discussion on truth of Michael Jackson’s death. We crawl documents from
the mainstream news web portals, such as BBC, Reuters, MSNBC, NYTimes,
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People, to build the dataset. Since there is no existing standard test set for
diversified versions discovery, we opt to construct our own test sets. We first
present the evaluation criterion for DVD. Then we illustrate and analyze the
experimental results.

5.1 Evaluation

With regard to an event, it is almost impossible to manually observe all the
documents and classify them into different versions. Hence, we evaluate the
effectiveness of DVD in a pairwise judge task.

In the pairwise judge task, we focus on judging whether a pair of documents
belongs to the same version. Firstly we construct the pairwise standard test sets.
We randomly sample 200 pairs of documents for CS and 300 pairs of documents
for MJD. We make sure each document is different from others, which enhances
the evaluation reliability. Afterwards, each pair of documents is shown to volun-
teers and whether the pair of documents belongs to the same version depends
on the voting result. If a result is hard to judge, the pair of documents will be
discarded and we will add a new pair of documents to test set, which guarantees
effectiveness of the test set. Finally, we can obtain the pairwise test set, denoted
as Tε = {<< dε

i1
, dε

i2
>, vi >| vi ∈ {0, 1}, dε

i1
∈ Dε, dε

i2
∈ Dε}, where vi = 1 indi-

cates that dε
i1

and dε
i2

belong to the same version and vi = 0 indicates otherwise
situation. Specifically, we construct the pairwise test sets of CS and MJD, which
are abbreviated to Tcs and Tmj respectively.

In our evaluation, we use the Precision criterion in the pairwise test task.
Given the pairwise documents < dε

i1 , d
ε
i2 >, each method can give a judge v′i.

Hence, we can define Precision in the pairwise test task as Pscore, that is:

Pscore =

∑
<di1 ,di2> vi � v′i

|Tε| . (7)

where |Tε| represents the size of the pairwise test set for event ε. � is XNOR.

5.2 Parameter Tuning

In order to set application parameters, we start our experiment from examining
their influence. There are four application parameters, α, β, λ and k. We discuss
them respectively in this section.

Firstly, we examine the influence of factor α and β under specific λ, k. During
every “training and testing” process, we vary α from 0 to 1 with the step of 0.1
and make the same move to β. We check the Pscore when these two parameters
change in Fig. 4 and get a best α and β value pair (αbest and βbest). The best
Pscore is achieved when α = 0.6 and β = 0.3 in CS and α = 0.7 and β = 0.2 in
MJD. Furthermore, we can see that α can more significantly effect Pscore than
β and when α or β increases the Pscore will increase and then decrease.

The parameter λ and k tuning procedure is listed in Table 1. We can adjust
every parameter by fixing others. λ can balance the influence of co-sentence
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Fig. 4. α, β tuning under specific λ, k in CS and MJD

and semantics in the process of computing the popular words. When λ equals
0.2, Pscore can get the optimum value. However, when λ gets larger the Pscore

will decay and when λ is 1 or 0 the Pscore seems not too bad, which indicates
the effect of semantics is weak. k can decide the granularity of filtering popular
words. Table 1 illustrates that Pscore is greatly influenced by filtering factor.
Both high and low k significantly reduce the Pscore. From Table 1, we can see
that Pscore can obtain the optimum value when k = 100 and λ = 0.2.

Table 1. Parameter tuning of λ , k in CS and MJD

k 100 λ 0.2
λ 0.0 0.2 0.4 0.6 0.8 1.0 k 0 50 100 500 1000 5000

αbest 0.6 0.6 0.6 0.6 0.5 0.5 αbest 0.9 0.7 0.6 0.1 0.0 0.0
CS βbest 0.3 0.3 0.3 0.3 0.3 0.3 βbest 0.1 0.3 0.3 0.4 0.0 0.0

Pscore 0.800 0.835 0.795 0.745 0.715 0.715 Pscore 0.615 0.785 0.835 0.645 0.555 0.505
αbest 0.7 0.7 0.7 0.6 0.6 0.6 αbest 1.0 0.7 0.7 0.2 0.0 0.0

MJD βbest 0.2 0.2 0.2 0.3 0.3 0.3 βbest 0.0 0.2 0.2 0.2 0.2 0.2
Pscore 0.787 0.827 0.807 0.767 0.757 0.757 Pscore 0.657 0.767 0.827 0.703 0.623 0.477

5.3 Performace and Discussion

In this section, we study quantitatively the effectiveness of the proposed DVD.
Comparisons against related algorithms are also conducted. The related algo-
rithms studied include:

• K-means, which clusters the documents based on the text similarity.
• LDA, which clusters the documents based on the word distribution.
• DVD-rf, which implements a special version of DVD without removing any

popular words.
• DVD-s, which implements a special version of DVD only using co-occurrence

within sentence to construct words graph.
• DVD-ss, which implements a special version of DVD using co-occurrence

within sentence and snippet to construct words graph.
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Fig. 5. Pscore performance comparison in the pairwise test task of CS and MJD

We compare the performance of DVD with related algorithms in the two built
pairwise test sets, Tcs and Tmj . The Pscore performance of the pairwise judge
task in Tcs and Tmj is demonstrated in Fig. 5. From Fig. 5 we can see that the
classic K-means and LDA are not satisfactory. Since DVD-rf only using words
cluster which is similar to K-means, it also dosen’t perform well. DVD-s, DVD-
ss and DVD outperform other related algorithms, which demonstrates that the
popular words filtering is important and effective. Moreover, DVD performs little
better than DVD-ss which performs better than DVD-s. It illustrates that the
hybrid link can improve the performance. Besides, the snippet is more useful
than document for improving the results.

Tangible benefit can be realized when applying our model to a demo system.
We combine DVD with a graph-based multi-document summarization algorithm
(GMS) proposed by Wan et al[18]. We apply GMS on the document set of each
version. A snapshot from our demo system is present in Fig. 6. Each row shows
the summarization of a version. Users can click button “article” to browse the
document set. The versions proposed by our model perform well, for example,
the upper three results talk homicide, heart attack and propofol respectively.

Fig. 6. A snapshot of our demo system
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6 Conclusion

In this paper, we present an event diversified versions discovery model, which
helps in quickly learning from multilateral description of a specific event. Within
our innovative model, we take three phases to achieve this task. An iterative al-
gorithm is applied on a bipartite graph integrating co-occurrence and semantics
to select popular words. After filtering them and hence reducing the tight corre-
lations between documents, we construct a hybrid link words graph to find the
hierarchical relationships between words. With a communities discovery algo-
rithm, we can build the virtual-documents to describe the centroid of versions.
Under Rocchio Classification framework, we classify the documents to diversified
versions. Experiments on real datasets show that our approach is effective.

While the work in this paper exhibits good performance, there is much more
room for further improvement along this direction. In the future, combined with
trustworthy analyzing techniques, we can present the most trustable version for
users, which is very urgent and important in practical applications.
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Abstract. Skyline query is an effective method to process large-sized multi-
dimensional data sets as it can pinpoint the target data so that dominated data 
(say, 95% of data) can be efficiently excluded as unnecessary data objects. 
However, most of the conventional skyline algorithms were developed to han-
dle numerical data. Thus, most of the text data were excluded from being proc-
essed by the algorithms. In this paper, we pioneer an entirely new domain for 
skyline query—namely, the categorical data—with which the corresponding 
ranking measures for the skyline queries are developed. We tested our proposed 
algorithm using the ACM Computing Classification System.  

Keywords: Skyline, categorical data, domination, classification tree. 

1   Introduction 

As skyline query effectively retrieves results by utilizing the concept of domination 
among data [1, 2, 3], it has been recognized as a crucial research subject centered on 
decision support system and visualization and has gained significance in data processing 
of massive storage [4, 5, 6, 7, 8, 9, 10]. In many applications, skyline query provides 
more meaningful results (than “nearest neighbour answers” returned by the usual top-k 
queries) and more semantically valuable results. Despite the performance improvement 
provided by a diversity of skyline query algorithms, text-based data have been ignored as 
these algorithms primarily focused on handling numerical data. In this paper, we present 
a skyline query method that handles tree-constructed categorical data. Noticing the dif-
ferences between the characteristics of numerical data and categorical data [11] when 
data were used as skyline query objects, we quantify the distance [12] between categori-
cal data. As such, the relative semantic distances from categorical data are extracted, 
which are then applied to the skyline query. To avoid distraction, we limit the scope of 
this paper to cases where categories are given as tree-formed metadata like structure 
information of XML or ACM Classification System [13]. 

Table 1 shows the position of our current paper (which deals with skyline query for 
categorical data) with respect to related works (which handle classification and/or 
numerical data). Among the most relevant works, Ref. [14] focused on skylines  
with partially-ordered domains, whereas we emphasized on distance functions. Al-
though categorical data have been studied for a long time in various contexts, the 
corresponding similarity measures for categorical data were data-driven (i.e., different 
measures for different data sets) [15, 16, 17, 18, 19]. 
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Table 1.  Categorization of our approach and its related works 

 Numerical data Categorical data 

Classification 
Many conventional classification meth-
ods 

Poset [5], flexible XML semantics [7], 
topologically sorted [11], SDC [14], Wu 
& Palmer [21] 

Skyline query 

NN [1], BNL [2], D&C [2], BBS [6], 
distance-based skyline [8], object space 
partitioning [9], skyline for uncertain 
data [10] 

Our approach: The CDSS algorithm 

 

The rest of the paper is organized as follows. Next section reviews relative seman-
tic distance functions for categorical data. Section 3 introduces our categorical data 
skyline search (CDSS) algorithm. Section 4 shows experiments results conducted on 
the ACM classification. Finally, conclusions are presented in Section 5. 

2   Formal Representation of Distance for Categorical Data 

2.1   Semantic Distance Function 

Categorical data consisting of nodes N (that specify keywords) and edges E (that 
connect nodes x,y∈N) can be represented in a tree form T(N,E) as a categorical inclu-
sion relation. See definitions below. 
 
Definition 1. The level difference (n) between two arbitrary nodes is defined as the 
largest number of abstracted levels from the two nodes to their lowest common ab-
stract node. 
 
Definition 2. The n-level neighbour nodes are the nodes that share a common ab-
stract node with a level difference value of n. 

Example 1. Fig. 1 depicts a tree representation of categorical data in the ACM Com-
puting Classification System [13]. The level difference between “Arrays” and “Data 
encryption” is 2 because the abstracted levels from these two nodes to “Data” (their 
lowest common abstract node) are 2 and 1, respectively. “Arrays” and “Trees” are 1-
level neighbour nodes (with the common abstract node “Data structures”), “Data 
structures” and “Data encryption” are also 1-level neighbour nodes (with the common 
abstract node “Data”), whereas “Arrays” and “Code breaking” are 2-level neighbour 
nodes (with the common abstract node “Data”).                                                    ■ 

Based on the above definitions, we observe the following two properties of cate-
gorical data: (i) Distances between every pair of nodes can be derived. (ii) The smaller 
the level difference between the two nodes, the more are their semantic similarity. 

Example 2. Based on the above properties, distances between any two arbitrary nodes in 
the ACM Computing Classification System [13] can be derived. Then, we observed that 
the distance between “Data structures” and “Arrays” (i.e., level difference of 1) is smaller 
than that between “Data structures” and “Code breaking” (i.e., level difference of 2), 
which means the former pair is semantically more similar than the latter one.          ■ 

In this paper, we define the following distance function for categorical data. 
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Definition 3. Given a categorical tree T(N,E), the distance between categorical nodes 
x,y∈N can be computed as follows:  

 DWP(x,y) = 1 – [2nzr / (nxz + nyz + 2nzr)] (1) 

where z is the common ancestor node for x,y∈N, nzr is the level difference between z 
& the root, nxz is the level difference between x & z, and nyz is the level difference 
between y & z. 

 

Fig. 1. ACM Computing Classification System (with EWP-based distance for skyline query) 

Theorem 1. The distance defined in Definition 3 satisfies the following properties: (i) 
DWP(x,z) < DWP(x,y) + DWP(y,z) for all x,y,z∈N, (ii) DWP(x,x) = 0 for all x∈N, 
(iii) DWP(x,y) = DWP(y,x) for all x,y∈N, and (iv) 0 ≤ DWP(x,z) ≤ 1 for all x,y∈N. 

Example 3. Given Fig. 1, the distance between “Arrays” and “Trees” can be com-
puted using Equation (1): DWP(“Arrays”, “Trees”) = 1 – [2*3 / (1 + 1 + 2*3)] = 0.25. 
Similarly, DWP(“Code breaking”, “DES”) = 1 – [2*3 / (1 + 1 + 2*3)] = 0.25, 
DWP(“Data structures”, “Data encryption”) = 1 – [2*2 / (1 + 1 + 2*2)] = 1/3, 
DWP(“Data structures”, “DES”) = 1 – [2*2 / (1 + 2 + 2*2)] = 3/7, DWP(“Data”, “In-
formation systems”) = 1 – [2*1 / (1 + 1 + 2*1)] = 0.5, and DWP(“Arrays”, “Arrays”) = 
1 – [2*4 / (0 + 0 + 2*4)] = 0.                                                                                 ■ 

With Equation (1), the distance between any two categorical nodes is between 0 
and 1 inclusive (with 0 indicating two identical nodes and large value indicating dis-
tant nodes). The shorter the distance between two categorical nodes, the more is the 
relevance between them. This is congruous to other distance functions [20].  

2.2   Improved Distance Function 

The aforementioned distance is referred as WP because it utilized Wu and 
Palmer [21]. Despite its advantage of providing reference for categorical data, the WP 
distance suffers from several limitations such as the attribution of identical distance 
values for every node of the same dimension regardless of the number of their child  
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nodes. For instance, although there are four child nodes (e.g., “Arrays”, “Trees”) for 
“Data structures” and only two child nodes (i.e., “Code breaking”, “DES”) for “Data 
encryption”, DWP(“Arrays”, “Trees”) = 0.25 = DWP(“Code breaking”, “DES”).  In 
other words, the WP distance fails to capture information about the number of child or 
sibling nodes. To overcome such a limitation, we assign different weights based on 
the number of child or sibling nodes. The resulting distance function is referred as the 
Extended-Wu and Palmer (EWP). See the definition below. 

Definition 4. Given a categorical tree T(N,E), the distance between categorical nodes 
x,y∈N can be computed as follows:  

 DEWP(x,y) = 1 – [2wz nzr / (nxz + wy nyz + 2wz nzr)] (2) 

where z is the common ancestor node for x,y∈N, wz = 1 + number of child nodes of z, 
nzr is the level difference between z & the root, wy = 1 + the number of sibling nodes 
of y (including itself), nxz is the level difference between x & z, and nyz is the level 
difference between y & z. 

Example 4. Given Fig. 1, the EWP distance between “Arrays” and “Trees” can be 
computed using Equation (2): DEWP(“Arrays”, “Trees”) = 1 – [2*5*3 / (1 + 5*1 + 
2*5*3)] = 1/6. Similarly, DEWP(“Code breaking”, “DES”) = 1 – [2*3*3 / (1 + 3 + 
2*3*3)] = 2/11.                                                                                                             ■ 

3   Our Skyline Query Algorithm 

In this section, we propose an algorithm called CDSS for categorical data skyline, 
which uses the above distance functions. In abstract term, the algorithm finds a sky-
line set based on (i) the categorical tree T representing categorical data, (ii) a data set 
P containing multiple data objects (i.e., P={P1, …, Pm}) and (iii) a user-specified 
keyword set K. Specifically, the algorithm first searches for top-k data objects rele-
vant to the user keyword set K. Once these objects are found, the algorithm then com-
putes the relative distance (e.g., using the WP or EWP distance) based on categorical 
keywords {Q1, …, Qd} and categorical properties of the top-k data objects that are in 
d-dimensional data set (where d is the total number of categorical keywords). Each 
dimension indicates a categorical keyword. After computing the distance, skyline 
query algorithms such as NN [1] and BBS [6] can then be applied to get the resulting 
skyline set. Note that objects corresponding to each categorical keyword Qi in the 
categorical tree T ought to have a domination relation such that (i) D(Qi) = minj 
DEWP(Qi,Pj) and (ii) argminj DEWP(Qi,Pj) is the most semantically relevant object with 
respect to the categorical keyword Qi.  

Example 5. When a user submits a query with keyword set {“retrieval”}, the CDSS 
algorithm finds top-k data objects (say, top-k papers) relevant to the topic of retrieval. 
Once the data set P consisting of these top-k data objects are found, the algorithm 
computes the relative distance based on the two given categorical keywords 
{Q1=“Arrays”, Q2=“Types of systems”} contained in the categorical tree T of cate-
gorical data. Then, these top-k data objects (e.g., P1=“Data storage”, P2=“Hash ta-
ble”, and P3=“Equipment”) are in a two-dimensional data set. Using Equation (2), the 
CDSS algorithm computes DEWP(Q1,P1)=0.143, DEWP(Q1,P2)=0.25 and 
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DEWP(Q1,P3)=0.7. Similarly, the algorithm computes DEWP(Q2,P1)=0.739, 
DEWP(Q2,P2)=0.786 and DEWP(Q2,P3)=0.2. See Fig. 1. Based on these distance 
values, the algorithm computes the distance for each categorical keyword: D(Q1) = 
minj DEWP(Q1,Pj) = 0.143 and D(Q2) = minj DEWP(Q2,Pj) = 0.2, which means 
P1=“Data storage” is the most relevant paper with respect to category Q1=“Arrays” 
and P3=“Equipment” is the most relevant paper with respect to category Q2=“Types 
of systems”. Afterwards, skyline query algorithms can be applied to these data. ■ 

4   Experimental Evaluation 

The experiment was conducted on WWW 2007-2008 and TODS 2005-2008 papers in 
the ACM Digital Library [22]. Here, K1={“TODS”, “2005”, “2006”, “2007”, “2008”} 
and K2={“WWW conference”, “2007”, “2008”} are examples of input keyword sets 
used for selecting the initial data set of 165 and 300 top-k data objects; q1= 
{Q11=“Database applications”, Q12=“Heterogeneous databases”}, q2={“Formal lan-
guages”, “Knowledge acquisition”} and q3={“Relational databases”, “Abstracting 
methods”} are examples of categorical keyword sets used in our experiments. 

First, we compared the difference between WP and EWP distances. In Fig. 2, the 
skyline of data is arranged by the semantic distance computed by BBS [6]. In each 
experiment, data computed as the skyline were depicted by lines connecting the data 
points. The results showed that categorical data (which were previously excluded 
from computation of skyline) can now be applied to skyline query.  

 

  

  

Fig. 2. Comparison between the WP and EWP distance functions 

Second, we measured precision ratio (i.e., the ratio of the number of skyline result 
nodes to the total number of object nodes). Fig. 3 shows that WP returned about 10% 
of the total data as skyline results, whereas EWP returned about 0.5% to 4%. This 
indicates the capability of using EWP in retrieving outstandingly accurate results, i.e., 
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effective processing of multi-dimensional data with massive storage. Specifically, a 
problem associated with the WP distance was related to the shallowness of categorical 
tree (e.g., maximum depth level is 5 for the ACM Classification System). The average 
depth level of the document set for K1 was 4.62. As such, the utility of the skyline 
query was undermined. In contrast, EWP successfully improved the distance function.  
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Fig. 3. Precision ratio Fig. 4. Scalability: Runtime 
vs. amount of data 

Fig. 5. Dimensionality: Run-
time vs. #dimensions 

Finally, we evaluated the scalability and dimensionality of the CDSS algorithm. 
Fig. 4 depicts the comparison associated with an increase in the amount of data, and 
Fig. 5 illustrates performance changes with respect to dimension growth. Here, we 
used three different data distribution—namely, uniform, correlated and anti-correlated 
distribution. 

5   Conclusions 

Previously, skyline queries were operated only for numerical data, and thus could not 
process queries for most of the text data. This paper suggested a new algorithm that 
widens the applicability of skyline to categorical data. The algorithm queries the 
skyline based on a function that calculates the distance between two nodes for cate-
gorical data, by which more semantically meaningful answers can be generated than 
the top-k results returned by conventional queries. Our experimental results on the 
ACM Computing Classification System showed that our two proposed distance func-
tions—WP and EWP—led up to 30% and 60% enhancements, respectively.  
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Abstract. Wikipedia is well known as a free encyclopedia, which is a type of 
collaborative repository system that allows the viewer to create and edit articles 
directly in the web browser. The weakness of the Wikipedia system is the pos-
sibility of manipulation and vandalism cannot be ruled out, so that the quality of 
any given Wikipedia article is not guaranteed. It is an important work to estab-
lish a quality evaluation method to help users decide how much they should 
trust an article in Wikipedia. In this paper we investigate the edit history of Wi-
kipedia articles and propose a model of network structure of editors. We pro-
pose an algorithm to calculate the network structural indicator restoreratio. We 
use the proposed indicator combined with existing metrics to predict the quality 
of Wikipedia articles through support vector machine technology. The experi-
mental results show that the proposed indicator has better performance in quali-
ty evaluation than several existing metrics. 

Keywords: Wikipedia, quality evaluation, web mining, edit network, web trust. 

1   Introduction 

Wikipedia is well known as a free, collaborative, multilingual encyclopedia. It has 
over 15 million articles in over 270 languages, as measured in June 2010. These ar-
ticles have been written collaboratively by volunteers around the world, and almost all 
of its articles can be edited by anyone with access to the site. Wikipedia is currently 
the largest and most popular general reference work on the Internet, which is con-
stantly listed in the top ten most visited websites worldwide. 

Every editable page on Wikipedia has an associated edit history, which is accessed 
by clicking the "history" tab at the top of the page. The page history contains a list of 
the page's previous revisions, including the date and time of each edit, the username 
or IP address of the user who made it, and their edit summary. 

Wikipedia grows in the span of a few years to become one of the most widely used 
sources of information on the web. It owes its growth and breadth of coverage to  
its ability to harness the contributions of millions of individuals, ranging from casual 
visitors, to domain experts, to dedicated editors. It allows viewers to edit the  
articles directly within the web browser. With Wikipedia the articles are contributed 
voluntarily by everyday web users, whereas with traditional encyclopedias, the  
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articles are written by experts. The openness of the system attracts many volunteers, 
who write, update and maintain the articles. According to a study of the scientific 
magazine, Nature, the quality of Wikipedia is comparable to that of the traditional 
Encyclopedia Britannica. 

On the other hand, the open process that gives rise to Wikipedia content makes it 
difficult for visitors to form an idea of the reliability of the content. Wikipedia articles 
are constantly changing, and the contributors range from domain experts, to vandals, to 
dedicated editors, to superficial contributors not fully aware of the quality standards the 
Wikipedia aspires to attain. Wikipedia visitors are presented with the latest version of 
each article they visit: this latest version does not offer them any simple insight into 
how the article content has evolved into its most current form, nor does it offer a meas-
ure of how much the content can be relied upon. These considerations generated inter-
est in algorithmic systems for estimating the quality of Wikipedia articles.  

The open access has been known to cause quality problems. The possibility of ma-
nipulation and vandalism cannot be ruled out. For example, inaccurate information is 
occasionally published by opportunistic or inexperienced contributors. Additionally, 
when articles are not being focused on by the Wikipedia community and hence there 
is a lack of volunteers providing content, these articles can be incomplete or insuffi-
cient. As a consequence, the quality and accuracy of any given Wikipedia article 
cannot be guaranteed. To overcome this weakness Wikipedia has developed several 
user-driven approaches for evaluating the articles. High quality articles can be marked 
as “Good Articles” or “Featured Articles” whereas poor quality articles can be 
marked as “Articles for Deletion”. However, these user-driven evaluations can only 
partially solve the problem of quality transparency since only a very small part of 
Wikipedia is evaluated by them. For example in June 2010 only about 0.5% of  
articles were evaluated in the Wikipedia. Another difficulty of the user-driven evalua-
tions is that Wikipedia contents are by their nature highly dynamic and the evalua-
tions often become obsolete rather quickly. Due to these conditions, recent research 
work involves automatic quality assessment that is being developed specifically for 
Wikipedia. In this paper we provide a new approach using network structural indica-
tors to effectively measure the quality of the Wikipedia articles. The indicators are 
based on the structure of editors of a certain article through its edit history. 

The rest of this paper is organized as follows. In Section 2, we survey previous re-
search about Wikipedia, especially on the trustworthiness and quality measurement of 
articles.  In Section 3, we propose a model of Wikipedia article network structures 
and an algorithm to calculate the network structural indicator. Then we explain how 
the indicator can affect the quality of articles. In Section 4, we use the proposed indi-
cator combining with existing metrics for evaluating the quality of articles. We use 
the support vector machine technology to predict the quality of randomly picked ar-
ticles. The experiment results show that our proposed method is more accurate than 
existing ones. Section 5 concludes this paper. 

2   Related Work 

The incredible success of Wikipedia has attracted a lot of researchers. So it is not 
surprising that numerous researches about Wikipedia have appeared in the last few 
years. There is a wide and interdisciplinary array of issues being discussed, such as 
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visualization tools [16], motivations for participation [8], the effects of coordination 
and collaboration, vandalism analysis and detection [10, 15, 17, 19], reputation sys-
tems [13], quality assurance and automatic quality measurement [1, 3, 4, 6, 12, 13, 
18]. Relating to quality assessment there are two divisions of research. The first group 
investigates the trustworthiness of the text of a Wikipedia article whereas the second 
one is involved in the assessment of the quality of the article. 

2.1   Computing the Trustworthiness of Text 

The methods in this category offer a means for predicting the accuracy of certain facts 
of an article. Cross [4] introduces an approach that calculates the trustworthiness 
throughout the life span of the text in the article and marks this by using different 
colors. Adler and de Alfaro calculate the reputation of the authors of the Wikipedia by 
using the survival time of their edits as the first step. Then they analyze exactly which 
text of an article was inserted by precisely which author. Finally, based on the reputa-
tion score of the respective authors, Adler and de Alfaro are able to compute the 
trustworthiness of each word [2]. Analog to Cross they illustrate the trustworthiness 
by using color-coding. 

2.2   Assessing the Quality of Articles 

A first work in this category was published by Lih [12], who discovered a correlation 
of the quality of an article with the number of editors as well as the number of article 
revisions. Lim et al. define three models for ranking Wikipedia articles according to 
their quality level[13]. The models are based on the length of the article, the total 
number of revisions and the reputation of the authors, which is measured by the total 
number of their previous edits. Zeng et al. propose to compute the quality of a particu-
lar article version with a Bayesian network from the reputation of its author, the num-
ber of words the author has changed and the quality score of the previous version[15]. 
Furthermore, on the basis of a statistical comparison of a sample of Featured and 
Non-Featured Articles in the English Wikipedia, Stvilia et al. constructed seven com-
plex metrics and used a combination of them for quality measurement[18]. Dondio et 
al. derived ten metrics from research related to collaboration in order to predict quali-
ty[6]. Blumenstock[3] investigates over 100 partial simple metrics, for example the 
number of words, characters, sentences, internal and external links, etc. He evaluates 
the metrics by using them for classifications between Featured and Non-Featured 
Articles. Zeng et al., Stvilia et al. and Dondio et al. used a similar evaluation method 
which enables the evaluation results to be compared. Blumenstock demonstrates, with 
an accuracy of classification of 97%, that the number of words is the best current 
metric for distinguishing between Featured and Non-Featured Articles. 

2.3   Evaluating Method Using Lifecycle 

Wöhner et al. proposed a novel method to calculate quality of Wikipedia articles 
using lifecycle calculations[20]. Wikipedia includes a great number of articles i=1..n 
that were edited by the Wikipedia authors during the life span. With every contribu-
tion, a new article version vi,j is created. The index i refers to the article identification 
number and the index j to the version. The versions are chronologically ordered,  
starting with j=1. The version vi,0 is technically defined as an empty one, in other 
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words it is the version before any content was added. To analyze the changes over 
time, the life span has been divided into periods. As the periods of analysis, we use 
months, since a shorter period causes overly high volatility of the metrics, whereas a 
longer period does not enable us to track the metrics precisely. The period in which a 
version was generated is called p(vi,j). If an article i gets a Wikipedia evaluation, we 
call the period in which the article becomes a candidate for the respective Wikipedia 
evaluation c(i). 

For the calculation of the persistent and the transient contributions we have to pa-
rameterize the differences between two article versions. Therefore, we define the 
editing distance dis(i,j,k) as that which shows the difference between the versions vi,j 

and vi,k. It refers to the number of words which were deleted from the former version 
and the number of words which were inserted into the newer version. 

To calculate the lifecycle of Wikipedia articles they constructed two metrics, the 
persistent contribution and the transient contribution. They presented a Wikipedia 
model for analysis, and based on this model they described the meanings and mea-
surements of the persistent and transient contributions. 

To compute the persistent contribution they measured the editing distance between 
the last article version in a given period and the last one in the previous period. The 
index of the last version of an article i in a period p was defined as ( , ) = max p , ≤  

Accordingly the persistent contribution is defined as C , = dis , ( , − 1), ( , )    
They define the transient contribution as 

C , =  C , = 0                            if ( , ) = ( , − 1)
C , =  dis( , , 1) − ( , )

( , ) C ,         else 

They used these metrics to assess the quality of Wikipedia articles. The experimental 
result showed a good accuracy. In our experiment we use the metrics proposed by 
Wöhner as the features in the machine learning technology. We will have a compari-
son between the existing methods and our proposed method. 

3   Indicators of Network Structure for Quality Evaluation 

We give models and algorithms to describe and analyze the collaboration among 
authors of Wikipedia from a network analytical perspective. The edit network en-
codes who interacts how with whom when editing an article; it significantly extends 
previous network models that code author communities in Wikipedia. Several charac-
teristics summarizing certain aspects of the organization process and allowing the 
analyst to identify certain types of authors can be obtained from the edit network. 
Moreover, we propose two indicators characterizing the network structure. We show 
that the structural network indicators are correlated with the quality of the associated 
Wikipedia articles. 
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3.1   Network Model 

The edit network associated with a Wikipedia page p has as nodes the authors of p 
and encodes how authors contributed to p and how authors interacted with each other 
while editing p. This information is computed from the complete history of p, from 
the sequence of its revisions, by determining which part of the text has been added, 
has been deleted, or remained unchanged when going from one version of the page to 
the next. 

The edit network associated with a Wikipedia page p is modeled as a graph G =  (V, E, A), whose components are defined as follows [12]. 

1. The nodes V of the graph (V, E) correspond to the authors that have done at least 
one revision on p. 

2. The directed edges E ∈ V × V of the graph (V, E) encode the edit interaction 
among authors. A particular pair of authors ( , )  ∈ V × V is in E, if u per-
formed one of the following three actions with respect to v. 
a) u deletes text that has been written by v; 
b) u undeletes text that has been deleted by v (and written by a potentially  

different author w); 
c) u restores text that has been written by v (and deleted by a potentially  

different author w). 
Since authors may as well revise text written by themselves, loops, i. e., 

edges connecting an author with herself, are allowed. 
3. A is a set of weighted attributes on nodes and edges. 

3.2   Attributes on Nodes and Edges 

The weighted attributes on nodes and edges encode how much text users add, delete, 
or restore. Furthermore, in case of deletion we keep track of who has previously writ-
ten the text and in case of restoration we keep track of both, the original author and 
the deleter of the restored text. By combining these attributes, we can explore deep 
insight into the various roles that users play when editing, as well as into relations 
between users. The amount of text added, deleted, or restored is measured by the 
number of words. 

We will also keep track of the timepoint when edit actions occur by indexing 
attributes with the revision number. In the following we assume that the history of a 
given page is a sequence of revisions R =  (r , … , r ), ordered by increasing time-
stamps 1, … , N. 

For each timepoint i ∈  1, … , N  and each pair of authors ( , )  ∈ V × V, 

 delete ( , ) denotes the number of words deleted by u in revision ri  and writ-
ten by v at earlier timepoints  ( < ); 

 undeletei( , ) denotes the number of words restored by u in revision ri, de-
leted by v at timepoints  ( < ), and written by a potentially different author w 
at timepoints ( < < ); 

 restore ( , ) denotes the number of words restored by u in revision r , written 
by v at timepoints  ( < ), and deleted by a potentially different author w at 
timepoints ( < < ). 

For each timepoint i ∈  1, … , N  and each author ∈ V, 
 add ( ) denotes the number of words that are added by u at time i; 
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 authorshipi( ) denotes the number of words in revision ri that have been au-
thored by u, all words that have been added to the text by u in a revision  ≤  
and that are still there in ri. 

Summing values over all timepoints yields three weight functions for edges ( , )  ∈E, that are given by 

delete( , ) =  delete ( , ) 

undelete( , ) =  undelete ( , ) 

restore( , ) =  restore ( , ) 

The sum over the two negative relations, denoted by revise( , ) = delete( , ) undelete( , ) 

The revise( , ) encodes how much u undoes v’s edits. It is interpreted as a measure 
of how strongly u disagrees with v. Similarly, restore(u, v) is interpreted as a measure 
of how strongly u agrees with v. 

3.3   Network Structural Indicators 

In contrast to the negative disagreement edges that are given by the attribute revise(u, 
v), high values of the attribute restore(u, v) indicate a positive relationship from u to v. 
If the two opposing groups (V1, V2) really represent contradicting opinions, we expect 
that positive edges are mostly between members of the same group. The following 
indicator estimates to what extent this property holds. 

Let =  restore( , ),  ∈  restore( , ),  ∈  

 
be the aggregated weight of positive edges within the groups and 

 = restore( , )  restore( , ) ∈ ,  ∈  

 
be the aggregated weight of positive edges between the groups.  Now we introduce 
the following new indicator called restoreratio: 

 restoreratio(G) =  −
 

 
is normalized to the interval [−1, 1]. It equals 1 if all restore-edges are within the 
groups, i. e., if no author restores text from an author of the other group, indicating 
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contradicting opinions. It equals 0 if the restore-edges are independent from the group 
membership, indicating that the two groups do not have contradicting opinions. It 
equals -1 if all restore-edges are between the two groups, indicating no controversy 
between the two groups.  

The restoreratio indicator is higher for controversial articles (although not signifi-
cantly), indicating that authors are more likely to restore text written by authors in 
their own group. This suggests that for controversial articles the two computed groups 
indeed represent contradicting opinions, while the opposition is less clear for featured 
articles. 

We hypothesize that the network structural indicator restoreratio has correlation 
with the quality of Wikipedia articles, because of the following observations: 

 The restoreratio indicator is higher for controversial articles. 
 The contents of a controversial article can be hampered by an “edit fight” be-

tween the two opposing groups, damaging its integrity and objectivity. Thus the 
article will not gain support from general readers. 

 The two opposing groups will not support the controversy article, unless they 
can eliminate contents contradicting to their views.   

 Less support from both the editors and general readers will prevent the article 
from being regarded as having high quality. 

In the subsequent experiments, we verify the above correlation between restoreratio 
and the quality of articles. 

4   Quality Evaluation Using Machine Learning Technology 

4.1   Support Vector Machine 

We will use the machine learning technology which is called support vector ma-
chine(SVM) to deal with the features. SVM is a kind of related supervised learning 
methods used for classification and regression. Given a set of training examples, each 
marked as belonging to one of the other categories, an SVM training algorithm builds 
a model that predicts whether a new example falls into one category or the other. 
Intuitively, an SVM model is a representation of the examples as points in space, 
mapped so that the examples of the separate categories are divided by a clear gap that 
is as wide as possible. New examples are then mapped into that same space and pre-
dicted to belong to a category based on which side of the gap they fall on. 

In this paper we use the SVM tool named winSVM, which is developed by Marc 
Block based on libsvm. 

4.2   Sample Articles Using Original Wikipedia Evaluation 

To increase the trustworthiness of the quality, Wikipedia introduced the voting-based 
quality evaluations “Articles for Deletion”, “Good Articles” and “Featured Articles”. 
For the rest of the paper, we refer to them as Wikipedia evaluations. As we investigate 
the Wikipedia in this study, we describe how the Wikipedia evaluations are used in 
the English Wikipedia. First, for all of the Wikipedia evaluations, any user can nomi-
nate an article by listing it on the respective nomination site (Articles for Deletion, 
Candidate for Good Article and Candidate for Featured Article). When an article is 
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nominated, the article is flagged with a special tag. According to the type of evalua-
tion, there are particular criteria that are used for the decision. Featured Articles have 
the highest quality standard. They have to be accurate, complete and well written. 
Good Articles are also high quality articles, however, slight inconsistencies in the 
quality are tolerated, such as a lack of illustrations or small weaknesses in the writing 
style. Articles for Deletion are articles of particularly low quality that have been 
tagged for deletion. Criteria are, for example, an unsuitable representation or a lack of 
relevance for an encyclopedia. However, even Articles for Deletion actually maintain 
a minimum standard of quality. The articles that are generally uncontroversial for 
deletion, such as those victimized by vandalism or other nonsense, are deleted quickly 
by using the speedy deletion procedure. 

After the nomination of an article, the community decides via a vote as to whether 
or not the article complies with certain criteria. The voting period and the voting rule 
depend on the kind of evaluation. For example, in order to become a Featured Article, 
a voting period of 20 days and a slight modification of the two-third voting rule are 
necessary. After a successful election, the Featured and Good Articles are marked by 
special tags and are displayed in the respective sections of the Wikipedia portal, whe-
reas Articles for Deletion are deleted by an administrator. 

In the experiment we will randomly choose samples of featured articles and non-
featured. The featured articles represent higher quality ones, while the non-featured 
represent lower quality ones. 

4.3   Features of SVM 

For the support vector machine, we will use several existing metrics which are pro-
posed by previous research to be the features. Our proposed methods are combined 
with the existing ones. We will conduct several experiments to test the accuracy of 
our methods. 

The metrics that will be used as SVM features are shown below 

 A  : average number of editors per month; 
 M  : maximum number of editors per month; 
 E : overall number of editors; 
 Q  : Quotient of the sum of the transient contributions and the sum of the persis-

tent contributions within the last three months until nomination; 
  Q = ∑ C ,( ) ( )∑ C ,( ) ( )  

 
 RE : restoreratio (proposed feature in Section 3). 

4.4   Experimental Results  

We randomly choose 16 featured articles and 16 non-featured articles to form the 
sample of training data. We randomly choose another 16 featured articles and 16 non-
featured articles for prediction. We will do three experiments using SVM for compar-
ison and analysis. 

First we use three features, A , M , E. The result is shown in Table 1. 
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In the first experiment, we use three features, Ae, Me, E. The result shows that 5 
higher quality articles are predicted to be lower quality articles while 4 lower quality 
articles are predicted to be higher quality articles. The total precision is 0.719. It is not 
a surprising result. Then we use four features, A , M , E, Q . The result is shown in 
Table 2. 

Table 1. Experimental result of 3-dimensional features 

Predicted to be higher Predicted to be lower 
Higher quality 11 5
Lower quality 4 12

Table 2. Experimental result of 4-dimensional 

Predicted to be higher Predicted to be lower 
Higher quality 12 4
Lower quality 3 13

 
In the second experiment, we use four features, Ae, Me, E, Q . The result shows 

that 4 higher quality articles are predicted to be lower quality articles while 3 lower 
quality articles are predicted to be higher quality articles. The total precision is 0.780, 
which is higher than the result of first experiment. The metric Q3 is a novel metric 
which is proposed by Wöhner[20]. The result shows it has a high correlation with of 
quality of Wikipedia articles. 

Then we use four features, A , M , E, RE. The result is shown in Table 3. 

Table 3. Experimental result on 4-dimensional 

Predicted to be higher Predicted to be lower 
Higher quality 13 3
Lower quality 2 14

 
In the third experiment, we also use four features, Ae, Me, E, RE, including our 

proposed metric. The result shows that 2 higher quality articles are predicted to be 
lower quality articles while 3 lower quality articles are predicted to be higher quality 
articles. The total precision is 0.844, which is higher than the result of first and second 
experiment.  

We exchange the training data for another sample of randomly picked featured and 
non-featured articles, and repeat the previous experiment for three more times using 
the same prediction data. The precision and recall curves of the four experiments are 
shown in Figure 1 and Figure 2, respectively. The blue curve represents the four  
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In this paper we proposed a model of network structure and explained the algo-
rithm to calculate the network structural indicator. Then we use the network structural 
indicator combining with several existing metrics for evaluating the quality of ar-
ticles. The experimental results show that our proposed method has better perfor-
mance than existing ones. 

For further work, first we would like to find more efficient metrics. For example, 
the number of edits that a contribution survives could be used as an alternative meas-
ure. Furthermore we are interested in other reference articles instead of simply the 
articles judged via Wikipedia evaluations. For example, expert ratings, published in 
studies that compare Wikipedia with other traditional encyclopedias, could be used. It 
can be assumed that according to the voting procedure the most popular articles are 
elected for Good and Featured Articles but articles that truly maintain the highest 
quality standard may not be elected. Furthermore by using articles assessed by Wiki-
pedia evaluations, the metrics for the time period in which an article is determined to 
be high quality, cannot be measured in that exact same period of time. The metrics are 
influenced by the attraction of editors after articles are listed on the respective Wiki-
pedia pages. By using expert rated articles instead, this period of time can be analyzed 
too, which may provide more efficient metrics. 
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Abstract. In Wikipedia, knowledge related to an object is gathered into a sin-
gle article that is mainly composed of text and images. We observed that some
Wikipedia images are inappropriate for addition to some Wikipedia articles. In
this paper, we propose a RCT model for analyzing the appropriateness of images
for Wikipedia articles. The model assumes that an image appearing in article s
indicates relations related to s. The model then examines the appropriateness of
an image through analyzing relations indicated by the image. We also propose
a system which examining Wikipedia images using the RCT model. The system
also searches images on the Web which could serve as references for users to add
appropriate images or text to edit high-quality and image-rich Wikipedia articles.
Finally, we confirm through experiments that the RCT model could examine the
appropriateness of Wikipedia images to a satisfactory degree.

Keywords: Wikipedia, Multimedia Information, relation.

1 Introduction

Wikipedia is a popular web-based encyclopaedia used for searching knowledge about
objects. Wikipedia presents knowledge about objects of many categories such as people,
science, geography, politic, and history. In Wikipedia, knowledge related to an object is
gathered into a single article that is mainly composed of text and images. Wikipedia arti-
cles are edited cooperatively and constantly by volunteers. Therefore, Wikipedia always
includes the most up-to-date information. Nevertheless, the quality of some Wikipedia
articles is inferior [12]; some Wikipedia articles even include incorrect information [3].
Several works have been proposed for examining the quality or credibility of Wikipedia
articles [1, 4]. However, previously presented works do not devote attention to images
in Wikipedia articles despite the fact that images are interesting and helpful for un-
derstanding knowledge. To improve Wikipedia as an encyclopaedia that contains an
abundance of appropriate images, we aim to analyze the appropriateness of images for
Wikipedia articles.

In Wikipedia, every image has a caption describing it in a few words. The caption
probably includes links to other Wikipedia articles. For example, Fig. 1 depicts an im-
age appearing in Wikipedia article “Junichiro Koizumi,” who was the Prime Minister
of Japan. Two links to articles “Sea Island, Georgia” and “2004 G8 summit” appear
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c© Springer-Verlag Berlin Heidelberg 2011



Analyzing Appropriateness of Images for an Wikipedia Article 201

Koizumi meets children in Sea Island, Georgia, 
shortly before the 2004 G8 summit.

Fig. 1. Image appearing in English Wikipedia
article “Junichiro Koizumi”

Ta�ooed Japanese men in 1870.

Fig. 2. Image appearing in Japanese
Wikipedia article “Junichiro Koizumi”

Fig. 3. Images of Koizumi attending the 2004 G8 summit

in the caption of the image. The caption indicates to us that Koizumi met children in
Sea Island, Georgia, shortly before he attended the 2004 G8 summit. The image shows
a scene in which Koizumi meets chidlren. The image with its caption indicates the
relation between “Junichiro Koizumi” and “Sea Island, Georgia,” and that between “Ju-
nichiro Koizumi” and the “2004 G8 summit.” Similarly, for an image in article s whose
caption includes links to articles t0, t1, ..., tm, we assume the image indicates the rela-
tion between s and each tj , 0 ≤ j ≤ m. In this paper, based on the assumption, we
propose an RCT model to examine the appropriateness of images for Wikipedia arti-
cles by the following three aspects through analyzing relations indicated by the image:
relatedness, consistency and typicality.

Relatedness. For an image i existing in article s, we measure the relation indicated by
i. If the relation is strong, then image i represents information that is strongly related
to s; otherwise, i has low relatedness with s. Assuming that only a limited number of
images can be added to an article, we then should add images that are strongly related to
the article rather than images having low relatedness with the article. For instance, Fig.2
depicts an image of two tattooed Japanese people photographed in 1970. The image ap-
pears in the Japanese Wikipedia article “Junichiro Koizumi,” whose text describes that
Koizumi’s grandfather was famous for sporting a full-body tattoo. The relation between
Koizumi and 2004 G8 summit is expected to be stronger than that between Koizumi and
Tattoo. That is, the 2004 G8 summit has higher relatedness with Koizumi than Tattoo
has. Therefore, the image depicted in Fig.1 is expected to be more appropriate for the
article “Junichiro Koizumi” than that depicted in Fig.2.

Consistency. If the text of an article includes no explanation or description about the
relation between s and tj , then we say that image i is inconsistent with the text. Im-
ages are usually difficult to interpret without description. Therefore, images that are
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inconsistent with the text of an article might be inappropriate for the article. For exam-
ple, no description about the image depicted in Fig. 1 is included in the text of article
“Junichiro Koizumi.” It is difficult to understand why “Koizumi” met children in “Sea
Island”, or even why “Koizumi” attended the “2004 G8 summit,” by reading the article.
Users might be confused about why the image appears in the article. In Section 5.2, we
propose a method to examine the consistency between an image i and text by investi-
gating how many descriptions about the relations indicated by i appear in the text.

Typicality. As discussed above, for an image appearing in article s we assume that
the image indicates the relation between s and an article t linked from the caption.
Therefore, we also examine whether an image is visually typical for representing a re-
lation. For instance, the image depicted in Fig. 1 indicates a relation between “Junichiro
Koizumi” and the “2004 G8 summit.” Fig. 3 depicts four visually similar images show-
ing the relation between “Junichiro Koizumi” and the “2004 G8 summit” in which
Koizumi attends the 2004 G8 summit with leaders of other countries. On the web, im-
ages similar to these images outnumber images similar to the image depicted in Fig. 1.
Therefore, the image depicted in Fig. 1 is not typical for representing the relation be-
tween “Junichiro Koizumi” and the “2004 G8 summit.” Zhang et al. [14] proposed a
evidence-based method for searching images representing a relation on the Web. For
an image i indicating relation r, we first search a set I of images representing r on the
Web using the evidence-based method. We then investigate the similarity between i and
images in I to examine the visual typicality of i.

As another contribution of this paper, we propose a system for analyzing the appro-
priateness of images in Wikipedia1.Given an image existing in a Wikipedia article, the
system computes relatedness, consistency, typicality, and appropriateness for the image
using the RCT model. The system also offers images retrieved from the Web that con-
tain knowledge about the same relation as that indicated by the input image. Images
retrieved from the Web could serve as references for users to add appropriate images
or text to edit high-quality and image-rich Wikipedia articles. We discuss the system in
detail in Section 2.

The rest of this paper is organized as follows. Section 3 introduces the method pro-
posed by Zhang et al. [13,15,14] for analyzing, mining and searching knowledge about
relations. Section 4 presents the RCT model for examining relatedness, consistency
and typicality of images for Wikipedia articles through analyzing relations based on the
methods introduced in Section 3. Section 5 reports experiments used for evaluating the
RCT model described in Section 4. Section 6 reviews related work. Section 7 concludes
this paper.

2 System for Analyzing Wikipedia Image Appropriateness

We now propose the system for analyzing the appropriateness of images for Wikipedia
articles. The system also offers information retrieved from the Web, which could be
helpful for users to edit high-quality Wikipedia articles. Fig. 4 portrays the system in-
terface, in which we examine an image in the Japanese Wikipedia article “Shinzo Abe.”
The interface comprises two parts, denoted respectively as “A” and “B.”

1 The system is accessible at http://www.db.soc.i.kyoto-u.ac.jp/enishi/imageAnalysis.html
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A

B

Fig. 4. Screen shot of the system for analyzing Wikipedia image appropriateness

The left side of part “A” displays the input image for analysis. The right side of part
“A” presents the four values of relatedness, consistency, typicality, and appropriateness
for the input image, with respect to each relation indicated by the input image. The
four values are computed using the RCT model presented in Section 4. For example,
the interface portrayed in Fig. 4 displays the four values indicated with bars for the
input image, with respect to each of the three relations indicated by the image. The bars
representing the four values for each relation are depicted inside a block.

By clicking the block drawing the bars for a relation in part “A”, part “B” displays
images that include knowledge about the relation. These images are retrieved from the
Web using the method [14] proposed by Zhang et al. The system presents captions for
the images, which are extracted to help users understand the images. Users can click on
an image to link to the Web page that includes the image. The system also computes
relatedness, consistency, typicality and appropriateness for each image. The images are
classified into different clusters according to their visual similarity computed using the
method proposed by Wang et al. [10, 7]. The system use the method proposed by Chen
et al. [2] to cluster images.

The system would be useful in the following scenarios.

– Images having extremely low relatedness are meaningless for addition to Wikipedia.
Users are able to use the system to check the relatedness of images for an article.

– If the consistency of an image i in article p with respect to relation r is low, then the
image should be removed or some description of the image should be added to the
article. The system offers images retrieved from the Web whose surrounding text
includes knowledge about relation r. Then users can refer to the surrounding text
of the images to add knowledge about relation r to article p.
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– Assuming that there is no copyright problem, if the typicality of the input image is
low, then users can use the system to search images having high typicality on the
Web to replace the input image in Wikipedia.

3 Methods for Analyzing, Mining and Searching Knowledge about
Relations

We propose methods for examining image appropriateness for Wikipedia articles
through analyzing relations indicated by images, but first we introduce methods for an-
alyzing, mining and searching knowledge about relations proposed by Zhang et al. [13,
15, 14].

3.1 Generalized Max-Flow Model for Measuring Relations

A Wikipedia information network is a directed graph whose vertices are articles of
Wikipedia and whose edges are links between articles. Zhang et al. [13] model a re-
lation between two objects in a Wikipedia information network using a generalized
max-flow. The generalized max-flow problem [11] is identical to the classical max-flow
problem except that every edge e has a gain γ(e) > 0; the value of a flow sent along
edge e is multiplied by γ(e). Let f(e) ≥ 0 be the amount of flow f on edge e, and
μ(e) ≥ 0 be the capacity of edge e. The capacity constraint f(e) ≤ μ(e) must hold
for every edge e. The goal of the problem is to send a flow emanating from the source
into the destination to the greatest extent possible, subject to the capacity constraints.
Let generalized network G = (V, E, s, t, μ, γ) be information network (V, E) with the
source s ∈ V , the destination t ∈ V , the capacity function μ, and the gain function
γ. Fig. 5 depicts an example of a generalized max-flow. It shows that 0.4 units and 0.2
units of the flow respectively arrive at “USA” along path (A) and path (B).

To measure the strength of a relation from object s to object t, Zhang et al. [13]
use the value of a generalized maximum flow emanating from s as the source into t
as the destination; a larger value signifies a stronger relation. We omit details of the
model here because of space limitations. Zhang et al. [13] ascertained that the model
can measure the strength of relations more correctly than previous methods [8, 6] can.

3.2 Generalized Flow Based Method for Mining Elucidatory Objects

Based on the generalized max-flow model, Zhang et al. proposed a method to mine
disjoint paths that are important for a relation from object s to object t in Wikipedia [15].
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Fig. 5. Generalized max-flow and its decomposition
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Zhang et al. first compute a generalized max flow f emanating from s into t on the
Wikipedia information network. Flow f is then decomposed into flows on a set of paths.
For example, the flow on the network depicted in Fig. 5 is decomposed into flows on
two paths (A) and (B). The value of the decomposed flow on path (A) is 0.4; that on
path (B) is 0.2. Finally, Zhang et al. output the top-k paths in decreasing order of the
values of flows on paths to explain the relation between s and t. Zhang et al. define
elucidatory objects of a relation as objects in the top-k paths, except the source and
destination. Elucidatory objects of a relation r are objects constituting r; the elucidatory
objects are able to explain r. Every elucidatory object o in a path p is assigned a weight
0 < w(o) < 1, which equals the value of the decomposed flow on path p. A high weight
signifies that the elucidatory object plays an important role in the relation.

3.3 Searching Images Explaining Relations on the Web

Zhang et al. [14] proposed an evidence-based method for searching sets of “image with
surrounding text” (hereafter abbreviated as IwST ) including knowledge about a rela-
tion between two objects s and t on the Web. Zhang et al. first searches images related to
s and t using a keyword image search engine with query “s t.” However, some IwST s
include no knowledge about the relation between s and t. Zhang et al. [14] then infer
that an IwST includes knowledge about a relation, if the surrounding text of the IwST
includes many elucidatory objects of the relation. That is, elucidatory objects are evi-
dence that is useful for judging whether a text includes knowledge about a relation.

We present the evidence-based method below.
Input: objects s and t, integer parameters m, and n. (1) Obtain a set O of elucidatory

objects for the relation between s and t using the method discussed in Section 3.2. (2)
Search the top-m images, say m = 300, using a keyword image search engine with
query “s t.” (3) Extract the surrounding text of each image. Let I be the set of the top-
m IwST s. (4) Remove IwST s whose surrounding text includes no s or t from I . (5)
Compute a score s(i) for every i ∈ I to s(i) =

∑
o∈s,t,O′ w(o)×loge(e + f(o)), where

O′ ⊆ O is the set of elucidatory objects appearing in the surrounding text of i, and f(o)
is the appearance frequency of o in i. The weight w(s) and w(t) is set to the maximum
weight of all objects in O. (6) Output: the top-n IwST s in I having high scores.

Zhang et al. [14] confirmed that the method is effective for searching IwST s includ-
ing knowledge about relations.

4 RCT Model for Analyzing Wikipedia Image Appropriateness

As discussed in Section 1, for an image in article s whose caption includes links to
articles t0, t1, ..., tm, we assume that the image indicates the relation between s and each
tj , 0 ≤ j ≤ m. In this section, we present the RCT model for computing relatedness,
consistency, typicality and appropriateness of an image for an article.

4.1 Relatedness

Relatedness represents the strength of the relation indicated by an image. We compute
the strength g(r) of relation r using the generalized max-flow model [13] introduced in
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Section 3.1. The strength of relations between two objects in Wikipedia ranges from 0
to

√
max(d), where max(d) is the maximum of the number of links linking from or to

an article in Wikipedia. Given an image i indicating a relation r, we normalize s(r) to
a value 0 ≤ R(i, r) ≤ 1 as the relatedness of image i with respect to relation r, using
the following equation.

R(i, r) = log
g(r) + α

g(r)
; if R(i, r) > 1, then R(i, r) = 1. (1)

To normalize R(i, r) to a value 0 ≤ R(i, r) ≤ 1, we set α according to max(d) of the
Wikipedia dataset. For the dataset used in experiments discussed in Section 5, we set
α = 5.8.

4.2 Consistency

Consistency represents how many descriptions about the relation indicated by an image
exist in the text of a Wikipedia article. We measure the consistency of the image with the
text based on the method introduced in Section 3.3 by counting how many elucidatory
objects of the relation appear in the text.

We present a method for examining consistency below.

Input: Image i indicating relation r in Wikipedia article p. (1) Obtain a set O of elu-
cidatory objects for relation r. (2) Compute a score s(i) using the following equation.

s(i, r) =
∑
o∈O′

w(o)/d(o), (2)

where O′ ⊆ O signifies the set of elucidatory objects appearing in the text of article
p, and d(o) denotes the distance from o to image i in article p. (3) Output: Normalize
s(i) to a value 0 ≤ C(i, r) ≤ 1 as the consistency of image i with respect to relation r
using the following equation.

C(i, r) = log
s(i, r) + β

s(i, r)
; if C(i, r) > 1, then C(i, r) = 1. (3)

Elucidatory objects appearing in text closer to image i in article p tend to relate to i
more strongly. Therefore, we assign high scores to elucidatory objects closing to i in
Equation 2. The distance in Equation 2 can be defined as the path length between the
nodes including o and i, respectively, in the DOM tree of article p, or number of words
or sentences between o and i in the text of article p. We set the distance as the be number
of words between o and i in p, in the experiments discussed in Section 5.

To normalize C(i, r) to a value 0 ≤ C(i, r) ≤ 1, we set β according to the Wikipedia
dataset. For the dataset used in Section 5, we set β = 17.6 after several experiments.

4.3 Typicality

An Image ti appearing in many web pages that contains description about a relation
is typical for indicating the relation. Images which are visually similar to the image ti
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are also typical. Inversely, images appearing in few web pages that contains description
about a relation are untypical for indicating the relation. We observed that untypical
images are inappropriate for indicating a relation or even unrelated to a relation. Given
an image i and a set I of images which appears in web pages containing knowledge
about a relaion, we measure the similarity among i and images in I to examine the
typicality of i.

The RCT model used VisualRank [5] proposed by Jing et al. which computes
the typlicality of images. VisualRank employs PageRank on a network whose vertices
representing images; every edge (u, v) is assigned a weight which is the visual sim-
ilarity [10, 7] between images u and v. Then, a score vr is obtained for every image
representing its typicality. A high score vr represents that the image is similar to many
other images on the network. The intuition of VisualRank is that an image is typical if
images similar to the image are also typical.

We present the method for examining typicality below.

Input: Image i indicating relation r. (1) Obtain a set I of images representing relation
r using the evidence-based method introduced in Section 3.3. (2) Construct a network
including image i and images in I , and compute score vr(i) for i on the network. (3)
Output: Normalize vr(i) to a value 0 ≤ T (i, r) ≤ 1 as the typicality of image i with
respect to relation r using the following equation.

T (i, r) =
vr(i)

maximg∈i,I vr(img)
(4)

4.4 Appropriateness

If any one of the three values of relatedness, consistency and typicality of an image for
an article is low, then the image is probably inappropriate for addition to the article.
The RCT model computes appropriateness A(i, r) for image i with respect to relation
r, which are computed using the following equation.

A(i, r) = 3
√

R(i, r) · C(i, r) · T (i, r) (5)

5 Experiments

we conduct experiments to evaluate the RCT model on computing consistency and ap-
propriateness by human subject. We do not evaluate the RCT model on computing
relatedness because Zhang et al. [13] have confirmed that the generalized max-flow
model used for computing relatedness can measure relations appropriately. Similarly,
we do not evaluate the RCT model in terms of typicality because the effectiveness of
VisualRank adopted for computing typicality has been ascertained by Jing et al. in [5].

5.1 Dataset

We first select 10 articles in different categories from a Japanese Wikipedia dataset
(20090513 snapshot). The titles of the 10 articles are presented in Fig. 7. For each
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Rankings obtained by the RCT model

Fig. 7. Evaluation for appropriateness

article, we select 10 images appearing in the article for evaluation. If fewer than 10
images exist in an article, then we compensate the shortage with manually selected
images, and create appropriate captions for the images. For example, Fig. 8 depicts 10
images selected for the article “USA.”

In the RCT model, we assume that an image of article p shows relations between p
and a link in the caption of the image. The system discussed in Section 2 analyzes an
image with respect to all the possible relations between p and every link in the caption.
For the experiments, we decided that humab subjects determine which relation is in-
dicated by the image. For every image, we asked 10 participants to select one relation
the image mainly indicates. Each participant independently selected one link from the
links appearing in the caption of an image for article p. We then assume that the image
indicates the relation between p and the link selected by most participants. For example,
the captions of the images depicted in Fig. 8 are written in the column “Caption (Re-
lation).” The links appearing in the captions are denoted by underlined letters, among
which those denoted as large bold letters are links selected by the participants.

5.2 Evaluation of Consistency

We first evaluated whether the RCT model can compute the consistency of an image
with an article appropriately. For each of the 10 selected articles, we asked 10 partici-
pants to judge whether the text of an article includes a description about each of the 10
relations indicated by images selected for the article. Every participant gives an integer
score from 0–4 to each relation. A higher score represents that the text includes a better
description of the relation. We then compute the average of the scores given by the 10
participants as the value of consistency obtained by human subjects.

For each of the 10 articles, we compute the Pearson’s correlation coefficient between
consistency obtained by human subjects and the RCT model. Fig. 6 depicts the coeffi-
cient for all 10 articles. Except for the coefficient for the article “Petroleum” which is
inferior, the coefficients for 7 of the 10 articles are higher than 0.5. Especially, the coef-
ficient for article “Japanese cuisine” is 0.92. The average of the coefficients for the 10
articles is 0.53. Therefore, we conclude that the RCT model can examine consistency
of images for an article appropriately to a satisfactory degree.



Analyzing Appropriateness of Images for an Wikipedia Article 209

5.3 Evaluation of Appropriateness

The RCT model computes the appropriateness of an image according to relatedness,
consistency and typicality of the image, as discussed in Section 5.3. In this section, we
evaluate the accuracy of the appropriateness computed using the RCT model.

We first tell participants the following question to force them to consider the ap-
propriateness seriously: “if only 5 of the 10 images could remain in the article, which
images do you select?” We then ask them to give an integer score 0–10 to 10 images
according to the appropriateness for each of the 10 selected articles, where a higher
score represents higher appropriateness. We then compute the ranking of the images
using the average of the scores given by the 10 participants.

In Fig.7, we compare the appropriateness obtained by human subjects with those
computed by the RCT model. Every cell depicted in Fig.7 represents an image. A row
including 10 cells represents 10 images for an article. Numbers on the horizontal axis
indicate the rankings of the images according to the appropriateness obtained using the
RCT model for each article. A white cell signifies an image that is ranked among the
top-5 according to the appropriateness obtained by human subjects; inversely, a black
cell shows an image ranked lower than 5th. For example, a cell denoted by alphabet “A”
represents the top-1 image for the article “Japan,” as ranked by the RCT model. The cell
is white, therefore, the image is ranked among top-5 by human subjects. The cells in the
first left-hand column are all white, except that of the article “Petroleum”. That is, the
top-1 image for 9 of the 10 articles ranked by the RCT model are also ranked among
the top-5 by human subjects. Most cells in the second and third left-hand columns are
also white. However, 7 of the 10 cells in the first right-hand column are black. That is,
images ranked lowest by the RCT model for 7 of the 10 articles are also ranked as low
by human subjects. From the discussion presented above, we conclude that the RCT
model can examine the appropriateness of images for an article to a satisfactory degree.
Furthermore, we survey the appropriateness computed using the RCT model through a
case study presented in the next section.

5.4 Case Study: Images for Article “USA”

We observe the 10 images for the article “USA,” depicted in Fig. 8. The column “Hu-
man” presents the consistency and appropriateness obtained by human subjects. The
column “RCT Model” presents the relatedness, consistency, typicality, and appropri-
ateness computed using the RCT model. Participants assign a score of 0 as the consis-
tency to the three images appearing in the 6th, 8th, and 10th rows because they could
not find a description about the relations indicated by the three images in the article
“USA.” However, by considering the relatedness for the image appearing in the 6th row
is strong, i.e., the strength of the relation between the “USA” and “the battle of Get-
tysburg” is strong, they assign score 6.80 as the appropriateness to the image. In the
column “Ranking,” the figures out of parentheses and the figures in parentheses respec-
tively represent the rankings of the images according to the appropriateness assigned
by human subjects and the ranking obtained using the RCT model. The top-3 images
and the 10th image obtained by human subject and the RCT model are identical.

The four images ranked as 7th, 8th, and 10th by the RCT model have much lower
typicality than other images have. Therefore, the four images are ranked lowest by
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Ranking Image
Caption 

(Relation)
Human RCTModel

C[2] A[4] R[1] C[2] T[3] A[4]

1 (2) Barack Obamawas 
inaugurated as the first black
president in U.S. history.

2.56 8.80 0.59 0.35 0.74 0.53 

2 (3) View of the World Trade Center

of the 9/ 11 terrorist attacksin 
New York City.

2.56 7.50 0.48 0.33 0.86 0.52 

3 (1) Dr. Martin Luther Kinggiving 
his "I Have a Dream" speech. 1.56 7.40 0.51 0.33 1.00 0.55 

4 (8) A crowd gathers at Wall Street 

during the Great Depression. 2.89 7.20 0.35 0.20 0.12 0.21 

5 (7) Painting, Declaration of 

Independence.The painting 
can be found on the back of the 
U.S. dollar $2 bill.

3.44 7.00 0.52 0.39 0.10 0.27 

6 (4) The battle of Gettysburg, 
which was part of the American 
Civil War.

0.00 6.80 0.39 0.27 0.96 0.47 

7 (4) US President Ronald Reagan
and Soviet General Secretary 
Mikhail Gorbachovin 1985. In 
1987, they signed the INF Treaty.

1.78 6.30 0.58 0.21 0.85 0.47 

8 (8) Yalta summit in 1945 with 
Winston Churchill, Franklin 
Roosevelt and Joseph Stalin.

0.00 4.80 0.36 0.23 0.11 0.21 

9 (6) An F-117 Nighthawkin flight,
which was a icon of American 
Power.

0.22 4.60 0.17 0.15 1.00 0.29 

10 (10) The Mayflower, which set sail 
for America across the Atlantic 
Ocean.

0.00 4.50 0.20 0.30 0.12 0.19 

[1] R: Relatedness; [2] C: Consistency; [3] T: Typicality; [4] A: Appropriateness

Fig. 8. Images for the article “USA”

the RCT model, although the relatedness and their consistency are not the lowest. For
example, the 10th image as ranked by the RCT model indicates the relation between the
Mayflower and the USA. We retrieved images associated with the relation on the Web
using the method introduced in Section 3.3, four of which are depicted in Fig. 9. By
reading the descriptions of the images, we know that the images strongly relate to the
relation between the Mayflower and the USA. The 10th image is dissimilar from most of
the images retrieved from the Web, including the four depicted in Fig. 9. Therefore, the
10th image receives low typicality. As introduced in Section 2, the system for analyzing
the appropriateness of images displays these images retrieved from the Web. The system
could be useful to find typical images indicating a relation.
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Image Description Image Description

Plymouth Plantation is a living museum in 

Plymouth. Plymouth is best known for 

being the site of the colony established by 

the Pilgrims, passengers of the Mayflower.

The Mayflower Steps Arch on Plymouth‘s  

ancient Barbican. This is the approximate 

place where the Puritan Pilgrim Fathers set 

sail in The Mayflower for America in 1620.

The Mayflower II is a replica of the 17th 

century ship Mayflower, celebrated for 

transporting the Pilgrims to the New World.

The Pilgrim Monument commemorates the 

history of the Mayflower Pilgrims, their 

arrival and stay in Provincetown Harbor, 

and the signing of the Mayflower Compact.

Fig. 9. Images associated with the relation between the MayFlower and the USA

6 Related Work

To the best of our knowledge, no method has been proposed in the literature for partic-
ularly analyzing the appropriateness of images in Wikipedia. However, many methods
examine the quality or credibility of Wikipedia articles. Thomas Chesney examined
the credibility of Wikipedia by asking participants to read an article and to assess its
credibility [3]. Chesney reports that the accuracy of Wikipedia is high; however, 13
percent of the Wikipedia articles include mistakes. Wilkinson et al. [12] observe that
high-quality Wikipedia articles are distinguished by a high number of edits, number
of editors, and the intensity of cooperative behavior. Several other works measure the
quality of Wikipedia articles by examining the reputations of Wikipedia editors [1, 4].
These works assume that editors gain a reputation when the editing that they perform on
Wikipedia articles are preserved by subsequent editors. They lose that reputation when
their edits are modified or removed in short order. Articles edited by editors having a
high reputation are then regarded as high-quality articles.

Consideration of consistency between an image and its surrounding text has not been
reported before. Regarding the typicality of images, several reported works search for
typical images based on a query. An image I is a typical image for query Q if Q is an
appropriate label for I . Tezuka et al. [9] search typical images for a query by analyz-
ing visual features of images such as color features. In contrast to those methods, we
consider the visual typicality of images representing a relation.

7 Conclusion

We proposed a RCT model for analyzing the appropriateness of images for Wikipedia
articles. For an image in article s whose caption includes links to articles t0, t1, ..., tm,
we assume the image indicates the relation between s and each ti, 0 ≤ i ≤ m. We
then examine the appropriateness of the image in the three aspects, relatedness, con-
sistency and typicality, through analyzing relations indicated by the image. Our exper-
iments revealed that the RCT model can examine consistency of images for an article
appropriately, and the model can compute appropriateness for images to a satisfactory
degree.

As another contribution, we propose a system for analyzing Wikipedia image ap-
propriateness using the RCT model. Given an image appearing in a Wikipedia article,
the system computes appropriateness for the image. The system also search images
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on the Web that contain knowledge about the same relation as that indicated by the
input image. Our system could be helpful for users to judge Image appropriateness
and to add appropriate images or text to edit high-quality and image-rich Wikipedia
articles.
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Abstract. As various data on the World Wide Web are becoming mas-
sively available, more and more traditional algorithm centric problems
turn to find their solutions in a data centric way. In this paper, we present
such a typical example - a Self-Dependent and Data-Based (SDDB)
method for building bilingual dictionaries from the Web. Being different
from many existing methods that focus on finding effective algorithms
in sentence segmentation and word alignment through machine learn-
ing etc, SDDB strongly relies on the data of bilingual web pages from
Chinese Web that are big enough to cover the terms for building dic-
tionaries. The algorithms of SDDB are based on statistics of bilingual
entries that are easy to collect from the parenthetical sentences from the
Web. They are simply linear to the number of sentences and hence are
scalable. In addition, rather than depending on pre-existing corpus to
build bilingual dictionaries, which is commonly adopted in many exist-
ing methods, SDDB constructs the corpus from the Web by itself. This
characterizes SDDB as an automatic method covering the complete pro-
cess of building a bilingual dictionary from scratch. A Chinese-English
dictionary with over 4 million Chinese-English entries and over 6 million
English-Chinese entries built by SDDB shows a competitive performance
to a popular commercial products on the Web.

Keywords: bilingual dictionaries, statistics, data-base .d

1 Introduction

Bilingual dictionaries are widely used in people’s daily life and many fields of
computer science, such as machine translation[3], cross language information re-
trieval[15] and so on. Traditional dictionaries are built manually with human
annotation and revision which is expensive, time-consuming and difficult to up-
date. Recently many researchers have been mining bilingual dictionaries from
web ([4],[8],[14]).
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The basic idea for building bilingual dictionary from the Web is first to
find the bilingual text, such as the parenthetical bilingual sentences in Figure
1 and the well formed bilingual text in Figure 2, and then use a method to
find the correct matching of terms or phrases between two languages in the
text. For instance, from Figure 1 and Figure 2 the English-Chinese translation
of (socialism, ) communism, , commissary in charge
of studies etc. should be the right entries selected by the method.
Clearly how efficiently and precisely the method can find the correct matching
is a crucial issue.

To address above issue, many works have been presented. But most of them
focus on designing better algorithms for sentence segmentation, word alignment,
or on complex NLP (Natural Language Processing) models using machine learn-
ing techniques etc([6],[19],[16]). However, the efficiency of these methods are
affected while data is too big, and many experiments demonstrated that the tra-
ditional improving is not as effective as expected ([11],[18]). A 2001 study([1])
showed that the worst algorithms performed better than the best algorithms if
they were trained with a larger word database. Namely, for a given problem, the
richness of data plus simple algorithms could alternatively solve the problem well
or better than complex algorithms. This is particularly the case for Web study.
As a matter of fact, in recent years many researchers have turned to works on
how to use Web data ([2],[7],[9],[10],[12], [22]) to solve interesting problems.

Following this Solving a Problem by Big Data pattern, we present a Self-
Dependent and Data Based Method (SDDB) for Constructing Bilingual Dic-
tionaries from the Web based on our following observations to the Chinese Web
data - as billions of web pages and huge amount of parenthetical bilingual and
well formed bilingual text on the Web are available, we can assume the following.

First, the Web has covered almost all the terms of traditional bilingual dic-
tionaries. Thus, it is realistic to use the Web data alone to build a bilingual
dictionary and using no additional recourse. Taking the terms inside parenthesis
from the parenthetical bilingual sentences can form a quality corpus, which con-
tains single words, phrases and even short sentences, for building dictionaries.
On Chinese Web, this is particularly true for some popular languages such as
English. In addition, from the Web we can also mind the most up-to-date OOV
(Out of Vocabulary) terms not covered by traditional dictionaries.

Second, term translations can be extracted from parenthetical bilingual sen-
tences to form the entries of dictionaries. For every term translation, its frequency
i.e. the number of its occurrences in parenthetical bilingual sentences on the Web
can be collected. In the case when one term, such English word tea, has many
extracted Chinese translations such as ( ), we can simply select
the right one by frequency ranking. That is, the more frequent the translation is
used on the Web, the more likely it is right. We believe this is a rule when the
data for counting the frequency is big enough to cover the terms of dictionaries.

From above two assumes, we can see that the quality of our dictionary is
based on that the used web pages contains the right bilingual sentences and the
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bilingual sentences appear frequent, and we have no requirement for the quality
of the web pages, which makes the procedure of SDDB more convenient.

Now there have been many researcher works in the area of extracting bilin-
gual dictionaries from the Web. However, these works are quite different from
SDDB in principle. First, they require the support of other language resources.
Moreover, their focus is on the improvement of algorithms rather than on the use
of big data. For example, [4] and [14] both used segmentation for Chinese and
alignment model when they extract translation pairs. [4] used additional Chinese
to English bilingual dictionary to determine translation units and used super-
vised learning to build models for transliterations and translations separately.
[14] used an unsupervised learning method, whose complexity of computing link
score to deal with multi-word alignment is O(N2M2), where N is the number
of sentence pairs, and M is the number of words each sentence contains. [8]
extracted translation from well-formed bilingual texts. They used a linking algo-
rithm which need additional dictionaries and SVM classifier to identify potential
translation pairs(seeds) and then extracted bilingual data. To our knowledge, the
complexity of SVM is at least O(N2), where N is the number of pairs. These
methods mainly focus on the accuracy while overlook the efficiency.

In summary, SDDB is a novel method for building bilingual dictionaries based
on big data from the Web. It can be characterized by (1) fully automatic. With-
out human intervention, it covers the whole process for building a bilingual
dictionary, including the construction of corpus, extraction and frequency com-
puting of term translations, and noise elimination. (2) Simple. The algorithm of
SDDB is O(N) where N is the number of bilingual sentences. This linear property
makes SDDB very scalable. (3) Language independent. Without using language
concerned sentence segmentation and word alignment, the algorithm of SDDB
needs little knowledge of languages. Thus, so long as the data is big, SDDB is
easy to be adapted to other languages with different characters in addition to the
English-Chinese dictionary example presented in this paper, because we need to
distinguish the two languages using characters.

This paper is organized as follows. Section 1 is this introduction. Section 2
will give the full procedure of SDDB step by step. Section 3 will describe the algo-
rithms of SDDB in detail. The testing results of the quality of an English-Chinese
dictionary built through SDDB will be shown and compared with commercial
dictionaries in Section 4. Section 4 also includes the result of scalability experi-
ment of SDDB. Related work is listed in Section 5 followed by our conclusion.

2 Procedure of SDDB

First we will introduce some concepts which will be used in the following sections.

1. parentheses sentence
right to left and stop until punctuation or the language change(such as
from Chinese to English or vice versa) appears, the traversed text and the
term in parentheses constitute parentheses sentence, such as “

(SOCIALISM)”,” (communism)”.

. In figure 1, we traverse the text before “(” from
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Fig. 1.

Fig. 2. Fig. 3.

2. sentence database
pages constitute the sentence database.

3. C2E Sentenc .e the parentheses sentence with Chinese terms in parentheses
and English texts outside parentheses, such as “heavy Rain( )”.

4. E2C Sentence the parentheses sentence with Chinese texts outside paren-
theses and English terms in parentheses, such as “ (socialism)”.

5. Chinese-corpus the repository formed by the Chinese terms of all C2E
sentences in the sentence database.

6. prefix when traversing the text before parentheses from right to left starting
from ’(’ in an E2C sentence one Chinese character by one Chinese character,
for each character movement, we get a Chinese string Cs between the current
position and ’(’. If we can find Cs in the Chinese-corpus, Cs is called a prefix
of this E2C sentence.

7. entry each prefix and English term of an E2C sentence form an entry.
8. candidate entry the entry whose Chinese and English terms are correct

translations of each other.
9. entry frequency for an entry e, the entry frequency refer the number of

sentences containing e in the sentence database.

As shown in Procedure SDDB, Line 2 extracts sentences and Line 3 con-
structs Chinese-corpus, Lines 4-13 count frequency of each entry. Line 14 groups
all the entries by the English term, then in Lines 15-19, for each group of entries
with a same English term ENG, the I-tree is constructed and pruned, which will
be detailed in next section. Line 19 filter spam using etyma merging method.
If the edit distance of two English translations of the same Chinese term is less
than a specific threshold, the two translations will be merged. For example, “

” has translations like “housten” and “houston”, and only “houston” is re-
tained. Then the top-k translation of each Chinese term are selected as the final
translations of this Chinese term. For example, there are such sentences like “

(dance)”, because the frequency is not the top-k, it will be filtered.
Our work used all the bilingual web pages indexed by Sogou search
gine1, and scanned the summary of these pages to extract about 1.2TB

1 http://www.sogou.com

all the parentheses sentences extracted from the web

.

.

.

.

.
.

.

Parentheses bilingual text

Well-formed bilingual text Example I-tree

en
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theses sentences. It should be noted that the size of web pages used in [4] is more
than 300GB, which is much smaller than our work, because 1.2T parentheses
sentences is only a small part of all web pages.

Procedure SDDB
Input: bilingual web pages BWP

1 begin
2 Extract all the parentheses sentences from BWP , and store these sentences

in sentence database;
3 Build the Chinese-corps CNCorp by extracting the Chinese terms from all

C2E sentences in sentence database;
4 Let CanSet be an item set, and the item of CanSet has the format of

(ENG,CHN, freq). CanSet = Φ;
5 for each E2C sentence s in sentence database do
6 for each prefix p of s do

/* s.ENG is the English term of s */

7 if (s.ENG, p, f) exists in CanSet then
8 increase f by 1
9 else

10 create a new record (s.ENG, p, 1) in CanSet
11 end

12 end

13 end
14 Group CanSet by attribute ENG /* each group is formed by all

corresponding Chinese terms to one single English term */

15 for each group g ∈ CanSet do
16 building an I-Tree RItree for g rooted at g.ENG;
17 Pruning(RItree)

18 end
19 extracted all the candidate entries Ces from all pruned I-tree;
20 use etyma merging method to filter spam in Ces;

21 end

3 Pruning of I- ree

3.1 Problem Definition

There may be multiple entries extracted from an E2C sentence while maybe
only one entry is correct, such as “ (socialism)” and “

(socialism)” (“ (socialism)” is a candidate entry). And for some En-
glish terms, there are multiple different entries, for example, the entries with
“drink tea” contain “ ” and “ ”. And we need select the right one.

Frequency is used to evaluate whether an entry is a candidate entry in our
work because it is a fact that the more frequent a translation appears in the

T

paren
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web, the more probable it is correct. So first we need to use an effective way to
represent the entries. In SDDB method, an I-tree is constructed for each English
term, and each I-tree node represent an entry.

Definition 1. I-tree is used to represent all E2C sentences with a same En-
glish term. The I-tree has following features: (1)It is built for group of E2C
sentences with a same English term ENG; (2)ENG is its root; (3)for the path
(C1, C2, · · · , Cn) rooted at the direct child of ENG, every Ci is a candidate trans-
lation of ENG, and for 1 ≤ i ≤ n − 1, Ci is a suffix of Ci+1 and the frequency
of Ci+1 is included in the frequency of Ci; (4) there is no suffix relationship
described in (3) between any two sibling nodes.

For example, Table 1 shows the E2C sentences whose term in parentheses is
“drink tea”. Based on these E2C sentences, the I-tree as shown in Figure 3 is
constructed.

It should be noted that: (1)“ ”, “ ”, “ ” and “ ” can be
found in Chinese corpus. (2)C2E sentences are used to modify the frequency of
I-tree node. Given a I-tree node N , suppose the term in N is tc, and the term
in root is te. If there is a C2E sentence s whose term outside parentheses is te
and term in parentheses is tc, we add the frequency of N by fp, where fp is
the frequency of s. In this example, we can find C2E sentence “drink tea( )”
whose frequency is 25, so the frequency of “ ” is not 78 but 103.

Through I-tree, the relationship between different entries with the same En-
glish term can be intuitively seen. Then we extract all candidate entries through
pruning of I-tree.

3.2 Problem Solution

All entries are represented using different I-tree nodes. Now we need to consider-
ing how to prune these I-trees. First we introduce a principle as following about
pruning of I-tree based on statistics.

Principle 1.N is a child of root of I-tree, only one candidate entry can be
extracted from the subtree of N .

The above principle will cause that we miss some correct translations which
will affect the recall of SDDB method. So we need evaluate how many transla-
tions we may miss. First if the subtree of N contains only one path, the English
term is used as the translation of one node in this path on the web. Then we con-
sider the case that subtree of N contains multiple paths. We collect about three
million English phrases based on which three million I-trees are constructed.
However, there are only seventy thousand I-trees contains such non-root node
that the subtree of this node contains multiple paths, and the rate is only 2.3%.
Then we randomly select one hundred such nodes. There are ten of these one
hundred nodes are transliterations or abbreviations. For example, “malayalam”
can be translated as “ ” or “ ”. Finally only the most
popular usage i.e. “ ” is retained, which will not affect the user
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experience. And there are other ten nodes in which we can find such node that
there are multiple translations can be extracted from the subtree of this node.
And in these ten nodes, the translations of six nodes are synonym and extract-
ing only one translation will not affect user experience either. For example, ”bus
stop” can be translations as “ ” and “ ”. The other four nodes
contain translations with different meaning, for example “room service” can be
translated as “ ” and “ ” and some translations will be missed
if we only retain one translation, however the rate of such term is only about
0.092%.

The entry frequency can be used to evaluate the probability that this entry
is a correct translation. Because the existence of spam in web, a entry can be
extracted as candidate entry only if the usage of this entry is dominated. And
if there are no such dominated nodes, the common part will be selected as
candidate entry. So we propose two principles to prune I-tree as Principle 2 and
Principle 3.

Principle 2.For an I-tree non-root node N , if the frequency of one child C is
more than half of N ’s frequency, retain the node C and prune other children
of N .

Principle 3.For an I-tree non-root node N , if there is no child whose frequency
is more than half of N’s frequency, retain the common part of these children (just
N) and prune all these children.

Each I-tree is pruned using the above two principles from the root to leaves of
this I-tree. Then we can obtain the lemma as following.

Lemma 1. Give an I-tree, N is one non-root node. After pruning the subtree
of N according to principle 2 and principle 3, and there will be only one path in
subtree of N .

Algorithm 1. pruning of I-tree: pruning(Nin)

Input: I-tree node Nin

Output: candidate entry Nout

1 begin
2 S ← all children of Nin;
3 for each CC ∈ S do
4 if freq(CC) > 0.5 ∗ freq(Nin) then
5 return pruning(CC);
6 else
7 delete subtree of CC ;
8 end

9 end
10 return Nin;

11 end
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After pruning I-tree according to principle 2 and principle 3, the leaf node of the
retained path is selected as candidate entries. So for an I-tree RItree, n candidate
bilingual entries will be extracted, where n is the number of children of RItree.
The pruning algorithm is shown in Algorithm 1.

Here we use I-tree shown in Figure 3 as example to describe the pruning
algorithm. In this I-tree, according to Algorithm 1, because there is no child of
“ ” whose frequency is more than half of frequency of “ ”, finally “ ”,
“ ” and “ ” are selected, and the candidate entries extracted from this
I-tree are shown in Table 2.

Table 1. E-C-sentence example

No sentence frequency

1 drink tea 7
2 drink tea 2
3 drink tea 71
4 drink tea 6
5 drink tea 9
6 drink tea 1
7 drink tea 6
8 drink tea 1

Table 2. Candidate sentence set

English Chinese frequency

drink tea 103
drink tea 19
drink tea 6

4 Experimental Results

Through scanning twenty billion parentheses sentences, whose size is about
1.2TB, over four million Chinese to English translations and over six million
English to Chinese translations are extracted finally.

Bilingual Translation have mostly been evaluated by manual examination of
a small sample results. And there does not yet exist a common evaluation data
set. In this paper, we first compare our work with Youdao2 through manual
annotation. Then we use wikipedia to evaluate our work, and the method is
proposed by Lin[14]. In order to evaluate our translation quality on name entity,
we collect 695 kinds of brands with both Chinese and English name as the
standard set to evaluate our work. Last but not least, we detect the scalability
of our work.

4.1 Comparison with Youdao

Youdao is a very popular web-based dictionary in China. In order to evaluate
the quality of our mined dictionary, we crawled the query log of Youdao, and
then get the translations in our mined dictionary and the web translations in

2 http://dict.yodao.com, a popular commercial web dict in China.
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Youdao. We crawled three groups of Chinese phrases which contain 73, 74 and
73 terms respectively and three groups of English phrases which contain 61, 70
and 61 terms respectively. Then we annotate these translations through blind
test and evaluate the precision. The results are shown in Table 3 and Table 4.

Table 3. English to Chinese translation

precision

English 1
SDDB 92.4%
Youdao 93.1%

English 2
SDDB 95.6%
Youdao 91.1%

English 3
SDDB 95.7%
Youdao 91.0%

average of SDDB 94.6%
English Youdao 91.7%

Table 4. Chinese to English translation

precision

Chinese 1
SDDB 97.1%
Youdao 93.9%

Chinese 2
SDDB 90.4%
Youdao 85.9%

Chinese 3
SDDB 96.0%
Youdao 90.3%

average of SDDB 94.5%
Chinese Youdao 90.0%

From the experimental results we can see that the precision of SDDB in-
creases at approximately 3 percent for English translate and 4.5 percent for Chi-
nese translate. Because we do not know the number of all correct translations, we
cannot calculate the recall of our system. However more users pay attention to
the accuracy of dictionaries. The results indicate that the performance of SDDB
outperforms the mature commercial applications of Youdao.

4.2 Evaluation with Wikipedia

Lin[14] used the translations in Wikipedia as evaluation on mining dictionary
because the translations in Wikipedia contain far more terminologies and proper
names than traditional bilingual dictionaries. We extract the titles of Chinese
and English Wikipedia articles that are linked to each other. 78,284 such pairs are
extracted by us and then we remove the pairs which are not translations or terms
by rules consulted Lin’s work [14]. After the data cleaning, 70,772 translation
pairs are left as gold standard translations. For each Chinese and English word
in the Wikipedia data, we look it up in our mined dictionary. The Coverage of
the Wikipedia data is measured by the percentage of words for which one or
more translations are found. We then see in theses words whether we can find a
translation which is an Exact Match of the answer key in the Wikipedia data.
We use the dict.cn3 as comparison.

Table 5 and Table 6 show the Chinese-to-English and English-to-Chinese re-
sults. We can see that the coverage of SDDB has obvious improvement compared
with Dict.cn and the growth are 18% and 10% respectively, which indicated that
SDDB has very good coverage. Despite the translations of Dict.cn are manually
drafted, SDDB method also has a considerable advantage on Exact Match, es-
pecially in English to Chinese results, which is about 11 percentage.

3 http://dict.cn, a widely used manual drafted dictionary.
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Table 5. Chinese to English Results

Coverage Exact Match

SDDB 54.1% 50.3%

Dict.cn 36.5% 54.6%

Table 6. English to Chinese Results

Coverage Exact Match

SDDB 52.8% 52.2%

Dict.cn 42.5% 40.9%

4.3 Evaluation with Brand Name

With the development of transnational enterprise, many brands have both Chi-
nese and English names, such as “ (Chow Tai Fook)”, “ (Chrysler)”
etc. We can use brands as name entities to evaluate the translation quality of
SDDB. We find 695 different brands with both Chinese and English names. For
each brand name, we look it up in our mined dictionary, and we measure cov-
erage by the percentage of brands for which one or more translations are found.
Then we see in these brands whether our most frequent translation is an Ex-
act Match of the brand name. Also we look up each brand name in Dict.cn as
comparison. We compare the results to evaluate whether SDDB can cover more
OOV terms. Table 7 and 8 show the Chinese to English translation and English
to Chinese translation results.

Table 7. Chinese to English Results

Coverage Exact Match

SDDB 87.5% 81.7%

Dict.cn 43.9% 61.3%

Table 8. English to Chinese Results

Coverage Exact Match

SDDB 93.4% 73.1%

Dict.cn 65.0% 25%

We can see that the coverage and Exact Match of SDDB is far more than
dict.cn because the brands in this experiment contain many up-to-date brands
not included in traditional dictionaries. From the results we can conclude that
SDDB can deal with the translation of name entities and OOV terms very well.

4.4 Scalability of SDDB

The data-driven methods are mainly statistical method and parallelization is a
helpful way to increase processing speeds. In our experiment, we first calculate
the running time when we use different computers to parallelize the experiment
to evaluate the influence of the parallelization. Then we increase the data size
gradually and calculate the time to evaluate the scalability while data increases.
Fig 4 shows the time spent when we use several computers to run SDDB in
parallel and Fig 5 shows the time spent for different size of data.

Here we only calculate the time spent from Line 3 to Line 20 in Procedure
SDDB, which is the whole procedure after parentheses sentences are crawled.
And data size is the size of all parentheses we used in the experiment. From
Figure 4 we can see that through parallelization the time spent for SDDB has
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significant decrease. And Figure 5 indicates that the time spent increases almost
linearly with increase of data size or computer numbers we use. The results
demonstrate the better performance of data-driven method.

5 Related Work

As far as we know, there is no publication extracting bilingual data using lin-
ear algorithm and not using any additional resources Some methods only process
particular data, such as person name[17], organization name[21] etc. Some meth-
ods use search engine to mine bilingual dictionaries([5], [13], [20]). They assumed
the English term as input to search engine and extract translations from search
results, which is difficult to build a large scale bilingual dictionaries.

[4] and [14] proposed two different methods to extract bilingual dictionaries
from parentheses bilingual text. [8] extracted translations from well-formed bilin-
gual text. And these methods all use word alignment to evaluate the accuracy
of translation pairs. Different from previous work, we process both parentheses
and well-formed bilingual texts. The complexity of our method is linear and we
use no additional resources.The experimental results show that our method has
high precision and coverage and very good scalability.

6 Conclusion

In this paper, we propose a novel method, SDDB, to extract translation dic-
tionary from web data. Different from previous works, SDDB is a data-driven
method, and never use semantic and additional resources. The method is linear
and can be parallelized easily. Because no semantic is used during the construc-
tion of bilingual dictionary, the method can be transplanted to other languages
conveniently. The experimental results indicate that data-driven method has
very good scalability, but also can achieve better accuracy and coverage.
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Abstract. The amount of high-quality data in the Web databases has
been increasing dramatically. To utilize such wealth of information, mea-
suring the similarity between Web databases has been proposed for many
applications, such as clustering and top-k recommendation. Most of the
existing methods use the text information either in the interfaces of Web
databases or in the Web pages where the interfaces are located, to rep-
resent the Web databases. These methods have the limitation that the
text may contain a lot of noisy words, which are rarely discriminative
and cannot capture the characteristics of the Web databases. To bet-
ter measure the similarity between Web databases, we introduce a novel
Web database similarity method. We employ the categories of the records
in the Web databases, which can be automatically extracted from the
Web sites where the Web databases are located, to represent the Web
databases. The record categories are of high-quality and can capture the
characteristics of the corresponding Web databases effectively. In order
to better utilize the record categories, we measure the similarity between
Web databases based on a unified category hierarchy, and propose an ef-
fective method to construct the category hierarchy from the record cate-
gories obtained from all the Web databases. We conducted experiments
on real Chinese Web Databases to evaluate our method. The results show
that our method is effective in clustering and top-k recommendation for
Web Databases, compared with the baseline method, and can be used in
real Web database related applications.

Keywords: Web database, similarity model, category hierarchy.

1 Introduction

As the amount of structured data in the Web databases (WDB for short) in-
creases dramatically, it becomes more and more important to effectively organize
the Web databases, and thus to utilize such wealth of information [1, 2, 4, 5, 12].
Recently, there has been an increasing interest to measure the similarity of Web

� This work was supported in part by National Natural Science Foundation of China
under grant No. 60833003.

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 225–236, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



databases, and help users better explore the Web databases. A number of appli-
cations can benefit from an effective Web database similarity measure. The Web
database clustering [3, 10, 9, 17] techniques can make use of the similarity mea-
sure to group the similar Web databases. Interface integration [19, 8, 6, 11, 18],
the technique that integrates interfaces of multiple Web databases into a medi-
ated interface, can use the similarity measure to identify similar Web databases
to be integrated.

A key issue in addressing the similarity measure of Web databases is to find
effective features to represent Web databases. Some interface integration tech-
niques [10, 9, 17] focus on the interfaces of Web databases, i.e., HTML forms.
They extract labels and elements from the interfaces and construct interface
schemas as features of Web databases. A drawback of the above-mentioned fea-
tures is that they can only be applied for forms whose contents are indicative
of the database domain, and they cannot be applied for simple keyword-based
interfaces. Thus, Barbosa et al. [3] proposed new types of features to represent
a Web database. They make use of the text (i.e., the bag of words) in the in-
terface and in the Web page (page for short) where the interface is located as
features. In addition, they assume that multiple pages with a common backlink
(i.e., a page that links to the pages) are similar with each other. However, the
methods in [3] have the following limitations. Firstly, they only consider the text
information, which is extracted from the home-page of the Web database, and
thus they are limited to represent the underlying record content. For example,
the sub-categories of “ (laptop accessories)“ is missed on the home-
page of the WDB in Figure 1. Secondly, the text extracted from pages may
contain a lot of noisy words, which are rarely discriminative and cannot capture
the characteristics of the Web database. Take the Web database in Figure 1
as an example. Some words, e.g., “ (shopping cart)”,“ (checking)”,“

(hot sales)”, are useless to represent the corresponding Web database.
Even worse, some words, e.g., “ (nuts)”, may lead to errors in terms of the
similarity measure. Thirdly, since some pages may link to Web databases with
multiple domains (i.e., online directories), the link structure exploited in [3] may
not reflect the similarity of Web databases.

To address the limitations of existing approaches, we introduce the record
categories in a Web database as the feature of the database. Informally, the
record categories of a Web database are the category words of the records in the
database. A lot of Web databases, especially the e-commerce Web databases,
provide such record categories, in order to facilitate users to browse the records in
the databases. For example, Figure 1 provides the categories of the records in an
e-commence Web databases. Users can use the category “ (shoulders
computer bags)” to browse all the sub-categories belonging to computer bag
as well as all records of shoulders computer bags in the databases. Employing
record categories as Web-database features has the following advantages. Firstly,
the record categories are provided by designers of the Web databases to allow
users to better understand the data. Thus, the categories are carefully selected to
capture the content of the Web databases as accurate as possible, and they are of
high quality. For example, the record categories in the dashed rectangle of Figure
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Fig. 1. Example of Category Terms

1 are very discriminative, and can better represent the Web database. Secondly,
there exists hierarchy structure between these record categories, such as “

(computer bags)” and “ (shoulders computer bags)”, and we can
improve the effectiveness of similarity measure by considering the relatedness of
categories computed based on the category-hierarchy.

We study the research challenges that naturally arise for using record cate-
gories to measure the similarity of Web databases. The first challenge is an ef-
fective similarity model based on the record categories. The record categories of
different WDBs may be very heterogenous in terms of both category names and
hierarchy structures, even though the Web databases are very similar, because
the designers of WDBs may have different criteria to categorize the underlying
data. Therefore, it is very difficult to measure such heterogenous WDBs. To ad-
dress this challenge, we introduce a novel similarity model, named IOGM. We
propose to incorporate a unified category hierarchy, which can be derived from
the record categories of WDBs, and we introduce a category hierarchy-based
model to effectively measure the similarity between WDBs. The second chal-
lenge is the construction of the category hierarchy. Since we cannot derive the
unified category hierarchy directly from the individual category hierarchies of
WDBs, we introduce the suffix relationships of record categories, and develop
an efficient algorithm to construct the unified category hierarchy based on the
suffix relationships.

The contributions of our paper are summarized as follows.

– We introduce the record categories, a novel feature, to well represent the
Web databases.

– We propose a category-hierarchy based similarity model to make full use of
the record categories, and measure the similarity of WDBs effectively.

– We propose a suffix-relationship based method to construct the category
hierarchy.
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– We conduct experiments in real data sets to compare our methods with the
baseline Web-database similarity model.

The rest of the paper is organized as follows. Section 2 gives the related
work. Section 3 introduces the category hierarchy based similarity model, and
Section 4 shows the construction algorithm of the category hierarchy. We report
the experiments in Section 5, and finally conclude in Section 6.

2 Related Work

Measuring the similarities of Web databases has been widely studied in the
communities of the database and information retrieval. Some approaches of in-
terface integration for Web databases consider the problem as the matching of
different interface schemas[19, 8, 6, 11, 18]. These approaches extracted the inter-
face schemas from the HTML-based interfaces of Web databases. Then, they
exploit some schema matching techniques to match the attributes in different
interfaces. However, these approaches can only be applied to the WDBs whose
interface contents are indicative of the database domain, and they cannot be
applied for simple keyword-based interfaces [3].

Some Web-database clustering approaches [3, 10, 9, 17] use the text in the
interfaces to represent the corresponding WDBs, and propose to measure the
similarity between these texts as the similarity between WDBs. The proposed
approaches can avoid some drawbacks of interface integration. They, however,
may be ineffective to measure the similarity between WDBs, because they bring
many noisy words, which are rarely discriminative and cannot capture the char-
acteristics of the Web database. Compared with the similarity models proposed
in interface integration and Web-database clustering, we propose to use a novel
feature, the record categories to represent the WDBs, and employ the category
hierarchy to improve the performance of similarity measure. As shown in our
experimental results, our similarity model can achieve better performance.

In addition, there are also several approaches employing the hierarchy struc-
tures. The method that is most related to our method is the OGM model in [7].
This model also employs a hierarchy structure to improve the similarity measure
on top of sets of items. In addition, some approaches use the hierarchy structure
to improve the performance of document similarity measure [15, 13] and doc-
ument classification [15]. Compared with the above-mentioned approaches, we
focus on employing the hierarchy structure to measure the similarity between
two category sets obtained from the WDBs.

3 Category Hierarchy Based Similarity Model

We focus on the WDBs that contain a set of record categories (categories for
short) provided by the designers of the WDBs. In particular, we take into account
the hierarchy relationship of these categories. Take a WDB containing records in
the bag domain as an example, as shown in Figure 1, we can obtain some record
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categories, e.g., “ (bag)”, “ (computer bag)”, etc, by extracting the text
corresponding to the categories from the Web pages. Obviously, the “computer
bag” is a sub-categories of the “bag”, and thus they have a hierarchy relation-
ship. The similarity measure of WDBs can benefit from the above-mentioned
category hierarchy relationship, because we can use the hierarchy to measure
the relatedness between each pair of categories. Consider another category “

(shoulder bag)”. Although this category does not equal to the “computer
bag”, both categories are all sub-categories of the “bag” according to the cate-
gory hierarchy. Therefore, we can improve the effectiveness of similarity measure
by considering the relatedness of categories computed based on the category
hierarchy.

A näıve method incorporating the category hierarchy is to firstly represent
each WDB as an individual category hierarchy, i.e., a tree of categories. Then,
we can employ some similarity measures of trees to measure the similarity be-
tween the corresponding WDBs. However, this method cannot perform well due
to the heterogenous structure of category hierarchies across WDBs. More specif-
ically, the designers of WDBs usually use different criteria to summarize the
categories of the underlying records, even though the records are very similar.
For example, to categorize the records in the domain of “bag”, one designer may
use the categories, “women bags” and “men bags”, and another one may use
“sport bags” and “computer bags”. In addition, the hierarchy relationships of
categories may be various across different WDBs. For example, in one WDB,
the category “women bags” may contain the “women computer bags” and the
“women shoulder bags”, but the category “computer bags” may contain “women
bags” and “shoulder bags” in another WDB. Therefore, we cannot simply employ
the hierarchy relationships provided by the WDBs.

To address the above-mentioned problem, we propose to firstly collect all
the record categories without the hierarchy structure provided by the individual
WDBs. Then, we develop some methods to construct a unified category hierarchy
based on the collected categories. Using the constructed category hierarchy, we
can improve the effectiveness of similarity measure of WDBs. In this section, we
assume that we already have a unified category hierarchy, and concentrate on
presenting the similarity model based on the category hierarchy. The details of
category hierarchy constructions will be discussed in Section 4.

3.1 Similarity Model etween WDBs

We consider the similarity between two WDBs as the similarity between the two
sets of categories corresponding to theWDBs. Specifically, letΘ = {C1, C2, . . . , Cn}
denotes the set of categories corresponding to a WDB, where Ci is a record cat-
egory in the WDB. We measure the similarity between two WDBs based on the
similarity between the two sets of categories, i.e.,

sim(WDB1,WDB2) = sim(Θ1, Θ2). (1)

Many similarity models on top of sets, e.g., Jaccard coefficient, Cosine sim-
ilarity, etc., can be used to compute the similarity between two category sets,

b
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sim(Θ1, Θ2). However, these models only consider whether two categories are
identical or not, and they neglect the interior relatedness between categories
themselves. [7] proposes to employ a hierarchy tree to compute the similarity of
two sets, and introduces a novel model, named Optimistic Genealogy Measure
(OGM for short). We borrow the framework of OGM to measure the similarity of
two category sets, Θ1 and Θ2, and propose the following similarity model, called
Improved OGM (IOGM for short). The difference between OGM and IOGM is
that they adopt different similarity function to measure the similarity of any
two terms in Θ1 and Θ2. And their elements of the sets are also different: the
elements in OGM are only the leaf nodes in the hierarchy tree, but the elements
in IOGM are all the nodes in the hierarchy tree. The basic idea of our model is
that we examine all categories in Θ1. For each category Ci ∈ Θ1, we select the
category Cj in Θ2 with the maximum relatedness of Ci, and take the similarity
between Ci and Cj as the similarity between Ci and Θ2. For every category Ci

in Θ1, we compute the above-mentioned similarity of Θ2, and then we sum the
similarities together to obtain the overall similarity between Θ1 and Θ2.

Definition 1 (IOGM). Consider two sets of categories, Θ1 and Θ2 correspond-
ing to two WDBs. We measure the similarity between Θ1 and Θ2 as follows.

sim(Θ1, Θ2) =

∑
Ci∈Θ1

sim(Ci, Θ2)

| Θ1 | , (2)

and sim(Ci, Θ2) = max
Cj∈Θ2

σ(Ci, Cj), (3)

where σ(Ci, Cj) is the relatedness of the two categories, Ci and Cj.

Notice that, sim(Θ1, Θ2) is asymmetric. Next, we discuss the methods for
estimating the relatedness of two categories based on the category hierarchy.

3.2 Estimating Category Relatedness Based on Category Hierarchy

Given a category hierarchy, we present a method to estimate the relatedness
of two categories in this section. Formally, a category hierarchy is a tree-based
structure of categories, where relationship between the parent and the child rep-
resents that the category corresponding to the child is a sub-category of the
category corresponding to the parent. Figure 2 shows an example category hier-
archy. We employ the category hierarchy to measure σ(Ci, Cj) as follows.

Firstly, we introduce the least common ancestor LCA of two categories, Ci

and Cj , in the category hierarchy. We define the LCA as the common ancestor
of Ci and Cj with the maximal depth,where the depth is the number of nodes in
the path from the root to the corresponding node in the category hierarchy. We
use the category and the tree node exchangeably in the rest of the paper, if there
is no ambiguity. For example, in Figure 2, LCA(Y,H) = K, because 1) K is the
ancestor of both Y and H, and 2) K has the maximal depth in all ancestors of
Y and H. We note that the depth of the LCA of the two categories can capture
their similarity. In details, the deeper the depth of the LCA of Ci and Cj is, the
more similar Ci and Cj are, because the two categories are sub-categories of a
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more specific super-category. Formally, we estimate the relatedness of Ci and Cj

as follows.

σ(Ci, Cj) =
2 · depth(LCA(Ci, Cj))

depth(Ci) + depth(Cj)
. (4)

Notice that, when the two categories are same, we have σ(Ci, Ci) = 1 according
to the formula.

In addition, we consider a special case that LCA(Ci, Cj) = Cj , which means
that the first category is the descendant category of the second category accord-
ing to the category hierarchy. In this case, we assume that the two categories
are highly related to each other, because the super-category includes the descen-
dant category in semantic (e.g., “ (bags)” includes “ (computer bags)”
in semantic). Therefore, we define that the similarity between two categories
satisfying LCA(X,Y ) = Y is 1.

In summary, we define the similarity between Ci and Cj as follows.

σ(Ci, Cj) =

{
1 if LCA(Ci, Cj) = Cj ,
2·depth(LCA(Ci,Cj))
depth(Ci)+depth(Cj)

otherwise.
(5)

4 Category Hierarchy Construction

In this section, we discuss the method for constructing the category hierarchy,
which is used in the proposed similarity model in Section 3. The basic idea of our
method is to utilize the suffix relationship between categories. We describe the
suffix relationship in Section 4.1, and introduce an efficient construction method
in Section 4.2.

4.1 Suffix Relationship

For two categories, we focus on determining whether they have a hierarchy re-
lationship, that is, a category is the sub-category of the other category. To this
end, we exploit the following grammatical observation in Chinese. If the longest
common suffix of two categories is exactly the category with the shorter length,
then the category with the shorter length is the sub-category of the one with
the longer length. For example, in Figure 1, the longest suffix of “

(shoulders computer bag)” and “ (computer bag)” is “ (computer
bag)”, which is exactly the category with shorter length. Therefore, “

(shoulders computer bag)” is the sub-category of the “ (computer bag)”.
Formally, we define the suffix relationship as follows.

Definition 2 (Suffix Relationship). Suppose C1 and C2 are two record cate-
gories. If C2 = b1b2 · · · bnC1(n ≥ 1), where each bi is a Chinese character, then
we call that C1 and C2 are of suffix relationship, and C1 is the suffix of C2.

Figure 3(a) shows an example of the Suffix Relationship. We note that for
a given record category, there could be several suffixes. For example, the suffix
of “ (shoulders computer bag)” may be “ (computer bag)” or
“ (bag)”. In order to obtain the direct sub-categories of a category, we use the
longest suffix of a category as its sub-category, which is defined as follows.
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Fig. 2. Example for Similarity Function Fig. 3. Example of Suffix Relationship and
Category-Hierarchy

Definition 3 (Longest Suffix). Suppose set S(Ci) is the set of all the suffix
of the category Ci, then the longest category in S(Ci) is called the longest suffix
of Ci.

In particular, we name the record category which does not have a suffix, such
as ” (bag)”, as isolated record category. As we will see in 4.2, an isolated record
category does not have any lower layer categories in the category hierarchy.

4.2 Category Hierarchy Construction

In this section, we present an algorithm that efficiently constructs the category-
hierarchy based on the suffix relationship proposed in Section 4.1, as shown in
Algorithm 1.

Input: Σ =
⋃n

i=1
Θi, the set of categories from all WDBs.

Output: CHT , the category-hierarchy
1 sort Σ by the length of C in ascending order;
2 create an virtual root for CHT ;
3 for each record category C in Σ do
4 create a new tree node for C;
5 LS = find the longest suffix of C;
6 if LS does not exist then
7 add the C node to the children set of virtual root;
8 else
9 add the C node to the children set of LS node;

10 end

11 end
12 return the root of CHT ;

Algorithm 1.CHT Construction Algorithm

The input of the algorithm is the set of categories from all WDBs, i.e., Σ =⋃n
i=1 Θi. The output of the algorithm is a category-hierarchy, i.e., CHT . The

algorithm firstly sorts the Σ according to the lengths of the categories in Σ
in an ascending order (Line 1). This step guarantees that the father node of
any category C has already been added to the category-hierarchy, CHT . The
reason is that we visit the set Σ in ascending order of the length of categories.
If the longest suffix length of a C, say LS, exists, then we have length(LS) <
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the CHT . Otherwise LS does not exist, the father node in the CHT is the root
node. Then the algorithm creates a virtual root node for the category-hierarchy
in order to combine all the isolated record categories together (Line 2). Next,
the algorithm processes every category C in Σ (from Line 3 to Line 13). In more
details, it creates a new node for C in Line 4, and find the longest suffix for C in
Line 6. Then, the algorithm determines whether C is an isolated category. If it
is an isolated category, it adds tree node corresponding to C to the child set of
the root. Otherwise, it adds tree node corresponding to C to the child set of the
tree node corresponding to its longest suffix LS. Finally, the algorithm returns
the root node of CHT . Figure 3(b) shows an example of the category-hierarchy
constructed by Algorithm 1.
It is notable that we do not deal with the case that one word has more than one
meanings(e.g.,“ (apple)“ ) in the construction of category hierarchy, which
we may consider in the future work.

5 Experiments

In this section, we report our experiments to examine the effectiveness of our cat-
egory hierarchy based model for measuring the similarity between two WDBs. To
this end, we conducted two experiments based on our similarity model. Firstly,
we applied our similarity model to find the top-k similar WDBs, given a query
WDB, and examined whether the found WDBs were relevant to the given WDB.
Secondly, we employed the similarity model for WDB clustering, which is an es-
sential task for organizing the WDBs.

Table 1. Data Set

Domain # of
WDB

Domain # of
WDB

Domain # of
WDB

Domain # of
WDB

renting 11 medicine 11 digital products 34 ornament 41

cars 19 travel 15 home appliances 18 pets 11

office stuff 12 reading online 14 video online 13 shoes 10

toys 15 food 41 infant mom 27 gifts 32

clothes 19 health care 13 general merchandise 58 sports 21

flowers 22 books 26 cellphones 24 luxury 20

cosmetics 37 household 35 e-books 12 bags 12

5.1 Experiment Setup

Data Set. We examined the effectiveness of our category hierarchy based sim-
ilarity model on top of a set of 623 Chinese WDBs, which we collected from
the real Web using rule based method automatically. For each WDB, we man-
ually annotated a domain label for it as a benchmark only for our clustering
experiment. Note that the domain labels were only used for benchmark, and our
proposed methods do not depend on these labels. Table 1 describes some details
of the data set. From the table, we can see our experimental data contains 28
different domains, which covers most domains in Chinese WDBs.

length(C), and so its longest suffix node has already been processed and added to
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Evaluation Metric. To evaluate the performance of top-k WDB recommenda-
tion based on our similarity model, we asked 15 volunteers to label whether the
recommended WDBs were relevant to the query WDB (the volunteer labeled 1
for relevant WDB, and 0 for the irrelevant one). Then, we exploited an aggrega-
tion score, precision to evaluate the performance of top-k WDB recommendation,
i.e.,

precision =
# of correct WDBs

k
. (6)

We further averaged the precisions of all the 623 WDBs as the precision of
top-k WDB recommendation.

To evaluate the quality of the clustering, we employed two standard measures,
i.e., the entropy and the F-measure [3]. For each cluster, we compute the entropy
by using the standard formula.

Entropyj = −
∑
i

pij log(pij), (7)

where pij is the probability that a member of cluster j belongs to domain i. The
entropy for all the clusters is the sum of the entropies of each cluster, weighted
by the size of each cluster. Intuitively, the lower the entropy is, the better the
clustering algorithm is. The F-measure provides a combined measure of precision
and recall [16, 3]. For a cluster X and a domain label D (see Table 1 for details),
we computed F-measure, F as follows.

F = 2PR/(P +R),
P (X,D) = N1

N2
, and R(X,D) = N1

N3
,

where N1 is the number of WDBs in cluster X which can be judged to the
domain D, N2 is the number of WDBs in cluster X, and N3 is the number of
WDBs in domain D. In general, the higher the F-measure value is, the better
the clustering algorithm is.

Baseline Method. We implemented the similarity model employed in [3]
(FC+PC for short), which is the most effective method for WDB clustering in
the state-of-the-art. This similarity model extracted the text in the interfaces
to represent the corresponding WDBs, and developed several methods to de-
termine the weights of the text for measuring the similarity. We used FC+PC
as the similarity model in our top-k experiment and clustering experiment, and
compared the performances with our proposed similarity model.

5.2 Experimental Results

In this section, we report the experimental results of our category-hierarchy
based similarity model.

Top-k WDB Recommendation. Figure 4(a) shows the performance of top-
k WDB recommendation using our similarity model and the baseline model.
From the figure, we can see that the precision of our similarity model is 20 per-
cent higher than that of the FC+PC similarity model. The main reason that our
method outperforms the baseline methods is that we exploit the record categories
to represent the WDBs. Compared with the FC+PC model, our method can
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Fig. 4. Experiment Result:(a) The Precision of Top-k Recommendation; (b) The En-
tropy Result of Cluster; (c) The F-Measure Result of Cluster

make use of the text capturing the effective features of the WDBs. In contrast,
the FC+PC method may bring many noisy terms, which would be harmful to the
similarity measure. For example, there are many interfaces containing the text
“ (search)”, “ (discount)”, etc. These terms are useless for measuring the
similarity between WDBs. In addition, to make full use of the record categories,
we take into account the category hierarchy, which can improve the performance
of similarity measure, compared with the traditional similarity models on top
of sets, e.g., Jaccard coefficient, Cosine similarity, which FC+PC used. The ex-
perimental results show that our category-hierarchy based similarity model are
very effective, and the precision of top-1 WDB recommendation is 89.87%.

Clustering. Since our similarity value from IOGM is asymmetrical, we re-
normalize the similarity value by the following formula:

sim′(Θ1, Θ2) = sim′(Θ2, Θ1)

= sim(Θ1,Θ2)·|Θ1|+sim(Θ2,Θ1)·|Θ2|
|Θ1|+|Θ2| .

(8)

We ran the clustering algorithms based on our similarity model and FC+PC
on top of our data set. We employed the Partitioning Around Medoids (PAM)
as the clustering algorithm [14]. This algorithm starts by setting an initial set of
medoids, and iteratively replaces one of the medoids by one of the non-medoids
if it improves the total distance of the resulting clustering. We computed the
distance between two WDBs as 1 minus their similarity value.

Figure 4(b) and (c) shows the entropy and F-measure values obtained by
IOGM similarity model and by FC+PC model. We can see that both the en-
tropy and F-measure obtained from our similarity model are much better than
FC+PC. Our result is better because we consider more information about the
content of the WDBs, and we also make use of the hierarchy structure of the
record categories, which leads to a better similarity measure.

6 Conclusion

In this paper, we have introduced a novel model for measuring the similarity be-
tween Web databases. We proposed to employ the record categories, a novel fea-
ture provided by the designers of WDBs, to represent the corresponding WDBs.
We proposed a model on top of the two sets of categories to measure the similar-
ity of the two WDBs. In order to improve the performance of similarity measure,
we proposed to exploit a category hierarchy to make full use of the hierarchy
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relationships of categories. In addition, we introduced an effective and efficient
algorithm to construct a high-performance category hierarchy. We conducted
experiments on real Chinese Web databases, and the experimental results have
shown that our proposed similarity model has performance advantages, com-
pared with the baseline method. Furthermore, as all steps in our method is
automatically implemented, our method can be used in real applications easily.
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Abstract. The number of images on the World Wide Web has been in-
creasing tremendously. Providing search services for images on the web
has been an active research area. Web images are often surrounded by dif-
ferent associated texts like ALT text, surrounding text, image filename,
html page title etc. Many popular internet search engines make use of
these associated texts while indexing images and give higher importance
to the terms present in ALT text. But, a recent study has shown that
around half of the images on the web have no ALT text. So, predicting
the ALT text of an image in a web page would be of great use in web
image retrieval. We treat the prediction of ALT text as the problem of
automatic image annotation based on the associated texts. We propose
a term weighting model that makes use of term co-occurrences in asso-
ciated texts and predicts the ALT text of an image. Using our approach,
we achieved a good improvement in performance over baseline.

1 Introduction

With the advent of digital devices like digital cameras, camera-enabled mobile
phones, the number of images on the World Wide Web is growing rapidly. This
led to an active research in the organization, indexing and retrieval of images
on the World Wide Web. Providing search services for the web images has been
difficult. Traditional image retrieval systems assign annotations to each image
manually. Although it is a good methodology to retrieve images through text
retrieval technologies, it is gradually becoming impossible to annotate images
manually one by one due to the huge and rapid growing number of web images.
Automatic Image Annotation has become an active research area since then.
A common view is that semantics of web images are well correlated with their
associated texts. Because of this, many popular search engines offer web image
search based only on the associated texts.

ALT text is considered the most important of all associated texts. ALT at-
tribute is used to describe the contents of an image file. It’s important for several
reasons: ALT attribute is designed to be an alternative text description for im-
ages. It represents the semantics of an image as it provides useful information to
anyone using the browsers that cannot display images or image display disabled.
It can help search engines to determine the best image to return for a user’s query.

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 237–244, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Many popular internet search engines like Google Image Search1 make use of
these associated texts while indexing the images and give higher importance to
the terms present in ALT text. Google states the importance of ALT text in their
official blog2: ”As the Googlebot does not see the images directly, we generally
concentrate on the information provided in the ”ALT” attribute.”

The ALT attribute has been used in numerous research studies of Web image
retrieval. It is given the highest weight in [1]. In [2], the authors consider query
terms that occur in ALT text and image names to be ’very relevant’ in ranking
images in retrieval. Providing ’a text equivalent for every non-text element’ (for
example, by means of the ALT attribute) is a checkpoint in the W3C’s Web
Content Accessibility Guidelines3. The authors of [3] also state the importance
of using ALT text. However, a recent study [4] has shown that around half of the
images on the web have no ALT text at all. The author collected 1579 images
from Yahoo!’s random page service and 3888 images from the Google directory.
47.7% and 49.4% of images respectively had ALT text, of which 26.3% and 27.5%
were null. It is clear from this study that most of the web images don’t contain
ALT text.

Therefore, predicting ALT text of an image in a web page would be of great use
in web image retrieval. In this paper, we address the problem of predicting terms
in ALT text by proposing a term weighting approach using term co-occurrences.
We treat the prediction of terms in ALT text as the problem of automatic image
annotation based on the image associated texts. This approach can be extended
to any image dataset with associated texts.

The reminder of the paper is organized as follows. In Section 2, we describe our
approach to term weighting using term co-occurrences. We describe the dataset,
evaluate our system and prove the usefulness of it in Section 3. Section 4 gives an
overview of related work. We conclude that our proposed approach can be useful
in web image retrieval and give an account of our future directions in Section 5.

2 Term Weighting Model

In this section, we propose a term4 weighting model to compute the term weights
based on the term co-occurrences in image associated texts to predict the terms
in ALT text. Terms in the texts are considered to be similar if they appear in simi-
lar contexts. Therefore, these similar words do not have to be synonyms or belong
to the same lexical category. Before calculating term weights, associated texts
need to be preprocessed. The first step is to remove common words(stopwords)
using a list of stop words. The second step is to use stemming to normalize the
representations of terms. In our work, we used Porter Stemmer [5] for stemming.

1 http://images.google.com/
2 http://googlewebmastercentral.blogspot.com/2007/12/using-alt-attributes-

smartly.html
3 Web content accessibility guidelines 1.0. Retrieved 26 August, 2005 from

http://www.w3.org/TR/WAI-WEBCONTENT/
4 We use term and word interchangeably in this paper.
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According to the distributional hypothesis [6], semantically similar terms oc-
cur in same or similar contexts. We use this information in our term weighting
model. A term is said to be important if it occurs in many associated texts and
co-occurs with many other terms present in different associated texts.

For each image, we calculate term weights using the following equation.

w(t) = (
∑

i s(t, ti)
N

)(Imp(t)) (1)

s(t, ti), the similarity between two terms t and ti, is calculated using Jaccard
Similarity as follows:

s(t, ti) =
|St ∩ Sti |
|St ∪ Sti |

(2)

St ∩ Sti is the set of associated texts in which both t and ti occur, |St ∪ Sti | can
be calculated as |St|+ |Sti |−|St∩Sti |, and St is the set of associated texts which
contain the term t. N is the total number of unique terms in all associated texts.

Imp(t) is the importance of a term which is calculated as follows:

Imp(t) =
∑

i boost(ai)
|A| (3)

boost(ai) is the boost of the associated text ai which contains the term t and A
is the set of associated texts which contain the term t. Based on the heuristic
of importance(image caption, HTML title, image filename, anchor text, source
page url, surrounding text in that order), we assign a boost to the extracted
associated texts. Value of boost for each associated text is given based on the
importance of the associated text as stated above. Once the weight for each
term has been computed, the terms are ranked in descending order based on
term weights and top k terms are selected as terms in ALT text.

3 Evaluation

In this section, we present the evaluation procedure of our approach. We briefly
describe the data collection and preprocessing steps, present the evaluation pro-
cedure and finally results are discussed.

3.1 Data Collection and Preprocessing

A crawler is used to collect images from many websites. Images like banners,
icons, navigation buttons etc, which are not so useful are not considered. The
web documents are preprocessed to extract associated texts so that the images
can be indexed and retrieved with these text features. The associated texts we
considered are extracted from HTML page title, image filename, source page url,
anchor text, image caption and surrounding text.
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We used Guardian5, Telegraph6 and Reuters7 as the source urls and col-
lected a total of 100000 images: 11000 images from Reuters, 41000 images from
Guardian and 48000 images from Telegraph which have ALT text. We selected
these news websites because the ALT text provided in them is accurate and
is very useful for evaluation. The pages in which the images are present, cover
a wide range of topics including technology, sports, national and international
news, etc. Stopwords are removed and stemming is used to filter the duplicate
words from the extracted textual information.

3.2 Baseline Approaches

Most of the keyword extraction techniques use frequency based approaches like
TF.IDF [7] or, simply term frequency. We implemented two approaches based on
term frequency(TF) and document frequency(DF) respectively as the baseline
approaches. TF is the number of occurrences of a term in all associated texts,
where as DF is the number of associated texts in which the term appears. In
general, if the term appears in many associated texts, it will have higher weight
than the ones which appear in less number of associated texts. We compute TF
and DF of each term present in associated texts of an image. Once tf and df for
each term has been computed, the terms are ranked in descending order based
on term weights and top k terms are selected as terms in ALT text.

IDF is used to enhance the significance of the terms in a given corpus which
appear in less number of documents. In our approach, terms are used to derive
the semantics of the embedded images in a single document. IDF is not used as
a baseline approach in our analysis for the above reason.

3.3 Evaluation Procedure

In order to evaluate the effectiveness of our method, we compare the predicted
terms produced by our approach against the terms extracted from ALT attribute
of an image in the corresponding web page. In addition we also compare the
performance of our method against the baseline approaches which are based on
term frequency and document frequency respectively.

We present results using the top 5, 10, and 15 words. We adopt the recall,
precision and F-measures to evaluate the performance in our experiments. If Pt

is the set of terms predicted by our approach and At is the set of terms in ALT
text, then in our task, we calculate precision, recall and F-measure as follows:

precision =
Number of common terms between Pt and At

Total number of terms in Pt
(4)

recall =
Number of common terms between Pt and At

Total number of terms in At
(5)

F −Measure =
2 ∗ precision ∗ recall

precision + recall
(6)

5 http://www.guardian.co.uk/
6 http://www.telegraph.co.uk/
7 http://www.reuters.com/
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Fig. 1. Comparison of approaches for top 5 predicted terms

3.4 Analysis

As we can see from the results shown in Fig.1, Fig.2 and Fig.3, our approach
gives good results at top 15 terms. From our experiments we found that it’s just
the order of importance of associated texts, not the values of boost of associated
texts, that influences the performance of our approach. The predicted terms that
are not present in the original ALT text may not completely be irrelevant. There
could be cases where the predicted terms may represent the image, but they are
not used in ALT text. Author of a web page may use some terms that comes
to his mind when writing ALT text for an image and uses semantically related
terms across other associated texts. In that case, the term that the author uses
consistently across associated texts of an image will be predicted to be in original
ALT text. For example, Consider an image of a cricketer. If the author of a web
page uses the term ’batsman’ in the ALT text and uses the term ’cricketer’,
which is semantically related to ’batsman’ across other associated texts, the
term ’cricketer’ might be predicted by our approach. Manual evaluation has
been done on 1000 images taking semantic relationship into account and found
that the values of precision, recall and F-measure have been increased by 3.61%,
5.73% and 4.50% respectively. The results are given in Table 1.

Table 1. Results for the Proposed Approach

Semantic Relationship Precision@15 Recall@15 F-Measure@15

No 32.48 69.17 44.21
Yes 36.09 74.90 48.71
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Fig. 2. Comparison of approaches for top 10 predicted terms

Fig. 3. Comparison of approaches for top 15 predicted terms

4 Related Work

Many web image search engines use keyword based search to retrieve images.
Automatic Image Annotation is the key issue in keyword based image retrieval.
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There has been plenty of work done in Automatic Image Annotation. Some
of the early approaches [8, 9] to image annotation are closely related to im-
age classification. Images are assigned a set of sample descriptions(predefined
categories) such as people, landscape, indoor, outdoor, animal. Instead of focus-
ing on the annotation task, they focus more on image processing and feature
selection.

Co-occurrence Model [10], Translation Model [11], Latent Dirichlet Alloca-
tion Model [12], Cross-Media Relevance Model [13], Multiple Bernoulli Relevance
Model [14], etc infer the correlations or joint probabilities between images and an-
notation keywords. Other works like linguistic indexing [15], and Multi-instanced
learning [16] try to associate keywords(concepts) with images by learning classi-
fiers. To develop accurate image annotation models, some manualy labeled data
is required. Most of the approaches mentioned above have been developed and
tested almost exclusively on the Corel8 database. The latter contains 600 CD-
ROMs, each containing about 100 images representing the same topic or concept,
e.g., people, landscape, male. Each topic is associated with keywords and these
are assumed to also describe the images under this topic.

[17] demonstrates some of the disadvantages of data-sets like Corel set for
effective automatic image annotation. It is unlikely that models trained on Corel
database will perform well on other image collections.

Web images differ from general images in that they are associated by plentiful
of texts. As we mentioned in earlier sections, examples of these associated texts
include image file name, ALT text, caption, surrounding text and page title, etc.

Various approaches [18,19] have been employed to improve the performance of
web image annotation based on associated texts. Our work differs from previous
work in that our approach is evaluated on a large number of images and works
well for any image dataset with associated texts.

5 Conclusions and Future Work

This paper presented a term weighting approach that makes use of term co-
occurrences in associated texts and predicts terms occurring in ALT text of
an image. We compared the performance of our approach against two baseline
approaches which use term frequency and document frequency respectively. Ex-
periments on a large number of images showed that our model is able to achieve
a good performance. One advantage of our approach is that it works well for any
image dataset given the images have associated texts.

Having observed that semantic relatedness should be taken into account while
evaluating, we would like to include this in the evaluation framework.We are work-
ing on making the dataset used in our experiments a standard one for web image
retrieval. Our work is language independent. Our work can be extended to other
domains like social bookmarking sites. The goal would then be to predict the tags
of a url from the text content of the url.

8 http://www.corel.com/
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Abstract. This paper presents a novel approach to extract the hierarchical 
schema of web interfaces by employing the visual features. In our approach, the 
Layout Object Model (LOM) is proposed to extract the schema of interface 
based on the geometric layout of interface elements. In the LOM, each field or 
label of interface is a layout object denoted with a rectangle in web browser. 
The schema of interface can be expressed by organizing these rectangles with a 
tree structure which is called as the LOM tree. So we extract the schema by 
constructing the LOM tree. The construction is start with generating the basic 
layout tree from the DOM tree. Then, we match labels for fields or groups of 
them by employing their layout relation and feature rules, and the LOM tree is 
constructed by adjusting the basic layout tree. Finally, we transforms the LOM 
tree of a web interface into a schema tree to extract the schema. The experimen-
tal results show that our approach can match labels and fields accurately, which 
is very useful for deep web applications.  

Keywords: deep web, web interface, visual features, layout object model. 

1   Introduction 

In current applications, the deep web has become a very important resource for data 
analyzing, data integration and data mining since it contains high-quality information 
i.e. structured data records. However, data sources of the deep web provide their data 
by web interfaces that are presented with HTML and consist of labels and fields. To 
accurately access the deep web, we need extract the schema of web interfaces. This 
work is called understanding web interfaces in [8]. The schema of web interfaces has 
a tree structure, in which text tokens are regarded as semantic labels of input fields or 
their groups. The goal of extraction is accurately grouping labels and fields into a 
hierarchical presentation that express the schema of interface. For example, figure 1 
shows a web interface of automobiles, in which the label “model” is used to express 
the semantic of its following input field. This work is very important for deep web 
data extraction [9, 10], deep web integration [11, 12], building unified query inter-
faces [13]. Some researches [1] have provides methods to discover web interfaces 
accurately. But they did not address the problem of understanding web interfaces. 
Existing methods [2,3] solve this problem with the structure of source code. We call 
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them as the code structure-based method (CSM). They parse the source code of inter-
face into an element sequence or a DOM tree, and match label and field based on their 
distances in the structure of DOM tree. However, when the structure of web interface 
is complex, CSM will wrongly group labels and fields. For example, in figure 2, two 
labels are in the same branch of the DOM tree, and their corresponding fields are in 
another branch.  

 
  
 
 

 
 
 
 
Our observation shows that the designers of web interfaces express the schema 

with the layout of labels and fields rather than the code structure of page. It means the 
schema of an interface is hidden in its geometric layout structure which is more accu-
rate than its code structure. Thus, in this paper, a Layout Object Model (LOM) is 
proposed to express labels and fields of interface with their display on a browser.  
In the LOM, each label and field is regard as a layout object that is denoted with a 
rectangular area on a browser. For example, the rectangle L1 in the middle figure 2 
denotes the layout object of label “Price”. 

In this paper, the main contribution of this paper is the development of a method 
that utilizes the visual features of web interfaces constructing a LOM tree to express 
the schema. We call this method as the layout structure-based method (LSM). The 
LOM tree has similar features with the R-tree[17] in which each node denotes a rec-
tangular area. The construction of the LOM tree is based on our insights on visual 
features of web interfaces. It is obvious that a LOM tree with appreciate structure can 
accurately express the schema of web interface, and this LOM tree can be easily 
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transformed into a schema tree of web interface. The other contributions of this paper 
are as follows: 1 we define a set of rules based on the visual features for the construc-
tion of the LOM tree; 2 we propose algorithms for constructing the LOM tree and 
transforming it into the schema tree. 

The rest of this paper is organized as follows. Section 2 shows related works.  
Section 3 presents the problem definition and models for understanding web inter-
faces. Section 4 describes the design rules and the algorithm to construct the LOM 
tree with layout information. In Section 5, we present our experimental results.  
Section 6 gives a conclusion of this paper. 

2   Related Works 

There have been some existing works to extract the query interface schema of deep 
web sources. We category them into two types: the code structured-based method and 
the layout structure-based method. The code structured-based method usually parses 
source codes of web interfaces into special structures. The approach presented in [4] 
regards the document of a query interface as an interface expression (IEXP). They 
match the prediction of the right label for a field on the interface expression. This 
approach is suitable for web interfaces with simple structure, but not the web inter-
faces with complex structure. The approach [14] uses the heuristic rule that considers 
the textual similarity between the name of a field and a label. This heuristic rule is not 
work when there is no semantic names or ids within elements of web pages. A recent 
work [5] improved this approach by considering the distance between labels and 
fields. It first formats the source codes of web interface into XML and builds a DOM 
tree structure. Then it evaluates the distance of between a label and a field on the 
DOM tree to match them. But the redundant html elements make the DOM tree more 
complex which will decrease the accuracy of the approach. Another approach [7] is 
based on applying data mining algorithms. It first selects a set of sample web inter-
faces, and extracts the distance, position relationship, element types of matched label 
and field. Then it trains a decision tree for extracting attributes from web interfaces. 
However, the design patterns of web interfaces will evolve with the technique devel-
opment of web page. So the decision tree may be not useful for new web interfaces. 
[15] uses attributes to group sets of related fields, but its approach can’t handle the 
nested attributes.  

The layout structure-based method [6, 8] is mainly using the visual content features 
to predicate labels for fields of web interfaces. The LSM is more robust against 
HTML particularities and code evolution. The approach [6] introduces the notion of 
viewing query interfaces as visual languages, and hypothesis hidden syntax in query 
forms. It extracts heuristic rules by observing a set of interfaces. Its disadvantage is 
that too many special rules may have conflicts and produce error matching when web 
techniques evolved. The approach most similar to ours is [8] which builds a schema 
tree model to express web interface [2]. Given a query interface, they first construct a 
tree of fields by semantic order and a tree of labels based on semantic scopes of them. 
Then they develop an algorithm to derive an integrated tree structure that represents 
the schema tree of the interface based on integrating the tree of fields and the tree of  
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text tokens. However, some interfaces have labels that are aligned to the center and 
not to the left. The semantic scopes of this kind of labels will be wrongly computed. 
Our model constructs the LOM tree with features of both layout and R-tree, which 
will avoid this problem.  

3   Model Definition 

3.1   The Schema Model of Web Interface 

The schema of a web interface can be present with a hierarchical tree called schema 
tree [8] which expresses the semantic relationship between labels and fields. In the 
tree structure, leaves correspond to the fields and their own labels, and the order of 
sibling nodes corresponds to the display order of them. The internal nodes render a 
group of related fields or a group of related groups of fields. So a query attribute of 
interface composed with one or multiple fields is mapping to a sub tree in the schema 
tree. The schema tree presents the related labels of fields and the semantic context of 
labels. The semantic of labels with lower level are under the context of semantic of 
their parent labels. The hierarchical semantic structure of example in figure1 is shown 
in figure 3, in which the schema tree of web interface has 12 query attributes with 
four levels, and two “From” and “to” labels have different semantic, for they have 
context semantic in their parent nodes with label “Year” and “Price Range”. In the 
model of schema tree, an internal node is a label which presents the semantic of labels 
and fields in its sub tree. The leaves of schema tree are fields with their own labels. 

To model the hierarchical schema of web interface, we define a web interface WI 
as a set of attributes A={A1,…An}, in which Ai is a query attribute of WI. And t Ai is 
defined as <GL, F, Gs>, where L denotes the semantic label of Ai, F={F1,…,Fl} de-
notes the fields directly contained by Ai, and Gs={G1,…,Gm} denotes a set of groups 
which are the nested grouping of related fields. For each group Gi in Gs, to express 
the nested structure, it is also defined as Gi = <GL’, F’, Gs’>, where GL’ denotes the 
semantic label of group. The field Fi is defined as Fi = <L, f>, where L is the own 
label of field f. Based on our definitions, the hierarchical semantic is expressed with a 
tree structure that we also call it as the schema tree in this paper. 
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Fig. 3. The hierarchical semantic structure of example in figure1 
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3.2   The Layout Object Model and LOM Tree 

In this paper, we propose the Layout Object Model for describing elements of web 
pages. Each of visual elements is regarded as a layout object which is denoted with a 
rectangular area in a browser. In the LOM, multiple layout objects can be grouped 
into a bigger layout object whose rectangular area is the minimum bounding rectangle 
of these layout objects. So, we can construct a layout tree by recursively grouping 
layout objects of a web page. Given a web interface, there are many layout trees that 
have different structures by grouping labels and fields with different order. It exist a 
layout tree whose structure is the same with the structure of its schema tree. We call 
this layout tree as the LOM tree in this paper. In the LOM tree, a leaf node is a basic 
layout object mapping to a label or field, and an inner node is a grouped layout object 
that is denoted by a MBR of its child nodes. The root of the LOM tree is the area that 
contains all elements of a web interface. The LOM tree can represent the hierarchical 
semantic relationship of labels and fields for a web interface. Therefore, we build the 
LOM tree to extract the schema of interfaces. Figure 4 shows the layout of the web 
interface in figure 2 and its LOM tree structure. R1 denotes the area of interface and is 
the root node of the LOM tree. Rectangle Ri is mapping with six query attributes. Li 
and Fi denote the layout objects of labels and fields. 
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Fig. 4. The layout of web interface in figure 2 with its LOM tree 

Then we formulize the LOM tree model of web interface as follows: an LOM tree 
of web interfaces is defined as LT, in which each node denotes a rectangular area in 
web page. The coordinate of a node in the LOM tree is defined as Ri = <(xli, yui), 
(xri,ybi)>, where(xli, yui) is the coordinate of the left-upper corner of the rectangle, 
and (xri, ybi) is the coordinate of the right-bottom corner of the rectangle. These two 
coordinates of points can present the boundary of a rectangle. xli and xri is the left 
bound and right bound of the rectangular area in horizontal, while yui and ybi is the 
upper bound and bottom bound in vertical. For example, R1 is the root node of the 
web interface in figure 4, and the boundary of its rectangle is presented by the points 
(xl1, yu1) and (xr1,yb1).  

4   The Construction of the LOM Tree  

In this section, we describe the methodology for the construction of the LOM tree. 
There are some issues to be addressed. First, the structure of the LOM tree must be 
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matched with the structure of schema. The second problem is matching the semantic 
label for a given field. 

4.1   The Design Rules for the LOM Tree 

Based on the features of HTML and web query interfaces, we abstract them as a set of 
design rules that determine the construction of the LOM tree. Rules can be classified 
into basic rules and semantic rules. Basic rules restrict the structure of LOM tree by 
layout features. Semantic rules control the grouping of labels and fields by semantic 
features. Rule 1 to 3 belongs to the basic rules, and others are the semantic rules.  

Rule 1: Labels and fields are organized top-down and left-to-right in the layout of 
web query interfaces.  

Rule 2: Each two sibling nodes has no overlap area. 
Rule 3: Let R is an internal node of a group, and the left-top point is the origin of 

the coordinate, the coordinate of R is <(min(xli), min(yui)), (max(xri), max(ybi))>, 
where <(xli, yui), (xri,ybi)> is the coordinate of labels and fields in the group. 

Rule 4: If label Li and Lj has different text style on their text token, they are in the 
different semantic levels, and the MBRs of label Li and Lj can not be grouped directly.  

Rule 5: If label Li has a larger or stronger font than label Lj, the semantic level of Li 
is higher than that of Lj. 

Rule 6: If field F1 and F2 are the members of the same group, text styles of their la-
bels are also the same. 

Rule 7: Fields with the same name value in HTML are in the same group.  
Rule 8: If a label is used to denote the semantic of a group, its node is the sibling of 

the node of the group, and its MBR is on the left or above of the MBR of the group. 
Rule 9: If a field has an own label, the orientation of label MBR is on the left, 

right, above or below of its MBR, and their nodes should be siblings in the SR-tree.  
Rule 10: A label is used to denote either the semantics of a field or of a group of 

fields, but not both. 

 

 
 

 
The first rule is obvious for the predicted pattern of human browsing web pages. 

Rule 2 reflects the design pattern of web interface layout in two aspects: first, each 
pair of labels and fields has no overlap area; second, if a group of labels and fields 
denotes a query attribute, it has no overlap area with other groups of attributes. These 
patterns are used to avoid confusing user when user input values for his query. Rule 3 
defines the formula to get the boundary of an internal node. To construct the accurate 
LOM tree, we must consider the semantic hierarchy for labels and fields. There are 
several heuristic rules (Rule 4 to 6) for employing the text style of label. The label of 
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a group has a more distinct text style than the labels of its subgroups or fields. Rule 7 
is used to group related fields based on the feature of HTML. The fields with the same 
name value are grouped as one parameter in the request of HTML. Rule 8 to 10 are 
defined to match related labels for fields and groups with the orientation of labels. 
Rule 8 presents the position relationship between a group and its label. We separate 
the area around the MBR of a field into 8 sectors, as shown in figure 5. The four sec-
tors, denoted with LS(left sector), RS(right sector), AS(above sector) and BS(below 
sector), are potential to containing the label of the field. The corner sectors denoted 
with CS1 to CS4 are blind sectors, because labels entirely in those areas can not anno-
tate the semantic of the center field in design pattern of web interfaces. 

4.2   The Algorithm for the Construction 

The most difficult challenge on constructing the LOM tree is to make its structure 
similar with the structure of semantic hierarchy of the web interface. In this paper, a 
basic layout tree is firstly constructed to satisfy the basic rules. Then, it constructs the 
LOM tree by adjusting the structure of the basic layout tree. In our approach, we gen-
erate the basic layout tree based on the code structure-based method.  

4.2.1   Generating the Basic Layout Tree 
The first step of our approach is generating the basic layout tree. With the code struc-
ture-based method, we first parse the source code of the web interface into a DOM 
tree, such as the left haft in figure 2. In the DOM tree, all vision elements of HTML 
are leaves, and an internal node contains one or multiple labels and fields. To trans-
form the DOM tree into a layout tree, the internal nodes that annotate the text style of 
a label are combined with the node of label, and element nodes unrelated with the 
layout are eliminated from the DOM tree. After this operation, we only reserve nodes 
of labels and fields and internal nodes that contain labels and fields in their sub trees. 
Then, we mark each leave node with their coordinates of MBR which are calculated 
by Rule 3. Consequently, each node of the DOM tree is denoted with MBR, and the 
DOM tree can be regard as a layout tree. This layout tree satisfies the basic design 
rules we have defined. It is because the structure of the DOM tree of interface is de-
signed to describe the layout of HTML elements in web browsers. Figure 6 shows an 
example of the transformation.  
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4.2.2   Adjusting the Structure of the Basic Layout Tree to the LOM Tree 
The basic layout tree is similar with the DOM tree of interface, so it can not be used 
to present the semantic hierarchy of interface schema. Therefore, we need adjust the 
structure of the basic layout tree by replace labels and fields. We develop an algo-
rithm to derive the LOM tree. The detail of the algorithm is given in Algorithm 1.  

In Algorithm 1, we first traverse the Basic layout tree with pre-order to build a 
field list f-list which determines the order of processing fields (Line 1). In most of 
interfaces, this order is the same with the layout order that is top-down and left-to-
right. Then we group fields with the same name value based on Rule 7 (Line 2). To 
group a set of fields, we adjust their positions in the f-list: suppose fi is the first field 
of group g that contains k fields, we move other fields of g orderly following fi in f-
list. Then fi+k+1 is the first of fields that are not in g and following fi. The third step 
(Line 3) is to match candidate labels for each field of f-list. Candidate labels include 
twp types: candidate own labels Lco and candidate share labels Lcs. Given a field fi, we 
discover its candidate own labels according to Rule 9. The own labels of fi are in the 
four orientations that are left, right, above and bellow, and in each direction only one 
candidate label are selected based on the distance of two MBR.  

 
Algorithm 1. Generating the LOM Tree 
Input: the Basic Layout Tree BT, the DOM Tree DT 
Output: the LOM Tree LT 
1  Traverse BT with pre-order to get the field list f-list; 
2  Group fields with the same name in f-list; 
3  Match candidate labels for each field f of f-list; 
4  While f-list != null do 
5    Get a field fi from f-list ; 
6    If (fi is in a group gj) Then 
7      matchGroup (gj, BT); 
8      doAdjustTree(gj, BT); 
9      remove gj from f-list; 
10   else 
11     gk= matchField (fj, BT); 
12     doAdjustTree(gk, BT); 
13     remove gk from f-list; 
14   end if 
15 End while 
16 LT = postAdjust(BT); 

 
To develop the matching algorithm, we further define some matching rules MRules 

which include: (1) if a field f has an own label l, the MBR constructed with l and f 
must be not overlap or overlay with another field f’; (2) if a label l describes the se-
mantic of a group g, the MBR constructed with l and g must be not overlap or overlay 
with another group g’; (3) if a label l describes the semantic of a field f, l is the closest 
label in their orientation, and f is the closest field in their orientation. If there is a field 
that has no candidate own labels, it indicates it is sharing a label with other fields.  
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For these fields, we match candidate share labels by searching closest labels in the 
four directions. The MBR of a field f and its candidate share label l must only contain 
or overlap other fields.  

Then, the fourth step (Line 4 to 15) orderly accesses each field of f-list to match a 
label for it. Here, if the field fi is in an identified group g, we match labels for all 
fields in g by procedure matchGroup. Procedure matchGroup selects candidate own 
labels of fields in g with the same orientation and text style as their own labels ac-
cording to Rule 6. However, there may be labels with different orientation satisfied 
the condition of own labels of a group. In this case, according to Rule 8, we select 
their right labels as their own labels, and assign the first left label as the label of 
group. Otherwise, if fi is a single field in f-list, it may be an independent field or be 
sharing the same label with other fields. Procedure matchField process fi by checking 
whether it is sharing candidate labels with other fields. If fi has only an exclusive 
candidate own label l, we regard fi as an independent field and assign l as its own 
label. Otherwise, fi is sharing a candidate label l with fj. If l is the candidate share label 
of fj and has the same orientation with fi and fj, we group them and assign l as their 
label. If l is the candidate own label of fj, one of fi and fj has another candidate own 
label l' with the same orientation and style, we group it with l'. If both fi and fj has 
another candidate own label with the same style, we select the right label as their own 
label and assign the first left label as group label according to Rule 8. For fields that 
are assigned a group label, we generate a new group gk with them in the algorithm. 

Once labels are assigned to fields, procedure doAdjustTree adjusts the structure of 
the basic layout tree to satisfy features of the LOM tree. The algorithm is given in 
Algorithm 2.  

 
Algorithm 2. doAdjustTree 
Input: group g, the Basic Layout Tree BT 
Output: the Basic Layout Tree BT 
1  If fi of g has a own label li Then 
2    For each fi In g do 
3      Move fi as a sibling of li and insert an internal node for them; 
4    End for 
5  Else 
6    Move all fi of g as sibling leaves and create a parent internal node; 
7    Adjust label l of g to be the sibling of parent node of all fi; 
8  End If 
9  BT = adjustMBR(BT); 

 
The adjustment of the example in figure 6 is shown in figure 7. Current group g 

contains F1 that has own label L1 (Figure7(a)). F1 is moved under R2 as a sibling of 
L1 and an internal node F4 is inserted (Figure7(b)). In this structure, lca of origin and 
target parent is R1 and MBR of R2 overlays MBR of R3 in top of Figure7(b). So, R4 
is removed and R1 becomes parent of R4 and L2 (Figure7(c)). This structure of Basic 
R-tree is obviously satisfied Rule 2. 
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When f-list is null, it means all fields have been grouped with labels and is replaced 

in an appropriate branch in BT. After that, we assign the current Basic layout tree as 
the LOM tree LT. However, the LOM tree may require additional adjustments (Line 
16) to handle the semantic structure. One operation of adjustments is removing re-
dundant nodes. Internal nodes that have the same MBRs with their exclusive child are 
removed from the LOM tree. Another operation is to group existing groups and assign 
label for the new group, which constructs the semantic hierarchy of interface in the 
LOM tree. In the LOM tree, a label that is not grouped with a field is regarded as the 
label of a group.  

4.3   Transformation of the LOM Tree into the Schema Tree 

The LOM tree presents the hierarchical semantic information of interface by its hier-
archical structure on MBRs of nodes. In the LOM tree, all semantic labels is in leaves, 
which is not satisfied the definition of the schema tree. So we use an additional opera-
tion to transform the SR-tree into the schema tree of interface. In the transformation, a 
field f and its own label l in the LOM tree is combined as a field Fi = <Li, fi> of the 
schema tree. For a given group label l in the LOM tree, we move it to replace its par-
ent node and all sibling nodes of it are becoming its children. The group label l be-
comes an internal node and fields of group are in its sub tree. Therefore, a group gi in 
the LOM tree is transformed into a group Gi or an attribute Ai of the schema tree by 
assigning the label of gi as GL, fields of gi as F, and subgroups of gi as Gs. Finally, 
after we remove unmatched labels and unnecessary internal nodes from the SR-tree, 
the schema tree with the hierarchical semantic structure of interface is generated. 
Figure 3 shows the schema tree of the interface in figure 1.  

5   Experiments 

5.1   Dataset 

The web interfaces used in our experiments is the dataset ICQ and WISE. ICQ con-
tains query interfaces to the data sources on the Web over five domains: airfare, 
automobile, book, job and real estate. For each domain, 20 query interfaces are  
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collected from invisibleweb.com and yahoo.com. Moreover, providers of ICQ have 
manually transformed interfaces into schema trees. WISE consists of 147 web inter-
faces from seven domains: books, electronics, games, movies, music, toys and 
watches. All three datasets are downloadable from their web sites. To get the posi-
tions of labels and fields in web pages, we use a java open source library named cobra 
[16] which is a part of the lobo browser project. 

5.2   Evaluations 

We evaluate our approach according to different metrics. The metrics are: 

Labeling fields: This measure is used to evaluate the accuracy of matching labels for 
fields in our algorithm. We compute the ratio of the number of correctly labeled fields 
to the total number of fields. 

Labeling groups: This measure is used to evaluate the accuracy of matching labels 
for groups in the interface. We compute the ratio of the number of correctly labeled 
groups to the total number of groups. 

Structure similarity of schema tree: This measure evaluates the quality of the 
schema tree which is extracted by our algorithms. We compute this metrics based on 
the structural tree edit distance which is the minimum number of operations to convert 
a tree into another. The precision of schema tree is defined as Ps = (Nl-Ds)/Nl, where 
Nl is the number of node in extracted tree and Ds is the tree edit distance. The recall of 
schema tree is Rs=(Nl-Ds)/Ns , where Ns is the number of nodes in standard schema 
tree. Therefore, the F-measure is defined as Fs=2PsRs/( Ps + Rs) which evaluates the 
accuracy of structure of the extracted tree. 

Figure 8 shows the results of our experimental study on the dataset ICQ and WISE. 
We achieve high accuracy on both datasets in three metrics. The results of structure 
measure are worse. It is leaded by the illustrative text in interfaces which interfere 
with the structure of LOM tree. Moreover, the open source code used in our experi-
ments has some layout mistakes when parsing some special web pages. So the  
accuracy of our algorithms can be improved by programming. Figure 9 shows the 
comparison between our layout method (denoted as LOM) and the code structure 
method (denoted as DOM). Our LOM method achieves higher accuracy in these inter-
faces, especially for interfaces with the top-down layout feature and hierarchical 
structure of schema.  

 

 
 Fig. 8. Experimental results Fig. 9. Comparison with CSM 
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6   Conclusion  

In this paper, we present a novel approach for extracting the schema tree of web inter-
face with the hierarchical semantic structure. Different from previous approaches, our 
approach regards the semantic layout of web interface as a layout tree structure. 
Based on the visual layout features of web interface, we design a set of rules for con-
structing the LOM tree to express semantic hierarchy. We regard each label and fields 
on interface as a MBR in web page layout, and construct the LOM tree from the 
DOM tree of interface according to rules. The LOM tree can be transformed into the 
schema tree of interface with high accuracy. We execute our experiments on a wide 
range of web interfaces with multiple domains. The experimental result shows that 
our approach extracts the schema of web interfaces in a higher accuracy. The future 
work is improving the accuracy of our algorithm by accurately generate the position 
of labels and fields. 
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Abstract. Automatic tagging can automatically label images with semantic tags 
to significantly facilitate multimedia search and organization. Existing tagging 
methods often use probabilistic or co-occurring tags, which may result in ambi-
guity and noise. In this paper, we propose a novel automatic tagging algorithm 
which tags a test image with an Informative and Correlative Tag (ICTag) set. 
The assigned ICTag set can provide a more precise description of the image by 
exploring both the information capability of individual tags and the tag-to-set 
correlation. Measures to effectively estimate the information capability of indi-
vidual tags and the correlation between a tag and the candidate tag set are  
designed. To reduce the computational complexity, we also introduce a heuris-
tic method to achieve efficient automatic tagging. The experiment results  
confirm the efficiency and effectiveness of our proposed algorithm. 

Keywords: image tagging, tag information capability, tag correlation. 

1   Introduction 

Automatic image tagging has recently attracted much attention. However, it remains a 
challenging problem due to the unsatisfactory performance. Wu et al. [1] formulate 
image tagging as multi-label image annotation which is treated as a regression model 
with a regularized penalty. The approach in [6] performs a random walk over a tag 
similarity graph to refine the relevance scores. Wang et al. [3] select candidate tags 
and determine which tag is suitable using the visual content of the image based on 
random walk with restarts. In [5], for a given image, it’s k nearest neighbours are 
retrieved by computing visual similarity of low-level features. With respect to their 
prior distribution among all images, tags that frequently appear among the nearest 
neighbours are considered relevant to the given image. However, those approaches 
often suggest the most common tags to users. In many cases, the most likely tag is 
also most general and least informative. The correlations between tags also aren’t well 
exploited in these works. 

In this paper, we propose a novel automatic tagging algorithm which assigns not 
the common tag set but the informative and correlative tag (ICTag) set. We propose a 
heuristic and iterative method to quickly discover the informative and correlative tag 
set. To effectively estimate the information capability of a tag, we utilize the change 
of posterior distributions of other tags after this tag is added to the candidate tag set. 
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We further use the relevance between the test image and the tag to filter out those tags 
that are “informative” but not relevant to the test image. To determine the correlation 
of a tag to the candidate tag set, we model the tag and the candidate tag set as  
two vectors in the semantic space which correlation can be measured by the cosine 
similarity.  

2   Problem Formulation 

In this paper, we use O to denote the test image, and D is used to represent an image 
in the training dataset. Sn is a tag set with n tags. The information which is given to O 
by Sn is define as I(O, Sn), and the correlation of Sn is C(O, Sn). We want to assign the 
most informative and correlative tag set to the test image: 

arg max ( , )
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where V denotes the tag vocabulary of the training dataset, and α (0<α<1) is a 
smoothing factor. We aim to maximize the objective function F(O,Sn) which linearly 
combines the information capability and the correlation of the tag set. 

Since the number of possible tag set Sn is exponential with respect to the size of the 
tag vocabulary. Thus we propose a heuristic and iterative algorithm to efficiently get 
an approximate solution. The information of Sn can be obtained from that of Sn-1 added 
by the information which is given by the tag after it is added to Sn-1. Given a tag  
denoted as t, we have: 

1( , ) ( , ) ( , )n nI O S I O S I O t−= +  

where Sn=Sn-1∪{t} and n>1, and I(O,t) denotes the information added to Sn-1 by tag t, 
which is defined as the information capability of tag t.  

Similarly, the correlation of Sn can be obtained from that of Sn-1 added by the corre-
lation of tag t to Sn-1, i.e., 

1 1( , ) ( , ) ( , )n n nC O S C O S C S t− −= +  

where C(Sn-1,t) denotes the tag-to-set correlation from t to Sn-1. 
Finally, the heuristic algorithm works as follows: 
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                        (1) 

The algorithm is initialized when n=1 with S1 containing the most relevant tag to the 
test multimedia object without considering information capability and correlation 
since S0 is nil. The total number of tags (i.e., the size of final tag set) assigned to the 
test multimedia object is often decided by users. 
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3   Tag Informative Capability  

Based on the information theory, we assume that the less ambiguous a tag set is, the 
more information it has. Thus, we aim to tag a test image with a tag set which is least 
ambiguous. There are two scenarios where a tag set is ambiguous [2]. The first  
scenario is that the current tag set has more than one meaning. Examples of this am-
biguity are word-sense ambiguity. For example, tag set {“apple”, “photo”} can be a 
computer or fruit. Then we think that the tag set {“apple”, “computer”} and {“apple”, 
“fruit”} have are more informative. In this case, the tag “computer” or “fruit” adds 
more information to the tag set {“apple”} than other tags like “photo” because it can 
disambiguate the tag set. The second scenario is that the current tag set is not suffi-
ciently specific. A good example of this ambiguous tag set is {“car”} since there are 
well-known examples of “TOYOTA” and “BMW” and others. Thus by adding the tag 
“TOYOTA” or “BMW”, the tag set {“car”, “BMW”} or {“car”, “TOYOTA”} con-
veys more information than tag set {“car”, “white”}. 

The information capability of a tag indicates how much information it carries when 
it is added to the tag set and can be reflected from the ambiguity changes. Intuitively, 
a tag set is ambiguous if there are other tags such that adding one or more of them 
gives rise to very different co-occurring distributions over the rest tags. Then, the 
information capability of a tag can be estimated based on how differently the posterior 
distributions of other tags are changed after this tag is added to the tag set.  

We compute the deviation between two posterior distributions using the KL diver-
gence. The level of ambiguity for the tag set Sn-1 can be measured by the KL  
divergence value to indicate that at what degree the tag set can be disambiguated by 
the added tag t. The greater the KL divergence value is, the greater the information 
capability tag t has. We aim to select a tag that gives the maximal information to Sn-1. 
Formally, the estimation of the information capability of tag t with respect to Sn-1 is 
defined as: 
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where f(.) is a monotonically-increasing function that trades off the impact of the KL 
divergence with other factor. The calculation of KL(.) is defined as: 
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In the following equations, we assume that the tags in S are conditional independent 
with each other, and use Bayes’ rule to estimate P(t|S): 

       
( ') ( | ')

( | ') ( ')
( ' | )

( ) ( ) ( | )
a

b a

a
t S

b a b
t V t S

P t P t t
P S t P t

P t S
P S P t P t t

∈

∈ ∈

= =
∏

∑ ∏
                                (4) 

In the following, for any pair of tags ta and tb, we denote the number of images that 
contains ta and tb by Z(ta, tb.). We have following formulation: 
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In the above formula (2), we measure the information capability of a candidate tag 
based on the KL divergence of two posterior distributions only. However, it doesn’t 
consider the relevance between the test image O and tag t. So, it is possible to find a 
tag with the maximal “information capability”, but irrelevant to the test image. To 
solve this problem, we introduce the conditional probability P(t|O) of the test image 
O to generate tag t. With this constraint, the tag which is unrelated to the test image O 
can be filtered out. Then, formula (2) is rewritten as: 

     1( , ) ( ( ( | ) || ( | )))* ( | )n nI O t f KL P V S P V S P t O−∝ (                              (5) 

Assuming that P(O) is uniformly distributed, we have 
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where Simvisual(O,Di) is the function to measure the visual similarity, L(t, Di) is an 
indicator function for tag t ∈ V, L(t, Di) = 1 iff Di was tagged with tag t. L(t, Di) = 0 
otherwise.  

4   Tag-to-Set Correlation 

In fact, tags do not appear only in pairs. To simplify our computation, we have as-
sumed that conditional co-occurrences are independent in the estimation of tag infor-
mation capability in Section 4. However, this method may induce deviation because it 
does not consider the correlation of tag set. The C(Sn-1,t) defined in Section 3 is pro-
posed to measure the correlation between the candidate tag set Sn-1 and tag t. This 
measure is used to select the tags that are correlative to the tag set Sn-1 instead of indi-
vidual tags. We take the entire candidate tag set as a single semantic concept Sc, and a 
concept combination process is use to combine all the tags in the candidate tag set to 
get the concept Sc.  An important intuition in concept combination is that the impor-
tant concept can dominate other concepts. Then the correlation is calculated as: 

1( , ) ( , )n text cC S t Sim S t− =  

To get the vector of combined concept Sc, we need to construct the vector of each tag 
first. The tag-to-object matrix which reflects the relationship between tags and images 
is described as M|V|×|D| , Mij denotes whether the ith tag occurs in the tagging of the jth 
media object. Then, the semantic correlation between different tags: 

           
TU MM=                                                          (7) 
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where Ui,j denotes the co-occurrence frequency of tag ti and tag tj.  Then each row of 
U is normalized. We use a heuristic concept combination process to construct the 
vector of the combination concept Sc. The concept combination is a form of vector 
addition whereby quality neighbour shared by both tags are emphasized. Given two 
tags: 
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where |D(t)| denotes the number of images that contain tag t in the K nearest 
neighbours of the test image O, |T(t)| denotes the number of images that contain tag t 
in the training dataset. The resulting combined concept is denoted by ti ∪ tj: 
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Then, the vector of the combined concept is normalized. Thus the combined concept 
Sc is a combination of n-1 “neighborhood” vectors, i.e., 1 2 3 1(...(( ) ) )nt t t t −∪ ∪ ∪....) ∪ . 

Therefore, the cosine of tU and cS  is applied to measure the semantic similarity of tag 
set concept Sc and tag t: 
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| | | |
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S U

•=
×

 

5   Experiments 

In these experiments, we compare our approach with Neighbour Voting based image 
tagging (NVTag) [6] and Random Walk based image tagging (RWTag) in [8]. We use 
We split the dataset of image into two disjoint partitions: a training set with 150000 
images and a test set with the remaining images. Traditional performance evaluation 
metrics including average precision and recall. 

In Fig. 4 and Fig. 5, we compare the average precision and recall at top n result tags 
of different tagging algorithms. According to these figures, ICTag consistently out-
performs both RWTag and NVTag. This is because that NVTag uses the frequency of 
a tag minus its prior frequency to restrain the tags, and then the common tags usually 
are assigned. This is the same to RWTag in which the tags has the most correlation to 
other tags are assigned to the test image. Thus both the algorithms always prefer the 
common tags. However, the ICTag prefers the informative tags when the number of 
assigned tags is increased. With the number of assigned tags increasing the improve-
ment is more obviously. 
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Fig. 4. Average precision at top n result tags       Fig. 5. Average recall at top n result tags 

6   Conclusion 

In this paper, we propose a novel automatic tagging algorithm which assigns the test 
multimedia object with the informative and correlative tags, based on the posterior 
probability computation using KL divergence and tag-to-set correlation analysis. The 
relevance of a tag to the test multimedia object is also considered in estimating the 
information capability. Measures to effectively estimate the information capability of 
individual tags and the correlation between a tag and the candidate tag set are intro-
duced. Experiments on the existing datasets of NUS-WIDE web images show that our 
algorithm achieved superior tagging accuracy than existing algorithms. 
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Abstract. The answering communities, such as Yahoo! Answers, offer
great intelligence to help people solve questions. Participants can express
their judgements towards answers and the system also keeps a record
for every user. Retrieving Question-Answer pairs (QA pairs) extracted
from these forums can improve the quality of Question-Answering (QA)
systems. In this paper, we propose a Collaborative Ranking (ColRank)
algorithm employing the Continuous Markov Chain Model (CMCM) to
combine the quality of QA pairs and relationships among them. Empiri-
cal results show that the innovative algorithm is effective and outperform
the state of art Question-Answering baselines.

Keywords: Question Answering, Collaborative Ranking, Continuous
Markov Model.

1 Introduction

Question Answering (QA) systems try to understand the human-proposed ques-
tions and come up with acceptable answers. A lot of interests are drawn to
this topic and people expect to see further improvement. Approaches based
on setting inference rules[1], applying ontologies[2,3] or introducing statistical
models[4,5,6,7] were developed to address the problem. Nevertheless, most ap-
proaches suffer certain limitation resulting from huge human workload for an-
notating or expensive computational costs for supervised learning.

However, answering communities seem to be much better resources as com-
pared with the pure text documents. People post and answer questions freely
according to their interests and expertise. Yahoo! Answers, Baidu Zhidao (Chi-
nese) and Naveer (Korean) are just some examples in this case. Most commu-
nities have human-involved grading systems to rate answers. Judgements from
users facility us to assess the quality of answers. People interact by asking, an-
swering, grading, etc. Users participation activities can be tracked through log
records and users profiles delicately maintained by web service providers. In this
paper, we utilize multiple collaborative information to identify QA pairs that
are most useful to people.

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 264–270, 2011.
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Link-based analysis has been a popular approach to incorporate collabo-
rative influence. Page rank [8] and Hits [9] are examples in case. To our best
knowledge, the closest related link-based algorithm are LexRank [10] and Biased
LexRank [11]. Most previous ranking models incorporate strength of relationships
into evaluation, but fail to take the quality of nodes themselves into considera-
tion. To meet this end, we propose the Collaborative Rank Algorithm (ColRank).

Within this context we make the following contributions:

– Our adapted ColRank Algorithm promotes the performance, as compared to
the baselines Biased LexRank and Collaborative LexRank.

– We demonstrate that the collaborative information including user profile and
user judgement towards answers are crucial to the performance of automatic
QA systems.

– Our approach using Continuous Markov Chain (CMCM) Model successfully
combine the QA pairs quality with the relationships among them to generate
the rank of QA pairs.

The rest of this paper is organized as follows: Section 2 introduces some related
work. The axiomatic formulation of Continuous Markov Chain Model we con-
sider is detailed in Section 3. In section 4, we list the features used for the model
and gives a description about the graph construction, and parameters configura-
tion. We report our experimental setup and results in Section 5. Finally, Section
6 concludes with outlook on future research.

2 Model

2.1 Moving from Discreteness to Continuity

In Biased LexRank [10,11], is the first variant that aim to address the problem
of Question Answering. It has the mathematical motivation of computing the
stationary distribution in DMCM. In Biased LexRank (B-LR), the graph is con-
structed where each node represents a QA pair and edge is weighted by text
similarity between two QA pairs. The order of stationary distribution for QA
pairs is used as the rank to output. The basic formula is

BLR(u|q) = d · rel(u|q)∑
z∈C

rel(z|q) + (1 − d) ·
∑

v∈adj[u]

sim(v, u)∑
z∈adj[v]

sim(v, z)
· BLR(v|q) (1)

where d is the damper factor determining the probability of restarting the ran-
dom walk. For the link weight, they use cosine similarity computed through tf
and idf scores to represent the strength of support between two QA pairs.[12].
Without using any non-textual clues, we believe that more collaborative features
that are helpful for the problem we face are left out in. This idea finally inspires
us to move from DMCM to CMCM.
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2.2 Continuous Markov Chain Model

The CMCM cancels the limitation that jumping from one node to another can
only occur at discrete time points. it enable the random walker to stay at a node
for arbitrary time period. The transition probability matrix P (t) = [pij(t)]n×n

describes the transition property of CMCM. We further denote by Q the deriva-
tive of P (t) with respect to t when t approaches to 0, which we call the tran-
sition rate matrix. It is proved to be a one-to-one correspondence between Q
and P (t) under previous assumptions. We decompose the CMCM as a process
of successive staying at different nodes. Since the duration behavior are deter-
mined by {qii}, we still need to find ways to identify the transition behavior. We
then introduce the Skeleton Process (a.k.a Embedded Markov Chain) to disclose
the mechanism of transition in CMCM. Skeleton Process K corresponding to Q
is defined as a Discrete Markov Chain Model (DMCM) where we assume any
staying period is uniformly one time unit. Suppose we have already solved the
stationary distribution

∼
π for the skeleton process K via approaches like Power

Method[13]. we can prove that the stationary π distribution of the CMCM:

π =

∼
π ·diag( 1

q11
, 1

q22
, · · · , 1

qnn
)

‖ ∼
π ·diag( 1

q11
, 1

q22
, · · · , 1

qnn
)‖

(2)

3 Collaborative Rank

Previous work[14] noticed that there are numerous features that could be used
in question answering and tried to select the most effective ones to fit in the
model. The various features available usually have a great deal of redundancy.
Generally speaking, we can group them into three categories and select as least
of them as possible. Although here we take Yahoo! Answers as an example, the
features selected are common in other answering communities as well.

– Answer Quality: Answering Community offers ways for users to vote for
answers, which reflect their judgement of the answers quality. Common mea-
surements include thumb up, thumb down and stars. We use a form of linear
combination to compute the quality of answer A:

Q(A) = λ · Star + (1− λ) · (Up−Down); λ ∈ [0, 1] (3)

– User Prestige: To discriminate answers provided by an expert and an
abuse answerer? we extract the count of best answers and the total points
the answerer received from his/her profile. To evaluate the prestige of user
U , it follows:

P (U) = η ·BestAnsCnt + (1− η) · TotalP t; η ∈ [0, 1] (4)

– Who-answered-who relationship: who-answered-who (WAW) relation-
ship has the potential to enhance our ability to suggest good answers.
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Experiments showed that this kind of relationship consulting the question-
answering history improves performance greatly. We now formalized this idea
with the Equation (5):

R(Aer, Qer) =

⎧⎨
⎩

1 the answerer Aer once answered
a question proposed by Qer,

0 otherwise;
(5)

In CMCM, we consider the graph G = (V, E) where V represents the set of
nodes and E denotes the edge set, as shown in Figure (1). It is a three layer
graph. The first layer contains all the askers. The second layer denotes QA pairs
and the third layer represents the answerers set.

Fig. 1. Collaborative Rank

For the parameters kij , the transition attributes should incorporate the who-
answered-who relationship and text similarity. The later part is added for purpose
of smoothing because the who-answered-who relation score distributes sparsely.
In our model, we have:

kij =
μR(Aj , Qi) + (1− μ)sim(〈Qi, Ai〉, 〈Qj , Aj〉)∑

k

(μR (Ak, Qi) + (1− μ) sim (〈Qi, Ai〉, 〈Qk, Ak〉)) ; μ ∈ [0, 1] (6)

The staying time assesses the quality of nodes. We proposed the estimation:

qii = − [θQ(Ai) + (1− θ)P (Aeri)]−1∑
j

[θQ(Aj) + (1− θ)P (Aerj)]−1 ; θ ∈ [0, 1] (7)

4 Experiments

We collected QA pairs from Yahoo! Answers from Jun. 2010 to Sep. 2010. The
dataset included 287,079 QA pairs in domain of “Computers & Internet”, with
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Table 1. Performance of B-LR, C-LR and ColRank When Ranking the Top 10 Answers

B-LR C-LR ColRank
Precision 0.702 0.751 0.794
Recall 0.674 0.685 0.719
F1 0.688 0.711 0.754
MRR 0.507 0.552 0.593
Improvement compared with B-LR:
F1 0% 3.3% 9.6%
MRR 0% 8.8% 16.9%
Improvement compared with C-LR:
F1 - 0% 6.1%
MRR - 0% 7.4%

175,037 users considered. We perform our algorithm ColRank and the baselines.
To measure the effectiveness, we compare the performance over two prevalent
information retrieval metrics[15,16], which are F1 (F1 = 2PR

P+R ) and MRR (Mean
Reciprocal Rank)

A natural competitor of our model is Biased LexRank (B-LR)[11]. We also
derived it with a variant Collaborative LexRank, or C-LR for short, which values
the WAW relationship as well.

We carried out evaluation on the B-LR, C-LR and our ColRank together and
make comparisons. The results are listed in Table (1).

The performance of C-LR is higher compared to the baseline B-LR, gaining
an increase 3.3% in F1 and 8.8% in MRR. This demonstrates that the feature
of WAW relationship is useful when ranking the answer candidates. In addition,
adopting Continuous Markov Chain Model in ColRank offers further outstanding
improvement. Compared with C-LR, an increase of 6.1% in F1 and 7.4% in MMR
is observed. The effectiveness of the ColRank is reasonable. Firstly, it explicitly
integrate the quality of QA pairs as well as other features that measure the
strength of links. In addition, our model makes it possible to consider multiple
non-textual features at the same time. Through experiments, we see the non-
textual features bringing about considerable benefit to the performance.

5 Conclusion and Future Work

In this paper, we propose a novel model based on Continuous Markov Chain
Model for ranking in question answering. Unlike other approaches such as Biased
LexRank, it can naturally incorporate the weight of nodes and link together.
When ranking answer candidates, we adopt multiple non-textual features that
possess potential to capture the user quality and user feedback. We further
demonstrate the effectiveness of these features through experiments with various
measurements. The experimental results also reveal that our proposed method
outperforms Bisaed LexRank and Collaborative LexRank by about 16% and 7%
in terms of MRR.



Let Other Users Help You Find Answers 269

Our approach integrate textual and non-textual information in a unified frame-
work. They are not limited to dataset from any specific answering community.
An interesting future direction is to establish the “gold metrics” to address
the problem of systematically feature selection. The goal is to extract features
sufficiently generalized and effective that can be integrated to models like our
ColRank.
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Abstract. Most Web pages contain temporal information. However, most of 
previous studies only consider the update time of Web pages rather than fully 
exploit different temporal features in Web. In this paper, we propose a novel 
approach to fusing different temporal features in Web pages to build an effi-
cient index structure for temporal-textual Web search. Specially, we focus on 
update time and content time, and propose to use a hybrid index structure to or-
ganize textual keywords, update time, and content time. In particular, we study 
three mechanisms to implement a hybrid index structure for temporal-textual 
Web search: (1) first inverted file then MAP21-tree and B+-tree, (2) first  
inverted file then MAP21-tree, (3) expanded inverted file. We conduct experi-
ments on a real dataset to evaluate the performance of those hybrid index  
structures. The experimental results show that the first inverted file then 
MAP21-tree index structure has the best query performance. 

1   Introduction 

Recently, time has been a focus in the area of Web information extraction and Web 
search [1]. However, most of the studies only consider the update time of Web pages 
rather than fully exploit different temporal features in Web. Traditional commercial 
search engines, such as Google, Bing, and Baidu, only support the crawled dates of 
Web pages, i.e., users can only query Web pages towards their creation dates in data-
base. To our knowledge, there are few search systems considering the temporal in-
formation embedded in Web pages [2].  

The current temporal text indexing is mainly towards the versioned document col-
lections such as Web archives [3, 4]. There have been some indexing approaches on 
directly addressing the issue of temporal-textual indexing. Anick and Flynn [5] have 
pioneered this research to support versioning in a full-text index on bitmaps for terms 
in current versions, and delta change records to track incremental changes to the index 
backward over time. The disadvantage is the costly recreation of previous states. 
Recent work in [6] and its earlier proposals [14-17] concentrate on the problem of 
supporting text-containment queries and neglect the relevance scoring of results. 
Stack [7] reports practical experiences made when adapting the open source search 
engine Nutch to search Web archives. Weikum et al. address the temporal dimensions 
completely by extending the inverted files index to make it ready for temporal search 
and implement the time-travel text search in the FluxCapacitor prototype [8, 9].  
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In contrast, research in temporal databases has produced several index structures 
tailored for time-evolving databases. A comprehensive overview of the state-of-art is 
available in [10]. Unlike the inverted file index, their applicability to text search is not 
well understood.  

The index structure of most related work about temporal-textual indexing is  
usually based on inverted file index [11]. However, the main difference between our 
work and previous researches is that we consider to index both update time and con-
tent time for Web pages, while previous temporal-textual indexes are focused on 
indexing update time, because they are designed for Web archive system or document 
versioning.  

In this paper, we propose a novel approach to fusing different temporal features in 
Web pages, i.e., update time and content time, to build an efficient index structure for 
temporal-textual Web search. Our basic idea is to develop an efficient hybrid index 
structure to cope with temporal-textual queries, which makes an integration of tradi-
tional temporal index and textual index. The most famous textual index is the inverted 
file structure, so in this paper we use this structure as the basic textual index structure. 
For temporal index, we adopt the MAP21-Tree [12], which is an efficient temporal 
index structure in temporal database area. However, there are many choices when 
integrating inverted file with MAP21-Tree, and in some case we need to introduce 
B+-Tree as the index structure for update time. Hence, we aims at making a compari-
son study on those different integration mechanisms, and finally find the best hybrid 
index structure which has the best performance for temporal-textual queries. 

2   Index Structures for Temporal-Textual Web Search 

We aim at building hybrid index structures to integrate text keywords and temporal 
information of Web pages for temporal-textual Web search. We adopt the inverted file 
as the basic index structure for text keywords in Web pages, due to its widely use in 
document search. The temporal information contains update time and primary time, in 
which the update time is regarded as a time instant and the primary time is modeled as 
a time period. Primary time refers to the most appropriate content time associated 
with a Web page. The time granularity is set to day. As the update time is a time in-
stant, we can use B+-tree to organize them or directly put them into inverted files. For 
the primary time, we adopt the MAP21-tree as the basic index structure. MAP21-tree 
is designed towards time period and has better performance than other temporal in-
dexes such as R-tree [13].  

Basically, there are five hybrid methods when considering B+-tree, inverted file, 
and MAP21-tree to index temporal information and text keywords together, which are:  

(a) inverted file, B+-tree and MAP-21 triple index. 
(b) expanded inverted file. 
(c) first inverted file then MAP21-tree and B+-tree.  
(d) first inverted file then MAP21-tree. 
(e) first MAP21-tree then inverted file.  
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However, the (a) and (e) methods are not suitable in temporal-textual Web search. 
The method (a) has to build multiple index files, which will cost more storage spaces 
and result in poor search performance. The method (e) performs poorly when no time 
predicates are given in the query. So in this paper we focus on the remaining three 
methods. In additional, the method (b), namely expanded inverted file, can be consid-
ered as the representative of the previous work on building temporal index, because 
most existing work about temporal text indexing are focused on indexing update time 
and keywords together and typically use a expanded inverted file [8, 9]. Figure 1 to 2 
illustrate the index structures corresponding to (b), (c), and (d), in which the symbol 
UT refers to update time, while PT refers to primary time. 

 

Fig. 1. Illustration of first inverted file then MAP21-tree 

     
(a) First inverted file then MAP21-tree and B+-tree           (b) Expanded inverted file structure 

Fig. 2. Illustration of the other two index structures 
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3   Experiments 

In this section, we will implemented the three hybrid index structures and make com-
parison experiment to show the different performance of those index structures under 
different workloads. For simplicity, we use the following notation to represent the 
three hybrid index structures discussed in the previous section: 

S1: first inverted file then MAP21-tree and B+-tree. 
S2: first inverted file then MAP21-tree. 
S3: expanded inverted file. 

We mainly evaluate the query performance of the three index structures. In order to 
get a comprehensive result, we use five types of queries in the experiment, which are: 

Query 1: keywords only query 
Query 2: keywords + update time instant 
Query 3: keywords + primary time instant 
Query 4: keywords + update time instant + primary time instant 
Query 5: keywords + update time period + primary time period 

Among those queries, Query 1 to 3 are partial queries, and Query 4 and 5 are com-
plete temporal-textual queries.  

In our experiments, we focus on the index size, query time, and rebuilt time of each 
index structure under given workloads and temporal-textual queries. Both query time 
and rebuilt time include disk I/O time and memory operation time. 

3.1   Settings and Dataset 

We choose the real dataset from the corpus provided by the SouGou lab (http:// 
www.sogou.com/labs/) which records games, sports, IT, domestic and international 
news in May 2008 from some news sites.  

In this experiment, we simply describe how to exact the update time and the pri-
mary time in one real Web page. In news Web pages, publish time is usually regarded 
as update time, and primary time is often appears in the first paragraph. The exaction 
of primary time is not the focus of this paper, so here we conduct a simple algorithm 
to extract primary time from Web pages. According to the simple algorithm, we al-
ways select primary time from the first paragraph of a Web page. If there is only time 
word in the first paragraph, we consider it as primary time. Otherwise, if there are two 
or more time words in the first paragraph, we choose the nearest time to the update 
time of the Web page as the primary time. 

Keywords in Web page are exacted by a tool called ICTCLAS (http://ictclas.org/), 
which is the most efficient tool for the Chinese words segmentation. Each word is 
mapped a value in memory by ELFHASH function.  

We use 250 thousand news Web pages as our real dataset and extract approxi-
mately 210 thousand different keywords. We run our experiment in a computer with 
an Intel Core 2.00 GHz CPU, 2 GB RAM, using Microsoft Window 7. 

3.2   Comparison of Three Hybrid Index Structures 

Firstly, we compare the index size (Mbytes) of three hybrid index structures. In our 
experiment, S1 has the smallest size, while S3 costs largest storage. The detailed size 
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of S1, S2, and S3 are 1346.29 Mbytes, 1425.14 Mbytes, and 1528.07 Mbytes, as shown 
in Table 1. Generally, we have the following result: )()()( 321 SsizeSsizeSsize << , 

and our experimental result has also indicated this truth.  
Secondly, we measure the rebuilt time to compare the creation time of the three 

structures, as the creation time of index is crucial in Web search. In this experiment, we 
first drop the original index structure, and then insert all extracted items, which are 
formed as <URL, keywords set, update time, primary time>, into the index structure, 
and compute the insertion time for each index structure. The rebuilt time of S1, S2, and 
S3 needs 29235.10, 31310.14, and 14170.90 seconds respectively, as shown in Table 1. 
Since S1 and S2 have to construct MAP21-trees to maintain primary time, while S3 only 
needs to create a single B+-tree, both S1 and S1 consume much more time than S3. 

Table 1. Index sizes and rebuilt time for three index structures 

 Index Size (MBytes) Rebuilt Time (s) 

S1 1346.29 29235.10  

S2 1425.14 31310.14 

S3 1528.07 14170.90 
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Fig. 3. Query time of the three index structures 

Thirdly, we consider the query time of the three structures. Figure 3 shows the re-
sult of query time experiment. The query time includes three parts, i.e., looking-up on 
corresponding trees, reading page lists from disk, and merging page lists. The query 
time is calculated from query input to the output of the URLs results. Five types of 
queries are used in this experiment, which are denoted as Query 1 to Query 5, as de-
scribed in the beginning of this section. We execute 300 queries and get the average 
run time as the experimental result of query time. Each query contains three key-
words, each of which is a common keyword in the dataset, as indicated in the search 
log provided by the SouGou lab (http://www.sogou.com/labs/). Each query also  
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contains one update time and one primary time, which are randomly generated but 
falls into a certain range of time.  

According to our experiment, S2 has the best query performance with respect to the 
complete temporal-textual queries, i.e., queries involving keywords, primary time, 
and update time. It only costs about 14% to 20% of time to complete such queries, 
compared with S1 and S3. Besides, S2 has a comparable query performance when  
performing partial temporal-textual queries. Thus, in general S2 has shown best  
performance in the measurement of query time. 

4   Conclusions 

In this work we have designed and implemented three hybrid index structures for 
temporal-textual Web search and studied the performance of these index structures. 
We conduct an experiment on a real dataset, and use five temporal-textual query types 
to evaluate the index size, query time, and rebuilt time of each hybrid index structure. 
The experimental results show that the index structure “first inverted file then 
MAP21-tree” has the relative better query performance among the three index struc-
tures, whereas it has a comparable index size and rebuilt time with the other two 
competitors. In conclusion, the index structure “first inverted file then MAP21-tree” 
may be an acceptable choice for temporal-textual Web search engines. 
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Abstract. Existing RFID complex event processing (CEP) techniques
always assume that raw RIFD data has been first cleansed to filter out
all unreliable readings upfront. But this may cause delayed triggering of
matched complex events. Furthermore, since the cleansed event streams
need to be temporarily buffered for CEP evaluation, it may generate a
large number of intermediate results. To address these issues, we propose
an approach to perform CEP directly over unreliable RFID event streams
by incorporating cleansing requirements into complex event specifica-
tions, and then employ a non-deterministic finite automata (NFA) frame-
work to evaluate the transformed complex events. Experimental results
show that our approach is effective and efficient.

Keywords: Unreliable RFID data streams, CEP, NFA.

1 Introduction

CEP can correlate individual RFID readings and transform them into semantic-
rich complex events, and therefore plays a key role in monitoring applications.
For example, shoplifting in a retail store can be detected by processing a complex
event in such scenario: an item has been picked up at a shelf and then taken out
of the store without being first checked out in a specific time window.

Raw RFID data is inherently incomplete, noisy, and need to be cleansed. We
classify the inaccuracy of RFID data into two categories: unreliability and
uncertainty. Here, unreliability refers to the erroneous readings that can be
corrected by deterministic cleansing rules. In a retail store, for instance, if an item
has been picked up from a shelf and checked out later on, any other shelf readings
for this item in-between should be false positives. Instead uncertainty refers to
the inconsistent RFID readings which cannot be determinately eliminated by
cleansing rules due to their ambiguities. An instance of uncertainty occurs when
the two different shelf readers detect an item simultaneously. So either of the
two readings can be false positive, but available RFID data cannot arbitrate. In

� A preliminary version of this work appeared as a 4-page paper at Application of
Research of Computers, Vol 26 No 7, 2009 [15].
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this paper, we focus only on RFID event stream containing unreliable readings,
and leave the issues of CEP over uncertain RFID streams for future work.

The straightforward solution to CEP over unreliable RFID event stream is
to filter out unreliable readings upfront, and then execute CEP. But this may
cause CEP-enabled systems delaying to trigger corresponding response. More-
over, since cleansed events are needed to be temporarily recorded, it may gener-
ate large number of intermediate results. In this paper, we proposed an approach
to incorporate cleansing requirements into CEP. Our approach is first to convert
unreliability of RFID readings into its corresponding reliability constraints in
complex event specifications, and then directly evaluate the transformed complex
events over unreliable event streams. The main contributions are as following:

– We present a declarative Cleansing Language for Unreliable RFID Event
Streams (CLUES), with which cleansing actions can be implicitly set with-
out using a specific action clause.

– Based on CLUES, we propose an automated mechanism to enable evalu-
ating complex event directly over unreliable RFID streams by implanting
reliability check constraints into complex event specification.

– By extending the existing NFA implementation frameworks, we propose two
approaches to evaluate complex events with reliability check constraints, i.e.
a primitive approach and an advanced approach.

2 Related Work

Due to value-based constraints and sliding windows in RFID complex event spec-
ification, traditional evaluation frameworks [1][3] is no longer applicable. And
their employed fixed data structures, such as tree [3], directed graph [1], finite
automata [2], or Petri net [4], cannot adapt to necessary extensions required by
RFID complex event specifications. To address these issues and to optimize CEP
over huge-volume RFID data, Eugene et al [5] proposed a declarative specifica-
tion language SASE and an NFA-based evaluation framework. Unfortunately,
none of them can handle unreliable readings existed in RFID event streams.

RFID data is inherently incomplete, noisy, and need to be cleansed before
being forwarded. SMURF [7] aims to capture the accurate time window of
tag existence by viewing RFID stream as a statistical sample of the tags in
physical world, and filters RFID data at the low level of edge device. In practice,
however, RFID readings usually require to be analyzed and cleansed in a bigger
context of business flow, so cleansing thus need to be executed probably within
a large sliding window. A deferred approach was proposed in [8] for detecting
RFID data anomalies by defining cleansing rules with SQL-TS and performing
application-specific cleansing at query time. In [6], Wang et al provided with
example rules for data filtering and cleansing. But these off-line and RDBMS-
based solutions cannot be applied to RFID CEP. Other related work [11] [12]
tried to perform interpretation and imputation over uncertain RFID data by
fully exploiting the temporal and spatial relationships among the readings, but
neither of them addressed the issues of RFID CEP.
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There exist some work [14] [13] on event queries and evaluation over uncer-
tain RFID data streams. A temporal model and some evaluation frameworks
with corresponding optimizations were proposed in [13] to recognize patterns
and perform CEP over the streams with imprecise timestamps. Event pattern
detection and query evaluation techniques over correlated probabilistic streams
was studied in [14]. As far as we know, there are no any related studies on CEP
incorporate with data cleansing over unreliable RFID event streams yet.

3 Preliminaries

RFID data can be seen as a sequence of RFID tuples with the form of (Oid,
Rid, RTime), where Oid is the ID of an object, Rid is the ID of a reader,
Rtime is the occurrence time of the reading. CEP is used to correlate individual
RFID readings in event stream to form semantically meaningful complex events
appropriate for end applications. Shoplifting monitoring in a retail store, for
instance, requires to detect a sequence of occurrence or non-occurrence of events
having same Oid within a specific time window. As an RFID complex event
specification language, SASE [5] is declarative and has the overall structure as:

EVENT <event pattern>
[WHERE <qualification>]
[WITHIN <window>]

The EVENT clause describe a sequence pattern, and its components are
occurrence or non-occurrence of component events in a temporal order. The
WHERE clause specifies constraints on those events. The WITHIN clause spec-
ifies the sliding window for the whole sequence of events. For example, the com-
plex event corresponding to shoplifting in a retail store can be specified as Q1:

EVENT SEQ(SHELF x, !(COUNTER y), EXIT z)
WHERE x.Oid=y.Oid=z.Oid
WITHIN a hour

In Q1, SEQ denotes sequence pattern. SHELF, COUNTER and EXIT are
different event types. The sign ! denotes non-occurrence of an event (also called
as a negation event).

The NFA approach of SASE [5] can flexibly implement attribute value com-
parisons between events. It creates an NFA for each query, uses instance stacks
to record the events in different states, and partition the entries based on the
attribute values to facilitate comparisons among events.

As for an RFID complex event, the value of Oid has a large domain, so the
partitioning strategy is no longer applicable. Correlating the events with the
same Oid thus requires to involve search operation on Oid. An example of NFA
evaluation on a complex event with the same Oid is presented in Fig. 1. We
denote an event type with a capital letter, a primitive event with a lowercase
letter and a subscript (where the letter and subscript indicate event type and
object ID, respectively). For instance, ai is an event of type A and its Oid is i.

RFID readings usually contain false positives and false negatives. Directly
applying the NFA approach to CEP over unreliable RFID event streams may
produce incorrect results. We will detail our solutions in the next section.
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Fig. 1. An example of NFA evaluation

4 CLUES Cleansing Language

The unreliabilities of RFID event stream can be specified by cleansing rules. An
effective specification language of cleansing rule is supposed to be declarative,
sequence-based and easy-specifying. Unlike SQL-TS [8] which specifies cleansing
rules in relational tables, CLUES is for RFID event streams. Its format is as:

IF <complex event specification>
THEN FORALL <Oid specification>
EXIST|NOT EXIST <event type>
WITHIN (BEFORE|AFTER) <window>

where the IF clause specifies the complex event. The FORALL clause specifies
the objects may have unreliable readings. <Oid specification> can be a boolean
combination of predicates with using comparison operators or containment op-
erator (i.e. ⊂). The keyword EXIST indicates that the reading may be false
negative, while NOT EXIST false positive. The WITHIN clause specifies the
temporal constraints for the specified complex event. The keywords BEFORE
and AFTER are used to specify if the unreliable reading occurs before or after
the complex event. The <window> specifies the size of valid time window be-
tween unreliable reading and the complex event. With the BEFORE, the time
window refers to the occurrence time gap between unreliable reading and the
first component event of the complex event. With the AFTER, the time window
refers to the occurrence time gap between unreliable reading and the last com-
ponent event. Also the <window> alone can be set as an absolute time interval.

The CLUES cleansing language is declarative, so we can construct event se-
quences and specify common RFID cleansing rules in a straightforward way.
Note that there is no action clause defined in CLUES language, cleansing action
has in fact been implicitly specified by the EXIST or NOT EXIST keywords.
EXIST implies that the reading may be missing and thus need to be recovered
if absented. In contrast, NOT EXIST implies that the reading may be a false
positive, thus has to be dropped if presented. The EXIST|NOT EXIST clause
specifies the inclusive or exclusive relationship between an unreliable reading
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and its triggering complex event. Various cleansing rules can thus be composed
from the clauses of EXIST|NOT EXIST, FORALL and WITHIN, such as:

Example 1: Exclusive Rule. Consider an item is transported to location A
(event type A). Suppose the transportation time is at least 1 minute and the
items may be accidentally read by location B (event type B) nearby. We use the
following cleansing rule Re to remove all B readings before an A reading:

IF a1

THEN FORALL (Oid = a1.Oid)
NOT EXIST B
WITHIN BEFORE <1 minute>

According to Re, any B event followed by an A event on the same object
within one minute is supposed to be a false positive.

Example 2: Inclusive Rule. Suppose that an item detected at location A is
always moved to location B within 2 minutes due to business flow. We use the
following cleansing rule Ri to compensate some probably missed B readings:

IF a1

THEN FORALL (Oid = a1.Oid)
EXIST B
WITHIN AFTER <2 minutes>

According to Ri, any A event should be followed by a B event on the same
object within two minutes.

Example 3: Cross Reading Rule. An item stays at location A, and may be
accidentally read by location B. We use the following cleansing rule Rc to detect
this type of cross readings:

IF (a1.a2

WHERE a1.Oid = a2.Oid
WITHIN 3 minutes)

THEN FORALL (Oid = a1.Oid)
NOT EXIST B
WITHIN [0 < a2.Rtime - a1.Rtime ≤ 3 minutes]

According to Rc, if two A events on the same object occur within 3 minutes,
any B event on that object in-between is supposed to be a false positive.

Example 4: Packaging Rule. Consider a pallet and its contained cases is
being moved together along a certain business path. Suppose that pallet tags
are always more readable, but due to material interfering and tag orientation,
case tags may fail to be detected. We use the following cleansing rule Rp to
recover missed A readings for the cases:

IF (a1 WHERE <a1.Oid indicates a pallet>)
THEN FORALL (Oid ⊂ a1.Oid)
EXIST A
WITHIN [a1.Rtime - 5 seconds, a1.Rtime + 5 seconds]

Here Oid ⊂ a1.Oid denotes that the object (case) with unreliable reading is
contained in a1 (pallet). According to Rp, as a pallet reading occurs, the readings
for the contained cases should be detected before or after it within 5 seconds.
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5 Complex Event Evaluation

With CLUES cleansing rules, CEP over unreliable RFID event streams can be
solved through imposing reliability constraints on component events and then
evaluating the transformed complex event.

5.1 Complex Event Transformation

Suppose that the complex event specified in the IF clause is denoted by Pc. For
false positive, we can use [!Pc] to represent its reliability constrain (! denotes non-
occurrence of Pc), and the reliability of a reading depends on non-occurrence of
Pc. Similarly, for false negative, we can use [|Pc] (| denotes an option), a missed
reading should be recovered by verifying occurrence of Pc. Semantically, both
predicates [!Pc] and [|Pc] impose additional constraints on events.

Suppose that the event type of false positive readings specified in a CLUES
cleansing rule is A. Its reliability is formally specified as:

A[!(Pc WHERE <Oid qualification> and <Rtime qualification>)]

where Pc is the complex event specified in the IF clause of cleansing rule. <Oid
qualification>, derived from <Oid specification> in the FORALL clause, spec-
ifies additional qualifications on the Oid of component events in Pc. <Rtime
qualification>, derived from the WITHIN clause, specifies additional constraints
on the Rtime of component events in Pc.

Generally, Pc consists of multiple component events, and may has its own
attribute value comparisons and time window specifications. The reliability con-
straint shares the same event sequence pattern as Pc, but its WHERE clause
has to integrate the Oid and Rtime qualifications specified in cleansing rule with
those of Pc using ∧. Consider the cleansing rule Rc in Section 4, a reading of
type B should be imposed with a reliability constraint as:

B[!(A1.A2 WHERE (A1.Oid = A2.Oid) and
(B.Oid = A1.Oid) and
(A1.Rtime ≤ B.Rtime ≤ A2.Rtime)
WITHIN 3 minutes)]

Note that the constraints (B.Oid = A1.Oid) and (A1.Rtime ≤ B.Rtime ≤
A2.Rtime) are derived from the cleansing rule.

The unreliability constraint of false negative readings of type A is as:

A[|(Pc WHERE <Oid qualification> and <Rtime qualification>)]

Since a false negative reading is actually absented from event stream, <Oid
qualification> and <Rtime qualification> do not impose additional qualifications
on Pc. Instead, they delimit the probable Oid and Rtime values of the missed
readings. Consider the cleansing rule Ri presented in Section 4, B events should
be imposed with a reliability constraint as:

B[|(A WHERE (A.Oid = B.Oid) and
(0 ≤ B.Rtime - A.Rtime ≤ 2 minutes))]
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Fig. 2. Transforming CLUES rules into reliability constraints

Fig. 2 shows how to transform CLUES rules into reliability constraints. In false
positive case, incorporating reliability constraint into complex event specification
is straightforward as the event with constraints will be substantiated during
evaluation. In false negative case, reliability constraints is to detect a missing
event and specify the value of Oid and Rtime. The Oid of missing event may
be = or ⊂ the Oid of Pc. But the occurrence time of a false negative reading
depends on the occurrence time of its corresponding complex event specified in
reliability constraint, as well as business flow. In this paper, we assume that a
false negative may occur within the inferred time interval.

5.2 NFA-Based Evaluation Approaches

We use NFA-based evaluation framework for RFID complex event with reliability
constraints. The primitive approach is to evaluate the complex event first,
and then validate component events case-by-case using reliability constraints.

For false positive, the reliability constraint of a B reading is denoted as B[!Pc].
To check reliability constraint, the primitive approach has to record the instances
of Pc. While validating a B event, it checks if it has a corresponding Pc instance
by searching on Oid and Rtime. Note that if the WITHIN clause of cleansing
rule has the keyword BEFORE or AFTER, the reliability constraint can be
transformed into B.!Pc or !Pc.B, respectively. For false negative, the reliability
constraint is denoted as B[|Pc]. Since B event may be missing, the primitive
approach has to detect all complex event instances with or without B event
first. Then for each partially matched complex events, checks if there is a Pc

instance which implies a corresponding B event occurred before.
The primitive approach produces all matching complex event instances with-

out reliability constraints and record the instances of Pc specified in constraints.
Next, we will present an advanced approach which interleaves reliability val-
idation with CEP and evaluates reliability constraints eagerly, thus effectively
reduce intermediate result size during evaluation.

For false positive B[!Pc], the advanced approach detects the instances of
Pc and uses them to filter out unreliable B events. It evaluates CEP and Pc
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Fig. 3. A NFA running on complex event with false positive reliability check

simultaneously. Consider the case that B event is specified to occur before or
within the time window of Pc in reliability constraint. The corresponding B
events are considered as unreliable and removed from NFA as a Pc instance is
found. A B event in NFA is considered as reliable only after it is out of the time
window of B[!Pc]. So the Pc instances do not need to be recorded. For the case
that B event is specified to occur after the time window of Pc, as a Pc instance
is detected, its corresponding B event is unavailable, so the Pc instances have
to be temporarily stored. The B event will be checked immediately against the
existing Pc instances once available. A Pc instance can be dropped only after it
is out of the sliding window of B[!Pc]. Each event in NFA is marked as valid or
uncertain, and will be changed from uncertain to valid if it is out of the sliding
window of B[!Pc]. It will immediately be removed once marked as invalid.

An evaluation example of B[!Pc] is shown in Fig. 3. It supposes that the
occurrence time gap between d2 and b2 is > 1 minute. (b2, u) and (b2, v) denotes
b2 to be uncertain and valid, respectively. Once d2 is encountered, b2 has fallen
out of the sliding window of B[!C], is thus considered as valid.

The advanced approach processes false negative B[|Pc] in a similar way. When-
ever a Pc instance is detected, its corresponding B event, whose probable oc-
currence time is specified as a time interval, should be inserted into NFA if not
exists. In case that B event is specified to occur before or within the time window
of Pc, it will be clear whether the corresponding B event is missing once the Pc

is detected. For the case that the B event is to occur after the time window of
Pc, even though the corresponding B event of Pc does not exist in NFA by the
time Pc is detected, it may occur later. The supposed B event inferred from Pc

should be replaced with this real one as it occurs and be inserted into NFA.
Suppose that B[|Pc] is followed by D, and B event is specified to occur before

or within the time window of Pc. When a D event occurs and its corresponding B
event not existed in NFA, an imaginary B event will be generated and inserted.
The imaginary B event is initially marked as uncertain, and updated to valid as
its corresponding Pc is detected. An example of evaluating B[|Pc] is shown in
Fig. 4, where the corresponding b2 event of c2 is missed in the event stream.
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Fig. 4. A NFA running on complex event with false negative reliability check

6 Experimental Study

We conduct a preliminary experimental study to validate our evaluation ap-
proaches on two metrics: memory usage and processing time. Used memeory is
measured by the total number of buffered event instances. We first generated
synthetic RFID data by emulating tags moving along a path of A→B→D. The
complex event to be evaluated is A.B.D, and its components have same Oid.
The B events are supposed to be unreliable, and can be determined by relia-
bility constraints involving C events. We consider both false positive reliability
constraint (i.e. B[!C]) and false negative one (i.e. B[|C]), where C event is spec-
ified to be after B event within a time window. All the tests is running on a
Windows machine with Intel Core 2 Dual 2GHz CPU and 2GB RAM.

6.1 Advanced Approach vs. Primitive Approach

This test is to compare the performance between the advanced approach and
the primitive one. Among the generated data, there are 50 thousand events
can match A.B.D with varying sliding window from 50 to 500, 10 thousand
inaccurate A.B.D whose B readings are followed by C readings with varying
time window of B[!C] from 20 to 200 for false positive case, 10 thousand A.D
whose B events in-between are falsely missed but can be recovered if with the
corresponding C events for false negative case, and some other noisy readings.

Fig. 5 shows the results for A.B[!C].D, where 50/20 on the X-axis means that
the sliding window of A.B.D is 50 while the time window of B[!C] is 20. The
advanced approach is better on memory usage with the margins larger than 30%
as sliding window > 300, as shown in Fig. 5(a). That’s because the primitive
approach has to record C readings and unreliable B readings, and the total
number of these readings will grow accordingly as the sliding window increases.
Even though the two approaches process C readings differently, they execute
roughly the same number of event correlations and thus take nearly the same
CPU time, as shown in Fig. 5(b).
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Fig. 5. Advanced vs primitive on A.B[!C].D
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Fig. 6. Advanced vs primitive on A.B[|C].D

Fig. 6 shows the results for A.B[|C].D. The primitive approach records all C
events and complex events of A.D, while the advanced one only buffers the C
events with preceding A events and D events preceded by either B or C events.
So the advanced approach uses less memory, as shown in Fig. 6(a). The primitive
approach produces many inaccurate complex events of A.D which need to be
checked against C events. While the advanced one processes C events eagerly and
does not need such checking. We can see that the advanced approach obviously
outperforms the primitive one on CPU time, as shown in Fig. 6(b).

6.2 Advanced Approach vs. Traditional NFA Approach

In this test, we study the performance differences between the advanced approach
and the traditional NFA approach without reliability constraints. The test RFID
data includes 100 thousand accurate complex events of A.B.D and other complex
events involving false B events. Unreliability rate for an event stream is defined
to be the ratio of the number of complex events with false B events to the total
number of matching complex events. We varies unreliability rate from 5% to
50%. Instead, the traditional approach assums that each B event is reliable.
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Fig. 7. Unreliable vs reliable in false positive case
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Fig. 8. Unreliable vs reliable in false negative case

Fig. 7 shows the results for the false positive case. The advanced approach
does not records C events, but need to cache the constructed instances of A.B.D
until the B events is out of the time window of B[!C]. The advanced approach
performs worse by around 15%, as shown in Fig. 7(a). Note that the used memory
of the advanced approach does not grow with the increasing unreliability rates.
That is because even though the total number of false positive B events becomes
larger as unreliability rates increase, they are distributed in a larger event stream.
Therefore higher unreliability rates do not necessarily mean more memory usage
given a fixed sliding window. The traditional approach does not process C events,
but constructs more complex events of A.B.D. So the differences of CPU time
between the two are negligible, as shown in Fig. 7(b).

Fig. 8 shows the results for the false negative case. As the advanced approach
records the C events with corresponding A events, it performs worse on memory
usage, as shown in Fig. 8(a). The extra is proportional to the number of com-
plex events of A.C within the sliding window of A.B.D. Because the advanced
approach processes more C events, it performs worse on CPU time, as shown in
Fig. 8(b). As the number of C events increase with the increasing unreliability
rates, the degradation is roughly linear to the increase of unreliability rates.
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7 Conclusion

In this paper, we study the issues of CEP over unreliable RFID event streams.
First, we present CLUES, an RFID cleansing language, to define unreliability
of RFID readings, and then transform reading unreliability into reliability con-
straint in complex event specification. Thus CEP can be directly performed over
unreliable RFID event streams. Finally, we extend the current NFA evaluation
framework to facilitate RFID CEP with reliability constraints. The preliminary
experimental results show that our approach is effective and efficient.

There still exist such possible extensions for the CLUSE as: 1) The IF clause
can be extended to accommodate boolean combination of multiple complex
events, and 2) The EXIST|NOT EXIST clause can be enhanced to allow speci-
fying one or even multiple complex events. Also we plan to investigate the issue
of CEP over RFID event streams with both unreliable and uncertain readings.
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60720106001 and No. 60803043, and the National National High Technology
Development 863 Program of China under Grant No. 2009AA1Z134.
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Abstract. Since raw RFID streaming data is continuous, voluminous, incom-
plete, temporal and spatial, RFID applications cannot directly make use of it. As 
a key component of RFID systems, an RFID middleware needs to clean, filter 
and transform the raw RFID streaming data. In order to know whether these 
functions work well or not, we need to test the middleware using raw RFID 
streaming data generated from RFID environments. A general RFID environ-
ment contains readers which are deployed at different locations and tagged ob-
jects which are transited between locations. However, it is a complex and costly 
process to construct such an environment to collect RFID streaming data. In this 
paper, we present a graph model to simulate RFID environments. In the graph 
model, nodes correspond to RFID readers and edges determine tags’ move-
ments between nodes, virtual tags are automatically inputted and transited in the 
graph. We define several parameters for configuring the graph and generating 
raw RFID data. Raw RFID streaming data is automatically generated from the 
graph model when tags arrive in the nodes. Based on the graph model, we  
implement a simulation tool to generate raw RFID streaming data. The experi-
mental results show that the generated RFID data streams can be used for  
testing the functions which are provided by RFID middleware. 

Keywords: RFID middleware, graph model, environment simulation. 

1   Introduction 

RFID (Radio Frequency IDentification) is a promising and leading technology that 
provides fast, reliable and automatic identifying, location tracking and monitoring 
physical objects without line of sight. With its inherent advantages, RFID technology 
is being adopted and deployed in a wide area of applications, such as logistics and 
supply chain management, yard management, access control and healthcare.  
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In an RFID environment, RFID readers are deployed at different locations and 
communicate with RFID middleware via wire or wireless interfaces, and products 
with identified tags are transited between locations. Readers can generate a huge vol-
ume of streaming data when tags move in the interrogation range of them. Like other 
streaming data, RFID data is continuous and enormous, meanwhile it also has the 
following several distinct features [1, 2]. 

• Simple and incomplete data: Data generated from RFID readers is a stream of the 
form (tag_id, reader_id, timestamp, event_type), where tag_id refers to EPCs 
which uniquely identify the tagged products, and reader_id identifies a reader 
which reads the tag, Timestamp is the reading occurred time, and event_type refers 
to a tag enters or exits the reading range. Also RFID data is incomplete since the 
reading rates are below 100% in actual deployments. When lots of tags move 
through a reader, a few tags may be missed which causes the data is incomplete. 

• Temporal and spatial data: RFID data is dynamically generated when tags move in 
the reading range. The simple form of RFID data can perverse the state change in-
formation of objects, such as the reading location, reading time, and location 
changing history along the time.  All these information are temporal and spatial. 

The raw RFID data is impossible to be used for user applications due to above special 
data features. We need to clean, filter and transform the data before sending it to user 
applications. According to EPCglobal standard [3], an RFID middleware provides 
these important functions for processing the raw RFID data. Therefore, it is very im-
portant to know whether an RFID middleware provides these functions or not before 
deployed, and whether it can process the RFID streaming data if provided. We need 
to test its functions using raw RFID streaming data. However, building real RFID 
environments to collect raw RFID data is a high cost way, since we need to deploy 
readers at different locations and moving tagged items between readers. Although a 
testing tool [4] can generate raw RFID data, it cannot guarantee the data contains spe-
cial features which are very important for testing the functions provided by RFID 
middleware. 

In this paper, we propose a directed graph model to simulate RFID environments. 
Using the graph model, we do not need to construct the real RFID environment to 
create RFID test data. In the graph model, nodes correspond to RFID readers and 
edges determine tags’s movements between nodes. Virtual tags are continuously in-
putted in the graph and moved in the graph according to the directed edges. Nodes 
automatically generate RFID data when virtual tags arrive in. We define several pa-
rameters for configuring and controlling the graph, so that test data generated from 
our graph model can possess the real special features. Based on the graph model, we 
implement a simulation tool to generate raw RFID streaming data. We also perform 
several experiments to evaluate our generated RFID streaming data by using a few 
defined metrics. Our main contributions can be summarized as follows:  

• Design a graph model to simulate the real RFID environments. 
• Define several parameters to configure and control the graph model for generating 

RFID streaming data 
• Design and implement a simulation tool, as well as define a few metrics to evaluate 

the generated RFID data. 
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The remainder of this paper is organized as follows. Section 2 introduces the prelimi-
naries and related studies. In Section 3, we present our graph model and several  
defined parameters for configuring it. Section 4 introduces our implementation of 
simulation tool and experiments for evaluating generated RFID data. We conclude 
our work in Section 6.  

2   Related Studies 

In this section, we briefly introduce an RFID middleware. Then we discuss several 
related studies on RFID middleware test and virtualization of RFID environments.  

2.1   RFID Middleware 

As shown in Figure 1, an RFID system typically consists four components: RFID 
tags, readers, middleware and user applications. Each tag stores an electronic product 
codes (EPCs) [5] in the memory to unique identify itself. Readers are capable of read-
ing the information stored in RFID tags placed in their vicinity and sending the 
streaming data to middleware through wired or wireless interfaces. Since the raw 
RFID streaming data is enormous and incomplete and contains implicit information, 
an RFID middleware cleans it, filters it and transforms it in usable formats. Then, user 
applications can use the data after processed in RFID middleware.  

 

Fig. 1. RFID system 

After processed by RFID middleware, RFID data can tell the information about 
what happened, where, when, and why. For example, a reader deployed at entrance of 
a room generates raw data form: “Tag 100 is read by reader A at 4:00pm”. RFID 
middleware can transform this data into high-level event like “A LG laptop enters 
room A at 4:00pm” which is more useful to user applications. So middleware is very 
important in an RFID system. In order to know a middleware is capable for process-
ing raw RFID streaming data, we need to test it. 

2.2   RFID Middleware Test 

A few methods related to RFID middleware test have been proposed. Oh et al. [6] 
analyzed quality factors for evaluating an RFID middleware and selected important 
quality factors such as functionality, efficiency, reliability, usability in constructing 
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middleware through a quantitative method. However, they did not mention how 
evaluate these factors using test data. How to evaluate these factors using test data is 
beyond the scope of this paper. Lee et al. [4] define several parameters for the  
performance of RFID middleware and implement a software tool to test the RFID 
middleware. The performance testing tool cannot be used for other factors of RFID 
middleware mentioned in [6], and it randomly generates test data without considering 
special features of RFID streaming data. Park et al [7] design an architecture of RFID 
middleware evaluation toolkit based on virtual reader emulator that provides RFID 
test data and collects middleware status for evaluation.  It cannot guarantee whether 
the generated data is suitable for RFID middleware test or not. Rifidi Tag Streamer 
[8] is a load testing tool that allows user to create virtual readers and tags to generate 
RFID data streams for an RFID system. It also does not consider the special features 
of RFID data. Collecting real RFID streaming data from test centers [9] spends time 
and human recourses since we need to deploy readers and move lots of products with 
tags. To address these problems, we can simulate and build a virtual RFID environ-
ment for creating RFID streaming data. 

2.3   Virtualization of RFID Environment 

As constructing real environments for generating RFID streaming data is a high cost 
process, our previous work [10] propose to use virtual environment for generating 
RFID data without using any real devices. A virtual environment contains three virtual 
components: virtual readers, virtual tags and virtual controller. Virtual readers and tags 
play the same roles of real devices. Virtual controller controls the movement of virtual 
tags. However, it is not convenient to represent and construct different virtual envi-
ronments since the virtual controller manages virtual tags in a centralized way. 

This problem motivates us to propose a graph model to simulate the real RFID en-
vironment. An RFID environment generally contains both static elements such as 
readers and tag moving paths, and dynamic elements such as the changing status of 
tags. Both static and dynamic elements of RFID environment should be well simu-
lated in the virtual environment. We use a graph model to simulate the static elements 
of the RFID environment. In the graph model, nodes represent RFID readers and 
edges represent tag’s moving path among nodes. We define several parameters to 
simulate the changing status of tags and configure the graph model. A virtual tag gen-
erator continuously produces tags and sends to the graph. In this way, we can easily 
construct an RFID environment by creating a graph and setting parameters (Fig. 2).  
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3   Graph Model  

In this section, we present our graph model for simulating RFID environment and 
defined parameters for configuring the graph.  

3.1   Graph Representation 

A graph model not only facilitates the construction of virtual RFID environment, but 
also provides a convenient way to configure itself and generate RFID data.  

A graph model is a simple directed graph G = (N, E) consists of two finite sets, 
where N = {n1, n2, ... , nk} and E = {e1, e2, ... , el} such that ei = (ni, nj), ni, nj∈ N, i ≠ j. 
The elements of N are called nodes or vertices. The elements of E are called edges. In 
the graph model, an edge e = (ni, nj) means virtual tags arrived at node ni can be 
moved to node nj, ni is called tail and nj is called head. The nodes which firstly receive 
virtual tags are called source nodes. After receiving tags, source nodes will generate 
tag data to RFID middleware and distribute tags to their adjacent nodes. The other 
nodes will perform in the same way of source nodes after tags arriving. 

Figure 3 shows an example of the graph model to simulate an RFID environment. 
In a warehouse, there are two storage rooms with RFID readers deployed at both entry 
and exit doors. Products are read when they enter in the warehouse and can be ob-
served again when they move in and out of the rooms. The products are eventually 
observed at shipping door when they go out of the warehouse. Using our graph 
model, we can easily simulate this RFID environment (Figure 3).  
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Fig. 3. An example of graph representation 

Various RFID environments can be simulated by using the graph model. A graph 
cannot fully simulate an RFID environment since the graph only represents the static 
elements. RFID streaming data generated from the graph model lacks of state chang-
ing information of objects, such as reading locations, moving paths and durations at 
locations. We have to simulate the dynamic elements of RFID environment in the 
graph model. To achieve this, we define several parameters for the graph model. 

3.2   Parameters for Configuring Graph Model 

3.2.1   Requirements of Parameters 
From previous explanation, we know that raw RFID streaming data possesses some 
special characteristics. That is why it needs to be processed and interpreted in the 
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middleware. So data generated from virtual environment also should possess the same 
characteristics. In our virtual environment, it mainly contains two parts: static and 
dynamic elements which are represented as graph model and the changing status of 
tags, respectively. We need to define several parameters for configuring and control-
ling the virtual environment. The parameters are mainly related to both static and dy-
namic elements of virtual environment so that RFID data with special features can be 
generated from the virtual environment.  

3.2.2   Parameter for Node 
In the graph model, nodes represent the real readers. They play the same role of real 
readers. Nodes can read the data stored in virtual tag when tag arriving, and generate 
streaming data to RFID middleware. RFID readings are inherently incomplete  
since reading rates are below 100% in real deployments. Missed reading is frequently 
occurred in the real environments. To simulate the missed reading, we define a  
parameter for each node. 

The missed reading ratio Ri of the node ni is a probability that determines tags can-
not be observed when they move into the node, such that 0 ≤ Ri  ≤ 1. In the real RFID 
environments, reader may have different reading rates since they cannot have the 
same strength of RF signal or they are deployed in various circumstances. Using the 
missed reading ratio, we can simulate different readers.  

3.2.3   Parameters for Edge 
RFID streaming data usually carries the status changing information, such as prod-
ucts’ locations, moving path and their durations at locations. All these information are 
correlated temporally and spatially. The generated data should contain this informa-
tion. In the graph model, edges represent the virtual paths which can transport tags 
from one node to the next node. All the status changing information is related to the 
edge. So we define parameters for configuring virtual path to simulate tag movement 
and tag status. For an edge e=(ni, nj) in the graph, we define two parameters which are 
moving time Ti,j and distribution weight Wi,j. 

The distribution weight Wi,j is a distribution probability assigned to edge e = (ni, 
nj), such that 0 ≤Wi,j ≤ 1. It means how many percentage of tags from node ni can be 
distributed to node nj. In the real environments, tags from one reading location can be 
distributed to other different places. Corresponding to the graph model, a node n can 
have several adjacent nodes. It means the node n can distribute tags to its adjacent 
nodes. In order to simulate how to distribute tags, we define the distribution weight 
for each edge. For distribution weight, there is a fact defined in Eq. (1) that we should 
to know 

 1
1

=∑ =

k

j
i,jW    (1) 

Where e=(ni, nj)∈E for j =1, 2, ... ,k. If a node n has several adjacent nodes linked 
with edges, the Eq. (1) guarantees that the sum of distribute weight of edges having 
the same tail node n is equal to 1. 

The moving time Ti,j defines the time a tag spends on the edge e = (ni, nj) moving 
from node ni to node nj. It is a range value that has minimum moving time and maxi-
mum moving time. In the real environment, there is a distance between two readers 
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and tags can be transported by different ways, such as human, conveyor system, fork-
lift or vehicle. So the moving time between two readers may be fixed or variable ac-
cording to transportation ways. If an edge has fixed moving time, we can define the 
minimum moving time equal to maximum moving time. All tags moved on this edge 
have same moving time. Otherwise, tags moved on the edge may have variable mov-
ing time which is randomly generated between minimum moving time and maximum 
moving time. 

4   Implementation and Experiments 

In this section, we shall first explain the detailed implementation of our simulation 
tool. Then, we shall describe experiments for evaluating generated RFID data. 

4.1   Design and Implementation  

Based on the graph model, we design and implement a simulation tool to generate 
RFID data streams for testing RFID middleware. Using the simulation tool, we can 
easily construct a virtual RFID environment and configure it via setting different pa-
rameters which are defined in previous section. RFID streaming data is automatically 
generated from the simulation tool and sent to middleware system.  

Our simulation test tool mainly contains three components: user graphic interface, 
virtual tag generator and graph manager. Through the graphic interface, user can con-
struct various RFID environments and configure them via setting different parame-
ters. Virtual tag generator continuously generates virtual tags with EPC codes and 
sends to graph controller. It consists of four sub-modules: EPC generator that gener-
ates unique EPC codes, EPC storage that stores the generated EPC codes, tag genera-
tor that generates virtual tags, and tag dispatcher that dispatches virtual tags to graph 
model. Graph manager is the core component of our simulation tool and responsible 
for generating and managing the graph. It simulates the virtual RFID environment, 
controls the movements of virtual tags among different nodes and generates RFID 
streaming data. It consists of two sub-modules: graph generator that generates the 
graph according to user’s setting, graph controller that controls the generated graph. 
Based on the system design, we have implemented a simulation test tool in java.  
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EPC Generator

EPC

Storage
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RFID Middleware

Node1 Node 3

Node 2

Graph Manager

Graph ControllerGraph Generator

RFID data
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Fig. 4. Black diagram of simulation tool 
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4.2   Experiments 

In order to verify the generated data can be used for testing the functionalities of 
RFID middleware, we define a few measurement metrics to evaluating the data and 
perform several experiments.  

4.2.1   Measurement Metrics 
Our simulation tool can continuously generate RFID data according to the constructed 
graph and inputted parameters. The generated data is supposed to use for testing  
the functions provided by RFID middleware. RFID middleware provides several 
functions for handling raw RFID streaming data since RFID data possesses different 
characteristics with other general streaming data. To know the data can be satisfied 
with the test objectives, we define measurement metrics which are mainly related to 
RFID data features to evaluate test data.  

RFID streaming data is incomplete since reading rates are below 100%. A few tags 
may be missed when they move through the reading range. We use the missed reading 
ratio to simulate the missed readings in our graph model. In order to know whether 
the generated RFID data is incomplete or not, we need to calculate the generated 
missed reading ratio. If the calculated missed reading ratio is same with user pre-set 
value, we can say the node is well simulated and can generate RFID data. We define 
the absolute deviation of missed reading ratio DRi to measure a single node i. The is 
DRi defined in Eq. (2), where Mi is the number of missed tags from node i, Ni is the 
number of tags inputted in the node i, Ri is user pre-set missed reading ratio. DRi only 
evaluates the data generated from a single node. To measure the whole data, we need 
to evaluate all the nodes in the graph. We use the standard deviation of missed read-
ing ratio SR to measure the whole data generated from the graph mode. SR is defined in 
Eq. (3), where n is the number of node in the graph model, DRi is defined in Eq. (2). 
For convenience, the notations we have introduced and others we will introduce later 
in this section are summarized in Table 1. 
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Table 1. Summary of notations 

Notation Meaning 
Ri missed reading ratio of node i 
DRi absolute deviation of Ri 
Mi number of missed tags in node i 
Ni number of tags inputted in node i 
SR standard deviation of Ri for all nodes 
Wi,j Distribution weight of edge ei,j 
DWi,j ablolute deviation of Wi,j 
Oi,j number of tags distributed on edge ei,j 
Pi,j number of expected tags distributed on edge ei,j 
SW standard deviation of Wi,j for all edges 
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RFID data contains the state changing information of tags. We use the distribution 
weight of edges for controlling the location transition and traveling path of RFID tag. 
So the generated RFID data can contain the state changing information. In order to 
know whether tags are transported and distributed on edges or not, we use absolute 
deviation of distribution weight DWi,j to measure a single edge ei,j. The DWi,j is defined 
in Eq. (4), where Oi,j is the number of tags transported on the edge ei,j, Pi,j is the num-
ber of tags are expected to transport on the edge ei,j, Wi,j is user pre-set distribution 
weight of the edge ei,j. DWi,j only evaluates a single edge. To measure the whole data, 
we need to evaluate all the edges in the graph model. We use the standard deviation of 
distribution weights SW to evaluate all the edges in the graph model. SW is defined in 
Eq. (5), where m the number of edges in the graph model, E is the edge set,  DWi,j is 
defined in Eq. (4). 
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The two standard deviations are used for measuring the difference between generated 
RFID data from our simulation tool and expected RFID data. The smaller values we 
can have, the better data we can get.  

4.2.2   Experimental Results 
By using these data measurement metrics defined above, we perform several experi-
ments to evaluate the generated RFID data. All the experiments are conducted on a 
standard desktop computer with an Intel Core2 2.4GHz, 3GB of main memory and 
Windows 7 operation system. To perform the experiments, we create a graph with six 
nodes and six edges (Fig. 5), and set the parameters with different values. Firstly, we 
fix parameter values and generate different number of tags to evaluate. And then, we 
generate fixed number of tags with different parameter values. 

In the first experiment, we fix the parameter settings and generate different number 
of tags. The initial setting of parameters setting is given in Table 2 and Table 3. We 
generate four data sets which have 100, 1000, 5000, 10000 tag data. Using Eq. (2) and 
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Fig. 5. Graph for testing 

Table 2. Initial setting of nodes 

Node n1 n2 n3 n4 n5 n6 

Ri 0.1 0.1 0 0.1 0.1 0.1 
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Eq. (4), we can calculate DR for each node and DW for each edge. Then using Eq. (3) 
and (5), we can get the standard deviation of all nodes and edges. Table 4 and  
Figure 6 show the calculated results of each data set. Form the Eq. (2) and (4) we can 
know that the small changing of Mi or Ti,j will bring big results when the total number 
of tag is very small. So in the test results, the two standard deviations are higher when 
the number of tag is 100. The more tags we generate, the better test data we can get. 

Table 3. Initial setting of edges 

Edge e1,2 e 1,3 e 2,4 e 3,5 e 4,6 e 5,6 

Wi,j 0.2 0.8 1 1 1 1 

Table 4. Results of SR and SW  with variable tag counts 

# Tag SR SW 

100 3.3% 0.57% 

1000 1.1% 0.57% 

5000 0.23% 0.23% 

10000 0.23% 0.14% 

Table 5. Results of SR and SW  with variable parameters 

# Tag SR SW 

10000 0.34% 0.2% 

10000 0.19% 0.29% 

10000 0.47% 0.33% 

10000 0.77% 0.27% 
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Fig. 6. Vary number of tag   Fig. 7. Vary missed reading ratio   Fig. 8. Vary distribution weight 

For the second experiment, we give different parameter values and generate the 
same number of tags. Firstly, we vary the missed reading ratio which are set to 5%, 
8%, 10% and 15%, fix the distribution weight using Table 3 and generate 10000  
tags for each data set. The test results are shown in Table 5 and Fig. 7. Although the 
generated result is increasing as the missed reading ratio increasing, the standard de-
viation is still very small that less than 1%. Secondly, we vary the distribution weight 
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of edge e1,2 which is set to 20%, 40%, 50% and 70%  and fix the missed reading ratio 
using Table 2, and generate 10000 tags for each data set. The distribution weight of 
edge e1,3 is also variable according to Eq. (1). The test results are shown in Table 5 
and Fig. 8. In Fig. 8, we see that the standard deviation of distribution weight varies 
very small as distribution weight changing. From all the test results, we can see that 
our simulation tool can provide RFID data with special data features.  

5   Conclusion 

Testing the functionalities of an RFID middleware is labor-intensive and expensive as 
we need to construct various RFID environments for generating RFID data streams. 
To facilitate data generation, we propose a graph model to simulate the real RFID 
environments. To make generated data have same characteristics with real RFID 
streaming data, we define several parameters for configuring and controlling the 
graph model. And then we implement a simulation test tool based on the graph model. 
To verify the correctness of generated RFID data we define several measurement met-
rics and perform several experiments. Through all the experiment results we find that 
the generated RFID data has very small difference with the expected data. Overall, 
using our simulation test tool, we can construct various test environments for generat-
ing RFID streaming data which can be used in RFID middleware test.  
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Abstract. One difficulty in the design of XML Schema is the restriction
that the content models should be deterministic, i. e., the unique particle
attribution (UPA) constraint, which means that the content models are
deterministic regular expressions. This determinism is defined semanti-
cally without known syntactic definition for it, thus making it difficult for
users to design. Presently however, no work can provide diagnostic infor-
mation if content models are nondeterministic, although this will be of
great help for designers to understand and modify nondeterministic ones.
In the paper we investigate algorithms that check if a regular expression
is deterministic and provide diagnostic information if the expression is
not deterministic. With the information provided by the algorithms, de-
signers will be clearer about why an expression is not deterministic. Thus
it contributes to reducing the difficulty of designing XML Schema.

Keywords: XML Schema, deterministic content models, diagnostic
information.

1 Introduction

Extensible Markup Language (XML) has been popular for the Web and other
applications. Usually in applications XML data are provided with schemas that
the XML data must conform to. These schemas are important for solving prob-
lems and improving efficiency in many tasks of XML processing, for example, in
query processing, data integration, typechecking, and so on. Among the many
schema languages for XML, XML Schema is recommended by W3C and has been
the most commonly used one. It is not easy, however, to design a correct XML
Schema: investigation reveals that many XML Schema Definitions in practice
have errors [3,7]. One difficulty in designing XML Schema is the restriction that
the content models should be deterministic, i. e., the unique particle attribu-
tion (UPA) constraint, which means that the content models are deterministic
regular expressions. In another XML schema language recommended by W3C,
Document Type Definition (DTD), deterministic content models are also used.
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A regular expression is deterministic (or one-unambiguous) if, informally, a
symbol in the input word should be matched uniquely to a position in the regular
expression without looking ahead in the word. This determinism, however, is
defined semantically without known syntactic definition for it, thus making it
difficult for users to design.

Brüggemann-Klein [4] showed that deterministic regular expressions are char-
acterized by deterministic Glushkov automata, and whether an expression is
deterministic is decidable. In [5] an algorithm is provided to decide whether
a regular language, given by an arbitrary regular expression, is deterministic,
i. e., can be represented by a deterministic regular expression. An algorithm
is further given there to construct equivalent deterministic regular expressions
for nondeterministic expressions when they define deterministic languages. The
size of the constructed deterministic regular expressions, however, can be ex-
ponentially larger than the original regular expressions. In [1] an algorithm is
proposed to construct approximate deterministic regular expressions for regular
languages that are not deterministic. Bex et al. [2] further provide improved
algorithms for constructing deterministic regular expressions and constructing
approximations.

All existing work, however, cannot provide diagnostic information for nonde-
terministic expressions. Consider if a design tool can locate the error positions
and tell the type of error making the expression nondeterministic, just like what
compilers or other program analysis tools do for programs, then it will be greatly
helpful for designers to understand and modify nondeterministic expressions.
Note here error is used to denote what make an expression nondeterministic.

In this paper we tackle the above issue. Our aim is to provide as much diag-
nostic information for errors as possible when expressions are nondeterministic.
The idea is, if we can check expressions at the syntactic level, then it is easier
to locate errors. Following [5], we designed a conservative algorithm, which will
accept deterministic expressions, but may also reject some deterministic expres-
sions. We improved the conservative algorithm by borrowing semantic processing
and obtained an exact checking algorithm, which will accept all deterministic ex-
pressions, and reject only nondeterministic expressions. But it will not provide
as precise diagnostic information for some nondeterministic expressions as for
the other nondeterministic expressions. We further presented a sufficient and
necessary condition for deterministic expressions, which leads to another exact
checking algorithm for deterministic expressions. With the information provided
by the algorithms, designers will be clearer about why an expression is not de-
terministic. Thus the difficulty of designing deterministic expressions, and, of
designing XML Schema at large, is lowered.

We also implemented the algorithm in [5] which constructs an equivalent
deterministic expression if an expression is not deterministic but defines a de-
terministic language, as an alternative way to obtain deterministic expressions.

We conducted several preliminary experiments, and the experimental results
are presented. The main contributions of the paper are as follows.
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(1) We propose the notion of diagnosing deterministic regular expressions.
While similar notion has been familiar in other areas of software, this notion is
missing for deterministic regular expressions due to the semantic nature.

(2) We prove several properties of deterministic regular expressions, which are
the base of the algorithms.

(3) We present several algorithms for checking deterministic regular expres-
sions and providing diagnostic information. The algorithms presented in the
paper check if regular expressions are deterministic at the syntactic level of the
expressions. The first algorithm uses stronger but syntactical conditions and is
conservative. The second algorithm is exact, but may obtain imprecise diagnos-
tic information for some regular expressions. The third algorithm is also exact,
and may obtain diagnostic information for all nondeterministic regular expres-
sions. The work of the paper can be considered as a first step towards syntactic
solutions of detecting deterministic regular expressions.

The above algorithms can be used in schema design tools in which designers
are able to find and fix bugs iteratively.

There is another issue that is connected with the present issue. That is, since
deterministic regular expressions denote a proper subclass of regular languages,
if a nondeterministic expression does not define a deterministic language, then
the expression cannot have any equivalent deterministic expression. So when an
expression is nondeterministic it is useful to tell the designer in the mean time
whether the expression denotes a deterministic language.

Section 2 introduces definitions. The algorithms are presented in Section 3,
with a discussion of diagnostic information and illustration of examples. Exper-
iments are presented in Section 4. Section 5 contains a conclusion.

2 Preliminaries

Let Σ be an alphabet of symbols. The set of all finite words over Σ is denoted
by Σ∗. The empty word is denoted by ε. A regular expression over Σ is ∅, ε
or a ∈ Σ, or is the union E1 + E2, the concatenation E1E2, or the star E∗

1
for regular expressions E1 and E2. For a regular expression E, the language
specified by E is denoted by L(E). Define EPT (E) = true if ε ∈ L(E) and
false otherwise. The size of E is denoted by the number of symbol occurrences
in E, or the alphabetic width of E. The symbols that occur in E, which is the
smallest alphabet of E, is denoted by ΣE .

We require an expression to be star-reduced: any subexpression of the form
(E∗)∗ is reduced to E∗ in the expression.

For a regular expression we can mark symbols with subscripts so that in the
marked expression each marked symbol occurs only once. For example (a1 +
b2)∗a3b4(a5 + b6) is a marking of the expression (a + b)∗ab(a + b). The marking
of an expression E is denoted by E. The same notation will also be used for
dropping of subscripts from the marked symbols: E = E. The subscribed symbols
are called positions of the expression. We extend the notation for words and
automata in the obvious way. It will be clear from the context whether · adds
or drops subscripts.
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Definition 1. An expression E is deterministic if and only if, for all words
uxv, uyw ∈ L(E) where |x| = |y| = 1, if x 
= y then x 
= y. A regular language
is deterministic if it is denoted by some deterministic expression.

For an expression E over Σ, we define the following functions:

first(E) = {a | aw ∈ L(E), a ∈ Σ, w ∈ Σ∗}
last(E) = {a | wa ∈ L(E), w ∈ Σ∗, a ∈ Σ}
follow(E, a) = {b | uabv ∈ L(E), u, v ∈ Σ∗, b ∈ Σ}, for a ∈ Σ

One can easily write equivalent inductive definitions of the above functions on
E, which is omitted here.

Define followlast(E) = {b | vbw ∈ L(E), v ∈ L(E), v 
= ε, b ∈ Σ, w ∈ Σ∗}. An
expression E is in star normal form (SNF) [4] if, for each starred subexpression
H∗ of E, followlast(H) ∩ first(H) = ∅ and ε /∈ L(H).

3 Determining and Diagnosing Nondeterministic
Expressions

3.1 Algorithms

The Glushkov automaton was introduced independently by Glushkov [6] and
McNaughton and Yamada [8]. It is known that deterministic regular expressions
can be characterized by Glushkov automata.

Lemma 1. ([5]) A regular expression is deterministic if and only if its Glushkov
automaton is deterministic.

Lemma 1 has led to an algorithm to check if an expression is deterministic [4].
We call this algorithm the semantic checking algorithm in the paper.

If diagnostic information about why a regular expression is not determinis-
tic is required, we need a syntactic characterization, or at least some syntactic
properties, of deterministic expressions. Such a characterization, however, is not
known presently. We started from a property of deterministic expressions in
star normal form in [5] by modifying it to more general expressions. To do this,
Lemma 2 is required.

Lemma 2. For a regular expression E, if followlast(E) ∩ first(E) = ∅ then
followlast(E) ∩ first(E) = ∅.

The following is a modified version of the afore mentioned property proved
in [5]1.

1 The original property in [5] requires the expression to be in star normal form. It was
mentioned in the proof that this condition can be removed with slight change of the
property.
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Lemma 3. Let E be a regular expression.
If E = ∅, ε, or a ∈ Σ, then E is deterministic.
If E = E1 + E2, then E is deterministic iff E1 and E2 are deterministic and
first(E1) ∩ first(E2) = ∅.
If E = E1E2, then if L(E) = ∅, then E is deterministic, otherwise E is determin-
istic iff (1) E1 and E2 are deterministic, ε ∈ L(E1), first(E1)∩ first(E2) = ∅,
and followlast(E1) ∩ first(E2) = ∅, or (2) E1 and E2 are deterministic, ε /∈
L(E1), and followlast(E1) ∩ first(E2) = ∅.
If E = E∗

1 , then E is deterministic and followlast(E1) ∩ first(E1) = ∅ iff E1
is deterministic and followlast(E1) ∩ first(E1) = ∅.
The last case of Lemma 3 can be proved from a modification of the proof in [5]
in addition with Lemma 2. The other cases are proved in [5].

This property, however, is not a sufficient and necessary condition of deter-
ministic expressions, since in the last case the expression E is accompanied with
an additional condition. Actually, in this case there are examples in which either
E is deterministic and followlast(E1)∩first(E1) 
= ∅, or E1 is deterministic but
E is not deterministic. In other words, the condition that E1 is deterministic and
followlast(E1) ∩ first(E1) = ∅ is too strong to ensure E∗

1 to be deterministic.

Proposition 1. For a regular expression E = E∗
1 ,

(1) E can be deterministic when followlast(E1) ∩ first(E1) 
= ∅.
(2) If E is deterministic then E1 is deterministic, but not vice versa.

On the other hand, up to date there is no known simpler condition for the last
case of Lemma 3.

In order to check if an expression is deterministic and locate error position
when the expression is not deterministic, one way is to directly use the property
of Lemma 3, thus resulting in a conservative algorithm, i. e., if it accepts an
expression, then the expression must be deterministic, but it may also reject
some deterministic expressions.

To obtain an exact checking algorithm we make some compromise and use
the following strategies, based on the above properties. When e = e∗1 we first
check if e1 is deterministic using Lemma 3. If e1 is not deterministic, then e is
not either by Proposition 1. Furthermore, if the erroneous part in e1 is not a
starred subexpression, then precise diagnostic information can be obtained. If e1
is deterministic, and followlast(e1) ∩ first(e1) = ∅, then e is deterministic by
Lemma 3. Otherwise, we encounter the only uncertain case: e1 is deterministic
and followlast(e1)∩first(e1) 
= ∅, and shift to semantic level and use the seman-
tic checking algorithm [4] to check if e is deterministic. If e is deterministic, then
the algorithm proceeds smoothly without any impact of the semantic checking.
If e is not deterministic, then we can only say that e is nondeterministic to the
users, without any further diagnostic information. The resulting algorithm is ex-
act: it will accept all deterministic expressions, and reject only nondeterministic
expressions. Notice that the semantic checking algorithm runs in linear time [4],
so will not much lower down the efficiency of the whole algorithm. The cost is,
it will not provide as precise diagnostic information for some nondeterministic
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expressions as for the other nondeterministic expressions; When the erroneous
subexpression is located by the semantic checking algorithm, diagnostic infor-
mation will be less precise than in other situations. For example, when checking
the expression (c(ca + a)∗)∗, the algorithm can only show that (c(ca + a)∗)∗ is
not deterministic, and the subexpressions of it are deterministic.

Further, for any expression E = E∗
1 , we give a sufficient and necessary condi-

tion of E being deterministic as follows.

Proposition 2. For E = E∗
1 , E is deterministic iff E1 is deterministic and

∀y1 ∈ followlast(E1), ∀y2 ∈ first(E1), if y1 = y2 then y1 = y2.

By Proposition 2 and using Lemma 3 we get a sufficient and necessary condi-
tion for deterministic expressions. This gives another algorithm which provide
diagnostic information for all nondeterministic expressions.

The above proposition actually requires that if followlast(E1) and first(E1)
have common elements, the intersection can only be in the same positions of E1.
To ease the computation and obtain more diagnostic information, we present
the following inductive computation of the condition.

Definition 2. The function P(E) which returns true or false is defined as

P(ε) = P(∅) = P(a) = true a ∈ Σ
P(E1 + E2) = P(E1) ∧ P(E2) ∧ (followlast(E2) ∩ first(E1) = ∅)
∧ (followlast(E1) ∩ first(E2) = ∅)

P(E1E2)=(¬(EPT (E1)) ∧ ¬(EPT (E2)) ∧ (followlast(E2) ∩ first(E1)= ∅)) ∨
(EPT (E1) ∧ ¬(EPT (E2)) ∧ P(E2) ∧ (followlast(E2) ∩ first(E1) = ∅)) ∨
(¬(EPT (E1)) ∧EPT (E2) ∧ P(E1) ∧ (followlast(E2) ∩ first(E1) = ∅)) ∨
(EPT (E1) ∧EPT (E2) ∧ P(E1) ∧ P(E2) ∧ (followlast(E2) ∩ first(E1) = ∅))

P(E∗
1 ) = P(E1)

Proposition 3. Let an expression E be deterministic. The following two state-
ments are equivalent.
(1) ∀y1 ∈ followlast(E), ∀y2 ∈ first(E), if y1 = y2 then y1 = y2.
(2) P(E) = true.

In the following we give the three algorithms. The conservative one is determin-
istic c, the second one is deterministic, and the third one is deterministicpl.

All of the algorithms take as input a regular expression, and output a Boolean
value indicating if the expression is deterministic as well as diagnostic infor-
mation if the expression is not deterministic. In the algorithm deterministc c,
lambda(e) is just the function EPT (e) which returns true if ε ∈ L(e) and false
otherwise. print err is not a real function here, it just indicates some state-
ments in the implementation that print current error information. For example,
in line 5 print err should print that first(e1) ∩ first(e2) is not empty, and in
line 9 print err should print that followlast(e1) ∩ first(e2) is not empty. It
is not difficult to indicate the positions of e1 and e2 by the parse tree of the
whole expression. The difference between deterministic c and the other algo-
rithms only starts from line 16. In deterministic, isdtre is the semantic check-
ing algorithm [4] to check if a regular expression is deterministic. It is used in



Assisting the Design of XML Schema 307

Algorithm 1. deterministic c(e): Boolean
Input: a regular expression e
Output: true if e is deterministic or false and diagnostic information otherwise
1. if e = ∅, ε, or a for a ∈ Σ then return true
2. if e = e1 + e2 then
3. if deterministic c(e1) and deterministic c(e2) then
4. if first(e1) ∩ first(e2) = ∅ then return true else
5. {print err; return false}
6. else return false
7. if e = e1e2 then
8. if deterministic c(e1) and deterministic c(e2) then
9. if followlast(e1) ∩ first(e2) �= ∅ then {print err; return false} else

10. if lambda(e1) then
11. if first(e1) ∩ first(e2) �= ∅ then {print err; return false} else
12. return true
13. else return true
14. else return false
15. if e = e∗1 then
16. if deterministic c(e1) then
17. if followlast(e1) ∩ first(e1) = ∅ then return true else
18. {print err; return false}
19. else return false

the case of e = e∗1. In deterministicpl, P (e) calculates P(e) and print diagnos-
tic information if e is nondeterministic. When checking the previous expression
(c(ca + a)∗)∗, the algorithm deterministicpl will provide the following informa-
tion: followlast((ca + a)∗) ∩ first(c) 
= ∅.
Theorem 1. If deterministic c(e) returns true, then e is deterministic.

Proof. It follows directly from Lemma 3. ��
Theorem 2. deterministic(e) returns true if and only if e is deterministic.

Proof. It follows from Lemma 3, Lemma 1, and Proposition 1. ��
Theorem 3. deterministicpl(e) returns true if and only if e is deterministic.

Proof. It follows from Lemma 3, Proposition 2, and Proposition 3. ��
To implement the algorithms we first calculate the first, followlast sets and
EPT functions for each subexpressions, then run the algorithms presented above.
Suppose the regular expression is E. The first calculation can be done on the
syntax tree of E [4], which can be computed in O(m2) time where m is the size of
E. In the algorithms, emptiness test of first(E1)∩first(E2) or followlast(E1)∩
first(E2) for subexpressions E1, E2 can be completed in O(2m) time with an
auxiliary array indexed by every letters in the alphabet of E. The algorithms
may conduct the test at every inner node on a traversal of the syntax tree of
E, which totally takes O(m2) time. So the time complexity of the algorithms is
O(m2). Notice here we do not take into account the time for printing diagnostic
information.
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Algorithm 2. deterministic(e): Boolean
Input: a regular expression e
Output: true if e is deterministic or false and diagnostic information otherwise

(1 – 14 are the same as deterministic c)
15. if e = e∗1 then
16. if not deterministic(e1) then return false
17. if followlast(e1) ∩ first(e1) = ∅ then return true else
18. if isdtre(e) then return true else
19. {print err; return false}

Algorithm 3. deterministicpl(e): Boolean
Input: a regular expression e
Output: true if e is deterministic or false and diagnostic information otherwise

(1 – 14 are the same as deterministic c)
15. if e = e∗1 then
16. if not deterministicpl(e1) then return false
17. if P (e1) then return true else
18. return false

3.2 Reporting Errors

Three kinds of error information can be reported by the above algorithms:
- Error location. Using the parse tree of an expression, the subexpressions

that cause an error can be located precisely.
- Types of errors. There are roughly the following types of errors:
(1) first-first error, indicating first(e1) ∩ first(e2) 
= ∅. It can further be

classified into first-first-+ and first-first-., corresponding to a (sub)expression
e = e1 + e2 and e = e1e2 respectively.

(2) followlast-first error, indicating followlast(e1)∩first(e2) 
= ∅. Similarly
it is also classified into followlast-first-+, followlast-first-., and followlast-
first-*.

(3) A starred (sub)expression is not deterministic, indicating the semantic
checking error in deterministic.

(4) followlast-first-nd error, indicating an error of followlast(e1)∩first(e2)

= ∅ in P(e), corresponding to a violation of the condition is Proposition 2.

- Other diagnostic information. For example, for a type (1) error, the two
first sets can be provided. For a type (2) error, besides the followlast and
first sets, the symbols in the last set that cause the overlap of the followlast
and first sets, and symbols in the follow set of the previous symbols, can be
provided.

In addition to the above information, other information like parse trees of
expressions, the Glushkov automata, and the matching positions of a word
against an expression can also be displayed, thus providing debugging facilities of
expressions.
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Of course, in an implementation of a tool, the above information can be im-
plemented such that the users can select which information to display.

3.3 Examples

Example 1. Suppose one want to write a schema for papers with no more than
two authors. The content model of the papers can be defined as

Title, Author?, Author, Date, Abstract, Text, References 2

which equals to the following regular expression
Title, (Author+empty), Author, Date, Abstract, Text, References
By using the above algorithms, the following information is displayed3:

error: the expression is not deterministic.
error found in: "Title, (Author+empty), Author"
hints: the sets of followlast((Title, (Author+empty))) and

first(Author) have common elem
followlast((Title, (Author+empty)))={Author(2)}
trace: Title in last((Title, (Author+empty)))

follow((Title, (Author+empty)), Title)={Author}
first(Author)={Author(3)}

Then the content model can be rewritten into the following:
Title, Author, Author?, Date, Abstract, Text, References

which is deterministic.

Of course for some nondeterministic content models their equivalent determin-
istic ones are very difficult to find, as in the following example.

Example 2. (a + b)∗a defines any string of a or b, including the empty word,
followed by one a. The above algorithms will show that this expression is not
deterministic, and this is because followlast((a + b)∗) ∩ first(a) 
= ∅. For the
expression it is difficult to write an equivalent deterministic regular expression.

However, using the diagnostic information, the designer can change the design
to circumvent the error: (a + b)∗c, and c is defined as a in another rule.

So the diagnostic information can
- help the designer to locate errors and rewrite nondeterministic expressions into
correct ones, and
- help the designer to understand the reasons of errors, or change design to
circumvent the errors.

4 Experiments

We have implemented the algorithms and performed some experiments. The
algorithms were tested with randomly generated regular expressions in different
2 The comma (,) denotes concatenation.
3 Concatenation and union are assumed to be left associative as usual in expressions.
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Table 1. Numbers of deterministic regular expressions

size 10 20 30 40 50 60, 70, . . .

deterministic c 208 48 4 0 0 0
others 356 163 43 12 3 0

Table 2. Errors found by the algorithms

size deterministic c deterministicpl deterministic
first-first fola-first first-first fola-first ff-nd first-first fola-first star-exp

10 107 37 135 5 4 135 5 4
20 184 153 305 12 20 305 12 20
30 244 213 422 9 26 422 9 26
40 263 225 448 16 24 448 16 24
50 266 231 450 23 24 450 23 24
60 274 226 454 23 23 454 23 23
70 271 229 451 18 31 451 18 31
80 267 233 463 15 22 463 15 22
90 259 241 460 20 20 460 20 20
100 300 200 465 21 14 465 21 14
110 285 215 472 15 13 472 15 13
120 280 220 466 20 14 466 20 14
130 282 218 469 12 19 469 12 19
140 290 210 469 10 21 469 10 21
150 299 201 461 22 17 461 22 17
160 296 204 465 17 18 465 17 18

sizes. The sizes of regular expressions range from 10 to 160 every time increased
by 10 in the experiments, with 500 expressions in each size. The size of the alpha-
bet was set to 40. The algorithms were implemented in C++. The experiments
were run on Intel core 2 Duo 2.8GHz, 4GB RAM.

Table 1 shows the numbers of deterministic regular expressions determined
by each algorithm, in which the first line denotes the sizes of expressions, the re-
maining lines indicate the numbers of deterministic regular expressions identified
by different algorithms. ‘deterministic c’ denotes the algorithm deterministic c,
‘others’ denotes the semantic checking algorithm, the algorithm deterministic,
and deterministicpl. We can observe the number of deterministic expressions de-
creases when the size of regular expressions grows. Intuitively, this is because the
possibility of the occurrences of a same symbol increases in one expression when
the size of expressions increases, which increases the possibility of nondetermin-
ism. Actually, when size is greater than 50, all expressions are nondeterministic.
The numbers of deterministic regular expressions identified by the algorithm
deterministic c are less than the numbers identified by the other algorithms,
which coincides with that deterministic c is conservative. The numbers of
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deterministic expressions determined by the algorithms deterministic and deter-
ministicpl are identical with the numbers determined by the semantic checking
algorithm, reflecting that deterministic and deterministicpl exactly detect all
deterministic expressions.

The errors in the tested regular expressions found by the algorithms are shown
in Table 2. The first column in the table shows the size of regular expressions.
The other columns include the numbers of different types of errors caught by
deterministic c, deterministic and deterministicpl in the experiment, in which
first-first, fola-first, star-exp, and ff-nd correspond to the types (1),
(2), (3), and (4) of errors presented in Section 3.2, respectively. It shows that
the most common type of errors in the experiment is the first-first errors.
Also the numbers of errors for each of first-first and fola-first of deter-
ministicpl and deterministic are identical, and the numbers of errors for ff-nd
and star-exp are identical too. This is because the two algorithms both exactly
check whether an expression is deterministic, and differ only in the processing of
stared subexpressions. When a starred subexpression has an error, each of the
algorithms will detect one error.

Figure 1 shows the average time for detecting one nondeterministic regular
expressions by the algorithms. Each value is obtained by the time to check the
total amount of nondeterministic regular expressions in each size divided by the
number of nondeterministic regular expressions in that size. The time used to
print diagnostic information in the programs is not included. The algorithms
spend averagely less than 6 milliseconds for a regular expression of size 160, thus
are efficient in practice. It is not strange that the semantic checking algorithm
runs faster, since the algorithms presented in this paper will do more than the
semantic algorithm. On the other hand, the implementation of the algorithms
presented in the paper still have much room for improvement. In the experiment
deterministicpl runs almost as faster as deterministic c and deterministic. Thus
we can use deterministicpl for diagnostic tasks.

Fig. 1. Average running time of the algorithms
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5 Conclusion

Due to its semantic definition, a deterministic regular expression is hard to de-
sign and understand, and semantic checking techniques can only answer yes or
no. The paper presented several algorithms as an attempt to diagnose nonde-
terministic regular expressions, making it possible to analyze and give hints to
errors thus reducing the difficulty of designing deterministic content models.
This would be convenient for designers to utilize their knowledge and intuition.
In the future, it would be useful to find more syntactic conditions for deter-
ministic regular expressions, in the hope of more detailed revealing of errors.
A presently unclear question is, can we use other more intuitive conditions to
replace the emptiness condition of followlast-first or first-first intersection?
The approaches to display diagnostic information effectively also constitute a
significant aspect. The diagnostic information offered by the algorithms may
also be used to generate counter examples of nondeterministic content models,
which is also helpful for designers, but is not discussed in the paper. It is possible
to integrate the above techniques in tools to provide analyzing and debugging
facilities for content models.
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Abstract. Personalised social matching systems can be seen as recommender 
systems that recommend people to others in the social networks. However, with 
the rapid growth of users in social networks and the information that a social 
matching system requires about the users, recommender system techniques 
have become insufficiently adept at matching users in social networks. This pa-
per presents a hybrid social matching system that takes advantage of both  
collaborative and content-based concepts of recommendation. The clustering 
technique is used to reduce the number of users that the matching system needs 
to consider and to overcome other problems from which social matching  
systems suffer, such as cold start problem due to the absence of implicit infor-
mation about a new user. The proposed system has been evaluated on a dataset 
obtained from an online dating website. Empirical analysis shows that accuracy 
of the matching process is increased, using both user information (explicit data) 
and user behavior (implicit data). 

Keywords: social matching system, recommender system, clustering users in 
social network. 

1   Introduction and Related Work 

A social matching system can be seen as a recommender system that recommends 
people to other people instead of recommending products to people. Recommending 
people is more complicated and sensitive compared with recommending products 
(Tobias, 2007). The reason behind this is the special nature of the relationship be-
tween the users in social matching systems like online dating networks. Analysis of 
an underlying online dating network shows that it is not always true when two users 
share the same attributes (such as values that describe themselves including age,  
personality, and smoking habit), then they can be recommended to each other. As a 
result, the standard recommendation techniques may not be appropriate to match  
people in online dating networks. Another issue is the increasing numbers of social 
network members along with their information, which builds up the computational 
complexity. In Facebook, for example, there are more than 500 million active users, 
with 50% of the active users logging on in any given day (www.facebook.com, 2010). 
Another example is RSVP which considered as the largest dating network in  
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Australia, with more than 2 million members and an average of 1,000 new members 
every day (http://www.rsvp.com.au/, 2010). 

In such social networks, a lot of personal information about users is required. This 
information can be divided into explicit and implicit information. The explicit informa-
tion is collected by asking the user to answer a series of questions which represent 
his/her characteristics and preferences. Many social networks also record user’s behav-
iour on the network (such as sending messages, watching profiles). A user’s online 
activities are referred to as his/her implicit information. Three learning approaches are 
widely used in social matching systems: rules-based approach, content-based approach 
and collaborative approach (Brusilovsky, Kobsa, & Nejdl, 2007).  

Even though social matching systems are increasingly used and attract more atten-
tion from both academic and industrial researchers, many aspects still need to be  
explored and developed. A major issue is the accuracy of matching users in social net-
works. A two-way matching process is needed to deal with the compatibility between 
users whom have been recommended. The majority of existing social matching  
systems consider the similarity between user x and user y and produce the recommen-
dation without checking that user y is also compatible with user x. Terveen and McDo-
nald (2005) have also raised some general questions, namely: what is the information 
that should be used to achieve high quality matching? How does the system make a 
good match? Is it possible to evaluate the matching process and then use the evaluation 
outcome as a feedback? The authors argue that data mining techniques can be used to 
improve recommendation in social networks (Terveen & McDonald, 2005). 

Clustering is one of the data mining techniques that can be used to improve the 
matching process in social networks (Eirinaki & Vazirgiannis, 2003). It reduces the 
data size and cuts down the complexity that the matching process has. Moreover, a 
clustering technique assists the recommendation process in social networks by over-
coming some existing problems such as cold start and sparsity. For example, cold start 
problem occurs when a new user joins a social networks and the system has not gather 
enough information about the user to be matched. Assigning this user to an existing 
cluster which already has been matched with the appropriate opposite gender cluster 
allows him\her to receive recommendation instantly. For these reasons, clustering is 
used in this paper to group together users who have similar characteristics. 

This paper proposes a social matching system that considers both explicit data (in-
formation that users provide about themselves) and implicit data (user activities on 
the social networks) to improve the matching process in social networks. It utilizes 
the dating type of social matching system in which opposite gender users are recom-
mended to each other. Explicit data are used to cluster male and female users into 
homogonous groups. Then the male clusters are matched with the female clusters us-
ing implicit data and users are recommended to each other. The proposed system is 
evaluated on a dataset obtained from an online dating website. Empirical analysis 
demonstrated that the proposed system improves the accuracy of the recommenda-
tions from 13.9% to 50.32%, reduces the matching complexity by 93.95% and over-
comes cold-start problem. The matching process in a majority of social networks is 
based on explicit data that users provide to describe themselves (Boyd & Ellison, 
2008). However, the proposed system proved that using implicit data that represents 
the users’ activities in the matching process increases the recommendation accuracy 
by 36.42%. 
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2   The Proposed Method 

A. Preliminaries 

There are many types of social networks according to their purpose of use. An online 
dating system is a type of social network that aims to introduce people to their poten-
tial partners. Online dating systems usually keep two different types of data about 
their users; implicit data and explicit data. The implicit data are collected by recording 
the users’ activities while they are interacting with the system. These data include 
profiles that a user has seen and messages that they have sent. The explicit data are 
usually obtained through an online questionnaire; the users are asked to answer a 
number of questions which represent their personality traits and interests. The explicit 
data can be divided into two subsets, data about the user and data about the preferred 
partner. 

Let U be the users in a social network, U = {u1, u2 ,… un}, where ui is either a male 
or a female user. Each user has a set of attributes attr(ui) = {o1, o2 ,… ox ,p1, p2 ,… pg} 
where oi is an attribute that specifically describes the user (such as age, height, educa-
tion,… etc)  and pi is an attribute that describes the preferred partner. Users are  
allowed to have one value for each oi attribute; however, they may have a null, single 
or multiple values for each pi attribute. 

A user ui also performs some activities on the network such as viewing another 
user’s profile V(u1, u2) where u1 viewed the profile of u2. This activity shows that u1 
may be interested in contacting u2. Other activities usually include communicating 
with short pre-defined messages (kiss)1 and long free-text messages (email)2. Sending 
a kiss K(u1, u2, kt, kr)  is another activity that confirms further interest where u1 sends 
a kiss kt that contains a pre-defined message to u2. Users can select one of a variety of 
kt that represents the users’ feelings. u2 can reply to the kiss sent by u1 by using one of 
several pre-defined messages kr which vary between a positive and a negative reply. kr  

may be null indicating the target user has not responded to the sender’s request.  
Furthermore, u1 is allowed to send emails E(u1, u2) to another user u2. 

In this paper, both the user profiles and user activities are employed to improve the 
recommendations in the proposed system. User profiles are used to cluster similar 
users in groups according to their profiles’ similarities. Clustering users into groups 
overcomes two major problems in the matching process, which are cold start problem 
and the data sparsity, and results in increasing the matching accuracy and efficiency, 
as the findings show. Once users are clustered, data obtained from the users’ activities 
(implicit data) are used to match the users’ clusters with each other. The clustering 
and matching phases are discussed in the following in more detail. 

B. Clustering users in social networks 

In order to cluster users in social networks the data need to be pre-processed. The pre-
processing includes data integration and transformation. Once the data have been  
integrated and transformed, they are then divided into two groups: male users denoted 
as Um = {u1, u2 ,… um},  and female users denoted as Uf = {u1, u2 ,… uf}. This prepares 
the data to be clustered in the next phase. The male and female users are clustered 

                                                           
1 In this paper, we call the pre-defined message as kiss. 
2 In this paper, the long free-text messages are called as email. 
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separately in order to match the male clusters with the female clusters using the clus-
ters centroid, and then recommend users to each other. The male users are clustered 
based on their own attributes {o1, o2 ,… ox}, while the female users are clustered 
based on their preferred partners’ attributes {p1, p2 ,… pg}. This is done to ensure high 
accuracy matching. Using both their own and preferred attributes in clustering the 
users makes it very difficult to find a male cluster that is similar to a female cluster. 
For example, while two users are similar in their own attributes, they may be very 
different in what they are looking for in their partners. 

C. Matching clusters and recommendation 

After clustering male and female users, two processes are performed: matching clusters 
and recommending clusters’ members to each other. Let Cm be the clustering solution 
grouping the male users containing c clusters, Cm = {Cm1, Cm2 ,… Cmc}. Let am1 be the 
centroid vector of cluster Cm1 represented as {am11, am12 ,… am1x}. Let Cf be the cluster-
ing solution grouping the female users containing d clusters, Cf = {Cf1, Cf2,… Cfd}. Let 
af1 be the centroid vector of cluster Cf1 represented as {af11, af12 ,… af1g}. 

This process of matching all clusters is based on the communications between clus-
ters’ members utilizing the implicit data. As mentioned previously, social networks 
contain some implicit data that can be used to improve the recommendation. Users 
interact with each other by sending kisses K(u1, u2, kt, kr), emails E(u1, u2)  and by 
viewing each other’s profiles V(u1, u2). These implicit data can be used to match the 
users’ clusters. In the proposed system, the successful kiss interaction K(u1, u2, kt, kr) 
between a male user’s cluster and the rest of female users’ clusters are assessed to de-
termine the pair of clusters that has more interactions between them; these are then 
recommended to each other. A kiss is defined as a successful kiss when it received a 
positive reply kr which means that the opposite party is also interested in this relation-
ship. The communication score    can be presented as follows. 

 , = ( , , , )  ##  
 

                                        Where ( , , , )= 1,                  is positive0,                   
 

When the matching process is completed, the recommendation phase takes place. In 
this phase, recommendations are presented to the users in ranking order of users’ 
compatibility scores. The compatibility scores are calculated between the members of 
the pair of matched (or compatible) clusters according to members’ profile and prefe-
rence similarity. The user profile vector of the male user um   Cmc is compared with 
the preference vector of all female users uf  Cfd. The compatibility score  
can be presented as follows. ( , )  =  ( , )  Where sim ( , ) = 1,                 =0,                   
 

Figure 1 explains the proposed matching algorithm 
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Input: Male and female dataset; 
Output: List of ranked recommendation for each user; 
Begin 
1 Cluster male users based on their own attributes {o1, o2 ,… ox} into c number of groups  
2 Cluster female user based on their preferences{p1, p2 ,… pg} into d number of groups 
3 For each male cluster Cmi 
        Find a female cluster Cfi that has highest successful communication with Cmi 

4 For each user um Cmi 

 Calculate  the compatibility with all user in Cfi where Cfi is best matched cluster with Cmi 

5 Present top n recommendations to the users in ranking order of users’ compatibility scores 
. 

Fig. 1. High level definition of the proposed method 

3   Experiments and Discussion 

The proposed system has been tested on a dataset obtained from a real online dating 
website that contains more than two million users. A subset of data were used show-
ing all the active users in a period of three months, as the data analysis shows that an 
average user is active for three months and at least initiates one communication chan-
nel. Therefore, the proposed system targets the users who are active within three 
months. 

A. Evaluation Measures 

Success rate and recall are used to evaluate the accuracy of the proposed social 
matching recommendation system. They evaluate the accuracy of recommending us-
ers in recommendation systems. The success rate was used to measure the probability 
of recommendation being successful as indicated by the (positive) kiss returned by  
the recommended partner. Recall was also used to measure the probability of recom-
mending the right partners. Both are mathematically presented below. 
 

Success Rate = 
{ } { }

{ }kissesAll

KissesAllKisseslSuccessful

_

__ I
 

Recall = 
{ } { }

{ }partnersKissed

PartnerscommendedpartnersKissed

_

_Re_ I

 

B. Experiment Design 

Experiments were conducted on a machine with 3GB of RAM and a 3.00GHz Intel 
Cor2Due processor. Experiments were conducted to evaluate the accuracy of recom-
mendation in social network using the proposed method. The results are  
compared by the baseline results when the proposed method is not used. The baseline 
success rate that users achieve in their communications without using the proposed 
system is 13.9%. The proposed method uses the implicit information to match the 
clusters. The proposed method is also compared with a variation when the clusters are 
matched with the explicit information only. The profile and preference similarity are 
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used to compare the clusters’ centroids for both male and female clustering solutions 
and matching was done based on their explicit profile information rather than implicit 
information. In this case, the matching score  is used as follows. ( , )  =  ( , )  

Where sim (am1i, af1i) = 1,                 =  0,                   
C. Results and Discussion 

The first phase of the experiment was clustering male and female users individually 
into 100 clusters. We selected 100 clusters as this is the most appropriate value where 
the majority of clusters are homogeneous and have a similar average number of mem-
bers per group. However, we had several clusters that contain higher number of  
users which indicates that there are some popular attributes that many users share.  
Oracle Data Miner (ODM) was used to cluster both male and female users. K-means 
clustering algorithm was used to cluster both datasets by using the Euclidean distance 
function. K-means was chosen because of its simplicity and speed which allows it  
to run on large datasets, as in social networks. The output of the clustering phase is 
summarized in Table 1.  

Table 1. Clustering output 

 Male users Female users 
No. of clusters 100 100 

Average no. of users per cluster 324 89 
Maximum no. of users per cluster 1069 1283 
Minimum no. of user per cluster 38 2 

 
The second phase of the experiment was matching male clusters with the female 

clusters and then recommending users to each other. In this phase, clusters were 
matched using successful communication.  In this stage, we calculated the success 
rate when we matched the clusters based on the communication as well as when we 
matched them based on their similarity. The success rate increased from 0.31 when 
clusters were matched based on similarity to 0.78 when clusters were matched  
based on communication. This demonstrate that matching clusters based on the com-
munications is more efficient as the success rate is more than double when compared 
to matching clusters based on their similarity. The main reason for the low success 
rate (when considering the similarity) is the sparsity that social network data have. As 
a result, the proposed system utilizes the communications to match clusters with each 
other. 

Once the male clusters are matched with the female clusters, the recommendation 
task takes place. The top n female recommendation will be presented to each member 
of the male clusters. The ranking is based on the similarity between male and female 
users, as explained in Section 2. As shown in Table 2, the proposed system achieves a 
high success rate compared to the baseline system, especially with the top 1 to top 10  
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Table 2. Success rate and recall Vs. baseline 

 Top 1 Top 5 Top 10 Top 20 Top 50 All 

Success rate 50.32% 38.17% 28.14% 21.52% 17.04% 15.52% 

Recall 2.45% 3.06% 3.89% 5.14% 5.79% 7.18% 

Baseline success rate 13.9% 

 
recommendations. In terms of recall, our system gained the best recall when recom-
mending all users with a percentage of 7.18%. The recall then decreases to reach 
2.45% with the top 1 recommendation.  

With the improvement in success rate, the proposed system also reduces the com-
putational complexity of matching users in social networks. The baseline system has 
to compare every male user with all the female users. However, the proposed system 
limits the comparisons to be with an assigned cluster. For the dataset used in this ex-
periment, instead of conducting 1443519630 comparing processes, we were able to 
reduce the number to be 92466720 which reduces the proposed system computational 
complexity by 93.95%. 

4   Conclusion and Future Work  

Many social matching systems are based on recommender system techniques. The dif-
ference is that the social matching systems recommend people to each other rather than 
recommend items to people. Recommending people to each other is much more com-
plicated and challenging. Therefore, current social matching systems suffer from two 
issues, the computational complexity and the matching accuracy. 

In this paper, a new hybrid social matching system was presented that uses implicit 
and explicit data to improve the recommendation process. The clustering technique 
was also used to reduce the computational complexity in the proposed system.  
Experimental results showed that the proposed system provides satisfactory and high-
quality recommendations with reasonable computational complexity.  

Matching users in social networks based on their implicit data is a promising re-
search area with many aspects that need to be explored. Furthermore, data mining 
techniques including clustering and association rules can be employed to develop ways 
to match users in social networks. 
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Abstract. We propose an entirely new approach to understanding com-
plex networks; called “dynamic network motifs (DNMs).” We define
DNMs as statistically significant local evolutionary patterns of a net-
work. We find such DNMs in the networks of two web services, Yahoo
Answers and Flickr, and discuss the social dynamics of these services as
indicated by their DNMs.

Keywords: link analysis, subgraph mining.

1 Introduction

Many studies in the fields of engineering and science have tackled complex net-
work analysis. In recent years, improvements in computational power have ad-
vanced the field of network mining, i.e. identifying all subgraphs in a given
network [6,7].

Network motif (NM) analysis is one of the subgraph mining methods pro-
posed by Milo et al. [4,5]. Motifs are small (usually from three to seven nodes in
size) connected subgraphs that appear in the given network at higher frequency
than in the equivalent (in terms of the number of nodes and edges) random
networks. NM analysis is attracting a lot of attention because it enables a fuller
understanding of complex networks in terms of their local structure.

A recent extension to data mining attempted to cover the evolution of sub-
graphs [2]. In [2], since the statistical significance of the evolution of subgraphs
is not still defined, no discussion was given on what evolution of subgraphs is
important for a given network.

To achieve this target, we propose a method, called dynamic network motif
(DNM) analysis, that can analyze the evolution of subgraphs statistically. We
define DNMs as statistically significant local evolutionary patterns of a network.

In this paper, we apply our method to networks based on datasets of two actual
web services, Yahoo Answers1 and Flickr2. The DNMs found in the network from
Yahoo Answers are distinct from the DNMs found in the network from Flickr:
This is due to the difference in communication properties, which influences the
evolution of the network. We consider that the networks of Yahoo Answers and
Flickr are evolving under the pressures of expertise and politeness, respectively.
1 http://answers.yahoo.com
2 http://www.flickr.com

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 321–326, 2011.
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2 Conventional Method: Network Motifs

Before introducing our method, we review network motifs (NMs), which are the
basis of our method. NMs are defined to be statistically significant patterns of
local structures in real networks. They are being studied by many researchers,
including Milo et al. [5].

Milo et al. started with network G = 〈V , E〉 where the interaction between
nodes is represented by directed edges. The types of n-node subgraphs, which
are defined to be subgraphs that have n nodes, are connected, and are not
isomorphic to one another, were introduced. For example, there are 13 types
of 3-node subgraphs as shown in Figure 1, and 199 types of 4-node subgraphs.
The network is scanned for all possible n-node subgraphs (in many studies,
3 ≤ n ≤ 7), and the number of occurrences of each type is recorded. To focus
on those that are likely to be important, the real network is compared to K
equivalent randomized networks. NMs are defined to be the type that recur
in the real network with significantly higher frequency than in the equivalent
networks.

1 2 3 4 5 6

7 8 9 10 11 12 13

Fig. 1. All 13 types of triads

Furthermore, to compare the local structures of networks from different fields,
Milo et al. [4] introduced the concept of the significance profile (SP) of a network.
Here, mi and m̂ik denote the number of occurrences of type i in the real network
and in the kth equivalent randomized network, respectively. First, the Z-score
of the occurrences of type i is computed as:

zi =
mi − μi

σi
, (1)

where μi = 1
K

∑K
k=1 m̂ik and σ2

i = 1
K

∑K
k=1(m̂ik − μi)2. The SPs are computed

by normalizing the vector of Z-score z = {zi}i to length 1.

3 Proposed Method: Dynamic Network Motifs

We propose a method to analyze evolution of n node subgraphs (this paper
mainly addresses the case of n = 3). We define dynamic network motifs (DNMs)
as statistically significant evolutionary patterns of local structures in given
networks.
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1 2 3 4 5 6

9 10 11 127 8

13 14 15 16 17 18

19 20 21 22 23 24

Fig. 2. All 24 evolutionary types of triads
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Fig. 3. Edge 〈1, 8〉 yields three triad-
evolution

Suppose we have network G = 〈V , E〉 where each edge e = 〈u, v〉 ∈ E
represents an interaction from u to v that took place at a particular time, t(e).
Though potentially there are multiple interactions from u to v, we record only
the oldest one. For two times t0 < t1, let G0 = 〈V , E0〉 and G1 = 〈V , E1〉
denote the subgraph of G consisting of all edges with a time-stamp before t0
and t1, respectively.

In this paper, we regard each single interaction that took place between t0
and t1, i.e. e ∈ E1 − E0, as evolution of network G0. The evolutionary type of
a n node subgraph is determined by the type of the subgraph in G0 and the
evolution e ∈ E1−E0. The number of evolutionary types increases with subgraph
size. For example, three node subgraphs offer 24 possible evolutionary types and
four node subgraphs offer more than 200 evolutionary types. Let J denote the
number of evolutionary types. Figure 2 shows all 24 evolutionary types of three
node subgraphs, where black and red dashed lines indicate existing edges in E0
and new edges in E1 −E0, respectively.

We scan G0 and E1 −E0 for all possible evolution of n node subgraphs, and
record the number of occurrence of each evolutionary type. In general, a single
new edge is related to multiple subgraphs. In the case of Figure 3, for example,
pair 〈1, 8〉 yields three triad-evolution. Focusing on the three triads of 〈1, 7, 8〉,
〈1, 11, 8〉, and 〈1, 13, 8〉, the pairs are related to evolutionary types 4, 4, and 2,
respectively.

The number of occurrences of evolutionary type j in E1 −E0 of G0 is given
by:

dj =
∑

〈u,v〉∈E1−E0

xuvj , (2)

where xuvj represents the number of occurrences of evolutionary type j related
to new edge 〈u, v〉 (e.g., xuvj = 2 where u = 1, v = 8, and j = 4 in the case
of Figure 3). Similar in NM analysis, to compute the statistical significance of
evolutionary type j, we compare E1 −E0 to the equivalent randomized sets of
edges Êk in terms of the number of occurrences of each evolutionary type in
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Table 1. Number of nodes, two times t0 and t1, and number of edges of social networks

|V | t0 |E0| t1 |E1|
Yahoo Answers 5,835 2010/07/21 18,796 2010/07/22 37,320
Flickr 7,776 2010/06/15 82,868 2010/06/18 173,344

G0. The randomized sets of edges are generated in a way similar to randomized
networks in NM analysis.

The statistical significance of evolutionary type j is given by:

ζj =
dj − νj

τj
, (3)

where d̂jk represents the number of occurrences of evolutionary type j for Êk,
νj = 1

K

∑K
k=1 d̂jk, and τ2

j = 1
K

∑K
k=1(d̂jk − νj)2. The SPs of evolutionary types

are computed by normalizing the vector of Z scores ζ = {ζj}J
j=1 as in NM

analysis.

4 Experiments

4.1 Datasets

We exploited two social media sources, Yahoo Answers and Flickr, to gather the
experimental data. Our Yahoo Answers data set is based on a snapshot crawled
in the period of July 20th, 2010 to July 22nd, 2010, and our Flickr data set is
based on a snapshot crawled using Flickr API3 in the period of June 12th, 2010
to June 18th, 2010.

We extract a dense part from each graph as experimental data using parameter
κ (set to three in each case). Dense is defined as occurring when all nodes have
at least κ edges in each graph by Liben-Nowell et al. [3]. Table 1 lists details of
social networks.

4.2 NM and DNM Analyses

In this paper, we focus on three node subgraphs. The analysis about subgraphs
that have more than three nodes is future work.

NM analysis allows us to clarify the properties of interactions among nodes
in terms of local structures in networks. Figure 4 displays network motif profiles
of the Yahoo Answers network and the Flickr network.

From this figure, we can see that both media have strongly defined cliques
(see triad 13 in the figure) compared to random networks. This triad, which
represents the case that three people collaborate with each other, is a typical
motif of social networks [4]. As well, we can see that only Yahoo Answers has

3 http://www.flickr.com/services/api
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a high number of feed forward loops (see triad 5 in the figure). This result
matches that shown by Adamic et al. [1]. This motif indicates the expertise of
Yahoo Answers users; people with high levels of expertise are willing to help
people of all levels, whereas people of lower expertise help only those with even
less expertise. On the other hand, only the Flickr network has the motif of two
mutual dyads (see triad 8 in the figure). This motif indicates existence of core
users who communicate mutually with the two other people in the triad.

DNM analysis enables us to discover the hidden properties of interaction
among nodes in terms of the evolutionary patterns of substructures in networks.
Figure 5 shows the dynamic network motif profiles of the Yahoo Answers network
and the Flickr network.

First, we focus on common DNMs for both networks. From this figure, we
can see that triad evolutionary type 18 is a common DNM for both networks,
which is an intuitive result. This DNM is created by a user who wants to be
invited into a community sending messages to one member after another. Note
that neither triad evolutionary type 23 nor type 24 are DNM for both networks;
therefore, interestingly, such users cannot necessarily become a member of the
community.
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Furthermore, we focus on the DNMs unique to each network. We can see that
triad evolutionary type 2 is a DNM for the Yahoo Answers network whereas
type 4 is not. This indicates that people with high levels of expertise help others
faster than people of lower expertise. As well, we can see that type 1 is a DNM
for the Flickr network whereas neither type 3 nor type 11 is. This DNM indicates
that core users tend to send comments to others before they receive comments.
This implies that core users are well-mannered in that they reply to others’
comments.

5 Conclusion

We proposed an entirely novel notion to analyze complex networks more deeply,
we call it dynamic network motifs (DNMs). We defined DNMs as statistically
significant local evolutionary patterns of a network. We applied our method to
real networks from two web services, Yahoo Answers and Flickr, found DNMs
in the networks, and analyzed the interaction properties of the two web services
based on the DNMs.

In future work, we will conduct further experiments. First, we hope to confirm
the efficiency of DNMs in the case of more than three node subgraphs. Second,
we intend to use datasets gathered from social network services (SNS) such as
Facebook4.
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Abstract. In recent years, peer-to-peer (P2P) file sharing applications
(e.g., eMule) have dominated the Internet. eMule deploys its distributed
network (i.e., KAD) based on Kademlia, a robust distributed hash ta-
ble (DHT) protocol, to facilitate the delivery of content. In this paper,
we conduct a series of analyses on the social network of KAD which is
formed based on the information of how peers share files in KAD. Our
analyses reveal many interesting characteristics of KAD. We further dis-
cuss the uses and misuses of these characteristics. Especially, we propose
a novel approach to improve the routing performance of KAD based on
the characteristic of its community structure.

Keywords: Peer-to-peer, KAD, social network analysis, application.

1 Introduction

In today’s Internet, peer-to-peer (P2P) file sharing applications become more and
more popular [1]. According to the 2008/2009 Internet traffic report of Ipoque
[2], 43% ∼ 70% of the Internet traffics are from P2P applications and services,
where eMule constitutes the majority (up to 47%). To facilitate the delivery of
content, eMule deploys its distributed network (i.e., KAD) based on Kademlia
[3], a robust distributed hash table (DHT) protocol. Along with the popularity
of eMule, KAD is also being widely used.

Social network analysis has been applied in many research fields including
P2P networks. Khambatti et al. [4] was the first to apply social network analysis
on P2P networks; they proposed efficient methods to discover the formation
of self-configuring communities in P2P networks. Afterwards, many community
formation and discovery methods (e.g., [5]) in P2P network were put forward.

Moreover, the results of social network analysis can be utilized to improve
the performance of traditional applications. For instance, Liu et al. [6] proposed
that web content could be delivered much faster through building interest-based
communities. Tian et al. [7] proposed that in BitTorrent network, the lifetime of
a torrent could be greatly prolonged, when taking priority to share files among

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 327–332, 2011.
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peers with similar-number chunks. Yu et al. [8] made social network analysis on
the graph formed by sybil peers and honest peers which are connected by trust
relationship. Then they proposed a decentralized approach, SybilGuard, to limit
the corruptive influence of Sybil attacks (i.e., the forging of multiple identities).

Despite the wide use of KAD, existing works mainly focused on the analy-
ses of its common characteristics, such as the peer churn (i.e., the phenomenon
that peers joining or leaving a network frequently). In this study, we try to
identify characteristics of the social network of KAD, which is formed based on
the information of how peers share files in KAD (see details in Section 2). We
further discuss how these characteristics could be used and misused. Especially,
we propose a new routing table maintenance algorithm (i.e., RTMA-2, see de-
tails in Section 4) to improve the routing performance of KAD based on the
characteristic of its community structure.

2 Methodology

We use Rainbow, a P2P crawler for Kademlia-based DHT networks, to collect
data of KAD. Rainbow had run on a server from May 29, 2009 to June 9,
2009. We obtained a data set of how 39, 941 peers were sharing 7, 172, 189 files.
Note that we did not download the content of files, but just collected the meta-
information of files including filename and file size. Then we formed a graph of
KAD, through connecting peers with edges if they share at least one file, and
giving the weight on this edge as the number of shared files. In this way, we
obtained a weighted non-directed graph named “fullgraph”, which has 39, 941
peers and 30, 151, 958 edges. Next we set a threshold value 1 to filter those unsta-
ble relationships whose weight is 1, and to simplify the analysis of “fullgraph”.
Finally, we formed the largest connected subgraph (LCS, i.e., the social network
of KAD) whose weights are over 1, with the peer number n = 36, 757 and the
edge number m = 6, 523, 043. The rest analyses of this paper will mainly focus
on LCS.

We conduct a series of analyses on the characteristics of LCS, which include
the degree distribution, the clustering coefficient, the mean shortest distance and
the community structure. Specifically, given a graph G = (V, E), where V is the
vertex set which satisfies V = {vi|i = 1, 2, . . . , n} and E is the edge set which
satisfies E = {ei|i = 1, 2, . . . , m}, the degree of a vertex vi is the number of
edges incident on vi; the frequency of degree k, denoted by pk, is the fraction
of vertices in the graph that have degree k; the degree distribution refers to
the pk vs. degree relation; the clustering (or transitivity) coefficient (i.e., C)
measures the extent of inter-connectivity between the neighbors of a vertex; the
mean shortest distance satisfies l =

2
∑

i≥j dij

n(n+1) , where dij is the shortest distance
from vertex i to j; on the characteristic of community structure, we focus on
how peers are distributed in communities and how the identified characteristic
of community structure could be applied to improve the routing performance
of KAD.
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3 Experimental Results

We find that the degree distribution (Fig. 1) fits a power law distribution pk ∼
k−α with α = 0.9938. Furthermore, we observe that peers with high degree tend
to own more files. For example, the top 10 highest degree peers averagely own
10, 761 files, which is much (33.7 times) larger than 319 files which all peers
averagely own. Thus we infer that KAD is vulnerable to targeted attacks, which
are launched targeting at the peers playing important roles (e.g., to remove the
high-degree peers from KAD), and is robust against random attacks, which are
launched without target.
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Fig. 1. The degree distribution (log-log scale)

Moreover, we reveal that for LCS: (1) the clustering coefficient C = 0.49,
which is a high value and indicates that LCS is a network with high transitivity;
(2) the mean shortest distance l = 2.80. According to Watts et al. [9], a network
with a small mean shortest distance and a large clustering coefficient is a small
world network, thus the small l and high C of LCS suggest that LCS is a small
world network. Consequently, this will make the sharing of files between peers
in KAD very efficient, yet this may also be exploited by malicious attackers to
spread viruses more quickly through KAD, according to the general properties
of the small world network.

In [5], the quality of community structure is measured by the modularity, a
scalar value between -1 and 1 which measures the density of links inside com-
munities as compared to links between communities [10]. Usually, modularity
takes values 0.3 to 0.7 to mean a distinguishable community structure. In our
experiment, we produced 31 communities with a high modularity value of 0.5928,
through running the fast community discovery algorithm [5] on LCS. We fur-
ther observe that the top 3 largest communities account for 91% of peers, and
that there are 20 communities each of which contains less than 10 peers. This
indicates that the distribution of the sizes of communities fits power law to some
extent.

Moreover, we observe that peers in a community are mainly distributed in
only a few countries (Fig. 2). For example, 86% of peers in community No.24 are
distributed in France. Thus, we infer that peers tend to share files with the peers
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Fig. 2. The country distribution of peers in top 10 largest communities (ZZ denotes
reserved IP addresses)

in the same country. We consider this is due to that peers in the same coun-
try are more closely-linked and have more similar tastes than peers in different
countries. As we know, the allocations of IP address space are globally man-
aged by the Internet Assigned Numbers Authority (IANA). It usually allocates
neighboring IP address blocks to Internet service providers or other entities in
each country. Thus, we deduce that IP addresses1 in the same country should be
near. Therefore, we conclude that peers tend to share files with IP-address-near
peers.

4 Application

Based on the above conclusion that peers tending to share files with IP-address-
near peers, we may improve the routing performance of KAD, trying to make
more IP-address-near peers as neighbors through modifying the routing table
maintenance algorithm of KAD.

We illustrates the routing table (i.e., the structure which contains the neigh-
boring peers of the local peer) of KAD in Fig. 3. Note that the routing table
is an unbalanced binary tree, where the root denotes the upmost node in level
0, and the zone denotes an arbitrary node in the routing table. If a zone is a
leaf zone, it has a k-bucket which contains at most k contacts (k is set as 10 in
eMule); if not, it has two subnodes and has no k-bucket. For example, one can
see that the non-leaf zone x in Fig. 3 has two subtrees named subtree[0] and
subtree[1].

We consider the original routing table maintenance algorithm (i.e., RTMA-1)
as a black-box algorithm. To improve the routing performance of KAD, we mod-
ify RTMA-1 into the new routing table maintenance algorithm (i.e., RTMA-2,
see Alg. 1), through adding two operations to RTMA-1. Specifically, the first
operation is to compute the IP-address distances of contacts (i.e., the candidate
neighbor peers which are returned from UDP messages), according to the for-
mula: IP-address distance = |IP address of contact – IP address of local peer|; the
1 IP address “x.y.z.u” is denoted by a network-order unsigned integer “2563 × x +

2562 × y + 256 × z + u”.
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Fig. 3. The routing table of KAD

second operation is to rank those 2 to 20 contacts returned from UDP message,
according to their IP-address distances from the local peer. After these opera-
tions, those IP-address-near contacts will be processed first. Since the routing
table of KAD can only contain at most 6,360 contacts [11], the chance of RTMA-
2 for those IP-address-near contacts being inserted into the routing table will
be higher than that of RTMA-1. Consequently, RTMA-2 will have advantages
over RTMA-1 in the aspects of routing speed and the speed of locating sources
of files.

Algorithm 1. RTMA-2
Input: 2 to 20 contacts returned from UDP message
Output: new routing table

1: compute the IP-address distances of contacts
2: rank contacts according to their IP-address distance from the local peer
3: RTMA-1

5 Conclusion

In this paper, we conducted a series of social network analyses on the KAD (i.e.,
the DHT network deployed by eMule) on many aspects: the degree distribution,
the clustering coefficient, the mean distance and the community structure. We
revealed many interesting characteristics of the social network of KAD (i.e.,
LCS), such as:

– the degree distribution of LCS fits a power law;
– LCS demonstrates high transitivity and is a small world network;
– the peers in a community of LCS are mainly distributed in only a few

countries.
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We also discussed the uses and misuses of these characteristics. Especially, we
have shown that the characteristic of the community structure of LCS could be
applied to improve the routing performance of KAD.
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Abstract. Resource Description Framework (RDF) and its extension
RDF Schema (RDFS) are data models to represent information on the
Web. They use RDF triples to make statements. Because of lack of knowl-
edge, some triples are known to be true with a certain degree of belief.
Existing approaches either assign each triple a probability and assume
that triples are statistically independent of each other, or only model sta-
tistical relationships over possible objects of a triple. In this paper, we
introduce probabilistic RDFS (pRDFS) to model statistical relationships
among correlated triples by specifying the joint probability distributions
over them. Syntax and semantics of pRDFS are given. Since there may
exist some truth value assignments for triples that violate the RDFS se-
mantics, an algorithm to check the consistency is provided. Finally, we
show how to find answers to queries in SPARQL. The probabilities of
the answers are approximated using a Monte-Carlo algorithm.

1 Introduction

Resource Description Framework (RDF) [10] is a World Wide Web Consortium
(W3C) Recommendation and is a data model to represent information on the
Web. It uses Uniform Resource Identifier (URI) references1 to identify things
and RDF triples of the form (s, p, o) to make statements, where s, p, o are the
subject, property and object respectively. (Tom, rdf:type, Professor) is an exam-
ple of RDF triples that would appear in the university domain, which we will
use throughout the paper to illustrate some concepts. RDF Schema (RDFS) is
an extension of RDF. It provides a vocabulary to describe application-specific
classes, properties, class and property hierarchies, and which classes and prop-
erties are used together. For example, (Professor, rdf:type, rdfs:Class) means
that Professor is a class. We often divide RDF triples into two sets. One con-
tains triples the subjects of which are either classes or properties. We call them
1 QNames are used in this paper as abbreviations for URI references. QName pre-

fixes are omitted except rdf: and rdfs:, which are assigned to the namespace URIs
http://www.w3.org/1999/02/22-rdf-syntax-ns# and
http://www.w3.org/2000/01/rdf-schema# respectively.

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 333–344, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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schema triples. The other contains triples the subjects of which are instances. We
call them instance triples. Schema triples are more permanent and definitional
in nature while the instance triples are more dynamic.

Because of lack of knowledge, some triples are known to be true with a certain
degree of belief. Huang et al.’s probabilistic RDF database [5] encodes probabilis-
tic knowledge by assigning each triple a probability and assuming that triples
are statistically independent of each other. However, it cannot encode statistical
relationships among correlated triples. It also does not comply with the RDFS
semantics. Probabilistic RDF (pRDF) [12] encodes probabilistic knowledge by
specifying the probability distribution over possible objects of a triple. Any tri-
angular norm can be used to compute the probability of a conjunction of triples.
pRDF restricts the probability distributions to those over triples with the same
subject and property.

In this paper, we introduce probabilistic RDFS (pRDFS), which has greater
flexibility in encoding probabilistic knowledge. It assumes schema triples are al-
ways true and models statistical relationships among correlated instance triples
by specifying the joint probability distributions over them. The probability dis-
tributions cannot be specified arbitrarily since there may exist some truth value
assignments for triples that violate the RDFS semantics. We provide an algo-
rithm to check the consistency. We also describe how to compute answers with
probabilities to queries in SPARQL [11], which is a W3C Recommendation and
is a query language for RDF.

The remainder of this paper is organized as follows. Sections 2 and 3 define
the syntax and semantics of pRDFS respectively. Section 4 discusses how to
check the consistency of a pRDFS theory. Section 5 describes query evaluation
based on a pRDFS theory. Section 6 evaluates experimentally the execution time
performance of consistency checking and query answering on top of a pRDFS
theory. Section 7 reviews the related work. Finally, Section 8 concludes this
paper.

2 pRDFS Syntax

Let V be a set of vocabulary, which consists of a set of URI references U and
a set of literals L. C, P and I are the sets of classes, properties and individuals
respectively. They are subsets of U and we assume that they are mutually dis-
joint. A pRDFS schema H is a set of RDF triples, whose subjects are classes or
properties. A pRDFS instance (R, θ) consists of a set of RDF triples R, whose
subjects are individuals and a mapping θ describing the uncertainty of R. Each
triple in R can be interpreted as a boolean variable and takes a value from {true,
false}, abbreviated as {T, F}. Let Partition(R) = {R′

1, . . . , R
′
n} be a partition of

R such that any two different elements of the partition are statistically indepen-
dent. Let τ be a truth value assignment function for the triples in R. It is from
R to {T, F}. τ |R′

i
is the restriction of τ to R′

i. Let PR′
i

be the joint probability
distribution function of R′

i that maps τ |R′
i

to a probability value. Because of
the independence assumption, the joint probability distribution function of R,
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PR(τ) can be written as PR′
1
(τ |R′

1
)× · · · × PR′

n
(τ |R′

n
). We now define the map-

ping θ, which is from R to {PR′
1
, . . . , PR′

n
} and maps t to PRi where t ∈ Ri. A

pRDFS theory is a triple (H, R, θ), where H and (R, θ) are the pRDFS schema
and instance respectively.

Example 1. Let h1 = (Student, rdf:type, rdfs:Class), h2 = (Professor, rdf:type,
rdfs:Class), h3 = (Course, rdf:type, rdfs:Class), h4 = (takesCourse, rdf:type,
rdf:Property), h5 = (teacherOf, rdf:type, rdf:Property), r1 = (semanticWeb,
rdf:type, Course), r2 = (Tom, rdf:type, Professor), r3 = (May, rdf:type, Profes-
sor), r4 = (Tom, teacherOf, semanticWeb), r5 = (May, teacherOf, semanticWeb),
r6 = (John, rdf:type, Student), r7 = (Mary, rdf:type, Student),
r8 = (John, takesCourse, semanticWeb) and r9 = (Mary, takesCourse, seman-
ticWeb). H = {h1, . . . , h5} is a pRDFS schema. R = {r1, . . . , r9} is a pRDFS
instance. Professors Tom and May both specialize in semantic web. Their chance
to be the teacher of semantic web is described by P{r4,r5} = { ({(r4,T), (r5,T)},
0), ({(r4,T), (r5,F)}, 0.5), ({(r4,F), (r5,T)}, 0.5), ({(r4,F), (r5,F)}, 0) }. Stu-
dents John and Mary have the same interest and are good friends. Their chance
to take semantic web together is described by P{r8,r9} = { ({(r8,T), (r9,T)},
0.4), ({(r8,T), (r9,F)}, 0.1), ({(r8,F), (r9,T)}, 0.1), ({(r8,F), (r9,F)}, 0.4) }. We
know r1, r2, r3, r6, r7 are true. Therefore, P{ri} = { ({(ri,T)}, 1), ({(ri,F)}, 0) },
i = 1, 2, 3, 6, 7. Partition(R) = { {r1}, {r2}, {r3}, {r4, r5}, {r6}, {r7}, {r8, r9}
}. (H, R, θ) is a pRDFS theory, where θ = { (r1, P{r1}), (r2, P{r2}), (r3, P{r3}),
(r4, P{r4,r5}), (r5, P{r4,r5}), (r6, P{r6}), (r7, P{r7}), (r8, P{r8,r9}), (r9, P{r8,r9})
}. The probability that Tom is the only teacher of semantic web and both
John and Mary do not take semantic web, PR( { (r1,T), (r2,T), (r3,T), (r4,T),
(r5,F), (r6,T), (r7,T), (r9,F), (r10,F) } ) can be computed as P{r1}({(r1,T)}) ×
P{r2}({(r2,T)})× P{r3}({(r3,T)})× P{r4,r5}({(r4,T), (r5,F)})× P{r6}({(r6,T)})
× P{r7}({(r7,T)}) × P{r8,r9}({(r8,F), (r9,F)}) = 0.5 × 0.4 = 0.2.

3 pRDFS Semantics

A world W is a set of triples that follows the semantics of RDFS. Specifically, it
satisfies the following criteria.

1. RDFS axiomatic triples ⊆ W .
2. If (x, rdfs:domain, y), (u, x, v) ∈ W , then (u, rdf:type, y) ∈ W .
3. If (x, rdfs:range, y), (u, x, v) ∈ W , then (v, rdf:type, y) ∈ W .
4. If (x, rdf:type, rdf:Property) ∈ W , then (x, rdfs:subPropertyOf, x) ∈ W .
5. If (x, rdfs:subPropertyOf, y), (y, rdfs:subPropertyOf, z) ∈ W , then (x,

rdfs:subPropertyOf, z) ∈ W .
6. If (x, rdfs:subPropertyOf, y), then (x, rdf:type, rdf:Property), (y, rdf:type,

rdf:Property) ∈ W and ∀a ∀b ((a, x, b) ∈ W =⇒ (a, y, b) ∈ W ).
7. If (x, rdfs:subClassOf, y), then (x, rdf:type, rdfs:Class), (y, rdf:type,

rdfs:Class) ∈ W and ∀a ((a, rdf:type, x)∈ W =⇒ (a, rdf:type, y) ∈ W ).
8. If (x, rdf:type, rdfs:Class) ∈ W , then (x, rdfs:subClassOf, x) ∈ W .
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9. If (x, rdfs:subClassOf, y), (y, rdfs:subClassOf, z) ∈ W , then (x,
rdfs:subClassOf, z) ∈ W .

In this paper, we ignore the handling of blank nodes, containers and datatypes.
Ω is the set of all possible worlds. A pRDFS interpretation is a mapping I :
Ω → [0, 1], such that

∑
W∈Ω I(W ) = 1. I satisfies a pRDFS theory (H, R, θ)

iff PR(τ) =
∑

W∈Ω | A⊆W∧H⊆W∧∀t∈R(τ(t)=T =⇒ t∈W∧τ(t)=F =⇒ t/∈W ) I(W ) for
any truth value assignment τ , where A is the set of RDFS axiomatic triples.
A pRDFS theory is consistent if it has a satisfying interpretation. A theory
(H, R1, θ1) entails another theory (H, R2, θ2) iff every satisfying interpretation
of (H, R1, θ1) is a satisfying interpretation of (H, R2, θ2).

Example 2 (Consistent theory). Consider the pRDFS theory in Example 1. Let
worlds Wi = A ∪ H ∪ {r1, r2, r3, r6, r7} ∪ Bi for i = 1, . . . , 8, where A is the
set of RDFS axiomatic triples, B1 = {r4, r8, r9}, B2 = {r4, r8}, B3 = {r4, r9},
B4 = {r4}, B5 = {r5, r8, r9}, B6 = {r5, r8}, B7 = {r5, r9} and B8 = {r5}. The
theory has a satisfying interpretation I, which maps W1, W4, W5, W8 to 0.2,
W2, W3, W6, W7 to 0.05, and all other worlds to 0. Therefore, it is consistent.

Example 3 (Inconsistent theory). Consider another pRDFS theory (H , R, θ),
where H = {h1, . . . , h5}, R = {r1, . . . , r4}, h1 = (Professor, rdf:type, rdfs:Class),
h2 = (Department, rdf:type, rdfs:Class), h3 = (worksFor, rdf:type, rdf:Property),
h4 = (headOf, rdf:type, rdf:Property), h5 = (headOf, rdfs:subPropertyOf, works-
For), r1 = (Tom, rdf:type, Professor), r2 = (department of computing, rdf:type,
Department), r3 = (Tom, headOf, department of computing), r4 = (Tom, works-
For, department of computing), θ = { (r1, P{r1}), (r2, P{r2}), (r3, P{r3}), (r4,
P{r4}) }, P{ri} = { ({(ri,T)}, 1), ({(ri,F)}, 0) } for i = 1 and 2, P{r3} = {
({(r3,T)}, 0.7), ({(r3,F)}, 0.3) }, and P{r4} = { ({(r4,T)}, 0.8), ({(r4,F)}, 0.2)
}. Consider the truth value assignment τ = { (r1,T), (r2,T), (r3,T), (r4,F) }.
PR(τ) = P{r3}({(r3,T)}) × P{r4}({(r4,F)}) = 0.7 × 0.2 = 0.14. However, there is
no world that corresponds to this truth value assignment. Suppose such a world
W exists. h5, r3 ∈ W and r4 /∈ W . According to the RDFS semantics, if h5, r3 ∈
W , then r4 ∈ W . This is a contradiction. The theory considered in this example
has no satisfying interpretation and so is inconsistent.

4 pRDFS Consistency

This section describes an algorithm used to check the consistency of a pRDFS
theory (H, R, θ). Inconsistency arises when a theory assigns a non-zero proba-
bility value to a truth value assignment which assigns the false value to a triple
t and assigns the true value to a set of other triples which, together with the
schema, derives t.

Algorithm 1 shows an algorithm to check the consistency. The basic idea is to
find all sets of triples each of which derives t, where t is in R and can take the false
value. For each set of triples P , the algorithm checks whether the probability
that ∀p ∈ P (p = T )∧ t = F is zero or not. If the probability of one set of triples
is non-zero, the theory is inconsistent. Otherwise, the theory is consistent.
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Algorithm 1. Check whether a given pRDFS theory (H, R, θ) is consistent
(return true) or not (return false).
1: H ← H∪ transitive closures of rdfs:subClassOf and rdfs:subPropertyOf.
2: for each triple t = (s, p, o) ∈ R that can take the false value, where p = rdf:type

do
3: /* rule rdfs9 */
4: B ← {(s, p, o′) ∈ R | (o′, rdfs:subClassOf, o) ∈ H ∧ o �= o′}.
5: if ∃b ∈ B(PR({(b, T ), (t, F )}) > 0), then return false.
6: /* combination of rules rdfs9 and rdfs2 */
7: O ← {o′ | (s, p, o′) /∈ R ∧ (o′, rdfs:subClassOf, o) ∈ H ∧ o �= o′}.
8: C ← {(s, p′, o′′) ∈ R | o′ ∈ O ∧ (p′, rdfs:domain, o′) ∈ H}.
9: if ∃c ∈ C(PR({(c, T ), (t, F )}) > 0), then return false.

10: /* combination of rules rdfs9, rdfs2 and rdfs7 */
11: P ← {p′ | o′ ∈ O ∧ �o′′((s, p′, o′′) ∈ R) ∧ (p′, rdfs:domain, o′) ∈ H}.
12: D ← {(s, p′′, o′) ∈ R | p′ ∈ P ∧ (p′′, rdfs:subPropertyOf, p′) ∈ H ∧ p′ �= p′′}.
13: if ∃d ∈ D(PR({(d, T ), (t, F )}) > 0), then return false.
14: /* combination of rules rdfs9 and rdfs3 */
15: C ← {(s′, p′, s) ∈ R | o′ ∈ O ∧ (p′, rdfs:range, o′) ∈ H}.
16: if ∃c ∈ C(PR({(c, T ), (t, F )}) > 0), then return false.
17: /* combination of rules rdfs9, rdfs3 and rdfs7 */
18: P ← {p′ | o′ ∈ O ∧ �s′((s′, p′, s) ∈ R) ∧ (p′, rdfs:range, o′) ∈ H}.
19: D ← {(s′, p′′, s) ∈ R | p′ ∈ P ∧ (p′′, rdfs:subPropertyOf, p′) ∈ H ∧ p′ �= p′′}.
20: if ∃d ∈ D(PR({(d, T ), (t, F )}) > 0), then return false.
21: /* rule rdfs2 */
22: B ← {(s, p′, o′) ∈ R | (p′, rdfs:domain, o) ∈ H}.
23: if ∃b ∈ B(PR({(b, T ), (t, F )}) > 0), then return false.
24: /* combination of rules rdfs2 and rdfs7 */
25: P ← {p′ | �o′((s, p′, o′) ∈ R) ∧ (p′, rdfs:domain, o) ∈ H}.
26: C ← {(s, p′′, o′) ∈ R | p′ ∈ P ∧ (p′′, rdfs:subPropertyOf, p′) ∈ H ∧ p′ �= p′′}.
27: if ∃c ∈ C(PR({(c, T ), (t, F )}) > 0), then return false.
28: /* rule rdfs3 */
29: B ← {(s′, p′, s) ∈ R | (p′, rdfs:range, o) ∈ H}.
30: if ∃b ∈ B(PR({(b, T ), (t, F )}) > 0), then return false.
31: /* combination of rules rdfs3 and rdfs7 */
32: P ← {p′ | o′ ∈ O ∧ �s′((s′, p′, s) ∈ R) ∧ (p′, rdfs:range, o) ∈ H}.
33: C ← {(s′, p′′, s) ∈ R | p′ ∈ P ∧ (p′′, rdfs:subPropertyOf, p′) ∈ H ∧ p′ �= p′′}.
34: if ∃c ∈ C(PR({(c, T ), (t, F )}) > 0), then return false.
35: end for
36: for each triple t = (s, p, o) ∈ R that can take the false value, where p �= rdf:type

do
37: /* rule rdfs7 */
38: B ← {(s, p′, o) ∈ R | (p′, rdfs:subPropertyOf, p) ∈ H ∧ p �= p′}.
39: if ∃b ∈ B(PR({(b, T ), (t, F )}) > 0), then return false.
40: end for
41: return true.

The RDF specification [10] provides a set of deduction rules with respect to
the RDFS semantics. Specifically, Algorithm 1 considers the following rules to
find all sets of triples each of which derives t.
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1. (a, rdfs:domain, x) (u, a, y)
(u, rdf:type, x) rdfs2

2. (a, rdfs:range, x) (u, a, v)
(v, rdf:type, x) rdfs3

3. (u, rdfs:subPropertyOf, v) (v, rdfs:subPropertyOf, x)
(u, rdfs:subPropertyOf, x) rdfs5

4. (a, rdfs:subPropertyOf, b) (u, a, y)
(u, b, y) rdfs7

5. (u, rdfs:subClassOf, x) (v, rdf:type, u)
(v, rdf:type, x) rdfs9

6. (u, rdfs:subClassOf, v) (v, rdfs:subClassOf, x)
(u, rdfs:subClassOf, x) rdfs11

It ignores rules that handle the blank nodes, containers and datatypes. It first
uses rules rdfs5 and rdfs11 to find transitive closures of rdfs:subClassOf and
rdfs:subPropertyOf in Line 1. Then, it divides the triples t ∈ R that can take
the false value into two groups to process. Lines 2-35 handle triples with property
rdf:type while Lines 36-40 handle triples the properties of which are not rdf:type.
In both cases, backward chaining approach is used to find all sets of triples each
of which derives t. The former uses combinations of rules rdfs2, rdfs3, rdfs7 and
rdfs9 while the latter uses rule rdfs7.

Example 4 (Cause of inconsistency). Consider the theory in Example 3. Algo-
rithm 1 examines triples r3, r4 ∈ R, which take the false value with the proba-
bilities of 0.3 and 0.2 respectively. There is no P ⊆ (H ∪R) that derives r3. {h3,
r3} derives r4 by the deduction rule rdfs7. Since the schema triple h3 is assumed
to be always true, we only need to check the probability that r3 = T and r4 =
F. The probability is 0.14 > 0, so {h3, r3, r4} is the cause of inconsistency of
the theory.

5 pRDFS Query Evaluation

This section describes the evaluation of a SPARQL query on a pRDFS theory.
We first review the evaluation on an RDF data set D. Let V be the set of query
variables. A triple pattern is a member of the set (U∪V ) × (U∪V ) × (U∪I∪V ).
Again, we ignore the handling of blank nodes. A simple graph pattern G is a set
of triple patterns. Let var(G) ⊆ V be the set of variables in G. A solution μ is a
function from V to (U ∪ I). G(μ) denotes a set of triples obtained by replacing
every variable v in G with μ(v). In this paper, we restrict our discussion to a
SPARQL query of the form: “select Vs where G”, where Vs ⊆ var(G) is a set of
selected variables and G is a simple graph pattern. The result of the query is a
set of solutions {μ|Vs | G(μ) ⊆ D}, where μ|Vs is the restriction of μ to Vs.

A pRDFS theory can express the negation of a triple ¬t by specifying that
t = F whereas an RDFS document cannot. To ask questions about the negated
triples in a pRDFS theory, we introduce a way to express negated triples in the
SPARQL query. For a triple t = (s, p, o), the negation of t is expressed by adding
a special symbol ¬ before the property, that is, ¬t = (s, ¬p, o). The result of
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Algorithm 2. Find the result of a SPARQL query “select Vs from G” on a
pRDFS theory (H, R, θ). Parameters ε and δ are used to approximate probability.
1: D ← H ∪ R ∪ {¬t | t ∈ R ∧ PR({(t, F )}) > 0}.
2: M ← {μ | G(μ) ⊆ D ∧ �t(t,¬t ∈ G(μ))}.
3: S ← {μ|Vs | μ ∈ M}.
4: R ← ∅.
5: for each s ∈ S do
6: Ms ← {μ ∈ M | μ|Vs = s} ( = {μ1, . . . , μm} ).
7: P (

∧
t∈G(μi)

t) ← PR({(t, T ) | t ∈ G(μi)∧ t ∈ R}∪{(t, F ) | ¬t ∈ G(μi)∧ t ∈ R}),
for i ∈ {1, . . . , m}.

8: if m = 1 then
9: P (s) ← P (

∧
t∈G(μ1) t).

10: else
11: Fs ←

∨
μ∈Ms

∧
t∈G(μ) t ( = {

∧
t∈G(μ1) t ∨ · · · ∨

∧
t∈G(μm) t} ).

12: C ← 0.
13: N ← 4mln(2/δ)/ε2.
14: repeat
15: choose i randomly from {1, . . . , m} such that i is chosen with probability

P (
∧

t∈G(μi)
t) /

∑
μ∈Ms

P (
∧

t∈G(μ) t).
16: choose a truth value assignment τ randomly from the set of truth value

assignments that satisfies
∧

t∈G(μi)
t.

17: if ∀j < i(τ does not satisfy
∧

t∈G(μj ) t) then

18: C ← C + 1.
19: end if
20: until �N� times
21: P (s) ← C

∑
μ∈Ms

P (
∧

t∈G(μ) t) / N .
22: end if
23: R ← R ∪ {(s, P (s)}.
24: end for
25: return R.

a query on a pRDFS theory is a set of pairs S = {(μ|Vs , P (μ|Vs)) | G(μ) ⊆
D ∧ �t(t,¬t ∈ G(μ))}, where P (μ|Vs) is the probability of the solution μ|Vs and
D = H ∪R ∪ {¬t | t ∈ R ∧ PR({(t, F )}) > 0}.

Algorithm 2 shows an algorithm to find the result. It first constructs a data
set D, which consists of schema triples H , instance triples R and negated triples.
Then, it searches for intermediate solutions μ such that G(μ) is a subset of D and
stores them in M . Moreover, it eliminates solutions μ such that ∃t(t,¬t ∈ G(μ))
because the probabilities of such solutions are zero. The final solutions S include
the restriction of μ ∈ M to selected variables Vs.

The algorithm then finds the probability of each solution s ∈ S, denoted by
P (s). Ms in Line 6 is a subset of M . The restriction of μ ∈ Ms to Vs is the
same as s. Let Ms = {μ1, . . . , μm}. If m = 1, the exact probability P (s) is
computed as in Line 7, where PR is specified by θ. If m > 1, the calculation
of P (s) is formulated as a disjunctive normal form (DNF) probability problem.
Fs =

∨
μ∈Ms

∧
t∈G(μ) t is the DNF formula for solution s. It is with respect to
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boolean variables in
⋃

μ∈Ms
G(μ). The probability distribution on the set of all

truth value assignments for the boolean variables is defined by θ, together with
the assumption that all t ∈ H are true. A truth value assignment satisfies Fs

if Fs is true under the assignment. The DNF probability problem is to find the
probability P (Fs) that a truth value assignment randomly chosen satisfies Fs.
P (s) equals P (Fs). The computation of exact probability of this problem is very
hard. Therefore, Algorithm 2 in Lines 11-21 uses the coverage algorithm [6],
which is a polynomial time Monte-Carlo algorithm with respect to m. The cov-
erage algorithm is an ε, δ approximation algorithm, which computes an estimate
P̃ (s) such that the probability P ((1 − ε)P (s) ≤ P̃ (s) ≤ (1 + ε)P (s)) ≥ 1 − δ. ε
specifies the relative closeness of P̃ (s) to P (s).

Example 5 (Negated triple). This example demonstrates a use of negated triples
in queries. The query “select ?x where { ( John, takesCourse, ?x), ( Mary,
¬takesCourse, ?x) }” asks what courses that John takes but Mary does not.
The result is { (semanticWeb, 0.1) }.
Example 6 (Query evaluation). Suppose the query “select ?x where { ( ?x,
teacherOf, ?z), ( ?y, takesCourse, ?z) } ” is made on the pRDFS theory (H ,
R, θ) in Example 1. The inputs to Algorithm 2 are the query, the theory, ε =
0.01 and δ = 0.99. D in Line 1 is constructed as {h1, . . . , h5, r1, . . . , r9, ¬r4,
¬r5, ¬r8, ¬r9}. The intermediate solutions M are { μ1, . . . , μ4 }, where μ1 = {
(?x, Tom), (?y, John), (?z, semanticWeb) }, μ2 = { (?x, Tom), (?y, Mary), (?z,
semanticWeb) }, μ3 = { (?x, May), (?y, John), (?z, semanticWeb) } and μ4 =
{ (?x, May), (?y, Mary), (?z, semanticWeb) }. The selected variable Vs is { ?x
}, so the final solutions S are { { (?x, Tom) }, { (?x, May) } }. For solution s =
{ (?x, Tom) }, Ms in Line 6 is { μ1, μ2 } and the DNF formula Fs is (r4 ∧ r8)
∨ (r4 ∧ r9). Fs has two conjunctive clauses, that is, m = 2. The probabilities of
these two clauses are P (r4∧r8) = PR( { (r4,T), (r8,T) } ) = 0.25 and P (r4∧r9)
= PR( { (r4,T), (r9,T) } ) = 0.25. The coverage algorithm in Lines 11-21 is used
to approximate P (s). N = 56255.8. After the loop in Lines 14-20 is repeated
�N� times, C equals 33855 and P̃ (s) is computed as 0.3009 (The exact value is
0.3). We have ( { (?x, Tom) }, 0.3009 ) as a member of the result R. Similarly,
the approximate probability of solution s = { (?x, May) } is computed as 0.2980.
Hence, R = { ( { (?x, Tom) }, 0.3009 ), ( { (?x, May) }, 0.2980 ) }.

6 Experimental Study

This section studies the execution time performance of checking the consistency
of a pRDFS theory and answering queries on a pRDFS theory. The data set that
we use is the Lehigh University Benchmark (LUBM) [4], which has a schema2

for the university domain, and an instance data generator. The generator can
output data sets of different sizes, and a university is a minimum unit of data
generation. Note that the instance triples do not contain any blank nodes.

2 http://www.lehigh.edu/∼zhp2/2004/0401/univ-bench.owl
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Fig. 1. Execution time of checking the consistency of a pRDFS theory as (a) the total
number of schema and instance triples increases, and (b) the percentage of uncertain
triples increases

To generate the probabilistic knowledge, we randomly select four triples each
time from the instance data and assume these four triples are statistically cor-
related. We call them uncertain triples. We enumerate all combinations of truth
value assignments for them. The probabilities of the combinations are randomly
generated and then normalized such that their sum equals 1. The probabilistic
knowledge is encoded in RDF triples using a specialized vocabulary3.

The experiments were carried out on a computer with an Intel Pentium pro-
cessor E5200 and 8 GB memory. The software code was written in Java and used
Jena [1], which is an RDF toolkit including an RDF/XML parser, reasoners and
a SPARQL query engine. Each experiment was run for 5 times and the average
execution time was taken.

6.1 Consistency

This section examines how the execution time of checking the consistency of a
pRDFS theory (Algorithm 1) scales with the data set size (the total number of
schema and instance triples) and the number of uncertainties (the percentage
of uncertain triples). Algorithm 1 is modified so that it does not stop when an
inconsistency is found. It finds all causes of inconsistencies.

Two experiments were performed. In the first one, we varied the number of
universities in the instance data from 1 to 15, and kept the percentage of uncer-
tain triples at 5% of the total number of schema and instance triples. The result
is shown in Fig. 1(a), which indicates that the execution time scales exponen-
tially with the data set size. In the second experiment, we varied the percentage
of uncertain triples from 5% to 20% and kept the number of universities in the
instance data at 1. The result is shown in Fig. 1(b), which indicates that the
execution time scales linearly with the number of uncertainties.
3 http://www.comp.polyu.edu.hk/∼csccszeto/prdfs/prdfs.owl
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Fig. 2. (a) Total and (b) query evaluation time as the total number of schema and
instance triples increases
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Fig. 3. (a) Total and (b) query evaluation time as the percentage of uncertain triples
increases

6.2 Query Evaluation

This section examines how the execution time of query answering on a pRDFS
theory (Algorithm 2) scales with the data set size and the number of uncertain-
ties. Parameters ε and δ of Algorithm 2 are set to 0.1 and 0.9 respectively.

20 queries are randomly generated for each data set. We randomly select 3
connected instance triples to form the graph pattern of a query. The triples are
connected in the way that at least one individual of each triple is the same as
an individual of another triple. Then, we randomly select two elements from the
triples, create a variable for each of them, and replace all occurrences of each
element with its corresponding variable. For the two variables, one of them is
the selected variable while the other is the non-selected one.

Two experiments were performed. In the first one, we varied the number of
universities from 1 to 15, and kept the percentage of uncertain triples at 5%.
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Fig. 2 shows both the total and query evaluation time. The total time was
obtained by measuring all steps from loading the data set into the memory to
query evaluation. Moreover, Fig. 2 shows both the mean and median of the time
to answer 20 different queries because a few queries require much longer time
than others to answer. Most of the query evaluation time of these few queries
was spent on the computation of the probability of a very long DNF formula.
The total time scales linearly with the data set size, but the query evaluation
time does not depend on it. In the second experiment, we varied the percentage
of uncertain triples from 5% to 20% and kept the number of universities at 1.
Fig. 3 shows that the total time scales linearly with the number of uncertainties
but the query evaluation time does not depend on it.

7 Related Work

There are attempts to model probabilistic knowledge in RDF/OWL [5,12]. Us-
ing Bayesian networks [9] is another approach. A vocabulary is provided in
[3] to represent probabilistic knowledge in RDF, which can be mapped to a
Bayesian network to do inference. PR-OWL [2] provides a vocabulary to repre-
sent probabilistic knowledge in OWL based on Multi-Entity Bayesian Networks
(MEBN). MEBN is a first-order Bayesian logic that combines first-order logic
with Bayesian networks.

OWL [8] has richer schema capabilities than RDFS. OWL DL is a sublan-
guage of OWL. It has the maximum expressiveness without losing decidabil-
ity of key inference problems. It is based on the expressive description logic
SHOIN (D). A lot of work has been done to represent probabilistic knowledge
in description logics. We choose to recall the expressive probabilistic description
logic P-SHOIN (D) [7] because it is the most expressive in terms of the de-
scription logic and probabilistic knowledge. P-SHOIN (D) uses the conditional
constraint (A|B)[l, u] to express probabilistic knowledge at both schema and
instance levels, where A and B are class expressions that are free of probabilistic
individuals. At the schema level, (A|B)[l, u] is defeasible and means that the
probability of A given B lies between l and u. At the instance level, (A|B)[l, u]
is associated with a probabilistic individual o. It is strict and means that the
probability that o belongs to A given o belongs to B lies between l and u. Note
that each probabilistic individual is associated with its own set of conditional
constraints. Hence, P-SHOIN (D) cannot model statistical relationships among
correlated statements involving different probabilistic individuals.

8 Conclusion

In this paper, we introduce pRDFS to model statistical relationships among
correlated instance triples in RDFS data sets. We define its syntax and semantics.
A consistency checking algorithm is provided to identify truth value assignments
that violate the RDFS semantics. Experimental study shows that the execution
time scales linearly with the number of uncertainties but exponentially with the
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data set size. Moreover, a query evaluation algorithm is provided to find answers
to queries in SPARQL. Experimental study shows that the query evaluation time
does not depend on the data set size and the number of uncertainties. However,
a few queries require much longer time than others to compute the probabilities
of answers.
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by grants from the Research Grants Council of the Hong Kong Special Admin-
istrative Region, China (PolyU 5174/07E, PolyU 5181/06E).
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Abstract. This paper proposes a paraconsistent and nonmonotonic extension
of description logic by planting a nonmonotonic mechanism called minimal in-
consistency in paradoxical description logics, which is a paraconsistent version
of description logics. A precedence relation between two paradoxical models
of knowledge bases is firstly introduced to obtain minimally paradoxical mod-
els by filtering those models which contain more inconsistencies than others.
A new entailment relationship between a KB and an axiom characterized by
minimal paradoxical models is applied to characterize the semantics of a para-
consistent and nonmonotonic description logic. An important advantage of our
adaptation is simultaneously overtaking proverbial shortcomings of existing two
kinds extensions of description logics: the weak inference power of paraconsis-
tent description logics and the incapacity of nonmonotonic description logics in
handling inconsistencies. Moreover, our paraconsistent and nonmonotonic exten-
sion not only preserves the syntax of description logic but also maintains the de-
cidability of basic reasoning problems in description logics. Finally, we develop
a sound and complete tableau algorithm for instance checking with the minimally
paradoxical semantics.

1 Introduction

Description logics (DLs) [1] are a family of formal knowledge representation languages
which build on classical logic and are the logic formalism for Frame-based systems and
Semantic Networks. E.g. DLs are the logical foundation of the Web Ontology Language
(OWL) in the Semantic Web [2] which is conceived as a future generation of the World
Wide Web (WWW). As is well known, ontologies or knowledge bases (KBs) in an open,
constantly changing and collaborative environment might be not prefect for a variety of
reasons, such as modeling errors, migration from other formalisms, merging ontologies,
ontology evolution and epistemic limitation etc [3,4,5,6,7]. That is, it is unrealistic to
expect that real ontologies are always logically consistent and complete. However, DLs,
like classical logics, are not good enough to represent some non-classical features of
real ontologies [4] such as paraconsistent reasoning and nonmonotonic reasoning.

In order to capture these non-classical features of ontologies or KBs, several ex-
tensions of DLs have been proposed. They can be roughly classified into two two
categories. The first (called paraconsistent approach) is extending paraconsistent se-
mantics into DLs to tolerate inconsistencies occurring in ontologies, e.g., based on

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 345–356, 2011.
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Belnap’s four-valued logic [8,9], Besnard and Hunter’s quasi-classical logic [10],
Elvang-Gøransson and Hunter’s argumentative logic [11] and Priest’s paradoxical logic
[12]. While these paraconsistent semantics can handle inconsistencies in DLs in a way,
they share the same shortcoming: their reasoning ability is too weak to infer useful in-
formation in some cases. For instance, the resolution rules do not work in four-valued
DLs [8,9] and paradoxical DLs [12]; the application of proof rules are limited in a
specific order in quasi-classical DLs [10]; and the proof systems are localized in sub-
ontologies in argumentative DLs [11]. Moreover, the reasoning in most of existing
paraconsistent DLs is monotonic and thus they are not sufficient to express evolving
ontologies coming from a realistic world.

Considering a well known example about tweety: let K be a KB whose TBox is
{Bird � Fly, Bird � Wing} and ABox is {Brid(tweety),¬Fly(tweety)}. In
short, K tells us that all birds can fly, all birds have wings and tweety is a bird and can-
not fly. It is easy to see that K is inconsistent. In our view, it might be reasonable that
tweety has wings since the fact that tweety cannot fly doesn’t mean that tweety hasn’t
wings, e.g., penguin has wings but it cannot fly. However, Wing(tweety) could not
be drawn from K in four-valued DLs [9] or in paradoxical DLs [12]. Wing(tweety)
is unknown in argumentative DLs [11]. Though Wing(tweety) might be inferred in
quasi-classical DLs [10], both Bird(tweety) and Fly(tweety) are taken as “contra-
diction” (both true and flase). In this sense, the quasi-classical inference might bring
over contradictions. In addition, assume that we get a new information¬Bird(tweety)
about tweety. That is, we have known that tweety is not bird. Intuitively, we would not
conclude that either tweety can fly or tweety has wings. A new KB could be is obtained
by adding ¬Bird(tweety) in K. However, conclusions from the new KB are the same
as K in quasi-classical DLs. In other words, reasoning based on quasi-classical seman-
tics cannot capture nonmonotonic feature of a true world.

The second (called nonmonotonic approach) is extending DLs with nonmonotonic
features, e.g., based on Reiter’s default logic [13], based on epistemic operators [14,15]
and based on McCarthy’s circumscription [16]. They provide some versions of non-
monotonic DLs. However, they are still unable to handle some inconsistent KBs
because they are based on classical models. In other words, the capability of incon-
sistency handling is limited. For instance, in the tweety example, the original KB tells
us that all birds can fly. When we find that penguin are birds which are unable to fly, we
will usually amend the concept of bird by treating penguin as an exception (of birds)
in those nonmonotonic DLs. It is impossible that we could enumerate all exceptions
from incomplete KBs. Therefore, nonmonotonic mechanisms, in our view, might not
be competent for deal with inconsistencies.

As argued above, paraconsistent DLs and nonmonotonic DLs have their advantages
and disadvantages. It would be interesting to investigate paraconsistent nonmonotonic
DLs by combining both paraconsistent and nonmonotonic approaches. While such ideas
are not new in knowledge representation, it is rarely investigated how to define a para-
consistent nonmonotonic semantics for DLs. The challenge of combining paraconsis-
tent DLs with nonmonotonic DLs is to preserve the features of classical DLs while
some non-classical features such as nonmonotonicity and paraconsistency in DLs are
incorported. Ideally, such a semantics should satisfy the following properties: (1) It is
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based on the original syntax of DLs (e.g. no new modal operators are introduced); (2)
It is paraconsistent, i.e., every KB has at least one model (no matter it is consistent or
inconsistent); (3) It is nonmonotonic; (4) It is still decidable. We note, however, the
current approaches to incorporating nonmonotonic mechanism in DL reasoning hardly
preserve the standard syntax of DLs, e.g., adding model operators in [14,15], open de-
fault rules in [13] and circumscription patten in [16]. In this sense, some proposals of
introducing nonmonotonic reasoning in paraconsistent semantics have been considered
in propositional logic, e.g., extending default reasoning with four-valued semantics in
[17] and with quasi-classical semantics in [18]. However, it is not straightforward to
adapt these proposals to DLs. Therefore, defining a paraconsistent and non-monotonic
semantics for DLs that is of sufficient expressivity and computationally tractable is a
non-trivial task.

In this paper, we propose a nonmonotonic paraconsistent semantics, called minimally
paradoxical semantics, for DLs. The major idea is to introduce a concept of minimal
inconsistency presented in the logic of paradox [19] in DLs so that some undesirable
models of DL KBs that are major source of inconsistency are removed. Specifically,
given a DL knowledge base, we first define a precedence relationship between paradox-
ical models of the ontology by introducing a partial order w.r.t. a principle of minimal
inconsistency, i.e., the ontology satisfying inconsistent information as little as possible.
Based on this partial order, we then select all minimally models from all paradoxical
models as candidate models to serve for characterizing our new inference. We can show
that our inference is paraconsistent and nonmonotonic. Thus nonmonotonic feature is
extended in paraconsistent reasoning of DLs without modifying the syntax of DLs. Fur-
thermore, we develop a decidable, sound and complete tableau algorithm for ABoxes
to implement answering queries. In this paper, though we mainly consider DL ALC
since it is a most basic member of the DL family, we also argue that our technique for
ALC can be generalized in the other expressive DL members. The paraconsistent logic
adopted in the paper is the paradoxical DL ALC [12] because it is closer to classical
ALC compared to other multi-valued semantics, e.g., Belnap’s four-valued semantics.

2 Description Logic ALC and Paradoxical Semantics

Description logics (DLs) is a well-known family of knowledge representation
formalisms. In this section, we briefly recall the basic notion of logics ALC and the
paradoxical semantics of ALC. For more comprehensive background reasoning, we
refer the reader to Chapter 2 of the DL Handbook [1] and paradoxical DLs [12].

Description Logic ALC. Let L be the language of ALC. Let NC and NR be pairwise
disjoint and countably infinite sets of concept names and role names respectively. Let
NI be an infinite set of individual names. We use the letters A and B for concept names,
the letter R for role names, and the letters C and D for concepts. � and ⊥ denote the
universal concept and the bottom concept respectively. Complex ALC concepts C, D
are constructed as follows:

C, D → � | ⊥ | A | ¬C | C �D | C �D | ∃R.C | ∀R.C
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An interpretation Ic = (ΔIc , ·Ic) consisting of a non-empty domain ΔIc and a map-
ping ·Ic which maps every concept to a subset of ΔIc and every role to a subset of ΔIc×
ΔIc , for all concepts C, D and a roleR, satisfies conditions as follows: (1) top concept:
�Ic = ΔIc ; (2) bottom concept: ⊥Ic = ∅Ic ; (3) negation: (¬C)Ic = ΔIc \ CIc ; (4)
conjunction: (C1 � C2)Ic = CIc

1 ∩ CIc
2 ; (5) disjunction: (C1 � C2)Ic = CIc

1 ∪ CIc
2 ;

(6) existential restriction: (∃R.C)Ic = {x | ∃y, (x, y) ∈ RIc and y ∈ CIc}; (7) value
restriction: (∀R.C)Ic = {x | ∀y, (x, y) ∈ RIc implies y ∈ CIc}

AnALC knowledge base (KB, for short) is a finite set of axioms formed by concepts,
roles and individuals. A concept assertion is an axiom of the form C(a) that assigns
membership of an individual a to a concept C. A role assertion is an axiom of the form
R(a, b) that assigns a directed relation between two individuals a, b by the role R. An
ABox contains a finite set of concept assertions and role assertions. A concept inclusion
is an axiom of the form C1 � C2 that states the subsumption of the concept C1 by
the concept C2. A TBox contains a finite set of concept inclusions. An KB contains an
ABox and a TBox. An interpretation Ic satisfies a concept assertion C(a) if aIc ∈ CIc ,
a role assertion R(a, b) if (aIc , bIc) ∈ RIc , a concept inclusion C1 � C2if CIc

1 ⊆ CIc
2 .

An interpretation that satisfies all axioms of a KB is called a model of the KB. Given a
KB K, we use Mod(K) to denote a set of all models of K. A KB K is inconsistent iff
Mod(K) = ∅. We say a KB K entails an axiom φ iff Mod(K) ⊆ Mod({φ}), denoted
K |= φ.

Paradoxical Semantics forALC. Compared with classical two-valued ({t, f}) seman-
tics, the paradoxical semantics is three-valued ({t, f, �̈}, �̈ expressing both true and
false) semantics where each concept C is interpreted as a pair 〈+C,−C〉 of (not neces-
sarily disjoint) subsets of a domain ΔI and the union of them covering whole domain,
i.e., +C ∪ −C = ΔI . We denote proj+(CI) = +C and proj−(CI) = −C.

Intuitively, +C is the set of elements which are known to belong to the extension
of C, while −C is the set of elements which are known to be not contained in the
extension of C. +C and−C are not necessarily disjoint but mutual complemental w.r.t.
the domain. In this case, we do not consider that incomplete information since it is not
valuable for users but a statement for insufficient information.

Formally, a paradoxical interpretation is a pair I = (ΔI , ·I) with ΔI as domain,
where ·I is a function assigning elements of ΔI to individuals, subsets of ΔI ×ΔI) to
concepts and subsets of (ΔI ×ΔI)2 to roles, so that ·I satisfies conditions as follows:
(1) (�)I = 〈ΔI , ∅〉; (2) (⊥)I = 〈∅, ΔI〉; (3) (¬C)I = 〈proj−(CI), proj+(CI)〉;
(4) (C1 � C2)I = 〈proj+(CI

1 ) ∩ proj+(CI
2 ), proj−(CI

1 ) ∪ proj−(CI
2 )〉; (5) (C1 �

C2)I = 〈proj+(CI
1 ) ∪ proj+(CI

2 ), proj−(CI
1 ) ∩ proj−(CI

2 )〉; (6) (∃R.C)I = 〈{x |
∃y, (x, y) ∈ proj+(RI) and y ∈ proj+(CI)}, {x | ∀y, (x, y) ∈ proj+(RI) implies y ∈
proj−(CI)}〉; (7) (∀R.C)I = 〈{x | ∀y, (x, y) ∈ proj+(RI) implies y ∈ proj+(CI)},
{x | ∃y, (x, y) ∈ proj+(RI) and y ∈ proj−(CI)}〉

The correspondence between truth values in {t, f, �̈} and concept extensions can be
easily observed: for an individual a ∈ ΔI and a concept name A, we have that

– AI(a) = t, iff aI ∈ proj+(AI) and aI 
∈ proj−(AI);
– AI(a) = f , iff aI 
∈ proj+(AI) and aI ∈ proj−(AI);
– CI(a) = �̈, iff aI ∈ proj+(AI) and aI ∈ proj−(AI).



A Tableau Algorithm for Paraconsistent and Nonmonotonic Reasoning 349

For instance, let Δ = {a, b} be a domain and A, B two concept names. Assume that I is
a paradoxical interpretation on Δ such that AI = 〈{a, b}, {b}〉 and BI = 〈{a}, {a, b}〉.
Then AI(a) = t, AI(b) = BI(a) = �̈ and BI(b) = f .

A paradoxical interpretation I satisfies a concept assertion C(a) if aI ∈ proj+(CI),
a role assertion R(a, b) if (aI , bI) ∈ proj+(RI), a concept inclusion C1 � C2 iff
ΔI\proj−(CI

1 ) ⊆ proj+(CI
2 ). A paradoxical interpretation that satisfies all axioms of

a KB is called a paradoxical model of the KB. Given a KB K, we use ModP (K) to
denote a set of all paradoxical models of K. For instance, in the above example, I is a
paradoxical model of an ABox {A(a), A(b), B(a)} while it is not a paradoxical model
of {A(a), A(b), B(a), B(b)}. We also find that I is also a paradoxical model of a TBox
{A � B}. A KB K paradoxically entails an axiom φ iff ModP (K) ⊆ ModP ({φ}),
denoted K |=LP φ.

We say a paradoxical interpretation I is trivial if AI = 〈ΔI , ΔI〉 for any concept
name A. Note that contradictions which have form of A�¬A(a) for some concept name
A and some individual a inALC are only satisfied by trivial paradoxical interpretations.
In general, trivial paradoxical interpretations/models cannot provide any information
about querying since all queries are answered as “�̈”. For simplifying discussion, we
mainly consider KBs without contradictions.

3 Minimally Paradoxical Semantics for ALC
Paradoxical description logic is proposed in [12] as a paraconsistent version of descrip-
tion logics. In this section, we present a minimally paradoxical semantics for ALC by
introducing a nonmonotonic reasoning mechanism minimally inconsistency (see [20])
to extend ALC with both paraconsistent and nonmonotonic features. The basic idea of
our proposal is to introduce a preference relation on paradoxical models and to filter
those models that cause more inconsistencies. Indeed, our proposal is able to maintain
more consistent information in reasoning than previous approaches.

In a paradoxical DL, every paradoxical model can be represented as a set of concept
assertions and role assertions similar to classical models. Since the constructor of the
negation of a role ¬R is absent in ALC (see [9]), for simplicity to convey our idea, we
mainly consider concept assertions in defining the preference relation in this paper.

Next, we introduce a partial order≺ between two paradoxical interpretations to char-
acterize their difference on concept assertions.

Definition 1. Let I and I′ be two paradoxical interpretations in ALC. We say I is
more consistent than I′, denoted I ≺ I′ iff

– I and I ′ have the same domain Δ;
– if AI(a) = �̈ then AI′

(a) = �̈ for any concept name A ∈ NC and any individual
a ∈ NI ;

– there exists a concept name A ∈ Nc and an individual a ∈ Δ such that AI′
(a) = �̈

but AI(a) 
= �̈.

Intuitively, the first condition states that if I1 and I2 do not share a common domain,
then they are not comparable; the second condition ensures that if I1 ≺ I2 then I2
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contains no less inconsistencies than I1 does; and the third condition shows that if
I1 ≺ I2 then I1 contains less inconsistencies than I2.

For instance, let Δ = {a, b} be a domain and A a concept name. Let I1 and I2 be
two paradoxical interpretations such that AI1 = 〈{a}, {b}〉 and AI2 = 〈{a, b}, {b}〉.
Then we can easily see I1 ≺ I2. If I3 is a paradoxical interpretation such that AI3 =
〈{b}, {a}〉. Then I1 
≺ I3 and I3 
≺ I1. That is, I1 and I3 are incomparable. So, in
general ≺ is a partial order.

Note that≺ is anti-reflexive, anti-symmetric and transitive. In other words, (1) I 
≺ I
for any paradoxical interpretation I; (2) if I ≺ I′ then I ′ 
≺ I; and (3) if I ≺ I′ and
I ′ ≺ I ′′ then I ≺ I′′.

We denote I � I′ as either I ≺ I′ or I = I ′. So � is also a partial order.

Definition 2. Let K be a KB in ALC. A paradoxical model I of K is minimal if there
exists no other paradoxical model I ′ of K such that I ′ ≺ I. We use ModP

min(K) to
denote the set of all minimal paradoxical models of K.

Intuitively, minimal paradoxical models are paradoxical models which contain minimal
inconsistency. Since a non-empty KB always has a paradoxical model, it also has a
minimal paradoxical model. That is, no matter whether a non-empty KB K is consistent
or not, we have ModP

min(K) 
= ∅ while Mod(K) = ∅ for any inconsistent KB K.

Example 1. Let K = ({A � B}, {A(b), ∀R.¬B(a), R(a, b)}) be a KB and Δ =
{a, b} be a domain. We assume I is a paradoxical interpretation such that AI =
〈{b}, ∅〉, BI = 〈{b}, {b}〉, and RI = 〈{(a, b)}, ∅〉. It can be verified that I is the
only minimally paradoxical model of K. Thus ModP

min(K) = {I}.

For a consistent KB, we can show that the set of its classical models corresponds to the
set of its minimally paradoxical models. To this end, we first show how to transform
each classical interpretation Ic into a paradoxical interpretation I as follows: for a
concept name A ∈ NC , a role name R ∈ NR and an individual name a ∈ NI , define⎧⎪⎪⎨

⎪⎪⎩
aI = aIc , for any individual a ∈ NI ;
aI ∈ +A, if aIc ∈ AIc ;
aI ∈ −A, if aIc 
∈ AIc ;

(aI , bI) ∈ +R and −R = ∅, if (aIc , bIc) ∈ RIc .

(1)

For instance, let Δ = {a, b} and Ic be a classical interpretation such that AIc = {a}
and BIc = {a, b}. We transform Ic into a paradoxical interpretation I where AI =
〈{a}, {b}〉 and BI = 〈{a, b}, ∅〉.

If K is consistent, we use ModT (K) to denote the collection of all paradoxical mod-
els of K transformed as above. It is interesting that each classical model corresponds to
exactly one minimally paradoxical model for a consistent KB.

Proposition 1. For any consistent ALC KB K, ModP
min(K) = ModT (K).

To see the validity of this result, we note that every paradoxical model in ModT (K) is
minimal because paradoxical models of a consistent KB are incomparable.

Based on the notion of minimally paradoxical models, we can define the following
entailment relation.
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Definition 3. Let K be a KB and φ an axiom in ALC. We say K minimally paradoxi-
cally entails φ iff ModP

min(K) ⊆ ModP
min({φ}), denoted by K |=m

LP φ.

Intuitively, the minimally paradoxical entailment (|=m
LP ) characterizes an inference re-

lation from a KB to an axiom by their minimally paradoxical models. Because the infer-
ence focuses on those paradoxical models in which inconsistency is minimized, |=m

LP

can give consideration to both the classical entailment |= and the paradoxical entailment
|=LP . When a KB is consistent, |=m

LP is equivalent to |= since no model does contain
an inconsistency. When a KB is inconsistent, |=m

LP inherits |=LP since every minimally
paradoxical model contains at least an inconsistency. In this sense, |=m

LP is more reason-
able than |= and |=LP . For instance, in the example about tweety (presented in Section
1). We haveK |=m

LP Wing(tweety) andK∪{¬Bird(tweety)} 
|=m
LP Wing(tweety).

Note that the minimally paradoxical entailment is determined by restricting para-
doxical entailment to the subclass of minimal paradoxical models. Thus the entailment
relation is nonmonotonic.

For instance, given an ABox A = {A(a),¬A � B(a)} where A, B are concept
names and Δ = {a} a domain. Let I be a paradoxical interpretation s.t. AI = 〈{a}, ∅〉
and BI = 〈{a}, ∅〉. It easily check I is only one minimally paradoxical model of A.
Then {A(a),¬A�B(a)} |=m

LP B(a). However, if we assume that A′ = A∪{¬A(a)}
then there exist three minimally paradoxical models of A′ Ii(i = 1, 2) where AIi =
〈{a}, {a}〉 and BI1 = 〈{a}, ∅〉 and BI2 = 〈∅, {a}〉. Thus A′ 
|=m

LP B(a).
In addition, |=m

LP is paraconsistent because each consistent KB has at least one min-
imally paradoxical model.

Theorem 1. |=m
LP is paraconsistent and nonmonotonic.

The next result shows that, if a KB is consistent, then the entailment |=m
LP coincides

with the classical entailment.

Proposition 2. Let K be a consistent KB and φ an axiom in ALC. Then

K |=m
LP φ iff K |= φ.

This proposition directly follows from Proposition 1. Note that for an inconsistent KB,
|=m

LP differs from |=. Thus, our new entailment relation naturally extends the classical
entailment to all KBs in ALC while the classical reasoning in consistent KBs is still
preserved.

Under classical entailment, anything can be inferred from an inconsistent KB. Thus,
it is straightforward to see the following corollary.

Corollary 1. Let K be a KB and φ an axiom in ALC. If K |=m
LP φ then K |= φ.

However, the converse of Corollary 1 is not true in general when K is inconsistent. For
instance, we have {A(a),¬A(a),¬A �B(a),¬B(a)} |= B(a)
while {A(a),¬A(a),¬A �B(a),¬B(a)} 
|=m

LP B(a).
The resolution rule is important for automated reasoning in DLs. It is well-know that

the inference rules modus ponens, modus tollens and disjunctive syllogism special cases
of the resolution rule.
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The resolution rule is not valid for |=m
LP in the following sense, while it is invalid in

paradoxical DLs. In other words, the inference power of paradoxical DLs is strength-
ened by the concept of minimally paradoxical models.

Proposition 3. Let C, D, E be concepts and a an individual in ALC.

{C �D(a),¬C � E(a)} |=m
LP D � E(a).

However, the resolution rule is not valid in general under minimally paradoxical seman-
tics. For instance, {A(a),¬A(a), A �B(a)} 
|=m

LP B(a).
We remark that minimally paradoxical semantics does not only preserve the reason-

ing ability of classical semantics for consistent knowledge but also tolerate inconsisten-
cies (possibly) occurring KBs.

The results shown in this section demonstrate that the entailment relation |=m
LP is

much better than the paradoxical entailment defined in [12].

4 Minimal Signed Tableau Algorithm

The minimally paradoxical semantics introduced in last section is based on minimal
paradoxical models. A naive algorithm for reasoning under the new paraconsistent se-
mantics could be developed by finding all minimal models from (possibly infinite) para-
doxical models of a KB. However, such an algorithm would be very inefficient if it is
not impossible. Instead, in this section, we develop a tableau algorithm for the new
semantics. Tableau algorithms are widely used for checking satisfiability in DLs. Espe-
cially, signed tableau algorithm) has been developed in [12] for paradoxicalALC. Our
new tableau algorithm for minimally paradoxical semantics is obtained by embedding
the minimality condition into the signed tableau algorithm. The challenge of doing so
is how to find redundant clashes (i.e., a clash is caused by an inconsistency) and remove
them from the signed tableau.

We first briefly recall the signed tableau algorithm for instance checking in ABoxes
(the details can be found in [12]). The signed tableau algorithm is based on the notion of
signed concepts. Note that roles are not signed because they represent edges connecting
two nodes in tableaux. A sign concept is either TC or FC where the concept C is in
NNF (i.e., negation (¬) only occurs in front of concept names). Each signed concept
can be transformed into its NNF by applying De Morgan’s law, distributive law, the law
of double negation and the following rewriting rules:

T(C � D) = TC � TD, T(C � D) = TC � TD, T∀R.C = ∀R.TC, T∃R.C = ∃R.TC
F(C � D) = FC � FD, F(C � D) = FC � FD, F∀R.C = ∃R.FC, F∃R.C = ∀R.FC

We use TA to denote a signed ABox whose concept names are marked with T, i.e.,
TA = {TC | C ∈ A}. A signed tableau is a forest whose trees are actually composed
of nodes L(x) containing signed concepts and edges L(x, y) containing role names.
Given an ABox A and an axiom C(a), the signed tableau algorithm starts with FA as
the initial forest of TA ∪ {FC(a)}. The algorithm then applies the signed expansion
rules, which are reformulated in Table 1. The algorithm terminates if it encounters a
clash: {TA,FA} ⊆ L(x) or {FA,F¬A} ⊆ L(x) where A is a concept name. Finally,
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Table 1. Expansion Rules in Signed Tableau

�T-rule If: T(C1 � C2) ∈ L, but not both TC1 ∈ L(x) and TC2 ∈ L(x).
Then: L(x) := L(x) ∪ {TC1, TC2}.

�T-rule If: T(C1 � C2) ∈ L(x), but neither TCi ∈ L(x) for i = 1, 2.
Then: L(x) := L(x) ∪ {TCi} (i = 1 or 2).

∃T-rule If: T∃R.C ∈ L(x), but there is no node L(z) s.t. TC ∈ L(z) and R ∈ L(x, z).
Then: create a new node L(y) := {TC} and L(x, y) := {R}.

∀T-rule If: T∀R.C ∈ L(x) and R ∈ L(x, y), but TC �∈ L(y).
Then: L(y) := L(y) ∪ {TC}.

�F-rule If: F(C1 � C2) ∈ L(x), but neither FCi ∈ L(x) for i = 1, 2.
Then: L(x) := L(x) ∪ {FCi} (i = 1 or 2).

�F-rule If: F(C1 � C2) ∈ L, but not both FC1 ∈ L(x) and FC2 ∈ L(x).
Then: L(x) := L(x) ∪ {FC1, FC2}.

∃F-rule If: F∃R.C ∈ L(x) and R ∈ L(x, y), but FC �∈ L(y).
Then: L(y) := L(y) ∪ {FC}.

∀F-rule If: F∀R.C ∈ L(x), but there is no node L(z) s.t. FC ∈ L(z) and R ∈ L(x, z).
Then: create a new node L(y) := {FC} and L(x, y) := {R}.

we obtain a completion forest The problem whether A paradoxically entails C(a) is
decided by checking whether the completion forest is closed, i.e., checking whether
every tree of the completion forest contains at least one clash. The algorithm preserves
a so-called forest model property, i.e., the paradoxical model has the form of a set of
(potentially infinite) trees, the root nodes of which can be arbitrarily interconnected.

In the following, we develop a preference relation on trees of the completion forest
to eliminating the trees with redundant inconsistencies.

Let F be a completion forest and t a tree of F . We denote IC(t) = {TA |
{TA,T¬A} ⊆ L(x) for some node L(x) ∈ t}. Intuitively, IC(t) is the collection
of contradictions in t.

Definition 4. Let t1 and t2 be two trees of a identical completion forest. We denote
t1 ≺IC t2 if IC(t1) ⊂ IC(t2) and t1 �IC t2 if IC(t1) ⊆ IC(t2). If t1 ≺IC t2 then
we say t2 is redundant w.r.t. t1.

Intuitively, if t2 is redundant w.r.t. t1 then t2 contains more inconsistencies than t1
does.

A tree t of F is a minimally redundant tree of F if t �IC t′ for each tree t′ in F
and there is not any other tree t′′ in F s.t. t′′ ≺IC t. A minimally redundant tree is a
tree we want to keep. A minimal completion forest of F , denoted by Fm, is composed
of all minimal trees of F . It can be easily verfied that Fm always exists. Given an
ABox A and an axiom C(a), the process of computing the minimal completion forest
of TA ∪ {FC(a)} is called the minimal signed tableau algorithm.

A paradoxical interpretation I satisfies a tree t iff for any node L(x) and any edge
L(x, y) in t, we have
(1) xI ∈ proj+(AI) if TA ∈ L(x) and xI ∈ proj−(AI) if T¬A ∈ L(x);
(2) xI ∈ ΔI − proj+(AI) if FA ∈ L(x) and xI ∈ ΔI − proj−(AI) if F¬A ∈ L(x);
(3) (xI , yI) ∈ proj+(RI) if R ∈ L(x, y).
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Based on the above definition, it follows that if I is a paradoxical interpretation
satisfying t then AI(a) = �̈ iff {TA(a),T¬A(a)} ⊆ t for any concept name A ∈ NC

and any individual a ∈ NI . As a result, there exists a close relation between ≺ (defined
over paradoxical models) and ≺IC (defined over trees).

Theorem 2. Let t and t′ be two trees of a completion forest F . If I and I ′ be two
paradoxical interpretations satisfying t and t′ respectively, then I ≺ I′ iff t ≺IC t′.

Proof.(Sketch) Note that the ABox contains only concept assertions. We show only
that the theorem is true for atomic concept A. It is straightforward to prove that the
conclusion is also true for a complex concept by induction.

(⇐) If t ≺IC t′, then IC(t) ⊂ IC(t′). We want to show that I ≺ I′. Assume
that {TA(a),T¬A(a)} ⊆ t then {TA(a),T¬A(a)} ⊆ t′. Thus AI(a) = �̈ implies
AI′

(a) = �̈. There is a concept assertion B(b), where B is a concept name and b an
individual name, such that {TB(b),TB(b)} ⊆ t′ but {TB(b),TB(b)} 
⊆ t. Thus
BI′

(b) = �̈ implies BI(a) 
= �̈. Therefore, I ≺ I′ by Definition 1.
(⇒) If I ≺ I′, we need to show that t ≺IC t′, i.e., IC(t) ⊂ IC(t′). For any con-

cept assertion A(a), if AI(a) = �̈ then AI′
(a) = �̈. Thus {TA(a),T¬A(a)} ⊆ t

then {TA(a),T¬A(a)} ⊆ t′. There is a concept assertion B(b), where B is a con-
cept name and b an individual name, such that BI′

(b) = �̈ but BI(a) 
= �̈. Thus
{TB(b),TB(b)} ⊆ t′ but {TB(b),TB(b)} 
⊆ t. Therefore, t ≺IC t′ since IC(t) ⊂
IC(t′).

Now we are ready to define the concept of minimally closed completion forests. A
completion forest F is minimally closed iff every tree of Fm is closed.

If the completion forest of TA ∪ {FC(a)} by applying the minimal signed tableau
algorithm is minimally closed, then we write A  m

LP C(a).
We show that our minimal signed tableau algorithm is sound and complete.

Theorem 3. Let A be an ABox and C(a) an axiom in ALC. We have

A  m
LP C(a) iff A |=m

LP C(a).

Proof.(Sketch) We consider only atomic concept A here. Let F be a completion forest
for TA ∪ {FA(a)} by applying the minimal signed tableau algorithm. We need to
prove that F is minimally closed, i.e., every tree of the minimal forestFm is closed, iff
A |=LPm A(a).

(⇒) Assume that F is minimally closed. On the contrary, supposed that A 
|=m
LP

A(a), that is, there exists a minimally paradoxical model I of A and I 
|=m
LP A(a),

then I 
|=LP A(a) since every minimal paradoxical model is always a paradoxical
model. There exists a tree t which is satisfied by I in F and t is not closed by the proof
of Theorem 7 which states that the signed tableau algorithm is sound and complete w.r.t.
paradoxical semantics forALC (see [12]). We assert that t is not redundant. Otherwise,
there might be another tree t′ ≺IC t. We define a paradoxical interpretation I ′ satisfing
t′. It is easy to see that I ′ and I have the same domain by induction on the structure
of complete F . By Theorem 2, we have I ′ ≺ I, which contradicts the minimality of
I. Thus the completion forest F for TA ∪ {FA(a)} contains at least a tree t that is
neither closed nor redundant, which contadicts with the assumption thatF is minimally
closed. Thus A |=m

LP A(a).
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(⇐) Let A |=m
LP A(a). On the contrary, supposed that F is not minimally closed.

Then there exists a tree t of complete F such that t is neither closed nor redundant.
Since t is not closed, by the proof of Theorem 7 (see [12]), we can construct a paradox-
ical interpretation I such that I is a paradoxical model of A. However, I 
|=LP A(a),
a contradiction. Supposed that I is not minimal, there exists a paradoxical model I′ of
A such that I′ ≺ I in the same domain. Thus there exists a tree t′ that is satisfied by
I ′ with t′ ≺IC t by Theorem 2, which contradicts to the assumption that t is not re-
dundant. Then I 
|=LP A(a), i.e., I 
∈ ModP ({A(a)}). Because {A(a)} is consistent
and A is a concept name, ModP ({A(a)}) = ModP

min({A(a)}). Thus I is a minimally
paradoxical model of A but I 
|=m

LP A(a). Therefore, F is minimally closed.

Example 2. Let A = {C � D(a),¬C � E(a)} be an ABox and D � E(a) an axiom.
There are four trees of the completion forest F of {TA ∪ {F(D � E)(a)} where
t1 = {TC(a),T¬C(a),FD(a),FE(a)}; t2 = {TC(a),TE(a),FD(a),FE(a)};
t3 = {TD(a),T¬C(a),FD(a),FE(a)}; t4 = {TD(a),TE(a),FD(a),FE(a)}.
Since the minimal completion forestF = {t2, t3, t4} are closed,F is minimally closed.
Thus {C�D(a),¬C �E(a)}  m

LP D�E(a). Therefore, {C�D(a),¬C �E(a)}  m
LP

D � E(a) by Theorem 3.

5 Conclusion and Future Work

In this paper, we have presented a nonmonotonic and paraconsistent semantics, called
minimally paradoxical semantics, for ALC, which can be seen a naturally extension of
the classical semantics. The suitability of our semantics is justified by several important
properties. In particular, the new semantics overcomes some shortcomings of existing
paraconsistent DLs and nonmonotonic DLs. Based on the signed tableau, we have de-
veloped a sound and complete algorithm, named minimal signed tableau, to implement
paraconsistent and nonmonotonic reasoning with DL ABoxes. This is achieved by intro-
ducing a preference relation on trees of completion forests in signed tableau. This new
approach can be used in developing new tableau algorithms for other nonmonotonic
DLs. There are several issues for future work: First, we plan to implement the minimal
signed tableau for DLs. Before this is done, we will first develop some heuristics for ef-
ficient implementation; Second, we will explore applications of the new paraconsistent
semantics in ontology repair, revision and merging.
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Abstract. It has been widely observed that queries of search engine are
becoming longer and closer to natural language. Actually, current search
engines do not perform well with natural language queries. Accurately
discovering the key concepts of these queries can dramatically improve
the effectiveness of search engines. It has been shown that queries seem
to be composed in a way that how users summarize documents, which
is so much similar to anchor texts. In this paper, we present a technique
for automatic extraction of key concepts from queries with anchor texts
analysis. Compared with using web counts of documents, we proposed a
supervised machine learning model to classify the concepts of queries into
3 sets according to their importance and types. In the end of this paper,
we also demonstrate that our method has remarkable improvement over
the baseline.

Keywords: Machine learning, NLP, anchor analysis, key concepts.

1 Introduction

As the search queries are becoming closer to natural language, discovering key
concepts from search queries and assigning reasonable weighting to them is an
important way to understand user’s search goals. Key concepts identification
and weighting are key points in a serious of query analysis issues. Not only can
it be directly used by search engine, but also it acts an important role in several
research issues, such as query rewriting, query expansion, etc. It’s the foundation
of many query processing problems.

Current commercial search engines process billions of queries per day [1],
most of them are free text. There are a lot of useless terms in those queries. For
example, for the query “What’s the weather of Chicago in Sunday”, it is not
friendly to search engine. If the search engine could identify the key concept of
this query is “Chicago weather” and there’s no need to retrieve documents use
other terms. The relevance of results would be remarkably improved. There are
often several concepts in a query. We use noun phrases extracted from the queries
as concepts. Our goal is assigning 3 different levels weight to them according to
their importance. There is no need to assign different weight to different key
concepts of a query, for they are all the most important parts of the query. We
will illustrate it in the following example.

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 357–369, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Table 1. An example of TREC topic

< num > Number: 336
< title > Black Bear Attacks
< desc > A relevant document would discuss the frequency of vicious

black bear attacks worldwide and the possible causes for this
savage behavior.

In the TREC topic of Table 1, we treat the < desc > part as a raw query. We
expect it can generate the following results after processing.

Table 2. Expected result

weight concepts
3 black bear, attacks
2 possible causes
1 other concepts

Weight 3 means the most important concepts of the query. Weight 2 is assigned
to the concepts which are important to the query, but not the necessary parts.
We identify the concepts with Weight 2 in order to guarantee the recall of the
retrieved documents. Meanwhile, we assign Weight 1 to the useless ones.

There are three primary contributions in this paper: (1)we propose a super-
vised machine learning technique for automatic extracting key concepts; (2)dis-
covering key concepts from natural language queries with anchor analysis, since
anchor and queries are organized by similar language; (3)not only discovering
the most important concepts in queries, but also classifying them into 3 levels.
It can guarantee the recall rate of documents.

The rest of this paper is organized as follows: In section 2 we discuss previ-
ous work on key concepts identification and weighting. We describe our proposed
model’s details in Section 3 and our experimental results are shown in Section 4.
And finally, section 5 summarizes the conclusions and gives a look to future work.

2 Related Work

Most traditional information retrieval models, such as language modeling, treat
query terms as independent and of uniform importance [2]. For example, inverse
document frequency(idf) is thought of as a simple query term weighting model,
however, it hardly contains much information. Meanwhile, it is not clear if idf is
a proper standard to judge the importance of phrases and other generic concepts
[3]. Furthermore, most of concepts detection work treat all concepts matches in
queries equally, rather than weighting them [16,17,18,19,4,8,12]. As queries are
becoming more complex, it is clearly much unreasonable for these queries.
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Some previous work on key concept detection use linguistic and statistical
methods to discover core terms in < desc > queries and use name entity recog-
nition to convert < desc > queries into structured INQUERY queries [20]. While
our proposed model towards all kinds of general search queries.

Key concept detection, focused on verbose queries, has been a subject in recent
work. Bendersky et. al [6] proposed a supervised machine learning technique for
key concept detection. In their model, nearly all features were statistical count
in documents(tf, idf, etc.). However, documents and search queries are organized
by so much different language. Kumaran et al. [9] use learning to rank all sub-
sets of the original query (sub-queries) based on their predicted quality for query
reduction. Although similar to our work, the weighting techniques discussed in
these papers are based on document counts, while our model is based on anchor
analysis.

In sum, most of previous work on key concept detection via statistical methods
(such as inverse document frequency) [10, 11, 13] or machine learning methods
are based on direct web counts in documents [6]. However, queries and docu-
ments are organized by so much different language [14]. Even the different parts
of a document are organized differently, such as title, body, anchor, etc. Both
anchor text and queries seem to be composed in a way that how users summarize
documents. In contrast to previous work, we do not treat all parts of documents
as the same. We use a supervised machine learning technique for key concepts
detection and use a diverse mix of features which extracted via anchor analysis.

3 Model

In this section we present our model for key concepts detection in natural lan-
guage queries. First we describe the details of the supervised machine learning
technique with anchor analysis. Then we detail the feature selection method that
we used.

3.1 Anchor Analysis

Most of text in documents and queries are organized by different languages.
Main text in documents try to detail problems or describe something, while
queries often ask for information by summarized words. A query can often be
regarded as a very brief summary of a document which may be the best fit of
user’s expectation. Anchor texts are so similar to queries on this point. So we
try to extract some significant features via anchor analysis. We extract anchor
texts and the relationship between anchor and documents from billions of web
pages1. The following are features we considered in our model.

Concept Frequency(cf(ci)). Concept Frequency(cf(ci)) in all anchor texts.
It is supposed that key concepts will tend to have a higher concept frequency in
anchor text than non-key concepts.

1 The web pages of Yahoo Search.
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Inverse Host Frequency(ihf(ci)). Concept ihf in the corpus. It inspired by
the inverse document frequency. The inverse document frequency is a measure
of the general importance of the term (obtained by dividing the total number of
documents by the number of documents containing the term, and then taking
the logarithm of that quotient). The inverse host frequency tend to filter out
common concepts. In our paper, the form of ihf(ci) we used is

ihf(ci) = log2
|H |

|{h : ci ∈ h}|+ 1
(1)

where |H | is the total number of hosts in the corpus. |{h : ci ∈ h}| is the number
of hosts which the concept ci points to.

Concept Frequency-Inverse Anchor Frequency(cfiaf(ci)). The concept
frequency only considers the raw concept frequency in all anchor texts and treats
different anchor-url pair equally even if some urls are very heavily linked. We
define (ai, dj) = 1 when there are at least one link between anchor ai and url
dj . Intuitionally, more general urls would be linked with more anchors. Using
information theory, we define the entropy of a url dj as

H(dj) = −
∑
ai∈A

p(ai|dj) log2 p(ai|dj)

= −
∑
ai∈A

1∑
ai∈A(ai, dj)

log2
1∑

ai∈A(ai, dj)

(2)

where we suppose p(ai|dj) = 1∑
ai∈A(ai,dj)

, A means the set of anchor that linked
to url dj . So the maximum entropy of url dj is

H(dj)max = log2

∑
ai∈A

(ai, dj) (3)

Then the inverse anchor frequency is defined as

iaf(dj) = log2 |D| −H(dj)max = log2
|D|∑

ai∈A(ai, dj)
(4)

where |D| is the total number of urls in our corpus. iaf(dj) is inspired by
Entropy-biased model [23]. The most important function of iqf(dj) is lessen
the impact of some very popular urls and trying to balance the bias of them.
Finally, cfiaf(ci) is defined as

cfiaf(ci) =
∑

dj∈D

cf(ci)iaf(dj) (5)

where cf(ci) is the number of urls which the concept ci linked.
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The number of concept’s different destination host(hf(ci)). We define
the source host of anchor is the host it appears. Destination host of anchor is
the host it point to. The host frequency is defined as

hf(ci) =
∑

shj∈SH,dhk∈DH

(shj , ci, dhk) (6)

where shj is the source host of concept ci, dhk is the destination host of concept
ci. (shj , ci, dhk) = 1, if shj 
= dhk.

3.2 Other Features

Inverse document frequency idf(ci). IDF is commonly used in information
retrieval as a weighting function [13]. It is defined as

idf(ci) = log2
|D|

|{d : ci ∈ d}|+ 1
(7)

where |D| is the number of documents2 and |{d : ti ∈ d}| is the number of
documents where the concept ci appears.

Residual IDF ridf(ci). Residual IDF [6] is the difference between IDF and
the value predicted by a Poisson model [22].

ridf(ci) = idf(ci)− log2
1

1− e−θi
(8)

where (1−e−θi) is the probability of a document with at least one occurrence of
concept ci under a Poisson distribution. θi = tf(ci)

|D| , |D| is the total number of
documents. It is supposed that only the non-content concepts’ distribution fits
the Poisson distribution.
qe(ci)
qp(ci)

. [6] qp(ci) is the number of a concept ci was used as a part of some
queries in the query log. qe(ci) is the number of a concept was used as a query
in the query log. We extract these two features from billions of queries from the
query log3. It is supposed that the ratio of the key concepts would be higher.

3.3 Feature Selection Method

Pairwise Comparison. Pairwise Comparison [21] measures the similarity of
two ranking results. Let E is the set of all elements. A and B are two ranking
results of E. The Pairwise Comparison of A and B is defined as

T = {(x1, x2)|x1, x2 ∈ E} (9)

2 In our corpus |D| = 4.5 billion.
3 Yahoo Search 2009 search query log excerpt.
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C+ = {(x1, x2) ∈ T |x1 ≺A x2, x1 ≺B x2} (10)

C− = {(x1, x2) ∈ T |x2 ≺A x1, x2 ≺B x1} (11)

Pairwise Comparison(A, B) =
‖ C+ ∪ C− ‖

‖ T ‖ × 100% (12)

where ∀ai, aj ∈ A, if i > j, then ai ≺A aj .

Feature Selection with Pairwise Comparison. The Feature Selection
method is based on greedy algorithm. It worked well in some similar machine
learning issues [15]. It is defined as follows:

Algorithm 1. Feature Selection with Pairwise Comparison
C = {f1, f2, ..., fn}
S = ∅
while C �= ∅ do

max = PC(∅) = Pairwise Comparison(Bas, S)
select = NULL
for f in C do

PC(f) = Pairwise Comparison(Bas, S ∪ {f})
if PC(f) > max then

max = PC(f)
select = f

end if
end for
if select == NULL then

break
else

C = C - {select}
S = S ∪ {select}

end if
end while
return S

Bas is a ranking result as the basis of the algorithm. For each feature f in
C, we calculate the Pairwise Comparison between Bas and S

⋃{f}. We let
Pairwise Comparison(A, ∅) = 0, if A 
= ∅.

4 Experiments

In this section, we describe the details about our experiment results of our work.
First, we provide a brief introduction of the corpora we used in our experiments.
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Then we assess our model with 3 experiments. Section 4.2 assess the effective-
ness of our supervised machine learning model with a non-supervised weighting
approach. Section 4.3 analyze the utility of various features used in our model
with Feature Selection Method outlined in Section in 3.3 and a feature contribu-
tion experiment. Section 4.4 compare the result of our model with another well
known supervised machine learning model [6].

4.1 Experiments Preparation

The data source we used in our experiments are provided in Table 3. ROBUST04
is a newswire collection and W10g is a web collection. We also extract 5000
queries from search log4 for assessing the effectiveness of our supervised machine
learning model.

Table 3. TREC collections and Queries of Search Log

Name Topic Numbers
ROBUST04 250 (301-450, 601-700)
W10g 100 (451-550)
QUERIES of Search Log 5000

We employ Support Vector Machine as our machine learning algorithm. The
details of the our supervised machine learning approach are outlined in Section 3.

4.2 Concept Weighting Results

In this section, we assess our supervised machine learning model via comparing
with a non-supervised weighting method. In the first step of this experiment, we
examine how well our proposed model classify the concepts into 3 sets outlined
in Section 1. Then we test whether our proposed model outperforms a simple
non-supervised weighting approach where idf(ci) weighting are directly used to
classify the concepts. All < desc > queries in TREC collections and queries from
search log are labeled by professional surfers.

In the first step of the experiment, we use our proposed model to classify the
concepts into 3 sets according their importance.

We use a cross-validation approach to get the final test results. For the TREC
collections, all < desc > queries are divided into subsets of 50 queries. For queries
of search log, each subset contains 1000 queries. Each subset will be regard as a
test set in turn, while the rest of subsets serve as a training set. Experiments are
run independently for each data collection. At last, average results on all test
sets will be reported as our final results.

In the second step of the experiment, we use a simple non-supervised ap-
proach, idf(ci) directly, to classify the concepts. We assign each concepts to the
corresponding result set according to the idf(ci) ranking results. Each subset of
collection is tested and the average results are reported.
4 Yahoo 2009 Search Log.
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Table 4. Comparison Results

Our Model idf(ci)
NAME WEIGHT ACC RECALL ACC RECALL

3 82.20% 81.00% 54.10% 50.20%
ROBUST04 2 80.33% 79.40% 52.33% 54.20%

1 93.40% 90.33% 71.42% 75.27%
3 84.67% 82.20% 65.58% 67.33%

W10g 2 83.67% 81.40% 66.49% 68.58%
1 94.47% 91.20% 74.47% 70.26%
3 85.10% 83.50% 67.40% 62.49%

QUERIES of Search Log 2 84.70% 81.77% 65.33% 60.33%
1 94.67% 92.31% 75.18% 69.84%

Table 4 is the comparison of accuracy and recall results for ROBUST05, W10g
collections and queries of search log, when using svm algorithm with the features
detailed in Section 3 and a single idf for concept weighting.

Table 4 shows that for test results of all collections our proposed model out-
performs idf(ci) ranking. We note that most of misclassification cases are the
queries contain multiple key concepts. It’s the reason that the effectiveness on
ROBUST04 collection is not so good as other two collections. For the topics of
ROBUST04 collection tend to contain more verbose < desc > queries, multiple
key concepts are more common in it.

4.3 Feature Analysis

In this section, we analyze the utility of the various features we used in our
supervised machine learning model. First, we use feature selection method de-
tailed in Section 3.3 to analyze the features. Then, in order to assess the feature
contribution, for each feature, we evaluate the influence to the effectiveness of
the model with the rest of features.

Feature Selection. Pairwise Comparison and Greedy algorithm has been
proven worked well in some similar machine learning problems [15]. We employ
them as our feature selection method. The experiments described in previous
section are repeated with different features combination. In each iteration, the
best feature will be moved to selected features set. The details of the selection
algorithm has been described in Section 3.3. Table 5 reports the feature selec-
tion experimental results. We can get several conclusions from the results of the
feature selection.

First, The results in Table 5 indicates that all features have positive impact
to overall accuracy. However, we note that not all features are positive to every
collection. For example, ridf(ci) have a little negative impact for the ROBUST04
collection. Second, for each feature, it has different contribution to each collec-
tion. It depends on the types of collections and features. For example, the W10g
collection prefer the feature ridf(ci), however, ridf(ci) has a little negative im-
pact on ROBUST04 collection. Third, though some features in our model are
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Table 5. Feature Selection with Pairwise Comparison

Feature ROBUST04 W10g Queries Overall
{cf} 52.31% 55.67% 56.77% 54.92%
{ihf} 55.41% 58.40% 57.10% 56.97%
{cfiaf} 63.70% 66.77% 68.44% 66.30%
{hf} 51.77% 59.67% 57.20% 58.20%
{idf} 56.71% 60.10% 62.30% 59.70%
{ridf} 55.40% 52.77% 56.70% 54.96%
{ qe

qp
} 59.70% 53.71% 60.10% 57.84%

{cfiaf} + {cf} 69.23% 70.30% 72.13% 70.55%
{cfiaf} + {ihf} 72.41% 75.60% 76.10% 74.70%
{cfiaf} + {hf} 70.22% 74.11% 72.17% 72.17%
{cfiaf} + {idf} 71.01% 74.77% 77.10% 74.29%
{cfiaf} + {ridf} 69.15% 72.27% 74.11% 71.84%
{cfiaf} + { qe

qp
} 71.67% 74.47% 75.60% 73.91%

{cfiaf, ihf} + {cf} 73.11% 77.21% 77.32% 75.88%
{cfiaf, ihf} + {hf} 74.44% 76.33% 77.12% 75.96%
{cfiaf , ihf} + {idf} 76.70% 82.72% 78.64% 79.35%
{cfiaf, ihf} + {ridf} 73.34% 78.37% 78.89% 76.87%
{cfiaf, ihf} + { qe

qp
} 75.11% 77.47% 79.67% 77.42%

{cfiaf, ihf, idf} + {cf} 76.88% 83.17% 80.50% 80.18%
{cfiaf, ihf, idf} + {hf} 78.92% 83.47% 82.33% 81.57%
{cfiaf, ihf, idf} + {ridf} 76.40% 82.97% 79.10% 79.49%
{cfiaf , ihf , idf} + { qe

qp
} 79.92% 83.67% 83.10% 82.23%

{cfiaf, ihf, idf, qe
qp
} + {cf} 80.20% 83.84% 83.44% 82.49%

{cfiaf , ihf , idf , qe
qp

} + {hf} 81.20% 84.13% 84.67% 83.33%

{cfiaf, ihf, idf, qe
qp
} + {ridf} 79.87% 84.04% 83.00% 82.30%

{cfiaf , ihf , idf , qe
qp

,hf} + {cf} 81.82% 85.31% 86.21% 84.45%

{cfiaf, ihf, idf, qe
qp

, hf} + {ridf} 81.18% 85.45% 83.67% 83.43%
{cfiaf , ihf , idf , qe

qp
,hf , cf} + {ridf} 81.10% 86.77% 86.22% 84.70%

biased towards different collections, our proposed model is basically not biased
towards any specific query type. It more general than simple non-supervised
approaches.

Feature Contribution. In order to assess the contribution and the impact
of each feature, we repeat the experiments with different features set. In each
iteration, a single feature is moved from the full feature set and the rest of
features used to assess the effectiveness of the model. Table 6 reports the feature
contribution experiments result. The positive value indicates the accuracy is
increased after removing the feature, while negative value indicates the accuracy
is decreased after removing the feature.

From the results, we can get some similar conclusions in Feature Selection
experiments. First, features are biased toward different data collections. Same
conclusion was also got in Feature Selection Experiments. Second, most of non-
biased features do not perform very well, while the biased features are not
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Table 6. Feature Analysis Experiments Results

cf(ci) ihf(ci) cfiaf(ci) hf(ci) idf(ci) ridf(ci) qe(ci)
qp(ci)

ROBUST04 -1.71% -2.40% -3.71% -1.80% -3.37% +3.07% -1.15%
W10g -3.60% -4.07% -8.94% -3.71% -8.67% -6.91% -4.45%

Queries of Search Log -4.10% -1.97% -6.70% +2.90% -1.61% -3.31% -6.97%

general enough. It the restriction of non-supervised approach. However, super-
vised machine learning approach as both biased features and non-biased features
the input and get a general model for key concepts detection.

4.4 Key Concepts Identification Results

In this section, we evaluate the effectiveness of our proposed model via compar-
ing with another supervised machine learning approach [6]. Bendersky et. al [6]
proposed a supervised machine learning approach for discovering key concepts
in verbose queries. They assign weighting to each concept and select the con-
cept with the highest weight as the key concept of the query. They employ the
AdaBoost.M1 meta-classifier with C4.5 decision trees as base learners [7]. They
extract just one key concept from each verbose query, however, there are often
not only one key concept in a natural language query. We try to extract all key
concepts from queries. It’s the difference between our work and Bendersky et.
al’s work [6]. Bendersky et. al’s work [6] are similar to us and can significant
improve retrieval effectiveness for verbose queries in their experiments. So we
choose the method as the baseline.

In the experiments, we select top k concepts with baseline approach as the
key concepts set. Our proposed model is designed to extract the key concepts
set directly. We use the cross-validation approach outlined in Section 4.2 to get
the experiment results.

Table 7 reports the accuracy and the mean average precision(MAP) results
when either the baseline AdaBoost.M1 or our model. For the key concepts set
may contain more than one key concept, so we use MAP to assess the effec-
tiveness. The results in Table 7 and Fig. 1 show that for all tested collections
our proposed approach outperforms the baseline method. We note that most
of misclassification cases are ambiguous concepts. For the queries that contain
several key concepts, it is hard to judge whether an ambiguous concept belongs
to the key concepts set.

Table 7. Key Concepts Identification Results

Our Model AdaBoost.M1

NAME ACC MAP ACC MAP
ROBUST04 81.20% 84.00% 72.50% 83.8%

W10g 85.30% 86.67% 80.67% 86.80%
QUERIES of Search Log 87.40% 88.33% 82.20% 85.33%
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ROBUST04 W10g Queries of Search Log
70%

75%

80%

85%

90%

 

 

AdaBoost.M1
Our Model

Fig. 1. Comparison of our model and AdaBoost.M1

5 Conclusions and Future Work

In this paper we proposed a supervised machine learning approach for detect-
ing the key concepts from natural language queries. We use 2 standard TREC
collections and 1 Query collection to assess the effectiveness of our model.

For modern search engines, one of the main issues in query analysis is detecting
the key concepts from queries. It’s the foundation of many query processing prob-
lems. The most difficult part of the problem is the results would be highly amplified
in the retrieved documents. If the key concepts were detected wrong, it would lead
a lack of focus on the main topics of the query in the retrieved documents.

We use features with anchor analysis and other common features as the in-
puts of our supervised machine learning algorithm. It is known that queries and
documents are organized by different language, while anchor language is so much
similar to query language. Both of them try to summarize documents. Moreover,
the link relationship between anchors and urls are similar to the relationship be-
tween queries and clicked urls in search engine log. It has been proved that
the anchor analysis approach performed well for key concepts identification and
weighting problem in our experiments.

There are still some issues needed to be addressed as future work. First, we
plan to extract more query-dependent features as the input of our proposed
model. In the experiments, we observed that some concepts are always non-
key concepts. Intuitively, concepts in different queries should be assign different
weight. However, most of features of machine learning algorithm are global fea-
tures. They do not perform well on these queries. We need to extract more
significant query-dependent features as the input of machine learning algorithm.
Second, besides key concepts set, we plan to pay more attention to second grade
concepts in verbose queries, such as “download” in the former query. It is not
the key concept, however, it indicates that the user want a download page,
but not a introduction page. These second grade concepts are not the most
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important concepts for query, however, it also provide a lot of information indi-
cate the users search goals.
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Abstract. Host compromise is a serious security problem for operating systems.
Most previous solutions based on integrity protection models are difficult to use;
on the other hand, usable integrity protection models can only provide limited
protection. This paper presents SecGuard, a secure and practical integrity pro-
tection model. To ensure the security of systems, SecGuard provides provable
guarantees for operating systems to defend against three categories of threats:
network-based threat, IPC communication threat and contaminative file threat. To
ensure practicability, SecGuard introduces several novel techniques. For example,
SecGuard leverages the information of existing discretionary access control in-
formation to initialize integrity labels for subjects and objects in the system. We
developed the prototype system of SecGuard based on Linux Security Modules
framework (LSM), and evaluated the security and practicability of SecGuard.

1 Introduction

Background. As the increment of the Internet-scale, computer systems are faced with
more threats. For example, the Internet worms can compromise and propagate hosts by
compromising vulnerable computer systems. Compromised hosts may be organized to
launch large-scale network attacks. Most existing efforts defend against such attacks by
using the network-level techniques (e.g., firewalls and NIDS). However, the study in [1]
claims that network-level solutions cannot resist such attacks fundamentally, because:
1) software on hosts are buggy, and 2) discretionary access control (DAC) mechanism is
insufficient against network-based attacks. Therefore, the problem should be addressed
by introducing mandatory access control (MAC) mechanism into operating systems.
Existing MAC models (e.g., DTE [2,3], SELinux [4], Apparmor [5,6], and LIDS [7])
are very complex to configure and difficult to use. For example, there are many different
categories of objects in SELinux; moreover, after configuring such MAC models, some

� The first three authors of this paper are alphabetically ordered according to first names.
�� Corresponding Author.

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 370–375, 2011.
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existing applications will not be used. On the other hand, there has also been some
efforts on practical MAC models (e.g., LOMAC [8] and UMIP [1]). However, these
solutions only provide heuristic approaches without strong guarantees (e.g., provable
guarantees). Furthermore, these models are evaluated only against synthetic attacks
and designed based on some strong assumptions. For example, UMIP model allows
the remote system administration through secure shell daemon (sshd) to be completely
trustworthy (this means the integrity level of that process can not drop). Nevertheless,
attackers can actually always successfully exploit bugs in such daemon program, and
then “overwhelm” the system. In summary, it is still an open question that how to design
a secure and practical MAC model to protect the integrity of operating systems.

Our approach and contributions. This paper presents SecGuard, a secure and prac-
tical integrity protection model for operating systems. SecGuard aims to resist three
categories of threats: network-based threat, IPC communication threat, and contamina-
tive file threat1. SecGuard has the following contributions: 1) SecGuard secures operat-
ing systems from three categories of threats: network-based threat, IPC communication
threat, and contaminative file threat; 2) SecGuard is a practical MAC model, and it is
easier to be configured and used than the existing MAC models; 3) SecGuard provides
provable guarantees; therefore, the security of the model can be ensured in theory; and
4) SecGuard has been developed as a prototype system in Linux, and we present some
representative designs and evaluations.

Roadmap. The rest of this paper is organized as follows. Threat scenarios and assump-
tions are described in Section 2. Section 3 shows details of SecGuard. Our evaluations
are given in Section 4. Finally, we conclude in Section 5.

2 Threat Scenarios and Assumptions

Threat Scenarios. SecGuard aims to defend against three categories of threats: 1)
Network-based threat. Because the applications of system may contain some bugs, at-
tackers are able to utilize the network to inject malicious code into our hosts. Even
though the attackers will not launch the active attack, careless users still might also
download the malicious code into their local hosts from insecure network; 2) IPC
communication threat. When two processes communicate with each other, one pro-
cess might read the IPC object owned by the other process. However, the IPC object
might contain malicious codes which can destroy the integrity of systems; and 3) Con-
taminative file threat. The most common way to destroy the integrity of system is one
particular process may read the system objects carrying malicious code, and thus the
data owned by this process will be modified by the malicious code.

Assumptions. Three assumptions: 1) We assume that network server and client pro-
grams contain bugs and can be exploited by the attacker; 2) We assume that users may
make careless mistakes in their operations, e.g., downloading a malicious file from the
Internet and reading it; and, 3) We assume that the attacker cannot physically access
the host. Based on the above assumptions, SecGuard aims to ensure attackers can only

1 The existing study in [8] has pointed these three categories of attacks are the main threats in
operating systems.
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Table 1. Definitions of Symbols of Initialization Algorithm

dac list DAC information list of system
other − bits(9 − bits) the 7th, 8th, and 9th bits of 9-bits of DAC authority
group − bits(9 − bits) the 4th, 5th, and 6th bits of 9-bits for DAC authority
user − bits(9 − bits) the 1st, 2nd, and 3rd bits of 9-bits for DAC authority

object(i).s i the important integrity level of object(i)
object(i).s c the current integrity level of object(i)

user(j).s i the important integrity level of user(j)

user(j).s c the current integrity level of user(j)

object(i).owner.s i the important integrity level of the user who is the owner of object(i)
object(i).owner.s c the current integrity level of the user who is the owner of object(i)

obtain limited privileges (not root information) and cannot compromise the operating
system integrity under most attack behaviors.

3 Design of SecGuard

In this section, we discuss all the details of SecGuard. Because we have developed
SecGuard as a prototype system for Linux by using the Linux Security Module (LSM)
framework [9], the description of SecGuard is mainly based on our design for Linux.
Actually, SecGuard can be easily adopted to other UNIX variants with minor changes.

Design of SecGuard’s integrity labels. SecGuard assigns two integrity labels to sub-
jects (e.g., processes) in the system: important integrity label of subject (denoted as
s i(s)) and current integrity label of subject (denoted as s c(s)). Both of s i(s) and
s c(s) have two levels (i.e., values): high or low. Meanwhile, SecGuard also assigns
objects (e.g., files) with two integrity labels. They are important integrity label of object
(denoted as o i(o)) and current integrity label of object (denoted as o c(o)) respectively.
The same as s i(s) and s c(s), both of o i(o) and o c(o) also have two levels: high or
low. Notice that we define important integrity level as the level of important integrity
label, and define current integrity level as the level of current integrity label.

How to initialize the level of integrity labels for subjects? In SecGuard, only the
important integrity levels of root processes (system-level processes) are high, and their
current integrity levels are high in the startup. Normal processes’ important integrity
levels should be set to low, and their current integrity levels are also set to low. When a
process (subject) is created, it will inherit both the important integrity level and current
integrity level from its parent process. In sub-process’s life cycle, its important integrity
level can not be changed. On the other hand, the current integrity level of subject can
be changed dynamically according to the security policy of SecGuard model.

How to initialize the level of integrity labels for objects? SecGuard introduces a
novel Initialization Algorithm for initializing the level of integrity labels of objects in
the system. The algorithm leverages existing DAC information of system to initialize
the configuration of integrity level for objects. Notice that we only pay attention to the
9-bits mechanism for DAC, and the current DAC enhanced by ACL mechanism is not
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Algorithm 1. Initialization Algorithm for Objects

for each object(i) in dac list do1

if the other-bits(9-bits) of object(i) is writable then2

object(i).s i ← low;3

object(i).s c ← low;4

continue;5

if the group-bits(9-bits) of object(i) is writable then6

for each user(j) in group of object(i) do7

if user(j).s i = low && user(j).s c = low then8

object(i).s i ← low;9

object(i).s c ← low;10

break;11

continue;12

if the user-bits(9-bits) of object(i) is writable then13

object(i).s i ← object(i).owner.s i;14

object(i).s c ← object(i).owner.s c;15

our consideration, since the information provided by ACL mechanism is not used by
Initialization Algorithm. To elaborate the Initialization Algorithm clearly, we present
the meanings of symbols of the algorithm in Table 1. The Initialization Algorithm ini-
tializes the configuration of integrity level for objects in the system based on three key
steps which are shown in Algorithm 1. More details of Initialization Algorithm are
shown in [10].

SecGuard’s security properties. In SecGuard, when a subject accesses an object or
communicates with a subject, the accessed object or subject must be in available state;
If a subject can read an object, the current integrity level of the subject must dominate
(i.e., be higher than or equal to) the current integrity level of the object and the important
integrity level of the subject must dominate the important integrity level of the object;
If a subject can modify the content of an object, the current integrity level of the subject

Current Integrity

High

Current Integrity

Low

The Integrity Rules for Level-changed of Subject: 
(a) Receive traffic from remote network;
(b) Communicate with low-integrity subject;
(c) Read a low-integrity object.

(b)

(a)

(c)

Fig. 1. SecGuard’s Security Policies
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must dominate the important integrity level of the modified object. Due to the limited
space, we move formal description of SecGuard’s security properties to [10].

SecGuard’s security policies. The level-changed conditions of a subject’s current in-
tegrity are shown in Fig. 1: 1) When a subject receives the traffic from network (e.g.,
downloads some files or scripts), the subject drops its current integrity level to low;
2) After a subject, whose current integrity level is high, communicates with a subject
whose current integrity level is low, the former drops its current integrity level to low,
and 3) When a subject, whose current integrity level is high, reads an object whose cur-
rent integrity level is low, the subject drops its current integrity level to low. Due to the
limited space, we move formal description of SecGuard’s security policies to [10].

Provable guarantees. We provide provable guarantees to SecGuard. Due to the limited
space, we move all the formal proofs to [10].

4 Evaluation

We have developed SecGuard as a prototype protection system for Linux based on
the Linux Security Module (LSM) framework. Due to the space constraints, we only
present some representative designs and evaluations. We move all the details of our
experiments to [10].

Prototype. The basic implementation of SecGuard is as follows. Each process has two
integrity labels, and when the one is created, it inherits the important integrity level from
its parent process. SecGuard can not restrict the process whose current integrity level is
high; however, a low current integrity process cannot perform any sensitive operation
in the system. If a process can send a request, it must be authorized by both the DAC
of the system and SecGuard. Due to the space constraints, we cannot present details for
the implementation of SecGuard.

Evaluation of practicability of SecGuard. In order to evaluate the practicability of
SecGuard, we built a server with Fedora Core 8, and enabled SecGuard as a security
module loaded during the system booting. The existing programs of the system have not
been affected after our security module loading. After that we installed some normal
applications and the system can still provide services. SecGuard contributes several
features of practicability on the operating system: the novel initialization algorithm,
without complex configuration of integrity labels, and existing application programs
and common practices for using can still be used under SecGuard.

Evaluation of security of SecGuard. Actually, our formal proof has provided strong
guarantees to SecGuard (see [10] for details). Here, we use Linux Rootkit Family (LRK)
to attack our system. The LRK is a well-known rootkit of user-mode and it can replace
many system programs and introduce some new programs to build backdoors and to
hide adversaries. LRK can be installed successfully and replaces the current SSH dae-
mon in the system when SecGuard was closed. Then, we connect to the server as root
with the predefined password. When SecGuard run, installation is failed and system
returns a permitted error. Thus, our system remained security under SecGuard.
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5 Conclusion

This paper presents SecGuard, a novel secure and practical integrity protection model
for operating systems. Aiming to three threats in systems: network-based threat, IPC
communication threat, and contaminative file threat, SecGuard provides a robust de-
fense for operating systems, and leverages information in the existing discretionary
access control mechanism to initialize integrity labels both for processes and files in
systems. Furthermore, SecGuard provides provable guarantees to SecGuard. Finally,
we describe the implementation of SecGuard for Linux and evaluations.
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Abstract. Using our (t, n) threshold proxy signature scheme, the orig-
inal signer can delegate the power of signing messages to a designated
proxy group of n members. Any t or more proxy signers of the group can
cooperatively issue a proxy signature on behalf of the original signer,
but t−1 or less proxy signers cannot. Recently, in order to eliminate the
use of certificates in certified public key cryptography and the key-escrow
problem in identity-based cryptography, the notion of certificateless pub-
lic key cryptography was introduced. In this paper, we present a trace-
able certificateless threshold proxy signature scheme based on bilinear
pairings. For the privacy protection, all proxy signers remain anonymous
but can be traceable by KGC through a tag setting. We show the scheme
satisfies the security requirements in the random oracle model. To the
best of our knowledge, our scheme is the first traceable certificateless
threshold proxy signature scheme from bilinear pairings.

Keywords: certificateless cryptography; proxy signature; threshold.

1 Introduction

The concept of proxy signature was first introduced by Mambo et al. in 1996
[8]. Since Mambo el al.’s scheme, many proxy signature schemes have been
proposed[2,3,7]. Based on the ideas of secret sharing and threshold cryptosys-
tems, Zhang and Kim et al. independently constructed the first threshold proxy
signatures in [11] and [5], respectively. ID-based cryptography which was intro-
duced in 1984 by Shamir [9]: the public key of each user is easily computable
from a string corresponding to this user’s identity, (such as an email address),
while the private key associated with that ID is computed and issued secretly to
the user by a trusted third party called private key generator (PKG). The first
work on ID-based threshold proxy signature was proposed by Xu et al. [10].
� Corresponding Author.
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To simplify the certificate management in traditional public key infrastruc-
ture and overcome the drawback of key escrow in ID-PKC simultaneously, Al-
Riyami and Paterson[1] proposed a paradigm called certificateless public key
cryptography(CL-PKC) in 2003. The concept was introduced to suppress the
inherent key-escrow property of identity-based public key cryptosystems (ID-
PKC)without losing their most attractive advantage which is the absence of
digital certificates and their important management overhead. Like ID-PKC, cer-
tificateless cryptography does not use public key certificate[1,12], it also needs
a third party called Key Generation Center(KGC) to help a user to generate
his private key. In their original paper[1], Al-Riyami and Paterson presented a
CLS scheme. Certificateless cryptography have some advantages over traditional
PKC and ID-PKC in some aspects. In this paper, we introduce the notion of
threshold proxy signature into certificateless cryptography and propose a con-
crete certificateless threshold proxy signature scheme with traceability.

2 Construction of Our Scheme

We employ some ideas of the certificateless signature scheme in [12], and the ID-
based threshold proxy signature scheme in [6]. The proposed scheme involves five
roles: the Key Generation Center (KGC), an original signer(OS) with identity
A, a set of proxy signers PS = {B1, B2, · · · , Bn} with n members (where IDBi

is the identity of the ith (1 � i � n) member), a set of real signers RS =
{C1, C2, · · · , Ct} with t members (where IDCj is the identity of the jth (1 � j �
t) member), and a verifier. Our scheme consists of the following 8 phases.

MasterKeyGen: Given a security parameter k ∈ Z, the algorithm works as
follows:

1. Run the parameter generator on input k to generate a prime q, two groups
G1, G2 of prime order q, two different generator P and Q in G1 and an
admissible pairing ê : G1 ×G1 → G2.

2. Randomly select a master-key s ∈R Z∗
q .

3. Set the system public key by Ppub = sP .
4. Choose cryptographic hash functions H1, H3, H5 : {0, 1}∗ → G1 and H2, H4 :

{0, 1}∗ → Z∗
q .

PartialKeyGen: Given a user’s identity ID ∈ {0, 1}∗, KGC first computes QID =
H1(ID). It then sets this user’s partial key pskID = sQID and transmits it to
user ID secretly. It is easy to see that pskID is actually a signature[4] on ID for
the key pair (Ppub, s), and user ID can check its correctness by checking whether
ê(pskID, P ) = ê(QID, Ppub).

UserKeyGen: The user ID selects a secret value xID ∈R Z∗
q as his secret key

uskID, and computes his public key as upkID = xIDP .
ProxyCertGen: The original signer, A issues a warrant ω which contains all the

delegation details, such as OS’s ID, the limitations, the time-window, etc.
On inputs Params, original signer A’s identity IDA, his partial key pskIDA

and user secret key uskIDA ,the signer A randomly chooses rA ∈R Z
∗
q , computes
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UA = rAP and VA = hA1 · pskIDA + rAQ + xIDAhA2, where upkIDA = xIDAP ,
hA1 = H2(ω||IDA||upkIDA||UA)(a||b means string concatenation of a and b),
hA2 = H3(ω||IDA||upkIDA). Then A broadcasts (ω, UA, VA) to all members in
PS.

ProxyShadowGen: Each proxy shadow includes 2 parts: one from OS and the
other from PS.

1. A chooses a random polynomial of degree t− 1 with the secret value rA as
its constant term, i.e., f(x) = rA +

∑t−1
l=1 alx

l(mod q), where al ∈ Z∗
q . After

that A computes Al = alVA, then publishes ê(Al, P ) to all members in PS.
Finally, A computes Ki = f(H4(IDBi))VA + pskIDA + xIDAhA2 and sends
it through a secure channel to Bi for 1 � i � n;

2. Each proxy signer Bi verifies whether

ê(Ki, P ) = ê(QIDA , Ppub)ê(UA, VA)ê(upkIDA , hA2)
t−1∏
l=1

ê(Al, P )Hl
4(IDBi

)(1)

holds or not. If it holds, Bi keeps Ki as the first part of proxy signing key
from original signer.

3. Each Bi (1 � i � n) chooses a random number yi ∈R Z∗
q as her secret value,

computes Wi = yiP and sends Wi to clerk1. After receiving all Wi’s, clerk
computes W =

∑n
l=1 Wi, and broadcasts W to all members in PS. Then Bi

computes ê(P, yiVA) and publishes it to all members in PS.
4. Each Bi chooses a random polynomial of degree t− 1 with the secret value

yi as its constant term, i.e., gi(x) = yi +
∑t−1

l=1 bi,lx
l(mod q), where bi,l ∈ Z∗

q .
Then, Bi computes Bi,l = bi,lVA, ê(P, Bi,l) and publishes ê(P, Bi,l) to all
members in PS. Then each Bi computes Yj,i = gi(H4(IDBj ))VA, and sends
it through a secure channel to Bj for 1 � j � n, j 
= i.

5. Each Bj verifies whether

ê(P, Yj,i) = ê(P, yiVA)
t−1∏
l=1

ê(Bi,l, P )Hl
4(IDBj

) (2)

holds or not. After receiving all Yj,i’s, Bj computes Yj =
∑n

i=1 Yj,i as her
second part of proxy signing key.

Sign: Given its proxy signing key, and a message m ∈ {0, 1}∗, all t members in
RS execute the following procedures to generate their partial signatures:

1. Each Ci (1 � i � t) randomly picks ri ∈R Z∗
q , computes Ri = riP ,Ti =

ripskCi
, and broadcasts Ri and Ti to all other signers in RS.

2. After receiving all other t− 1 Rj ’s and Ti’s, each Ci in RS computes R =∑t
l=1 Ri, T =

∑t
l=1 Ti, H = H5(M ||W ||R + T ),Ei = riPpub and Si = riH +

λi(Ki+Yi), where λi =
∏

Cj∈RS,j =i

0−H4(IDCj
)

H4(IDCi
)−H4(IDCj

) , and sends the partial

signature (Si, Ri, Ti, Ei) to clerk2.
1 Anyone of the proxy signers can be designated as clerk.
2 Anyone of the real signers can be designated as clerk.
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3. Each Ci computes ê(P, λi(Ki + Yi)), and sends them to clerk.

After receiving all partial signatures, the clerk can generate the threshold signa-
ture by the following steps:

1. Compute H = H5(M ||W ||∑t
i=1 Ri +

∑t
i=1 Ti).

2. Accept if all the following equation holds:

ê(P, Si) = ê(Ri, H)ê(P, λiKi)ê(P, λiYi)) (3)

ê(P, Ei + Ti) = ê(Ri, Ppub)ê(Ei, QCi)) (4)

3. Compute S =
∑t

i=1 Si and publishes (ω, (UA, VA),
(S, W, R1, R2, ..., Rt, T1, T2, ..., Tt)) as the traceable signature on message M .

Verify: Given a threshold proxy signature (ω, (UA, VA), (S, W, R1, R2, ..., Rt,
T1, T2, ..., Tt)) on message M , a verifier does:

1. Verify the warrant ω against the certificate (UA, VA) by the following equa-
tion:

ê(VA, P ) = ê(hA1QIDA , Ppub)ê(UA, Q)ê(upkIDA , hA2) (5)

where hA1 = H2(ω||IDA||upkIDA ||UA), hA2 = H3(ω||IDA||upkIDA)
2. Accept the signature if and only if the following equation holds:

ê(S, P ) = ê(UA, VA)ê(W, VA)ê(QIDA , Ppub)ê(upkIDA , hA2)ê(R, H) (6)

where R =
∑t

i=1 Ri, T =
∑t

i=1 Ti, H = H5(M ||W ||R + T ).

Trace: PKG could determine all the real signers by executing the following:

1. Verify the signature is valid.
2. Compute D1 = (s−1mod q)T1.
3. For the pair (R1, D1), try all Bj in PS, and call the one that exactly matches

the following equation as C1:

ê(H1(Bj), R1) = ê(D1, P ) (7)

Then C1 is the one that leaves the trace pair (R1, T1).
4. Repeat the previous two steps until to trace out all the signers in the same

way, and send (D1, D2, ..., Dt) and (C1, C2, ..., Ct) to the verifier.

The verifier accepts if ê(H1(Ci), Ri) = ê(Di, P ) holds(1 � i � t).

3 Analysis of the Scheme

3.1 Correctness

Let Ki be the first part of proxy signing key from original signer for real signer
Ci in RS. Lemma 1 will enable us to establish the correctness of Eq. 6.
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Lemma 1.
∑t

i=1 λiKi = rAVA + pskIDA + xIDAhA2, where λi and VA are
defined in Section 2.

Proof.
t∑

i=1

λiKi =
t∑

i=1

λi(f(H4(IDBi))VA + pskIDA + xIDAhA2)

=
t∑

i=1

λif(H4(IDBi))VA +
t∑

i=1

λipskIDA +
t∑

i=1

λi(xIDAhA2)

= f(0)VA + pskIDA + xIDAhA2

= rAVA + pskIDA + xIDAhA2. �
Similarly, let Yi be the second part of proxy signing key from PS for real signer
Ci in RS. We can show that:
Lemma 2.

∑t
i=1 λiYi =

∑n
j=1 yjVA, where λi and VA are defined in Section 2.

With Lemma 1 and 2, we then show that Eq. 6 holds for our threshold proxy
signature generated by following scheme.

Theorem 1. If all participants honestly follow the scheme, then the threshold
proxy signature can be successfully verified by Eq. 6.

Proof. Equation 6 can be obtained as follows:

ê(S, P ) = ê(
t∑

i=1

riP, H)ê(rAVA + pskIDA + xIDAhA2, P )ê(
n∑

j=1

yjVA, P )

= ê(UA, VA)ê(W, VA)ê(QIDA , Ppub)ê(upkIDA , hA2)ê(R, H). �

3.2 Security Analysis

Now, we show that our scheme satisfies the following security requirements:

1. Strong Non-Forgeability: Our proposed scheme is based on Zhang and
Wong’s certificateless signature scheme [12]. Therefore, our scheme is secure
against forgeability under chosen message attack. Moreover, neither original
signer nor third party is able to create a valid signature, since all secret values
(yi’ s) from PS are not available to them. Therefore, our scheme satisfies
strong unforgeability [8].

2. Strong Identifiability: It contains the warrant ω in a valid proxy signature,
so anyone can determine the ID of the corresponding proxy signers from ω.

3. Strong Non-Deniability: The valid proxy signature contains ω, which
must be verified in the verification phase, it cannot be modified by the proxy
signer. Thus once any t or more proxy signers creates a valid proxy signature
of an original signer, they cannot repudiate the signature creation.

4. Prevention of Misuse: In our threshold proxy signature scheme, using the
warrant ω, we had determined the limit of the delegated signing capacity in
the warrant ω, so the proxy signers cannot sign some messages that have
not been authorized by the original signer.
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4 Conclusion

We have presented a traceable certificateless threshold proxy signature scheme
from the bilinear maps, which allow an original signer to delegate her signing
capability to a group of n proxy signers, and it requires a consonance of at least
t proxy signers in order to generate a valid signature. For the privacy protection,
all proxy signers remain anonymous but can be traceable by KGC through a tag
setting. We note that our scheme may be more efficient than threshold proxy
signature schemes in traditional PKC since it avoid the costly computation for
the verification of the public key certificates of the signers. And no key escrow
in our scheme makes it impossible for the KGC to forge any valid signatures.
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Abstract. Many web applications that do not take reusability and interoperabil-
ity into account are being published today. However, there are demands that de-
velopers provide the ability to collaborate among di�erent web applications. In
e-Science, an application uses the results of other application as input data. In
this paper, we introduce a mashup tool which can easily create a mashup web
application by helping existing cross-domain web applications to collaborate. In
our system, we utilize state-of-the-art technologies, such as cross-document mes-
saging and XMLHttpRequest Level 2 of HTML5, and Transforming JSON.

Keywords: mashup, cross-domain, web application, HTML5.

1 Introduction

Today, a huge number of web applications have been published over the Internet. Users
want to create new mashup web applications by making those existing web applica-
tions collaborate. However, today’s web applications are not designed to take reusability
and interoperability into account. In e-Science, there are many web applications which
have similar components providing the same function developed individually by each
project. If existing web applications could seamlessly exchange data, those existing web
applications could then be reused to construct new mashup web applications. However,
this is diÆcult because the web applications are often located on di�erent servers, so-
called cross-domain servers, and the data structures required by web applications are
often di�erent.

In this paper, we provide a mashup tool which makes it possible to construct new
mashup web application by allowing cross-domain web applications to collaborate.
Our proposed tool provides a sophisticated copy and paste mechanism between distinct
web pages which are managed in di�erent domains. Our tool utilizes state-of-the-art
web technologies, such as cross-document messaging[3] and XMLHttpRequest Level
2 (XHR2)[4] in HTML5[2], and Transforming JSON (JsonT)[1].

The remainder of this paper is structured as follows. Sec. 2 gives an overview of
the architecture, a description of its configuration, and the details of its components. A
conclusion is presented in Sec. 3.

2 System Architecture

Fig. 1 illustrates the system architecture of our tool. In this figure, there are three web
servers, the first one provides a web page called mashup engine page and is used to

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 382–385, 2011.
c� Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. System architecture

control the entire mashup web application. The other servers each provide a web ap-
plication as a component of the mashup web application, and also provide wrapper
pages that are used to intermediate between the mashup engine page and those web
applications.

First, the mashup engine reads a configuration file when the mashup engine page
is loaded using XHR2, which is provided as a new function of HTML5 (Step 0). The
configuration file thus must not exist on the same web server as the mashup engine
page. Based on the configuration, the mashup engine opens all the wrapper pages and
their corresponding web applications. If a javascript object in web application A is
modified, wrapper A sends the data using cross-document messaging, which is also
provided in HTML5 (Step 2). At Step 3, the engine transforms the structure of the data
using Transforming JSON (JsonT), which can transform the structure of JSON based
on configurable rules. Next, in Step 4, the engine sends the transformed data to wrapper
B on web server B via cross-document messaging. If wrapper B receives the data, the
wrapper puts the data into a variable of web application B as a javascript object.

In this way, the mashup tool can seamlessly exchange data between web applications,
even if the web applications are located in di�erent domains, and the data structures
required are di�erent. All communication is via the mashup engine page. In this figure,
there are only two web applications and data is sent from web application A to web
application B, that is, one-way and one-to-one, but our tool can manage any number
of web applications, and supports two-way and one-to-many communications, if those
definitions are written in the configuration file.

2.1 Configuration

List 1 shows an example of a configuration file. A configuration file is written in the
JSON format and is composed of three definitions: application, flow, and JsonT. In lines
1-9, two application definitions are described, and two flow definitions are described in
lines 10-16. The JsonT definition is described in each flow definition in lines 13 and 16.
In this example, the application definitions mean that this mashup web application is
created by the collaboration of two web applications, the first one of which is identified
as “����”, located at ���������	
����	��������������, and embedded in an

http://a.example.com/app-a.html
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List 1. An example of a configuration file

1 � ����������	
� � �
2 ������ � �
3 ���� � �������������������	���
4 ������ � �������������
5 ������ � ��������� ��
6 ������ � �
7 ���� � ���������������
����
8 ������ � �������������
9 ������ � ������� � � ��

10 ���	�� � �
11 ������ � !
12 � �"����
���	
� � �������
13 �#�	
�� � � ������� � � $�
14 ������ � !
15 � �"����
���	
� � �������
16 �#�	
�%��� � �#�	
��#�� � $� � �

iframe whose id is “�����	�” on the mashup engine page. The flow definitions define
two flows, the first one of which indicates that if an output object in the web application
“����” is modified then the object is to be transformed based on the JsonT definition in
line 13 and is to be sent to the web application “����” as input data. A JsonT definition
can be written in the same configuration file directly, or in a di�erent external file as
shown as in line 16. A the JsonT definition in an external file is read by the mashup
engine using XHR2.

2.2 Wrapper

The HTML body tag of a wrapper page contains only an iframe tag to embed its cor-
responding web application page, located on the same web server as the wrapper page.
A wrapper page has two javascript functions. One is used to monitor a javascript object
called “������” on the inner web application page. As soon as the “������” object
is modified, the function serializes the object into a string in JSON format using the
������������� function, and then sends the message string to the mashup engine
page using cross-document messaging. The other function is an event handler func-
tion called when a message is received by cross-document messaging. After receiving
a message, the event handler function checks whether the source of the received mes-
sage is the mashup engine page or not. If it is from the engine page, then the function
deserializes the message into an object using the ���������	 function, and then puts
the object into a variable called “�����” on the inner web application page as an input.
After a received object is put into the “�����” variable, the data can be used freely by
the web application with little modification to the application.

2.3 Mashup Engine

The number of iframe tags in the mashup engine page is the same as the number of web
applications used in the collaboration. After reading the configuration file, based on the
application definitions in it, all wrapper pages and their corresponding web application
pages are opened, since they are written in an iframe tag on the wrapper pages.

As soon as the engine page opens the wrapper pages, it sends a connection mes-
sage to every wrapper page using cross-document messaging, because wrapper pages
do not know anything about the engine page and not have the window object of the
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engine page, although the engine page has the window objects of the wrapper pages.
Cross-document messaging uses the window object of its destination page, because
the �����	����	 function in the window object is called to send a message. When
a wrapper page receives a connection message, the wrapper obtains the source of the
message, keeps it as a window object, and then returns an acknowledgment message to
the mashup engine page. If the engine page receives acknowledgment messages from
all wrappers, the preparation of connection windows is finished.

Then, when the engine page receives a message by cross-document messaging, the
engine page checks whether the message is sent from one of the wrapper pages man-
aged. If it is from an allowed wrapper, based on the flow definition, the engine de-
termines the destination of the message. Before sending the message, the message is
transformed based on the JsonT definition in the configuration file, if necessary.

3 Conclusion

In this paper, we introduce a mashup tool to construct mashup web applications by
utilizing collaboration between existing cross-domain web applications as its compo-
nents. Our mashup tool uses state-of-the-art mechanisms: cross-document messaging
and XMLHttpRequest Level 2 in HTML5, and JsonT, allowing users to easily exchange
(and transform) data between multiple existing web applications, even if they are lo-
cated in di�erent domains.

In the demonstration, we will show two demonstrations which have di�erent aspects.
The one is that a sample mashup application which exchanges and transforms sample
data in order to prove the feasibility. The other is that a mashup web application which
collaborates existing real geographic applications to prove the requirements.

Acknowledgment. This work was partially supported by a Grant-in-Aid for Scientific
Research (A) (20240010) from the Ministry of Education, Culture, Sports, Science and
Technology.
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Abstract. We propose to demonstrate the process of capturing and logging  
ontology changes and use these logged changes for ontology recovery and visu-
alization. Change Tracer, a Protégé plug-in we have developed for ontology  
recovery from one state to another (including roll-back and roll-forward) and 
visualization of ontology changes are structured as RDF graph. Users can also 
navigate through the history of ontology changes. 

1   Demonstration 

Knowledge representation and visualization is a collaborative process while dealing 
with information of high dimensions and complex nature represented in ontology. The 
goal is to demonstrate our Protégé plug-in i.e., Change Tracer, that capture and log 
changes (happening to these complex ontologies) in a repository i.e., Change History 
Log (CHL) with conformance to the Change History Ontology (CHO) [1]. On top of 
these logged changes, applications like ontology change management, ontology recov-
ery, change traceability, and to some extent navigation and visualization of changes 
and change effects [1, 2] are implemented. The plug-in consist of two main modules; 

Recovery module is responsible for rolling back and forwards the applied changes 
on model in reverse and forward manner for ontology recovery. SPARQL queries are 
extensively used for the purpose of recovery (see Figure 1-a). For validation of our 
plug-in (Change Tracer), we have checked its change detection accuracy against the 
ChangesTab of Protégé and our plug-in showed good results. Accuracy of high per-
centage for roll-back and roll-forward algorithm is observed [2]. 

Visualization module has two sub modules; a) To visualize the ontology and ontol-
ogy changes in graph like structure. The TouchGraph API has been extended for 
graph drawing. Resources, such as classes, are depicted as nodes and properties as 
edges. Different resources are represented in different color with respect to one an-
other but in uniform color together. An instance is represented in blue color and ex-
pressed in its complete relationships with its associated resources. Numbers of filters 
are supported in our graph view such as zooming in and out of the graph for detail 
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view and Fish-eye view effects. A modified version of the Spring graph drawing 
algorithm is implemented in the visualization that ensures esthetically good looking 
graph structured and well separated nodes. We have also provided a search facility in 
case if the ontology is too large to find a resource. The graph and each resource in the 
graph are also drag-able and the graph refreshes itself.  

The second sub module; b) Visually navigate through the history of ontology 
changes with roll-back and roll-forward operations (see Figure 1-b). Appropriate in-
formation capturing is very important for accurate recovery. We implemented different 
listeners (i.e., KnowledgeBaseListener, ClsListener, SlotListener, FacetListener, and 
InstanceListener) that actively listen to ontology changes during ontology engineering. 
For recovery purpose, first the required ChangeSet instance is extracted from the log 
and then all its corresponding changes are extracted. We used the concept of inverse 
and reverse changes. First, all the changes are converted to their inverse changes (e.g., 
RangeAddition to RangeDeletion) and then implemented in reverse sequence of their 
occurring order on the current version of ontology to get it in previous state. We have 
provided the playback and play-forward features where not only the ontology but the 
changes could also be visually navigated and the trend could be analyzed. Starting 
from the very first version of the ontology, the user can play the ontology changes and 
visualize as well as visually navigate the ontology and ontology changes. Rest of de-
tails on recovery, visualization, and their implementations is available in [2].  

SELECT ?changes ?timeStamp
WHERE
{
?changes docLog:isPartOf changeSetInstance .
?changes docLog:hasTimeStamp ?timeStamp
}
ORDER BY DESC(?timeStamp)

SELECT ?changedTarget ?isSubClassOf
WHERE
{
Resource docLog:hasChangedTarget
?changedTarget .
Resource docLog:isSubClassOf ?isSubClassOf
}

a b

 

Fig. 1. a) Shows the queries used to extract the changes. b) Visualization of ontology with his-
tory playback feature. Users can visually navigate through the history of ontology changes. 

The plan is to demonstrate the plug-in features like change capturing, change log-
ging, ontology recovery, ontology visualization, and visual navigation through the 
history of ontology changes of our developed plug-in. 
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Abstract. In this paper, we present a new conceptual modeling tool, called 
STXER (SpatioTemporal eXtended Entity-Relationship), to support spatiotem-
poral database applications. STXER provides most functions for database con-
ceptual modeling, such as graphical user interface, SQL script generation,  
XML schema definition, and commercial-DBMS-oriented database creation. 
Compared with previous tools, STXER is ER-compatible and supports richer 
spatiotemporal semantics. Thus it can support both non-spatiotemporal and spa-
tiotemporal applications. After an overview of the general features of STXER, 
we discuss the architecture of STXER. And finally, a case study of STXER’s 
demonstration is presented. 

1   Introduction 

Previous works in spatiotemporal database were mainly focused on spatiotemporal 
data models, spatiotemporal indexes, and spatiotemporal query processing. Recently, 
a few spatiotemporal database prototype systems were proposed [1, 2], in which they 
proposed to implement a spatiotemporal DBMS based on a commercial object-
relational DBMS, such as Oracle, DB2, or Informix. However, few works have been 
done in spatiotemporal conceptual modeling, which has been an obstacle to build 
spatiotemporal database applications on the basis of spatiotemporal DBMSs. As tradi-
tional conceptual modeling methods such as ER model can not support the modeling 
of spatiotemporal semantics, it is important to develop a spatiotemporal conceptual 
modeling tool to support spatiotemporal database applications. 

The key challenge to develop a spatiotemporal conceptual modeling tool is how to 
support various spatiotemporal semantics. The commonly-used ER method fails to 
represent spatiotemporal entities and relationships. For example, the lifecycle of a 
geographical object, which refers to its creation, evolution, and elimination, is hard to 
be modeled according to the ER method. Recently, researchers have proposed some 
techniques to support spatiotemporal semantics in conceptual modeling tools. Since the 
ER model was widely used in the conceptual modeling of relational database applica-
tions, many people extended the ER model to support spatiotemporal applications  
[3-7]. For example, N. Tryfona et al [3] presented the STER method for spatiotemporal 
conceptual modeling. It used some special symbols and syntax to add spatiotemporal 
characteristics. This method, to our knowledge, is the only one that considered the 
topological changes into the framework. However, STER does not support modeling of 
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objects’ lifecycle. Besides, STER is very abstractive and no CASE tools have been 
implemented. The MADS tool [4] is much like the ER model, but it is not ER-
compatible and does support rich spatiotemporal characteristics, e.g., the topological 
change is not supported. The DISTIL tool [5, 6] is ER-compatible but does support 
lifecycle and topological change.  

In this paper, we present a conceptual modeling tool for spatiotemporal database 
applications, called STXER. The motivation of STXER is to design an effective tool 
for spatiotemporal applications so that they can create spatiotemporal database sche-
mas in a traditional way used in relational database setting. A preliminary assumption 
of STEXR is that the fundamental spatiotemporal DBMS is built on a commercial 
object-relational DBMS such as Oracle and Informix. This assumption is reasonable 
and practical, as the abstract-type-based approach to implementing a practical spatio-
temporal DBMS has been widely studied and promoted since it is proposed by R. H. 
Güting et al. in 2000 [7]. For example, spatiotemporal extensions on Oracle were 
proposed by different researchers in recent years [1, 2]. Compared with previous 
spatiotemporal conceptual modeling methods, STXER has the following unique  
features: 

(1) It is ER-compatible and offers a graphical user interface similar to traditional 
ER modeling tools, thus it is easy for users to develop spatiotemporal or non-
spatiotemporal conceptual models. 

(2) It supports richer spatiotemporal semantics than previous methods, so it can 
support diverse spatiotemporal database applications. 

2   Features of STXER 

STXER supports four types of spatiotemporal changes, which are described as  
follows: 

(1) TYPE 1 (spatial processes): the spatial attributes of an object change with 
time, such as spread of fire, flowing of flood, moving of a car, or boundary changes of 
a land.  

(2) TYPE 2 (thematic processes): the thematic attributes of an object change with 
time, such as changes of soil type and ownership change of a land. 

(4) TYPE 3 (lifecycle): changes that result in creation of new objects or deletion of 
existing objects, such as split of a land or mergence of several lands.  

(6) TYPE 4 (topological changes): changes of the topo-logical relationships of two 
related objects. For example, the topological relationship between a moving car and a 
road will change with time.  

STXER extends traditional ER model in three aspects. First, it adds spatiotemporal 
types in the type system, so users can use those types to represent spatial or thematic 
processes (TYPE 1 and 2). Second, it adds a new attribute called LC to represent the 
lifecycle of a spatiotemporal object (TYPE 3). Third, it introduces a new type of 
relationship into the ER model, called transformation, to represent the topological 
changes (TYPE 4). 

STXER contains three components (as shown in Fig.1): 
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(1) Graphical User Interface: This module provides a graphical user interface for 
users to define an STXER diagram. Fig.2 shows a snapshot of the user interface, 
which consists of a menu, a toolbox, a model tree view, and a diagram area. We also 
develop an effective algorithm to arrange the graphical elements in the diagram area.  

The most difficult work in the graphical user interface is to adjust the connected 
lines between entities according to users’ operations such as drag and drop of an  
entity, sizing an entity, or moving a line. We develop a partition-based algorithm in 
STXER to adjust the layout of lines when the graphical elements of the model are 
modified. According to this algorithm, the area related with two connected entities is 
divided into six sub-areas, namely a vertical sub-area, a horizontal sub-area, a south-
western sub-area (SW), a north-eastern sub-area (NE), a west-northern sub-area 
(NW), and a south-eastern sub-area (SE). The vertical and horizontal sub-areas al-
ways contain only straight lines, while the SW, NE, NW, and SE sub-areas always 
contain only polylines with one right angle. 

 

Fig. 1. Architecture of STXER 

 

Fig. 2. The graphical user interface of STXER 
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(2) Model Data Processing: In this module, we check the STXER model, and then 
the legal model can be further processed to generate SQL script or export metadata. 
During the checking process, we focus on three types of collisions, namely entity 
collision, relationship collision, and attribute collision. 

(3) I/O File Management: In this module, we define the input and output format of 
the STXER model. The STXER model is finally saved as a .stx file, and the diagrams 
can be exported as .jpg, .bmp, or .png files. The metadata of an STXER model is 
maintained in a XML file. The XML file maintains information about the entities, 
relationships, transformations as well other elements of an STXER model. The XML 
file can be further used to generate a SQL script defining a physical database schema. 
Currently, STXER only allows users to generate the SQL script for Oracle 10g.  

3   Demonstration 

STXER is implemented in C# language under Windows XP Professional and follow 
the object-oriented programming standard. Our demonstration will use STXER to 
create a spatiotemporal conceptual model for a land-use application and then build a 
spatiotemporal database in Oracle 10g. We will show how to quickly create an 
STXER diagram using our tool and represent different types of spatiotemporal seman-
tics. In the demonstration, we will first present an overview of STXER and briefly 
discuss the modeling process of STXER. Then we will choose Oracle 10g as the des-
tination DBMS and connect to the Oracle database server. After that, we will use 
STXER to create spatiotemporal entities, relationships, lifecycles, and transformations 
to define an STXER model for a land-use application. We will also show how to 
check the STXER model and export XML schema and SQL scripts.  
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Abstract. Previous research on spatiotemporal database were mainly focused 
on modeling, indexing, and query processing, and little work has be done in the 
implementation of spatiotemporal database management systems. In this paper, 
we present an extension of Oracle, named STOC (Spatio-Temporal Object Car-
tridge), to support spatiotemporal data management in a practical way. The ex-
tension is developed as a PL/SQL package and can be integrated into Oracle to 
offer spatiotemporal data types as well as spatiotemporal operations for various 
applications. Users are allowed to use standard SQL to access spatiotemporal 
data and functions. After an overview of the general features of STOC, we dis-
cuss the architecture and implementation of STOC. And finally, a case study of 
STOC’s demonstration is presented. 

1   Introduction 

Previous research on spatiotemporal database were mainly focused on spatiotemporal 
data models [1], spatiotemporal indexes [2], and spatiotemporal query processing [2], 
whereas little work has been done in the implementation of real spatiotemporal data-
base management systems. Although there are some prototypes proposed in recent 
years, e.g. BerlinMOD [3], it is still not feasible to use them in commercial applica-
tions, because of their incompatibilities with SQL and standard relational DBMS. 
Some researchers proposed to implement spatiotemporal DBMS based on Oracle [4], 
however, to our best knowledge, there are no real systems built so far.  

Aiming at providing practical support of spatiotemporal data management for vari-
ous commercial applications, we present a spatiotemporal extension of Oracle in this 
paper, which is called STOC (SpatioTemporal Object Cartridge). STOC is based on 
our previous work on spatiotemporal data model [5] and system implementation [6]. 
Unlike the OSTM extension in [6], STOC is built on Oracle Spatial (while the spatial 
types in OSTM are defined by ourselves.) and provides more support on spatiotem-
poral query optimization. STOC is developed using the cartridge technology provided 
by Oracle, which enables us to add new data types as well as functions and indexing 
methods into the kernel of Oracle. The unique features of STOC can be summarized 
as follows: 

(1) It is SQL-compatible and built on a widely-used commercial DBMS (see Sec-
tion 2.1), namely Oracle. Thus it can be easily used in real spatiotemporal database 
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applications and provides a practical solution for spatiotemporal data management 
under current database architecture.  

(2) It supports various spatiotemporal data types (see Section 2.2), such as moving 
number, moving bool, moving string, moving point, moving line, and moving region. 
Combined with the ten types of spatiotemporal operations (See Section 2.3) supported 
by those new data types, users can represent many types of spatiotemporal data in-
volved in different spatiotemporal applications and query different spatiotemporal 
scenarios. 

2   Implementation of STOC 

2.1   Architecture of STOC 

The detailed implemental architecture of STOC is shown in Fig.1. The PL/SQL speci-
fication provides the signature definition and implementation of all spatiotemporal 
data types and functions in the STORM model. The STOC cartridge is the component 
that actually brings spatiotemporal support into Oracle. Once installed, it becomes an 
integral part of Oracle, and no external modules are necessary. When STOC is in-
stalled into Oracle, users can use standard SQL to gain spatiotemporal support from 
Oracle. No external work imposes on users. 

 

Fig. 1. Architecture of STOC 

2.2   The Type System of STOC 

STOC extends two categories of new data types into Oracle, namely spatiotemporal 
data types and temporal data types (as shown in Fig.2). As Oracle has already sup-
ported spatial data management from its eighth version, which is known as Oracle 
Spatial, we build STOC on the basis of Oracle Spatial so as to utilize its mature tech-
nologies in spatial data management. The spatiotemporal data types contain moving 
spatial types and moving base types. The former refers to moving spatial objects in 
real world, while the latter refers to those numeric, Boolean, or string values changing  
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Fig. 2. The type system of STOC 

 

Fig. 3. Defining Moving Point using PL/SQL 

with time. All the new data types are implemented by PL/SQL using the CREATE 
TYPE statement. Fig.3 shows the definition of moving point in STOC. 

2.3  The Data Operations in STOC 

STOC implements ten types of spatiotemporal operations, which are (1) object data 
management operation, (2) object attribute operations, (3) temporal dimension project 
operations, (4) value dimension project operations, (5) temporal selection operations, 
(6) quantification operations, (7) moving Boolean operations, (8) temporal relation 
operations, (9) object relation operations, and (10) distance operations. All the opera-
tions are implemented by PL/SQL and as member functions of spatiotemporal data 
types, as shown in Fig.4. For the space limitation, we will not discuss the details about 
each spatiotemporal operation. However, in the demonstration process, we will show 
how to use those operations to answer different spatiotemporal queries. 

3   Demonstration 

Our demonstration will focus on the scenario shown in Fig.4 and use a real dataset 
describing the movements of the taxi cars in Beijing, China. We will first use STOC  
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Fig. 4. Scenario of STOC demonstration 

 

Fig. 5. Client interface of STOC demonstration 

to create a spatiotemporal database schema and then transform the original GPS data 
into the database. After that, we will show how STOC answer different types of spati-
otemporal queries. All the queries are conducted through a Web-based client interface 
(see Fig.5), which uses Google Maps as the spatial reference framework. We provide 
two methods for users to input a spatiotemporal query, either by entering a SQL 
statement or by a query builder. The self-inputted SQL statements can represent  
different kinds of spatiotemporal queries, while the query builder is only able to  
generate specific queries. The query builder is designed for those who are not experts 
of Oracle to try the STOC system in an easy way, since it can help them generate 
spatiotemporal queries. 
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The management of unstructured data has been recognized as one of the most attract-
ing problems in the information technology industry. With the consistent increase of 
computing and storage capacities (due to hardware progress) and the emergence of 
many data-centric applications (e.g. web applications), a huge volume of unstructured 
data has been generated. Over 80% of world data today is unstructured with self-
contained content items. Since most techniques and researches that have proved so 
successful performing on structured data don't work well when it comes to unstruc-
tured data, how to effectively handle and utilize unstructured data becomes a critical 
issue to these data-centric applications. 

The 2nd International Workshop on Unstructured Data Management (USDM 
2011) aims at bringing together researchers, developers, and users to discuss and 
present current technical developments in the area. We have held The 1st Workshop 
on Unstructured Data Management (USDM 2010) in APWeb 2010 (April 6, 2010, 
Busan, Korea) successfully. It provided a successful international forum for the dis-
semination of research results in unstructured data management. In this year, we have 
received 7 submissions from diverse topics of interest, and 3 of them are selected as 
accepted papers which resolve some issues in unstructured data querying, retrieval, 
analysis, and mining, and also in applications of unstructured data management. The 
Program Committee worked very hard to select these papers through a rigorous re-
view progress and extension discussions, and finally composed a diverse and exciting 
program for USDM 2011. Here we take a brief look at the techniques involved in this 
program. 

With the popularity and development of information technology, increasingly 
growth of data on the internet is generated. It brings many challenge topics on analyz-
ing and mining this unstructured data, including querying and searching based on text 
similarity. During these years, many researches are proposed in leading confer-
ence[1,2] to study similarity search. Techniques including Approximate String Joins 
and Set-Similarity Joins are widely used. In recent years, more and more researches 
focus on how to process on the explosive growth of data and provide quick response. 
In this program, authors of Batch Text Similarity Search with MapReduce study the 
problem of batch text similarity search. Specifically, the authors try to solve two prob-
lems within the MapReduce environment, i.e. online text similarity search and  
variable thresholds, and provide real-time online search.  

Besides text similarity search, sentiment analysis, which is also referred as senti-
ment extraction or sentiment classification, has attracted many researchers in recent 
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years. It aims at determining whether the sentiment expressed in text is positive or 
negative. Although diverse models, such as generative model[3] that jointly models 
sentiment words, topic words and sentiment polarity in a sentence as a triple, or 
global structured model[4] that learns to predict sentiment of different levels of granu-
larity in text, are proposed in droves, sentiment analysis nowadays often maintains a 
low accuracy. One possible reason is that the rapid growth of the internet makes it too 
costly or impractical for some models on large scale data. In this program, authors of 
An Empirical Study of Massively Parallel Bayesian Networks Learning for Senti-
ment Extraction from Unstructured Text propose an algorithm for large scale Bayes-
ian Network structure learning within MapReduce framework. This parallel algorithm 
could capture the structure of Bayesian Network and obtain a vocabulary for analyz-
ing sentiments. 

Nowadays, it is more and more popular to use Resource Description Framework 
(RDF[5]) in knowledge management. It can maintain data relation, automatically 
build tables for RDBMS deployment, link across diverse content sets, and etc. There 
have been many RDF Knowledge Bases, but most of them are with limited sizes. 
Authors of ITEM: Extract and Integrate Entities from Tabular Data to RDF 
Knowledge Base presents a new system ITEM to enlarge the existing RDF datasets 
for using them in knowledge management. 

The workshop will be a forum not only for presenting new research results but also 
for the discussions of practical experiences that can help shaping and solving critical 
problems in unstructured data management. We sincerely hope it provides partici-
pants a chance to get more knowledge in this field.  

We would like to thank the many people who volunteered their to help making the 
workshop a success. We thank Steering Chairs Professor Xiaoyong Du and Professor 
Jianmin Wang for their help and important instructions. We would like to thank the 
PC members: Professor Hongyan Li, Professor Chaokun Wang and Professor Jiaheng 
Lu. We thank Zou Miao servicing as USDM workshop local organization chair. Fi-
nally, we would also like to thank all the speakers and presenters at the workshop, and 
all the participates to the workshop, for their engaged and fruitful contributions. 

References 

1. Berchtold, S., Christian, G., Braunmller, B., Keim, D.A., Kriegel, H.-P.: Fast parallel simi-
larity search in multimedia databases. In: SIGMOD, pp. 1–12 (1997) 

2. Dong, X., Halevy, A.Y., Madhavan, J., Nemes, E., Zhang, J.: Similarity search for web  
services. In: Nascimento, M.A., Ozsu, M.T., Kossmann, D., Miller, R.J., Blakeley, J.A., 
Schiefer, K.B. (eds.) VLDB, pp. 372–383. Morgan Kaufmann, San Francisco (2004) 

3. Eguchi, K., Lavrenko, V.: Sentiment retrieval using generative models. In: Proceedings of 
the 2006 Conference on Empirical Methods in Natural Language Processing, Sydney,  
Australia, pp. 345–354 (2006) 

4. McDonald, R., Hannan, K., Neylon, T., Wells, M., Reynar, J.: Structured models for fine-to-
coarse sentiment analysis. In: Proceedings of the 45th Annual Meeting of the Association of 
Computational Linguistics, Prague, Czech Republic, pp. 432–439 (2007) 

5. Resource Description Framework (RDF): Concepts and Abstract Syntax, 
http://www.w3.org/TR/rdf-concepts 



 

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 400–411, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

ITEM: Extract and Integrate Entities from Tabular Data 
to RDF Knowledge Base 

Xiaoyan Guo1, 2, Yueguo Chen1, Jinchuan Chen1, and Xiaoyong Du1, 2  

1 Key Labs of Data Engineering and Knowledge Engineering, Ministry of Education, China 
2 School of Information, Renmin University of China, China 

{guoxiaoyan,chenyueguo,jcchen,duyong}@ruc.edu.cn 

Abstract. Many RDF Knowledge Bases are created and enlarged by mining 
and extracting web data. Hence their data sources are limited to social tagging 
networks, such as Wikipedia, WordNet, IMDB, etc., and their precision is not 
guaranteed. In this paper, we propose a new system, ITEM, for extracting and 
integrating entities from tabular data to RDF knowledge base. ITEM can effi-
ciently compute the schema mapping between a table and a KB, and inject 
novel entities into the KB. Therefore, ITEM can enlarge and improve RDF KB 
by employing tabular data, which is assumed of high quality. ITEM detects the 
schema mapping between table and RDF KB only by tuples, rather than the ta-
ble’s schema information. Experimental results show that our system has high 
precision and good performance.  

Keywords: Entity Extraction, Schema Mapping, RDF Knowledge Base. 

1   Introduction 

Today, it is more and more popular to use RDF [1] in the knowledge management 
domain [2]. RDF makes it easier to transfer information between different organiza-
tions with high agility and flexibility. RDF can maintain all the data’s relations, auto-
matically build tables for RDBMS deployment, navigate graphically, support multiple 
navigation trees, and link across diverse content sets [3]. 

There have been many RDF Knowledge Bases (RDF KB for short), such as LUBM, 
YAGO, SP2Bench, Barton, Freebase, etc. [4, 5, 12]. These datasets are mainly ex-
tracted from a very few domains even a single domain. For example, YAGO is 
mainly created using the Wikipedia and WordNet’s data. Furthermore, these RDF 
datasets are usually constructed by manual work which highly limits their sizes. For 
those datasets created by automatic tools, it is hard to guarantee precision of the data.  

In order to use RDF for knowledge management, we should have large RDF 
knowledge base in which we can find most of the data we need. Since the existing 
RDF datasets can’t meet our requirements, the problem is then how to enlarge the 
existing RDF datasets. 

An intuitive approach is to integrate all the existing RDF KB into an entire bigger 
one [6]. But this approach will have some problems. Firstly, the same data may have 
many copies in different RDF datasets with different accuracy. It is hard to determine 
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which copy should be the correct one. Secondly, it is difficult to design schema map-
pings between these RDF datasets. Since each RDF dataset is developed independ-
ently. And their data models are heterogeneous, such as data semantics, expression of 
data with same semantic, environments of data sources, etc [7]. 

Another way is to enlarge a RDF KB by employing some external data sources. 
With the rapid development of relational database, we can easily find many public 
relational datasets from the Web. These data have large volume and, since they are 
created by manual work, are of high accuracy. For example, Google Fusion Tables 
[10] enables users to collaborate effectively on data management in the cloud, so we 
can think that the data in Google Fusion Tables are of good quality. Thus the RDF 
knowledge base can be enlarged with large-volume and high-quality data if we can 
effectively transfer the relational tables to RDF entities. We will explain this idea with 
the following example. 

Example 1. Assuming that we have a table, as shown in Table 1. We don’t have its 
schema information. But we can discover that each tuple can represent a football 
player’s basic information, including their name, nationality, current club, height, 
birthday, etc. And we may think the last column may be not useful. 

Also suppose we have a RDF KB as shown in Figure 1. We can find that Messi, 
Ibra. and C.Ronaldo already exist in this RDF KB. But some other players in Table 1 
are missing in the RDF KB like Junmin and Kagawa. However, according to the 
schema of Table 1 and the structure information in Figure 1, we can construct two 
new entities for these two players, as shown in Figure 2. These two entities can be 
integrated into the RDF KB, and then the RDF KB will be enlarged. 

Table 1. Football players’ personal information 

Lionel Messi Argentina Barcelona 1.69m 24 June 1987 99 
Zlatan Ibrahimovic Sweden AC Milan 1.95m 3 October 1981 80 
Cristinano Ronaldo Portugal Real Madrid 1.86m 5 February 1985 90 
…      
Hao Junmin China Schalke 04 1.78m 24 March 1987 60 
Shinji Kagawa Japan Dormund 1.73m 17 March 1989 88 

 

Fig. 1. Entities found in RDF KB 
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Fig. 2. Entities we can construct from Table 1 

To summarize, given a relational table of high quality, we want to enlarge or im-
prove RDF KB by employing these tabular data. In this paper, we build a system, 
ITEM (UI Untegrate UT Uabular data and RDF UE Untities by schema UM Uapping), which can 
extract entities from relational tables and integrate them into an RDF KB. 

Our contributions in this paper are listed below: 
 

i. We propose a novel tool, ITEM, for enlarging RDF KB by extracting entities 
from tables which don’t exist in RDF KB.  

ii. We propose an efficient algorithm for matching tuples with entities.  
iii. We efficiently find the optimal schema mapping between a table and an RDF 

KB by transferring this problem to a known classical problem.  
iv. We examine our proposed method by conducting experiments over real  

datasets. 
 

The rest of paper is organized as following. In Section 2, we introduce some defini-
tions used in the paper and give the problem definition. In Section 3, we present our 
system’s architecture, and describe the algorithms used in our system. In Section 4, 
we analyze ITEM and show our system’s efficiency and effectiveness. Section 5  
analyze related works. Finally, we conclude this paper and discuss some future work 
in Section 6. 

2   Problem Definition  

In this section, we will first introduce some definitions used in this paper, and then 
formally define the problem focused by us.  

2.1   Schemas of Table and RDF Knowledge Base 

A relational table, denoted by T , is a collection of tuples. Each tuple, denoted by t , 
has many fields. Each field has an attribute associated with it. We use 

},...,,{ 21 nAAAA =  to denote the n  attributes of T . Also, )( iAt  denotes the value of 

t ’s thi  attribute.  
An RDF knowledge base, denoted by D , is a collection of entities. Each entity is a 

collection of triples. An entity must have a property indicating its name, and may 
have many other predicates. Each triple is denoted as (name of the entity, predicate, 
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object corresponding to the predicate). We use e  to denote an entity and use 
},...,,{ 21 mPPPP =  to denote its m  predicates, in which 1P  must be its name. Simi-

larly, )( iPe  means the object corresponding to the thi  predicate of e .  

2.2   Mappings between Table and RDF KB 

Definition 1.  A mapping between a tuple and an entity.  
Let us first construct a complete bipartite graph ),( PAG . A mapping between t  and 

e , denoted by ),( etM , is a matching in ),( PAG  which contains two edges at least, 

and one of the two edges must be ))(),(( 1PeAt i  which connects to the name predicate 

1P . Hence, a mapping must contain an edge connecting to the entity’s name.  

 
Definition 2.  The optimal mapping between a tuple and an entity.  
Let ))(),(( ji PeAtsim  be the similarity between )( iAt  and )( jPe , we can then define 

the score of a mapping ),( etM  as follows: 

∑
∈∀

=
MPeAt

ji

ji

PeAtsimMscore
))(),((

))(),(()(  

The optimal mapping ),( etM opt  for t  and e  is the mapping with the largest score 

among all mappings between t  and e . When there are multiple mappings sharing the 
same largest score, we just randomly choose one as the optimal mapping. 

 
Definition 3.  A match of a tuple t  in a KB is an entity e  in the KB such that 

),( etM opt  is larger than or equal to the scores of all other mappings between t  and 

any other entities in this KB.  
Formally, e  is a match of t  in D , iff 

}|),({),( DeetMMAXetM iiopt ∈=  

For the case that the score of the mapping between t  and its match equals to zero, we 
say t  can’t match with this KB. 

 
Definition 4.  A schema mapping between a table T  and an RDF KB D , denoted by 

),( DTΓ , is also a matching in a complete bipartite graph. 

Given a tuple Tt ∈ , its match e  in D , and their optimal mapping ),( etM opt , we can 

generate a schema mapping Γ , such that Γ∈),( ji PA  iff ),())(),(( etMPeAt optji ∈ . 

Here, We call Γ  the schema mapping consistent with t , denoted by tΓ . And this 

schema mapping also has a )( tscore Γ which is equal to )),(( etMscore opt . 
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Definition 5. Paradoxical schema mappings between a table and an RDF KB. 
Given two schema mappings between T  and D : 'Γ  and ''Γ . We say 'Γ  and ''Γ  are 
paradoxical mappings iff '),( Γ∈∃ ji PA , and ''),( Γ∈∃ lk PA , and either one of the 

following two conditions is satisfied: 
i. )()( ljki PPAA ≠∧=  

ii. )()( ljki PPAA =∧≠  

Thus, if the two schema mappings 'Γ  and ''Γ  are not paradoxical, we say they are 
mergeable. We can merge this two schema mappings into a bigger one as follows:  

)}''),(()'),((|),{(''' Γ∈∨Γ∈=ΓΓ=Γ jijiji PAPAPA∪  

and  )''()'()( Γ+Γ=Γ scorescorescore .  
 

Definition 6.  The optimal schema mapping between a table T  and a KB D .  
According to our definitions, each tuple t  in T  has a consistent schema  
mapping tΓ . Let }|{ TtS itM i

∈Γ=  and S  be any subset of MS  such that any two 

mappings in S  are not paradoxical. Given ∪
S

S

∈Γ

Γ=Γ , then, the optimal schema 

mapping ),( DToptΓ  is the schema mapping such that 

)()),((, SoptM scoreDTscoreSS Γ≥Γ∈∀ . 

Finally, the problem focused by us is: 
Given a table T  and an RDF KB D , we try to find the optimal schema mapping 

between T  and D , and integrate all tuples in T , which can’t find their matches 
according to this optimal schema mapping, into D .  

3   Construct Mappings between Tables and RDF 

In this section, we begin with a brief description of the overall system architecture of 
ITEM. We then detail the algorithms used in the system. We will describe how to 
compute the similarity of an attribute with an object corresponding to a predicate, 
how to achieve the entities which are possible matches of a tuple, how to efficiently 
compute the mapping between a tuple and an entity, and how to efficiently compute 
the optimal schema mapping between a table and a KB if given each tuple’s optimal 
mapping with the KB. 

3.1   System Architecture  

Figure 3 shows the main components of ITEM. The system can be split into three 
main parts. The first part is a crawler, which can crawl over the Web and collect the 
pages containing relational data. The second part is the main part of the system, which 
can generate the optimal schema mapping between a table and the KB. The third part 
will generate many entities according to the schema mapping results and integrate 
them into the KB. 
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Fig. 3. System Architecture of ITEM 

Algorithm 1. Vector<Entity> ExtractEntitiesFromTable(T, D) 
Input: a table T, an RDF KB D 
Output: all entities extracted from T and not existing in D 

1 create Mopt[T.size()] to store T’s optimal mappings with D 
2 for (each tuple t in T) { 
3     initialize t’s optimal mapping Mopt[t]’s score to zero 
4     Vector<Entity> vre = findAllRelatedEntities(t); 
5     for (each entity e in vre) { 
6         compute similarities between t’s attributes and e’s objects 
7         construct a weighted bipartite graph G1 
8         invoke KM algorithm to find the matching M 
9         if (score(M) > score(Mopt[t])) 

10             Mopt[t] = M 
11     } 
12 } 
13  
14 construct all the schema mapping S[] according to Mopt[] 
15 compute all the paradoxical schema mappings in S[] 
16 construct a graph G2 according to the paradoxical schema mappings 
17 invoke MWIS algorithm in G2 to find the optimal schema mapping Sopt in S[] 
18  
19 use Sopt to extract all the entities not existing in D, add them to vector<Entity> 

VE 
20  
21 return VE; 
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In the second part, the Tuple Extractor will extract each tuple from the collected ta-
bles, then the Entity Filter will extract all the entities in the KB which are similar to 
this tuple. Given a tuple and an entity, the Comparator will compare each pair of 
attribute and object, and generate a bipartite graph. Then the Mapper1 will generate 
the optimal match according to this bipartite graph, and find the optimal mapping 
between a tuple and the KB. After collecting all the optimal mappings between each 
tuple and KB, the Mapper2 will generate the final schema mapping between the table 
and the KB, and output it. The framework of ITEM is illustrated in Algorithm 1. We 
will introduce the details in the following sections.  

3.2   Compute Similarity of Attributes and Objects  

To compute ))(),(( ji PeAtsim , we divide the strings into three categories according to 

their data formats, i.e. plain name strings, number strings, and time-format strings. 
And we define a comparator for each category. For plain name strings, we use Jac-
card. For number strings, we use the absolute difference. And for time-format strings, 
we use the time interval between those two times. 

If two strings both fall into the same category, we use the comparator of that cate-
gory. If not, we just regard them as plain name strings. Finally, we normalize each 
similarity in order to let each value between zero and one. 

3.3   Filter Out the Entities can’t Be the Match 

In order to compute the mapping between a tuple and the KB, we should compute the 
similarity score of each mapping between each entity in KB and this tuple, and find 
the one with the largest score. There are a large number of entities in KB, but only a 
few of them are related to this tuple. Hence, it is a waste of time if we calculate the 
similarity of every possible mapping pair. We should filter out the non-related or less-
related entities to improve efficiency. 

In our method, we construct a gram based inverted index for all the entities. We re-
gard each entity as an article, which contains all objects of this entity. Given a key-
word, we can then use this inverted index to find the entities containing this keyword.  

We regard each attribute of a tuple as a keyword, then perform keywords search us-
ing the inverted index, and find all the entities which contain at least one keyword. 
We consider these entities to be similar or related to the given tuple, and the other 
entities are irrelevant ones that don’t need further work.  

3.4   Find the Optimal Mapping of a Tuple and an Entity  

For each tuple, we can find all the entities that are similar to it. For each tuple and 
each entity among them, we can find its mapping, and then find the optimal mapping 
to these similar entities. 

According to Definition 1 and 2, for each tuple and entity, we can construct a 
weighted bipartite graph, as shown in Figure 4. In this graph, each attribute and each 
object are regarded as vertices, and we add a weighted edge to each attribute and each 
object, the weight is the similarity of the attribute and object. 
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Fig. 4. A weighted bipartite graph generated for a tuple and an entity (The edges which have 
weight zero are removed) 

We now need to find the optimal mapping of this tuple and this entity. In other 
words, we will find a match in this graph, which has the largest weight sum. So this 
problem can be converted to a Maximum Weighted Bipartite Match Problem, which 

can be solved in )( 3nO  used KM algorithm [8], and with Edmonds and Karp’s  

modifition. 

3.5   Find the Optimal Schema Mapping of a Table and KB  

We now have all the optimal mappings for all the tuples in the given table. We should 
merge all these mappings and find the optimal mapping between a table and a KB. 

For this objective, we generate a graph as follows. Each mapping is regarded as a 
vertex which has a weight indicating the score of this mapping computed by Mapper 
1. Next, for each pair of mappings, if these two mappings are paradoxical, we add an 
edge between these two vertices. Then we should find a subset of the vertices set, and 
the sum of these vertices’ weights is the largest. This problem can be mapped to the 
Maximum Weight Independent Set Problem [9]. Since this problem is NP-hard, we 
adopt a greedy algorithm to solve it.  

Take an example for more details in Figure 5, we will show how to merge all the 
schema mappings generated in Sec. 3.4 to find the optimal schema mapping. In this 
example, supposing we have six schema mappings, we will generate the optimal 
mapping Γ  from them. 

Firstly, we generate a graph with six vertices which is 1M  to 6M . For each vertex, 

we assign a weight to it. The weight is the score of the corresponding schema map-
ping. For example, 20.2)( 11 == MscoreW  for vertex 1M . 

Secondly, we can find that schema mapping 1M  and 2M  are paradoxical because 

1P  matches with 1A  in 1M , but matches with 2A  in 2M . Thus we add an edge be-

tween 1M  and 2M . Similarly, for each pair of vertices (schema mappings), we add 

an edge between them iff they are paradoxical. In Figure 5, they are ),( 21 MM , 

),( 32 MM , ),( 65 MM . 

Thirdly, the problem of finding optimal schema mapping is equivalent to finding 
the maximum weight independent set in the graph generated above. We adopt a 
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greedy algorithm to solve it. We find the vertex which has the largest score, and re-
move all the vertices which are adjacent to the vertex. And then repeat this step until 
all the vertices are consumed. Thus the set },,,{ 5431 MMMM  will be the answer, 

which is shown in the bottom of Figure 5.  

 

Fig. 5. Merge schema mappings to find optimal schema mapping 

Lastly, we will merge all the four schema mappings to one mapping. We extract all 
the different matches in the four mappings, and put them together to form the optimal 
schema mapping Γ , which is shown on the upper right part of Figure 5. 

4   Experimental Results  

4.1   Experiment Setup 

All experiments are conducted on a PC with Intel 2.0GHz Core 2 Duo CPU and 2GB 
memory under Windows Vista Home Basic operating system. All programs are im-
plemented in Java. 

The tables used in this experiment are crawled from Google Fusion Tables [10]. 
Google Fusion Tables is a cloud-based service for data management and integration. 
Google Fusion Tables enables users to upload tabular data files (spreadsheets, CSV, 
KML). Users can keep the data private, or make it public. [16] Since Google Fusion 
Tables enables users to collaborate effectively on data management in the cloud, we 
can assume that the data in Google Fusion Tables are of good quality. The other  
character of Google Fusion tables is that it contains large quantity of tables, about 
200K+ currently.  
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We download all the public tables of Google Fusion Tables. From them, we randomly 
select 100 tables in our experiment. On average there are 7.06 attributes, and 131.07 
tuples in each of these 100 tables. Among all the attribute values in these 100 tables, 
about 27.96% are plain strings, 0.66% is date strings, and 71.38% are number strings. 

We use YAGO as our RDF Knowledge Base [5]. There are 2,796,962 entities, and 
92 different predicates. And the average number of predicates in an entity is 8.46. 

4.2   Experiment Results Analysis 

Effectiveness: 
In order to avoid wrong mappings, in our experiments we only integrate the tables 
whose optimal schema mapping contains two edges at least, and one of them is re-
lated to the name predicate. Then 78 tables can be integrated among all the 100 tables. 
There are totally 13,107 tuples, and 7,788 of them will be injected into YAGO. 
Hence, about 4,000 tuples find their match entities in YAGO. By learning their map-
pings, we transfer all other tuples into entities and insert them into YAGO. Therefore, 
our method can effectively enlarge RDF KB by automatically mapping existing rela-
tional data with RDF KB. 

For the sake of evaluating precision, we randomly choose 100 tuples and their 
match entities, and examine the correctness of the mapping manually. We find that 
more than 90% matches are correct. 

Also, we recheck all the 100 tables, and find 15 new matches that are missed by 
ITEM. After review them one by one, we find that one major shortcoming of ITEM is 
that ITEM can’t match a predicate with multiple attributes. For example, there are two 
attributes, first_name and last_name, in a table. But YAGO uses one predicate to 
indicate the whole name of a person. We will address this issue in our future work. 
 

Efficiency: 
As shown in Sec. 3.3, we construct an inverted list to find the entities which are pos-
sible to be the matches of a given tuple. Specifically, we adopt a token-based index,  
 

 

Fig. 6. Time cost (baseline vs. gram_invert) 
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i.e. each token of a string will be regarded as a word in this inverted list. We call this 
method gram_invert. In the same time, we also implement a baseline method which 
examines all mappings between a tuple with all entities in KB. The result is shown in 
Figure 6. Clearly, gram_invert performs much better than baseline.  

5   Related Works 

Schema matching is the task of finding semantic correspondences between elements 
of two schemas. [11] There are many approaches on schema matching. According to a 
survey [7], automatic schema matching approaches can divide into schema- and  
instance-level, element- and structure-level, and language- and constraint-based 
matching approaches. Furthermore, we can also combine many different matchers as 
a hybrid and composite combination of matchers, and there are many match proto-
types such as Cupid, SEMINT, COMA++ [13].  

Almost all these methods are schema-level. And the previous instance-level ap-
proach doesn’t consider the relations of elements of each instance. They don’t treat all 
the elements (attributes) of an instance (tuple) as a whole. Instead, they just regard all 
the instances of a column as a set, and match columns based on set similarity [14]. 
Our method considers each tuple as a unit for single matching, and derives spastically 
matching of the whole table and the KB by aggregating all single matching of tuples. 

To our best knowledge, there are few works in discovering entities from relation 
tables and integrating them with RDF KB entities. Although COMA++ [13] builds 
mappings between table and RDF, it only uses the schema information to do the  
mapping rather than considers their instances. And they only transform data between 
relations and RDF KBs. They therefore don’t have the ability to extract entities from 
relation tables.  

The problem is also relevant to the set expansion problem [15]. Given a set of enti-
ties in an RDF KB, we want to find even more entities which can be added to this set. 
But there are some differences between our problem with it. We do not pull some 
entities to the KB, but initiatively push all the suitable entities into the KB. It makes 
more sense if we want to incrementally enlarge the knowledge base. 

6   Conclusion and Future Work  

In this paper, we propose ITEM, a tool to extract and integrate entities from relation 
tables to RDF Knowledge Base. We first introduce some definitions and formally 
define the problem. Then we introduce ITEM’s architecture and describe the algo-
rithms used in ITEM to show how to efficiently compute the schema mapping  
between table and RDF knowledge base. Finally, we give some experiments to show 
the effectiveness and efficiency of ITEM. 

In the future, we want to implement our system as a web service and develop a web 
interface for users to upload their tabular data. Also, we would like to improve our 
algorithms to obtain better performance and to solve the existing shortcomings like 
the multi-column matching problem shown in our experiment analysis. 
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Abstract. Batch text similarity search aims to find the similar texts
according to users’ batch text queries. It is widely used in the real world
such as plagiarism check, and attracts more and more attention with
the emergence of abundant texts on the web. Existing works, such as
FuzzyJoin, can neither support the variation of thresholds, nor support
the online batch text similarity search. In this paper, a two-stage al-
gorithm is proposed. It can effectively resolve the problem of batch text
similarity search based on inverted index structures. Experimental results
on real datasets show the efficiency and expansibility of our method.

Keywords: MapReduce, Batch Text Similarity Search.

1 Motivation

Let X = {x1, x2, . . . , xn} be a text database, where xi is a text record (1≤ i ≤ n).
Give a collection of query texts Y = {y1, y2, . . . , ym} where yj is also a text
record (1≤ j ≤ m). The task of batch text similarity search is retrieving all pairs
of (xi, yj) in which the similarity value between xi and yj is no less than a given
threshold ηj (0 < ηj ≤ 1, 1 ≤ j ≤ m).

Text similarity search, a.k.a. text query by example, has been applied widely.
A lot of users submit text similarity search tasks every day, e.g. searching for
similar webpages, looking for persons having common interests in social net-
works. There is a wealth of studies on text similarity searching. However, there
are still some challenges:

1. The popularity and development of information technology leads to the ex-
plosive growth of data on the Internet. For example, the N-gram dataset of
Google [1] has 1 billion records.
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2. The similarity thresholds change constantly according to users’ expectations.
3. Quick response to the users’ queries is highly in demand despite huge data

in the database.

In this paper, batch text similarity search with MapReduce is proposed to
deal with the aforementioned challenges. MapReduce [2] is a new distributed
programming model which can process large datasets in parallel fashion. The
MapReduce framework may be a simple and effective approach to batch text
similarity search due to its automatic load balancing and fault tolerance advan-
tages. Distinguished from FuzzyJoin [3] which is the latest research achievement
of set similarity join using MapReduce, batch text similarity join can support
both online text similarity search and search with variable threshold effectively.

The main contributions of this work are as follows.

1. We propose the PLT inverted file which contains the text prefix, length, and
threshold, in order to support variable threshold.

2. We propose an online batch text similarity searching algorithm Online-
Batch-Text-Search (OBTS), and it is able to find out all the query texts
whose similarity with the original text database are no less than a given
threshold in real-time.

3. Experimental results on real dataset show that OBTS algorithm outperforms
previous works.

The rest of the paper is organized as follows. We review the related work on
similarity text search in Section 2. In Section 3 we introduce some basic con-
cepts and in Section 4 we give the structure of PLT inverted file . The detailed
algorithm is described in Section 5. In Section 6, our algorithm is compared with
the existing works and finally we conclude this work in Section 7.

2 Related Work

A large body of work has been devoted to the study of similarity search [4,5,6,7].
The problem of text similarity search has a lot to do with the problem of string
joins [8,9] as well as set similarity joins [3,10]. An inverted index based probing
method was proposed in [11]. Recently, several filters were proposed to decrease
the number of candidate documents needed to be verified, such as prefix filter
[12], length filter [10,4], positional filter and suffix filter [13].

Three MapReduce algorithms for text similarity search using vector are intro-
duced in [14]. All the three algorithms can find out the top k similar documents
of each query text. However, only the first one, which is in brute force fashion,
is suitable for exact similarity search. Furthermore, this algorithm is inefficient
because it needs to compute the similarity of every two documents.

A 3-stage approach is proposed in [3] for set-similarity joins. The R-S join case
in set-similarity joins is much like similarity search. We can treat the relation
R as a query and S as a text database. However, it is worth noting that this
approach is inefficient, especially for large-scale datasets, because the 3-stage
method have to be run from the beginning to the end when a new query arrives
or the similarity threshold is changed.
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3 Preliminaries

3.1 Word Frequency Dictionary

We introduce a dictionary containing the total word frequency of each word.
A total frequency of a word stands for its occurrences in all records of a text
database. The frequencies are ranked in ascending order in our dictionary. For
example, there is a text database with just two texts: t1 = (a, b, c, d) and t2 =
(c, b, d, e, f). A possible form of the word frequency dictionary is (a, e, f, b, c, d).

3.2 Similarity Metrics

There are several similarity functions available, such as Jaccard similarity func-
tion, cosine similarity function, and overlap similarity function. Jaccard similar-
ity and cosine similarity for two texts x, y are listed as follows:

jaccard(x, y) =
|x ∩ y|
|x ∪ y| (1)

cosine(x, y) =

∑
i

xi • yi√|x| •√|y| (2)

In our work, we denote |x| as the length of the text, measured by the number of
words. |x ∩ y| stands for the common words in x and y while |x ∪ y| stands for
|x|+ |y| − |x ∩ y|.

There are internal relationships among all sorts of similarity functions [13].
As Jaccard similarity function is widely used in algorithm, we adopt it as our
metric. In the example above, the similarity between the two texts t1 and t2 is
3/6 = 0.5.

3.3 Filters

Lemma 1 (prefix filtering principle [12,13]). Provided that the words in
each text are in accordance with the frequency dictionary word order, the p-prefix
stands for the p words before x. Let t be the similarity threshold.

If jaccard(x, y) > t, then

{(|x| − �t • |x|�+ 1)-prefix}
⋂
{(|y| − �t • |y|�+ 1)-prefix} � 1. (3)

We can exploit MapReduce framework and Lemma 1 to construct prefix index,
which will be discussed in detail in Section 5.

Lemma 2 (length filter principle [10,4]). For texts x and y, x is longer than
y. If jaccard(x, y) > t, we have:

|y| � t • |x| (4)
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We can construct a length filter by means of Lemma 2. Based on the filter, each
text xi will only have to compare with the text y which satisfies:

t • |xi| ≤ |y| ≤ 1
t
• |y| (5)

Length filter can further reduce the number of text candidates. The pruning
effect is obvious especially when t is close to 1.

4 PLT Inverted File

Normally, there are vast amounts of data in a text database. Pairwise comparison
between query texts and all the database texts for similarity search is unrealistic.
Normal method of using filters needs to process the database (including comput-
ing the prefix of each text and so on) for each search, which is also inefficient. So
we consider building an index. For the need of prefix filter and length filter, our
index includes the information of prefix, length and similarity threshold, and it
is called PLT inverted file.

According to Lemma 1, we find that when given a similarity threshold, the
query text’s prefix shares at least one common word with the candidate database
texts’ prefix. So the PLT inverted file needs to contain the prefix information of
database texts.

According to Lemma 2, if the length of query text is l, for a given threshold
t, query text only needs to match with the database texts whose length are in
[t∗l, l/t] interval. So the PLT inverted file needs to contain the length information
of database texts.

Prefix length has something to do with similarity threshold. The higher the
threshold, the longer the prefix length. So we need to calculate the maximum
similarity threshold that makes one word appear in the prefix beforehand. Each
line in the PLT inverted file is in the form of <key, list of value>, where key is
a word, and each value contains the following three elements, i.e. id of the text
whose prefix contains the key, the length of the text and the maximum similarity
threshold that makes the key appear in the prefix.

5 Algorithms

In this section, the algorithm OBTS is presented. OBTS includes two phases.
In the first stage, the PLT inverted structure is generated for pruning. In Stage
2, the PLT inverted index structure receives the query text, searches in the
PLT inverted file, and matches the query text and the text database. Finally it
outputs the text pairs with a threshold no less than the given value.

5.1 Stage 1: Generate a Database Prefix Index

The first stage, generating a database prefix index, is divided into three steps.
Step 1 takes charge of ranking of word frequencies. In this step, after the statistics
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Algorithm 1. Calculate Overall Word Frequency

procedure Map(u,x);1

for all token in x do2

Output (token,1);3

end for4

procedure Combine(x,[1, 1. . .]);5

k ← sum of [1,1. . .];6

Output(x, k);7

procedure Reduce(x, [k1, k2 . . .]);8

f ← sum of [k1, k2 . . .];9

Output(x, f);10

Fig. 1. The Generation of Word Frequency Dictionary

for each word frequency is accomplished, word frequencies are sorted in ascending
order to generate a word frequency dictionary. Step 2 generates vectors of all
texts in the database according to the word frequency dictionary. Each text
generates a new vector text in this step. In the final step, the PLT inverted file
is generated.

Overall Word Frequency Sort. This step consists of two MapReduce jobs.
The first job computes the statistics of word frequency. As shown in Algorithm
1, the input of Map function is the text in database while the output of Map
function is the pairs of <token, 1>according to each word in the texts. A Combine
function is used to aggregate the output in order to reduce the network data
transmission from the Map function to the Reduce function. A k is obtained
by accumulating of all the 1 s after the same token. Reducer accumulates all
the k in the same token, and obtains overall word frequency f. The left part
of Figure 1 shows the first job. We assume that there are only 4 texts in the
database for convenience. Take Text 4 as an example. It contains three words,
so Map function will output three pairs: <D, 1>, <M, 1>, <N, 1>. Word D
coming from Text 3 and Text 4 are aggregated for they are processed by the
same Mapper. Reduce function makes a further aggregation, and all occurrences
of the word D in the database are counted.
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Algorithm 2. Word Frequency Sort

procedure Map(x, f);1

Output (f, x);2

procedure Reduce((f, [x1, x2 . . .]);3

for all x ∈ [x1, x2 . . .] do4

Output (x1, null);5

end for6

The second job is to sort words according to f . As shown in Algorithm 2,
the input of Map function is the result of the first job. Map function swaps the
positions of x and f in <x, f>, and MapReduce framework will automatically
sort the pairs according to f. The number of reducer is set to 1 in order to ensure
the correctness of sorting results in the distributed environment. As shown in
the right part of Figure 1, after grouped by key, all the words have been sorted
by f. The output of Reduce function is the word frequency dictionary.

Algorithm 3. Generate the Vector Text

procedure Setup( );1

d ← LoadDocument (frequency dictionary);2

Initialize.Hashtable(H);3

for each word in d do4

Append(H,< word, index >);5

end for6

procedure Map(a, x);7

v ← ComputeVector(x, H);8

Output (a, V );9

/*Identity Reduce*/10

Calculate the Vector Text. Algorithm 3 depicts that Map function receives
texts, replaces the word with its position, and then sorts all the position number
in the text, finally outputs the pair (a, V ) made up by the id and vector of xi.
Take Text 4 in Figure 2 as an example. The positions of words D, M, and N
in the dictionary are 8, 3, and 4, respectively. And it is changed to “3, 4, 8”
after be sorted. In this stage we use Identity Reduce function to output its input
directly.

Generate the PLT Inverted File. As shown in Algorithm 4, the Map func-
tion calculates the prefixes of all the vector texts. For each word in the prefix, it
generates the pairs which contain the word, text id, length, and threshold value.
MapReduce framework groups all the pairs according to word. Reduce function
inserts its input into an index, and finally the PLT invert file is generated. In
Figure 3, we take document 4 as an example, when given 0.9 as the threshold,
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the prefix length is 1, so it outputs (3, <4, 3, 0.9>). For threshold 0.8 and 0.7,
prefix length remains to be 1. When the threshold is reduced to 0.6, the prefix
length increases to 2, and then it outputs (4, <4, 3, 0.6>). Finally we check the
threshold value of 0.5 and find that the prefix length is not changed.

B   1
C   2
M   3
N   4
A   5
E   6
G   7
D   8

Dictionary

Fig. 2. The Generation of Text Vector

Algorithm 4. Generate the PLT inverted File

procedure Map(a, x);1

p ← ComputePrefix(x, t);2

for each token in p do3

Output(token,< id, l, t >);4

end for5

procedure Reduce(token, [< id1, l1, t1 >, < id1, l1, t1 > . . .]);6

for all < id, l, t > ∈ [< id1, l1, t1 >, < id1, l1, t1 > . . .] do7

list ← Add(< id, l, t >);8

end for9

Output (token, list);10

1      1 2 5 8

2      6 7 7 8

3      5 6 8

4      3 4 8

ID Text

M
ap

M
ap

1      <1,4,0.9>
6      <2,4,0.9>
2      <1,4,0,7>
7      <2,4,0.7>
5      <1,4,0.5>
7      <2,4,0.5>

5      <3,3,0.9>
3      <4,3,0.9>
6      <3,3,0,6>
4      <4,3,0.6>

1      <1,4,0.9>
2      <1,4,0,7>
3      <4,3,0.9>
4      <4,3,0.6>

5      <1,4,0.5>
5      <3,3,0.9>

6      <2,4,0.9>
6      <3,3,0,6>
7      <2,4,0.7>
7      <2,4,0.5>

G
roup by key

R
educe

R
educe

R
educe

1      <1,4,0.9>
2      <1,4,0,7>
3      <4,3,0.9>
4      <4,3,0.6>
5      <1,4,0.5> <3,3,0.9>
6      <2,4,0.9> <3,3,0,6>
7      <2,4,0.7> <2,4,0.5>

Key Value Key Value

Key Value list

Fig. 3. The Generation of PLT Inverted File
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5.2 Stage 2: Query Text Search

The second stage, query text search, is divided into two steps. Firstly we trans-
form the query texts into vector texts, and then we calculate the prefix for each
vector text. For each word in the prefix, we search the PLT inverted file, match
the texts in database which meet the requirements, and finally output the text
pairs with the similarity no less than a given threshold. System continuously
detects the coming of new query texts. Once it is detected, the query texts will
run the two steps above.

As shown in Algorithm 5, we calculate the prefix for each vector text gen-
erating from query text in the Map function. For each word in the prefix, it
outputs the pairs consisting of the word (key) and the content of vector text
content (value). Reduce function retrieves the PLT inverted file according to the
key, returns the information of candidate text, including its id, length, threshold.

Algorithm 5. Query Text Search

procedure Map(a, y);1

p ← ComputePrefix(y, t);2

for each token in p do3

Output(token, y);4

end for5

procedure Reduce(token, [y1, y2, . . .]);6

for all y ∈ [y1, y2 . . .] do7

list of x ← Check(y, PLT);8

for each x in list of x do9

sim ← Computesimilarity(x, y);10

if sim > t then11

Output (y, < x, sim >);12

end if13

end for14

end for15

Fig. 4. Query Text Search
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After checking whether the length and threshold is desirable, we match the query
text with the candidate, and output the text pairs whose similarity is no less
than the given threshold. For example, in Figure 4, Let the given threshold be
0.75. For Text 5, we can see the prefix only has a token-1 as the text length is 3.
Text 1 is a candidate by searching the PLT inverted file. After the verification,
it meets the requirements, with the similarity of 0.75.

6 Experiments

In this section we compare the performance of our algorithm with the fuzzyjoin
in [3], whose source code is available at http://asterix.ics.uci.edu/.

6.1 Experimental Setting

Experiments were run on a 5-node cluster. Each node had one Pentium(R) pro-
cessor E6300 2.8 GHz with two cores, 4 GB of RAM, and 800 GB hard disks. Five
nodes were all slave nodes and one of them was master node as well. We installed
the Ubuntu 9.10 operating system, Java 1.6.0 12, Hadoop 0.20.1 [15]. In order
to maximize the parallelism, the size of virtual memory of each map/reduce task
was set to be 2 GB.

6.2 Experimental Dataset

We used MEDLINE as our dataset. It is the U.S. National Library of Medicine’s
bibliographic database, consisting of more than 11M articles from over 4.8K
indexed titles. We only used a part of it. Our dataset contained 48K records and
the total size was approximately 290 MB. The average length of each record was
6026 bytes.

6.3 Comparative Experiments

In this subsection, we demonstrate that our algorithm had a better performance
by a large number of experimental results.

Influences of similarity threshold. We fixed the number of query texts to 60.
Similarity threshold values were changed between 0.5 and 0.9 on the dataset of
MEDLINE. The running time consisted of the time cost of two stages: generating
the PLT inverted file, and similarity search.

Figure 5 shows the running time for searching MEDLINE containing 10K,
30K, 48K records. As the similarity threshold rose, time cost became lower
mainly due to the following two reasons. Firstly, the prefixes of query texts
became shorter with the rise of threshold, which made less items need to be
searched in the PLT inverted file. Secondly, the rise also made less database
texts in each item to be verified. We also noticed that the time cost for gen-
erating the PLT inverted file did not increase linearly with the increase of the
dataset size. It was because the time cost for launching MapReduce was con-
stant. In order to show worst situations, we used 0.5 as the similarity threshold
in experiments below.
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Database Size 10K 30K 48K
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Influences of database size. In this experiment, we also used 60 texts as
a query. We selected 5K to 20K texts from the MEDLINE dataset. Figure 6
shows that our algorithm had a better performance. This was mainly due to two
reasons. The first was less data was sent through the network in our algorithm,
because we used vectors instead of the words. The second was that verification
became easier for the use of vectors.

Influences of Query Texts’ size. We fixed the number of database texts to
5K, so the time cost of generating the PLT inverted file was constant. Figure 7
shows that as the number of query texts increased, time cost of our algorithm
rose slowly. For instance, when we change texts’ number from 200 to 300, only
8 extra seconds needed.
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Influences of Reducer Number. In this experiment, we used 500 texts as a
query and 2000 texts as a database. Figure 8 shows that the time cost decreased
significantly when the number of reducers changed from 1 to 5, and insignificantly
when it changed from 5 to 10. As the number of reducers increased, the processing
capacity of reducer was improved. But the running time depended on the lowest
reducer, not all the reducers finished their jobs at the same time. When the
reducer number changed from 1 to 5, the former played a leading role, and when
the reducer number changed from 5 to 10, the impact of the latter got larger.

Speedup and scaleup. We calculated the relative speedup and scaleup in
order to show the performance of our parallel algorithm.

For the speedup, we fixed the query texts’ size as well as the database size
and varied the cluster size. Query texts’ number was set to 100, and database
contained 2K texts. As shown in Figure 9, a dotted straight line shows the
ideal speedup. For instance, if we changed cluster nodes from 1 to 3, it should be
triple as fast. Both two algorithms did not reach the ideal speedup. Their limited
speedup was due to two main reasons. Firstly, network data transmission traffic
increased as more nodes added into the cluster. Secondly, the whole task was
not equal divided, and the other reducers must wait for the lowest one.

For the scaleup, we increased the dataset (including query text and database)
size and the cluster size together by the same factor. Let m be the size of query
text and n the size of database, time cost for matching each pair was p. If no filter
existed, time cost for matching would be m•n•p. If both the query text and the
database got t times larger, that would be (m•t)•(n•t)•p = m•n•p•t2. Because
of the increase of cluster size, the final result would be m • n • p • t. But the
start-up time for MapReduce is constant, so the time cost did not increase with t
linearly. Figure 10 shows that our algorithm had a better expandability. Because
when the cluster size grew larger, OBTS spent the less time for processing the
same dataset.

Online Search. OBTS can handle the problem of batch similarity search with-
out processing the database for each query. We used the whole 290MB dataset
as the database. Figure 11 shows the advantage of this approach. The advantage
is more outstanding at a higher frequency of query due to the existing of PLT
inverted file.

7 Conclusions

In this paper, we study the problem of online batch text similarity search using
the MapReduce framework. We propose the PLT inverted file in order to avoid
processing the database for every query. Based on the PLT inverted file, OBTS
algorithm was proposed to support the real-time search. It can also support users
to change the similarity threshold each time. We implemented OBTS in Hadoop
and compared the performance with fuzzyjoin to show the advantages of OBTS.
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Abstract. Extracting sentiments from unstructured text has emerged
as an important problem in many disciplines, for example, to mine on-
line opinions from the Internet. Many algorithms have been applied to
solve this problem. Most of them fail to handle the large scale web data.
In this paper, we present a parallel algorithm for BN(Bayesian Networks)
structure leaning from large-scale dateset by using a MapReduce clus-
ter. Then, we apply this parallel BN learning algorithm to capture the
dependencies among words, and, at the same time, finds a vocabulary
that is efficient for the purpose of extracting sentiments. The benefits of
using MapReduce for BN structure learning are discussed. The perfor-
mance of using BN to extract sentiments is demonstrated by applying
it to real web blog data. Experimental results on the web data set show
that our algorithm is able to select a parsimonious feature set with sub-
stantially fewer predictor variables than in the full data set and leads
to better predictions about sentiment orientations than several usually
used methods.

Keywords: Sentiment Analysis, Bayesian Networks, MapReduce,
Cloud Computing, Opinion Mining.

1 Introduction

Sentiment analysis of unstructured text has recently received a lot of attention in
the information retrieval community. One of the most popular tasks in document-
level sentiment analysis is to determine whether the sentiment expressed in a
document is positive or negative. Nowadays, sentiment analysis often maintains
a low accuracy. One reason is that the rapid growth of the internet makes it easy
to collect data on a large scale, often beyond the capacity of individual disks,
and too large for processing. Traditional centralized algorithms are often too
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costly or impractical for large scale data. On the other hand, most algorithms
assume that the features used for sentiment analysis are pairwise independent.
The goal of this paper is to present a parallel BN learning technique for learning
predominant sentiments of on-line texts, available in unstructured format, that:

1. is able to capture dependencies among words and find a minimal vocabulary
for categorization purposes, and

2. is able to handle the large scale unstructured web data.

In this paper, we describe our experiences with developing and deploying a BN
learning algorithm over large datasets using the MapReduce model of distributed
computation. Then, we apply this parallel BN learning algorithm to capture the
dependencies among words, and, at the same time, finds a vocabulary that is
efficient for the purpose of extracting sentiments. Here, we learn the BN struc-
ture from massive real-world online blog data. We show how the parallel BN
learning algorithm can be scaled effectively to large datasets. Moreover, BN
can allow us to capture semantic relations and dependent patterns among the
words, thus approximating the meaning of sentences. Further, performing the
sentiment classification task using BN for the sentiment variables has excellent
performance.

The rest of the paper is organized as follows. In section 2 we review the
related work about sentiment analysis, MapReduce used in machine learning and
BN structure learning algorithm TPDA (Three-Phase Dependency Analysis). In
section 3 we provide the framework of the distributed BN learning algorithm
over large datasets. We demonstrate the performance of our algorithm with
experiments on online movie comments in section 4 and conclude in section 5.

2 Related Work

2.1 Sentiment Analysis

The problem of sentiment extraction is also referred to as opinion extraction
or semantic classification in the literature. Eguchi and Lavrenko[7] proposed a
generative model that jointly models sentiment words, topic words and senti-
ment polarity in a sentence as a triple. McDonald et al.[10] investigated a global
structured model that learns to predict sentiment of different levels of granularity
in text. Turney and Littman[16] applied an unsupervised learning algorithm to
classify the semantic orientation in the word/phrase level, based on mutual infor-
mation between document phrases and a small set of positive/negative paradigm
words like good and bad. Blitzer et al.[1] focused on domain adaption for senti-
ment classifiers with respect to different types of products’ online reviews. Choi et
al.[3] dealt with opinion analysis by combining conditional random fields (CRFs).
In the sentence level, a semi-supervised machine learning algorithm was proposed
by Pang and Lee[15], which employs a subjectivity detector and minimum cuts
in graphs. Another system by Kim and Hovy[8] judges the sentiment of a given
sentence by combining the individual word-level sentiment.
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Fig. 1. Illustration of the MapReduce framework: the “mapper” is applied to all input
records, which generates results that are aggregated by the “reducer”

2.2 MapReduce Used in Machine Learning

MapReduce is a simple model for distributed computing that abstracts away
many of the difficulties in parallelizing data management operations across a
cluster of commodity machines. A MapReduce[6] operation takes place in two
main stages. In the first stage, the map function is called once for each input
record. At each call, it may produce any number of output records. In the second
stage, this intermediate output is sorted and grouped by key, and the reduce
function is called once for each key. The reduce function is given all associated
values for the key and outputs a new list of values (see Fig. 1 ).

With the wide and growing availability of MapReduce-capable compute infra-
structures[6], it is natural to ask whether such infrastructures may be of use in
parallelizing common data mining tasks such as BN structure learning. For many
data mining operations, MapReduce may offer better scalability with vastly sim-
plified deployment in a production setting. Panda et al.[13] described PLANET:
a scalable distributed framework for learning tree models over large datasets
using the MapReduce model of distributed computation. MRPSO[11] utilizes
the Hadoop implementation of MapReduce to parallelize a compute-intensive
application, Particle Swarm Optimization. Cohen[5] investigated the feasibility
of decomposing useful graph operations into a series of MapReduce processes.
Companies such as Facebook and Rackspace[9] use MapReduce to examine log
files on a daily basis and generate statistics and on-demand analysis. Chu et
al.[4] give an excellent overview of how different popular learning algorithms
(e.g., K-means, neural networks, PCA, EM, SVM)can be effectively solved in
the MapReduce framework.

2.3 Bayesian Networks

A BN can be formulized as a pair (G, P ), where G = (V, E) is a directed acyclic
graph (DAG). Here, V is the node set which represents variables in the problem
domain V = {x1, x2, ..., xn} and E is the arc (directed edge) set which denotes
probabilistic relationships among the variables, E = {< xi, xj > |xi, xj ∈ V },
each arc < xi, xj > means that xi implicates xj . For a node x ∈ V , a parent
of x is a node from which there exists an arc to x. Pa(xi) is the parent set
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of xi. The parameter set P describes probability distributions associated with
each node, P = {p(xi|Pa(xi))|xi ∈ V }, p(xi|Pa(xi)) is the probability of xi on
Pa(xi) condition.

Three-Phase Dependency Analysis (TPDA)[2] is one of the widely used BN
structure learning algorithm. The BN structure is learned by identifying the
conditional independence relationships among the nodes of G. It uses some CI
test (mutual information) to find the conditional independence relationships
among the nodes of G and use these relationships as constraints to construct
a BN.

In [2], a BN is viewed as a network system of information channels, where
each node is either active or inactive and the nodes are connected by noisy
information channels. The information flow can pass through an active node but
not an inactive one. When all the nodes on one undirected path between two
nodes are active, we say this path is open. If any one node in the path is inactive,
we say the path is closed. When all paths between two nodes are closed given
the status of a set of nodes, we say the two nodes are d-separated by the set of
nodes. The status of nodes can be changed through the instantiation of a set of
nodes. The amount of information flow between two nodes can be measured by
using mutual information, when no nodes are instantiated, or conditional mutual
information, when some other nodes are instantiated.

In general, the volume of information flow between two variables A and B is
measured by mutual information:

I(A, B) =
∑
a,b

P (a, b)log
P (a, b)

P (a)P (b)
(1)

And the conditional mutual information, with A and B respect to the condition-
set C, is formulated as

I(A, B|C) =
∑
a,b,c

P (a, b|c)log P (a, b|c)
P (a|c)P (b|c) (2)

where A, B are two variables and C is a set of variables. Here, we use conditional
mutual information as CI tests to measure the average information between two
nodes. When I(A, B|C) is smaller than a certain threshold value ε , we say that
A, B are d− separated by the condition-set C, and they are conditionally inde-
pendent. A is independent of B whenever I(A, B) < ε, for some suitably small
threshold ε > 0. We will similarly declare conditional independence whenever
I(A, B|C) < ε.

The three phases of the TPDA algorithm are drafting, thickening and thin-
ning. In “drafting” phase, mutual information of each pair of nodes is computed
to produce an initial set of edges based on a simpler test C basically just having
sufficient pair-wise mutual information. The draft is a singly-connected graph (a
graph without loops). The second “thickening” phase adds edges to the current
graph when the pairs of nodes cannot be separated using a set of relevant CI
tests. The graph produced by this phase will contain all the edges of the under-
lying dependency model when the underlying model is DAG-faithful. The third
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“thinning” phase examines each edge and it will be removed if the two nodes of
the edge are found to be conditionally independent.

3 Distributed BN Learning Algorithm with MapReduce

In this section, we discuss the technical details of the major components of BN
learning algorithm with MapReduce - the controller that manages the entire BN
structure learning process, and the two critical MapReduce that compute the
mutual information and conditional mutual information.

Given a set of attributes V and the training dataset D. Here, we assume that
the node and arc sets of the BN is small enough to fit in the memory. Thus,
the controller can maintain a vector V and a list E stored in a centralized file
- BNFile. The controller constructs a BN structure using a set of MapReduce
jobs, which compute the mutual information of two nodes and the conditional
mutual information of two nodes with respect to their minimum cut set. At any
point, the BNFile contains the entire BN structure constructed so far.

3.1 Map Phase

In dataset D, the training data is organized as Table 1. Every line stores all
attributes and their values in the form of value-attribute pairs. For example,
here v1, v2, v3 and v4 represent four attributes. They take the values High,
normal, false, low respectively.

Table 1. Training dataset

line 1 High—v1 Normal—v2 FALSE—v3 Low—v4 ......
line 2 High—v1 High—v2 FALSE—v3 Normal—v4 ......
line 3 Normal—v1 Normal—v2 FALSE—v3 Low—v4 ......
line 4 Normal—v1 Normal—v2 FALSE—v3 Normal—v4 ......
... ...

The training dataset D is partitioned across a set of mappers. Pseudocodes
describing the algorithms that are executed by each mapper appear in Algo-
rithm 1 and 2. Algorithm 1 prepare the statistic data for calculating mutual
information. Given a line of training dataset, a mapper first emits every (value-
attribute, one) as (key, value) output (line 2, Alg. 1). And for every attribute
pairs, the mapper emits corresponding (value-attribute pair, one) as (key, value)
output (line 5, Alg. 1). For example, a mapper loads the first line of Table 1. It
emits following (key, value) lists (see Fig. 2):

(High—v1, 1), (Normal—v2, 1),
(FALSE—v3, 1), (Low—v4, 1),
(High—v1+Normal—v2, 1), (High—v1+FALSE—v3, 1),
(High—v1+Low—v4, 1), (Normal—v2+FALSE—v3, 1),
(Normal—v2+Low—v4, 1), (FALSE—v3+Low—v4, 1).
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Algorithm 1. MR MI::Map
Require: a line of training dataset L, L ∈ D
1: for i < L.length
2: Output(L[i],one);
3: for i < L.length
4: for j = i + 1 and j < L.length
5: Output(L[i] + L[j],one);

Fig. 2. The map operation of algorithm MR MI. The mapper emits (value-attribute,
one) and (value-attribute pair, one) as (key, value) outputs.

Algorithm 2 prepare the statistic data for calculating conditional mutual in-
formation. Each mapper requires training dataset, two attributes and their con-
dition set as input. Given a line of training dataset, a mapper first extracts the
corresponding values of the two input attributes and condition set (Line 1, 2, 3,
Alg.2). Then the mapper emits (value-attribute and condition-set pair, one) as
(key, value) output (line 4, 5, 6, Alg.2). For example, a mapper loads the first
line of Table 1, two attribute v1, v2 and condition set (v3, v4) as input. It emits
following (key, value) lists (see Fig. 3):

(High—v1+ FALSE—v3+ Low—v4, 1),
(Normal—v2+ FALSE—v3+ Low—v4, 1),
(High—v1+ Normal—v2+ FALSE—v3+ Low—v4, 1),
(FALSE—v3+ Low—v4, 1).

3.2 Reduce Phase

The reduce phase, which works on the outputs from the mappers, performs
aggregations and computes the sum of the statistic data for calculating mutual
information and conditional mutual information.

The pseudocode executed on each reducer is outlined in Algorithm 3. The
shuffling model groups values by keys. Each reducer receives (key, a list of all
associated values) pairs as inputs. There are three types of keys: value-attribute,
value-attribute pair, value-attribute and condition-set pair. The value list con-
tains a list of “one”, such as:
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(High—v1, 1, 1, 1, 1,......)
(High—v1+Normal—v2, 1, 1, 1, 1,......)
(High—v1+ FALSE—v3+ Low—v4, 1, 1, 1, 1,......)
Reducers process keys in sorted order, aggregate the value lists and emit the

sums as outputs (see Fig. 4). The following outputs are illustrated as examples:
(High—v1, 3233)
(High—v1+Normal—v2, 2560)
(High—v1+ FALSE—v3+ Low—v4, 1478)
The controller takes the aggregated values produced by all the reducers and

calculate the mutual information for attribute pair and the conditional mutual
information for attributes-condition-set pair.

Algorithm 2. MR CMI::Map
Require: a line of training dataset L, L ∈ D, two attributes v1, v2,

condition-set V
1: value1=L.extract(v1); %extract the value of attribute v1 from L;
2: value2=L.extract(v2); %extract the value of attribute v2 from L;
3: value3=L.extract(V); %extract all values of condition-set V from L;
4: Output(value1+value3,one);
5: Output(value2+value3,one);
6: Output(value1+value2+value3,one);
7: Output(value3,one);

Fig. 3. The map operation of algorithm MR CMI. The mapper emits (value-attribute
and condition-set pair, one) as (key, value) output.

3.3 Controller Design

At the heart of the distributed BN learning algorithm is the “Controller”, a
single machine that initiates, schedules and controls the entire structure learning
process. The controller has access to a computer cluster on which it schedules
MapReduce jobs.

The main controller thread (Algorithm 4)schedules the TPDA algorithm[2]
until the final BN structure is constructed. While the overall architecture of the
controller is fairly straightforward, we would like to highlight a few important
design decisions. MR MI job returns all statistic information for calculating the
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Algorithm 3. MR MI::Reduce
Require: Key, Value list
1: total=sum(Value list);
2: Output(total)

Fig. 4. The reduce operation of algorithm MR MI. Reducers process keys in sorted
order, aggregate the value lists and emit the sums as outputs.

mutual information values of all pairs < X, Y > in V . When the MR MI job
returns, the controller calculate the mutual information with equation (1) using
function Calculate MI(X,Y). MR CMI job returns all statistic information for
calculating the conditional mutual information values of < X, Y >, D(< X, Y >)
pair. When the MR CMI job returns, the controller calculate the conditional
mutual information with equation (2) using function Calculate CMI(X,Y).

4 Empirical Results

4.1 Unstructured Web Data

We tested our method on the data set used in Pang et al[14]. This data set [12]
contains approximately 29,000 posts to the rec.arts.movies.reviews newsgroup
archived at the Internet Movie Database (IMDb). 10,000 positive posts and
10,000 negative posts are selected. The original posts are available in the form
of HTML pages. Some pre-processing was performed to produce the version of
the data we used.

In our study, we used words as features. Intuitively the task of sentiment
extraction is a hybrid task between authorship attribution and topic categoriza-
tion; we look for frequent words, possibly not related to the context, that help
express lexical patterns, as well as low frequency words which may be specific to
few review styles, but very indicative of an opinion. We considered all the words
that appeared in more than 8 documents as our input features. A total num-
ber of 7,321 words as input features and class feature Y = {positive, negative}
were selected. In our experiments, each document is represented by a vector,
W = {w1, ..., w7321, Y }, where each wi is a binary random variable that takes
the value of 1 if the ith word in the vocabulary is present in the document and
the value of 0 otherwise.
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Algorithm 4. MainControllerThread
Require: V ={all attributes}, E={}
Begin [Drafting].
1: NewThread(MR MI).
2: I(X,Y)=Calculate MI(X,Y).
3: Let L = {X, Y |I(X,Y ) > ε), X, Y ∈ V, X �= Y }
4: Sort L into decreasing order.
5: For each < X, Y > in L:

If there is no adjacency path between X and Y in current graph E
add < X, Y > to E and remove < X, Y > from L.

Begin [Thickening]
6: For each < X, Y > in L:

If EdgeNeeded( (V, E), X, Y ) )
Add < X, Y > to E

Begin [Thinning]
7: For each < X, Y > in E:

If there are other paths, besides this arc, connecting X and Y,
E′ = E− < X, Y >

if not EdgeNeeded( (V, E), X, Y ) )
E = E′

8: For each < X, Y > in E:
If X has at least three neighbors other than Y, or Y has at least
three neighbors other than X,

E′ = E− < X, Y >
if not EdgeNeeded( (V, E), X, Y ) )

E = E′

9: Return[ OrientEdges(V,E) ]

Algorithm 5. EdgeNeeded
Require: < X, Y >, V ={all attributes}, E={current edge list}
1: D(< X, Y >) = MinimumCutSet(< X, Y >, E)
2: NewThread(MR CMI(< X, Y >, D(< X, Y >)))
3: I(X, Y |D(< X, Y >))=Calculate CMI(< X, Y >, D(< X, Y >)))
4: if I(X,Y |D(< X, Y >)) < ε
5: return (false).
6: else return (true).

4.2 Results Analysis of Parallel BN Learning Algorithm

All of our experiments were performed on a MapReduce equipped cluster with
20 machines, where each machine was configured to use 512MB of RAM and
1GB of hard drive space. Running time was measured as the total time between
the start of BN learning algorithm and it exiting with the learned structure as
output. All the running times have been averaged over multiple runs.

Fig. 5 shows the running time with centralized and distributed algorithms.
When the dataset is small, the centralized algorithm needs less running time than
distributed algorithm with MapReduce. It is because that MapReduce start up
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Fig. 5. Running time vs. data size for centralized and distributed algorithms

Table 2. Average performances on the whole feature set

Method Accuracy Recall Features Size Reduction
TBN 83.03% 54.35% 413 94.36%
OBN 81.86% 58.34% 7321 0
NB 77.77% 57.83% 7321 0
SVM 81.84% 62.62% 7321 0

and tear down costs are primary performance bottlenecks. Therefore, MapRe-
duce does not suit the computation on small dataset. When the dataset grows,
the excellent performance of MapReduce becomes explicit.

4.3 Results Analysis of Sentiment Classification

We compare the performance of our parallel BN classifier with nai̇ve Bayes(NB)
classifier and support vector machine (SVM) classifier along with a TF-IDF re-
weighting of the vectors of word counts. Two BN classifiers are used. One is the
original BN(OBN) classifier using 7321 features and Y. The other is the thin
BN(TBN) classifier using the features selected from the OBN, including the set
of parents of Y , the set of children of Y , the set of parents of parents of Y , the
set of children of children of Y and the set of parents of children of Y . Here, we
choose 413 features for TBN.

In order to compute unbiased estimates for accuracy and recall we used a
ten-fold cross-validation scheme. Table 2 compares the OBN and TBN with the
performances of the other classifiers using the whole feature set as input. As
we expected, more features did not necessarily lead to better results, as the
classifiers were not able to distinguish discriminating words from noise.

Table 3 compares the performance of the OBN and TBN with others classifiers
using the same number of features selected by information gain(IG) and princi-
pal component analysis(PCA). We notice that feature selection using information
gain and PCA criterion does not tell us how many features have to be selected, but
rather allows us to rank the features from most to least discriminating instead.
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Table 3. Average performances on the same number of features

Method Accuracy Recall Features Size Reduction
TBN 83.03% 54.35% 413 94.36%
NB+PCA 79.36% 52.35% 413 94.36%
NB+IG 78.61% 55.79% 413 94.36%
SVM+PCA 81.18% 56.84% 413 94.36%
SVM+IG 80.72% 53.14% 413 94.36%

5 Conclusion

In this paper, we present a parallel BN learning technique for learning predom-
inant sentiments of on-line texts, available in unstructured format, that:

1. is able to capture dependencies among words and find a minimal vocabulary
for categorization purposes, and

2. is able to handle the large scale unstructured web data.

We describe our experiences with developing and deploying a BN learning al-
gorithm over large datasets using the MapReduce model of distributed com-
putation. Then, we apply this parallel BN learning algorithm to capture the
dependencies among words, and, at the same time, finds a vocabulary that is
efficient for the purpose of extracting sentiments. Experiment results suggest
that our parallel Bayesian network learning algorithm is capable of handling
large real-world data sets. Moreover, for problems where the independence as-
sumption is not appropriate, the BN is a better choice and leads to more robust
predictions.
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Preface of the 2nd International Workshop on
XML Data Management

Jiaheng Lu

Key Laboratory of Data Engineering and Knowledge Engineering (DEKE), MOE,
Renmin University of China

It is our great pleasure to welcome you to the 2nd International Workshop on
XML Data Management (XMLDM 2011).

XML has gained lot of attention from database and Web researchers who
are actively working in one or more of the emerging XML areas. XML data
are self-describing, and provide a platform independent means to describe data
and therefore, can transport data from one platform to another. XML docu-
ments can be mapped to one more of the existing data models such as relational
and object-relational, and XML views can be produced dynamically from the
pre-existing data models. XML queries can be mapped to the queries of the un-
derlying models and can use their optimization features. XML data integration is
useful for E-commerce applications such as comparison-shopping, which requires
further study in the domain of data, schema and query based integration. XML
change management is another important area that has attracted attention in
the context of web warehouse. XML has been in use in upcoming areas such
web services, sensor and biological data management. The second International
Workshop on XML Data Management focuses on the convergence of database
technology with XML technology, and brings together academics, practitioners,
users and vendors to discuss the use and synergy between these technologies.

XMLDM attracted 8 submissions from Asia, Europe, and North America.
The program committee accepted 4 full papers. These papers cover a variety
of topics, including XML views and data mappings, XML query languages and
optimization, XML applications in semantic web and so on. We hope that they
will serve as a valuable start point for much brilliant thinking in XML data
management.

Paper ”OSD-DB: A Military Logistics Mobile Database” discusses how to
transform and display XML data as HTML tables with multilevel headers, to
preserve the original easy-to-read format while having a well defined schema,
and describe how it can be used in concrete applications, focusing on a military
logistics database. In addition, Rinfret et al. also show how to integrate the XML
layer into a more complete application.

Paper ”Querying and Reasoning with RDF(S)/OWL in Xquery” investigates
how to use the XQuery language for querying and reasoning with RDF(S)/OWL-
style ontologies. XQuery library for the Semantic Web and XQuery functions
have been proposed by Almendros-Jimenez to handle RDF(S)/OWL triples and
encode RDF(S)/OWL.

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 436–437, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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In paper ”A Survey on XML Keyword Search”, Tian et al. survey several
representative papers with the purpose of extending the general knowledge of
the research orientation of the XML keyword search.

In paper ”Schema mapping with quality assurance for data integration1”,
the concept of quality assurance mechanisms was proposed by Bian et al. They
discuss that a new model with qualityassurance, and provide a suitable method
for this model, and then they propose the strategy of weak branch’s convergence
on the basis of Schema.

In this workshop, we are very glad to invite Dr. Bogdan Cautis to give a
keynote talk. He reports in this talk on recent results on richer classes of XPath
rewritings using views. He presents both theoretical and practical results on
view-based rewriting using multiple XML views.

Making XMLDM 2011 possible has been a team effort. First of all, we would
like to thank the authors and panelists for providing the content of the program.
We would like to express our gratitude to the program committee and external
reviewers, who worked very hard in reviewing papers and providing suggestions
for their improvements. We would thank Steering Chairs Professor Xiaoyong
Du and Professor Jianmin Wang for their helps and important instructions. In
particular we extend our special thanks to Linlin Zhang for maintaining the
XMLDM2011 web site and for his effort in organizing the workshop.

We hope that you will find this program interesting and thought-provoking
and that the workshop will provide you with a valuable opportunity to share
ideas with other researchers and practitioners from institutions around the world.
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We report in this talk on recent results on richer classes of XPath rewritings
using views.

The problem of equivalently rewriting queries using views is fundamental to
several classical data management tasks. Examples include query optimization
using a cache of materialized results of previous queries and database security,
where a query is answered only if it has a rewriting using the pre-defined security
views.

While the rewriting problem has been well studied for the relational data
model, its XML counterpart is not yet equally well understood, even for basic
XML query languages such as XPath, due to the novel challenges raised by the
features of the XML data model.

We have recently witnessed an industrial trend towards enhancing XPath
queries with the ability to expose node identifiers and exploit them using inter-
section of node sets (via identity-based equality). This development enables for
the first time multiple-view rewritings obtained by intersecting several material-
ized view results. We present both theoretical and practical results on view-based
rewriting using multiple views. First, we characterize the complexity of the in-
tersection-aware rewriting problem. We then identify tight restrictions (which
remain practically interesting) under which sound and complete rewriting can
be performed efficiently, i.e. in polynomial time, and beyond which the problem
becomes intractable. As an additional contribution, we analyze the complexity of
the related problem of deciding if an XPath with intersection can be equivalently
rewritten as one without intersection or union.

Then, going beyond the classic setting of answering queries using explicitly
enumerated view definitions, we report on results on the problem of querying
XML data sources that accept only a limited set of queries. This is motivated by
Web data sources which, for reasons such as performance requirements, business
model considerations and access restrictions, do not allow clients to ask arbitrary
queries. They instead publish as Web Services a set of queries (views) they are
willing to answer.

Querying such sources involves finding one or several legal views that can be
used to answer the client query. Services can implement very large (potentially
infinite) families of XPath queries, and in order to compactly specify such families
of queries we adopt a formalism close to context-free grammars (in the same spirit
in which a potentially infinite language is finitely specified by a grammar).

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 438–439, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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We say that query Q is expressed by a specification (program) P if it is
equivalent to some expansion of it. Q is supported by P if it has an equivalent
rewriting using some finite set of P ’s expansions. We present our results on
the complexity of expressibility and support and identify large classes of XPath
queries for which there are efficient (tractable) algorithms.

This survey mainly summarizes two recent papers, which are joint work Alin
Deutsch, Nicola Onose and Vasilis Vassalos.
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Abstract. Government agencies and other organizations often have a
huge quantity of data in need of digitization. In some cases, the data are
represented on paper as tables with multilevel headers. Storing this data
into relational tables probably necessitates a complex redesign of the
data, through renaming of columns and/or normalization of the tables.
To save this step, an XML data model can be used easily and naturally,
but typical non-technical users still prefer to visualize data in the form of
tables. We show in this paper how to transform and display XML data
as HTML tables with multilevel headers, to preserve the original easy-
to-read format while having a well defined schema, and describe how
it can be used in concrete applications, focusing on a military logistics
database.

Keywords: Usability, XML database, mobile database, government
application, presentation model.

1 Introduction

Visualizing data in a tabular form is very convenient and natural for a wide range
of people, including non-technical people, especially when multilevel headers are
available. On the contrary, visualizing XML data as a tree is not natural and
less compact than a table. Additionally, many people, especially non-technical
people, find relational tables very limiting because of the necessity of having flat
table headers. This is one of the reasons why many people still use spreadsheet
software to manage their data [6]. Of course spreadsheets are not sufficient for
any significant size projects, but their ease of use is attractive to many people.
According to [6],

We need database systems that reflect the user’s model of the data,
rather than forcing the data to fit a particular model.

We decided, in this work, to start from a presentation data model (tabular with
multilevel headers) that is already working very well, and find a way to make it
work well at lower levels.

Many organizations like government agencies still have a lot of data on paper,
often represented in tables with multilevel headers. One example is the Opera-
tional Staff Data (OSD) binder used for logistics by the Department of National

X. Du et al. (Eds.): APWeb 2011, LNCS 6612, pp. 440–449, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Mines Laying Rates Table

Fig. 2. Example of an Equipment Table

Defence (DND) in Canada. The data in this binder are used for logistics pur-
poses, before, during, and after deployment of military personnel and equipment.
Tables are categorized by a wide range of topics, such as simply Equipment data
(general purpose vehicles, armoured fighting vehicles, ...) with table attributes
such as empty and loaded weight, moving range on the road or cross-country,
maximum speed on the road and cross-country, fuel type and capacity (see
Figure 2); and other categories such as ”Weapons”, ”Ammunition and Explo-
sives”, ”Nuclear, Biological and Chemical Agent” and many others. Another
example table containing data about mines laying rates is shown in Figure 1.
Note that the full schema and data are not shown due to lack of space and
confidentiality of some parts of it.

Updating such binders is obviously time consuming and not practical. Some
important considerations include not necessitating a database server, which de-
mands more technical expertise to manage, and portability to devices such as
Personal Digital Assistants (PDAs), surely influence design choices. Attempts
have been made to use software such as MS Access, chosen by non-technical
people because of their familiarity with it and its simplicity, have been unsatis-
factory. It does satisfy the need to avoid managing a database server but is not
well suited to the other needs of the project. Our solution is to use an embedded
XML database, such as BerkeleyDB XML [2], as a basis and build a visualization
layer on top to represent XML data as HTML tables with multilevel headers.
Since the output of our visualization layer is HTML, the results can be viewed
in any web browser. The tables can be dumped into files to be viewed statically
on any system (including PDAs), or the results of XPath queries or other types
of queries can be passed dynamically to the visualization layer to be viewed in
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a web browser. Since the data changes infrequently, there is no need to keep an
on-line read-write version of the database. Updates are usually done in batches
by a couple people, and distributed to other people whenever needed.

The rest of this paper in organized in the following way. After a brief overview
of related work, common use cases for the system are covered next in Section 3.
The XML layer, including the XML schema and style sheet to produce an HTML
table from the XML data, are covered in Section 4. Section 5 shows how to
integrate the XML layer into a more complete application, and the conclusion
follows.

2 Related Work

There is quite a lot of interest in the problem of extracting information from web
pages in general, and more particularly extracting data from HTML tables with
(possibly) multilevel headers and inserting it into database tables [1, 3, 5, 7],
but not the reverse as we do in this paper. We focus on presenting data in an
easy-to-read and easy-to-understand way, while they concentrate on extracting
information from already published tables (or other structures like lists) and
storing it somewhere.

In [9], the authors work on making large HTML tables easily viewable on
small screens. Although we don’t cover this subject in this paper, being able
to collapse columns and/or rows to make large tables readable on small screens
would certainly be a useful feature in our project.

The first motivation for tackling this project the way we did is the work of
Jagadish et al [6], titled Making database systems usable. We thought about the
presentation data model first to improve the database usability.

3 Use Cases

An emphasis was put in this project on keeping the current display format (tables
with multilevel headers, see Figures 1 and 2). This format works very well for
current users of the data, and keeping it reduces the adaptation time to the new
system. Certainly the familiarity and simplicity of the display format increases
the system’s usability. The main goal was to find a way to easily support this
format and the following use cases.

As pointed out in the introduction, most users of the data-base are read-only
users. Either they are planning some mission or training, or executing it, or
debriefing it, using the data without needing to modify it. To make changes,
they need to contact the people in charge (the administrators of the database,
probably officers located in some logistics department), and get an updated
version later on. But this is done infrequently. A static version of the database,
demanding less resources, can be kept on a PDA, or smart phone, or vehicle’s
embedded information system, for easy access and use.

Another goal is to make the system simple enough to not require the admin-
istrators to be technical people: keep the simplicity of a spreadsheet but make



OSD-DB: A Military Logistics Mobile Database 443

it more powerful and appropriate for the current project. The full administra-
tor version requires full access (Read/Write) to the schema and the data, and
we developed a version for PCs, with search function, queries, ..., and another
version for use behind a web server (same search function and queries).

Regular (non-administrator) users can use a read-only version of the full ad-
ministrator version, a trimmed down version to run on mobile phone or internet
tablets (such as the Nokia N800 [8]), or a static HTML version to run on systems
with limited resources. Section 5 contains more details on the different versions,
and discusses the implementation of the system.

4 XML Layer

The XML layer of the project consists of an XML Schema, many XML documents
containing the actual data and an XML Style Sheet that is applied on the XML
documents to transform them into HTML tables with multilevel headers.

4.1 XML Schema

The first step is to map the original tables to an XML Schema. Since many tables
have the exact same attributes (like General Purpose Vehicles and Armoured
Fighting Vehicles for example), we created XML Schema complex types and
used some of them for many tables to avoid redundancy in the schema. Figure 3
shows the type definition for the Mines Laying Rates table (with the by machine
element removed to save space).

Then follows in the schema all the allowable XML document roots, one for
each of the tables. This implies that each table has its own XML document. One
big XML document containing everything would be too big and inconvenient,
so we choose this approach. Therefore we have a large number of relatively
small XML documents, which is not a problem since they are stored in an XML
database, and queries and updates are usually easier or at least not harder when
using many smaller XML documents compared to one very big document. Refer
to Figure 4 and 5 for examples.

To store and manage these XML documents, we could use any XML database
or any database system supporting XML (like a relational database with XML
extensions), but we choose an embedded XML database, namely BerkeleyDB
XML, to satisfy the other requirements of the project. We could even use plain
XML text files, without a database, but this would come with a big penalty since
we would need to parse the full documents each time we need to access the data
and we would not be able to use indexes to help answer queries.

4.2 XSL Style Sheet

We decided to use XML style sheet (XSL) transformations to produce the mul-
tilevel header tables from the XML data. The main challenge was to figure out
a way to find the correct values for the column span (colspan) and row span
(rowspan) attributes of the HTML table th tags, for cells in the HTML table
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<xs:complexType name="laying_rates_type">

<xs:all>

<xs:element name="ser" type="xs:int"/>

<xs:element name="mine_type"

type="xs:string"/>

<xs:element name="by_hand">

<xs:complexType>

<xs:all>

<xs:element name="surface">

<xs:complexType>

<xs:all>

<xs:element name="day"

type="xs:float"/>

<xs:element name="night"

type="xs:float"/>

</xs:all>

</xs:complexType>

</xs:element>

<xs:element name="buried">

<xs:complexType>

<xs:all>

<xs:element name="day"

type="xs:float"/>

<xs:element name="night"

type="xs:float"/>

</xs:all>

</xs:complexType>

</xs:element>

</xs:all>

</xs:complexType>

</xs:element>

<xs:element name="remarks"

type="xs:string"/>

</xs:all>

</xs:complexType>

Fig. 3. XML schema complex type for the Mines Laying Rates table

<xs:element name="laying_rates_data">

<xs:complexType>

<xs:sequence minOccurs="1"

maxOccurs="unbounded">

<xs:element name="data"

type="laying_rates_type"/>

</xs:sequence>

</xs:complexType>

</xs:element>

Fig. 4. XML schema element for the Mines Laying Rates table
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<?xml version="1.0" encoding="UTF-8"?>

<laying_rates_data xmlns:xsi=

"http://www.w3.org/2001/XMLSchema-instance"

xsi:noNamespaceSchemaLocation=

"file:/somewhere/OSD.xsd">

<data>

<mine_type>A</mine_type>

<by_hand>

<surface>

<day>20</day>

<night>15</night>

</surface>

<buried>

<day>5</day>

<night>3</night>

</buried>

</by_hand>

<ser>123</ser>

<by_machine>

<surface>

<day>50</day>

<night>40</night>

</surface>

<buried>

<day>120</day>

<night>100</night>

</buried>

</by_machine>

<remarks>Example data</remarks>

</data>

</laying_rates_data>

Fig. 5. XML document for the Mines Laying Rates table

<xsl:template name="depth">

<xsl:for-each select="/*/data//*">

<xsl:sort select="count(ancestor::*)"

data-type="number"

order="descending"/>

<xsl:if test="position() = 1">

<xsl:value-of

select="count(ancestor::*)+1"/>

</xsl:if>

</xsl:for-each>

</xsl:template>

Fig. 6. Height of the header template
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treeHeight ← height(root)
for all nodes n under the root in breadth-first order do

if n is the first node of its level then
start a new table header row (tag <tr>)

end if
if n is a leaf then

rowspan ← treeHeight− depth(n) + 1
colspan ← 1

else
rowspan ← 1
colspan ← width(n)

end if
create table cell (tag <th>) with rowspan and colspan and the node name as the
display text
if n is the last node of its level then

close the table header row (tag </tr>)
end if

end for

Fig. 7. Algorithm to produce an HTML table with a multilevel header

header. For example, mine type in Figure 1 has a column span of 1 and a row
span of 3, and by hand has a column span of 4 and a row span of 1. We wrote
an XSL that is generic enough to produce a correct HTML table for any of the
tables in our XML schema, for any depth or width of the table header, even
if the schema is modified later on, with only a very small modification of the
XSL. The only difference between the table transformations is that the main
XSL template must match the table name (for example laying rates data) to get
started. In our implementation, we do some string interpolation to insert the ta-
ble name at the correct place before the actual transformation takes place. The
other place we do this is in an h1 tag containing the table name in the output
HTML. We do not include the full XSL here because it would require too much
space, but excerpts are included and the algorithm is discussed next.

To be able to get the row span values right, we have to know the height
of the tree making up the header. We also need to know the depth of each
node as we process them. To get the depth of a node in XSL, we calculate how
many ancestors it has. Figure 6 shows the template to compute the height of
the header. What we do is sort all the nodes by their number of ancestors in
descending order. Then we take the first node with the maximum depth and we
return its depth. We need the +1 because ancestor::* does not include the root.

Similarly, to get the column span values right, we need to know the width of
the tree below each node. So what we really need to count is the number of leaf
nodes under the given node. If the node itself is a leaf, then the column span
will be 1. If not, we have to recursively count the number of leaves under the
node, by repeating the process for each child node of the given node.

The header tree nodes are processed in a breadth-first manner. All the children
nodes of the root are processed first, then the children nodes of these nodes, etc...
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Figure 7 shows the algorithm. When implementing this algorithm in an XML
style sheet, the main difficulty is going through all the nodes in breadth-first
order. The best way to do this is to start by matching all the nodes at a depth
of 1, i.e. all the nodes under the root. Then match all the nodes one level deeper
(depth of 2), then the nodes at depth 3, etc...

5 Implementation

All the programming, except at the XML layer, has been done with Python
[4]. The first application developed was a script looping through all the tables,
applying the XSL to the XML document containing the data, and dumping the
results in HTML files. This export-to-HTML program is useful to produce a
static HTML version of the database for use on systems with limited resources,
or on systems where the other applications, covered next, are not available.

An application with GUI to view and modify the database was developed, in
two versions: the first using Python with the GTK library (see Figure 8), aimed
at the Linux desktop (but can be ported to MS Windows and Apple Mac OS
environments) and the second version to run on the Nokia N800 internet tablet.
The implementations are very similar, except that the N800 version doesn’t have
the possibility to add, delete or modify rows of the tables. There are two main
reasons we did that: first, based on the uses cases of the system, PDA or other
portable device users should not have the option to modify the data; second,
resources are limited and running the full application was very slow.

One big problem on systems with limited resources is applying the XSL to
the XML documents to produce the HTML tables, more precisely generating the
table headers can be a slow process. Since the schema is unlikely to change often,
it is crucial to cache the table headers to avoid generating them all the time.
A big performance improvement can be obtained by doing this. On powerful
systems, we may save only 0.05 seconds, or even less, depending which table is
processed and which XSLT processor is used, but on slower systems it can easily
be several seconds lost every time.

We also developed a Web interface to the database. We wrote a stand-alone
web server with the same functionality as the desktop version. We used the
CherryPy Python package [10] to help in this task. The idea was to show yet
another way to interact with the database, to show that many interfaces to the
same database are possible. We certainly could have used some other technology
to do this, for example use any full-fledged web server and run the application
behind it, using any programming language. Our web application has two built-
in modes, a read-only cached version, and a version with database modification
power, aimed at administrators.

Since the core of the system is at the XML layer, implementing a full applica-
tion is mostly a matter of building a GUI or web interface, except for the caching
of table headers as discussed above. If at a later time a new interface is needed,
no problem since the data is completely separate from the interface. This will
probably be obvious to most computer scientists or engineers, but apparently it
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Fig. 8. Application to view and modify the military logistics database

is not so obvious in the military and government world. Many projects involve
contractors who put the data into binary files in some undocumented propri-
etary format, and the next contractor pretty much has to reverse engineer the
data files to figure out what’s going on before doing anything else. This problem
cannot happen in our project.

6 Conclusion

We developed our military logistics database from a usability-first point of view.
We kept the paper-based presentation, which is still working very well, and found
a good way to support it by using XML and XSL style sheets. Many interfaces are
possible and we implemented a few, and we reached the project goals of having a
version working on a portable device. For the future, we need to perform a larger
field study to get more feedback from users to improve the implementation of
the system.
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Abstract. In this paper we investigate how to use the XQuery language
for querying and reasoning with RDF(S)/OWL-style ontologies. Our pro-
posal allows the handling of RDF(S)/OWL triples by means of a XQuery
library for the Semantic Web, and it encodes RDF(S)/OWL reasoning
by means of XQuery functions. We have tested and implemented the
approach.

1 Introduction

The Semantic Web framework [9,14] proposes that Web data represented by
HMTL and XML have to be enriched by means of meta-data, in which modeling
is mainly achieved by means of the Resource Description Framework (RDF) [19]
and the Web Ontology Language (OWL) [20]. OWL is based on the so-called
Description Logic (DL) [6], which is a family of logics (i.e. fragments) with
different expressive power. On the other hand, XQuery [11] is a typed functional
language devoted to express queries against XML documents. It contains XPath
2.0 [8] as a sublanguage. XPath 2.0 supports navigation, selection and extraction
of fragments from XML documents. XQuery also includes flowr expressions (i.e.
for-let-orderby-where-return expressions) to construct new XML values and to
join multiple documents.

In this paper we investigate how to use the XQuery language for querying
and reasoning with RDF(S)/OWL-style ontologies. The main features of our
proposal can be summarized as follows:

– XQuery has been developed for querying XML documents, however, Web
data can be also represented by means of RDF(S) and OWL. Therefore,
XQuery should support the simultaneous querying of Web data by both its
structure and by its associated meta-data given in form of RDF(S)/OWL-
style ontologies. This is an important problem for supporting data discovery
tasks against collections of Web data. The proposed approach allows to query
XML/RDF(S)/OWL documents and to obtain as output the same kind of
documents.
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– RDF(S) and OWL querying should be combined with reasoning. RDF(S)
and OWL allows to express and infer complex relationships between entities
which should be exploited by means of a query language. The proposed
approach is able to use semantic information inferred from RDF(S) and
OWL resources.

– Finally, we will propose an implementation of the approach. Firstly, RDF(S)-
/OWL triples can be handled by means of a XQuery library providing
support to the traversal of triples, and the access to triples components.
Secondly, RDF(S)/OWL reasoning is encoded by means of XQuery func-
tions which facilitates the use of the ontology in queries. In addition, such
an encoding allows to reason with the elements of the ontology.

A great effort has been made for defining query languages for RDF(S)/OWL
documents (see [7] for a survey about this topic). The proposals mainly fall
on extensions of SQL-style syntax for handling the triple-based RDF structure.
In this line the most representative language is SPARQL [21]. Some authors
[10,15,1] have already investigated how to combine XML and RDF(S)/OWL
querying. RDF(S)/OWL can be combined with XML query languages, for in-
stance, by encoding RDF(S)/OWL into XML data and by encoding SPARQL in
XQuery. Alternatively, in [13], SPARQL and XQuery are combined in order to
provide an unified framework for RDF and XML. We have considered in our ap-
proach a different point of view. XQuery can be equipped with a library for the
handling of RDF(S)/OWL. And also, the ontologies can be encoded by means of
XQuery functions. The advantage of our approach is that XQuery functions are
able to reason about the ontology, that is, they are able to infer new information
from the TBox and ABox.

OWL/DL reasoning is a topic of research of increasing interest in the litera-
ture. Most of DL reasoners (for instance, Racer [16], FaCT++ [23], Pellet [22])
are based on tableaux based decision procedures. We can distinguish two main
reasoning mechanism in this context. The first mechanism focuses on checking
consistence of the ontology. Consistence means that the ontology has a model.
The second mechanism focuses on retrieving logic consequences from the on-
tology. Such logic consequence includes the transitive closure of the subclass
and subproperty relationships, the membership of individuals to classes, and the
relations between individuals, which are not explicitely declared in the ontology.

In our proposal, we have studied a fragment of Description Logic/OWL which
can be easily encoded in XQuery. Such an encoding takes Description Logic
formulas and encodes them by means of XQuery functions. XQuery is based
on the use of flowr expressions for querying XML documents. In our case, we
use flowr expressions to query OWL documents, and it allows to encode OWL
ontologies by means of XQuery. Such an encoding allows to reason about the
elements of the ABox of the ontology: we can infer the membership of individual
to classes and the roles that two individuals play. In addition, we are interested
in the use of XQuery for querying the meta-data of the TBox. In this case, the
XQuery library can be used for retrieving the elements of the TBox.
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OWL is a language with different fragments restricted in expressive power
(i.e. they consider different subsets of the OWL vocabulary and define restric-
tions in the use of some of them) in order to retain reasoning capabilities
(tractability, scalability, complexity, etc) and decidability. Recently, three frag-
ments of the new OWL 2 have been proposed: OWL EL, OWL RL and OWL
QL [20]. In particular, OWL QL is a fragment OWL 2 allowing efficient query-
ing. With respect to the fragment of DL considered in our proposal, we have
taken a fragment which is expressive enough that includes the basic elements of
OWL. It is a subset of the ALC fragment with some restrictions incorporating
some relations between properties. One key point of our fragment is that the
TBox has to be acyclic. This condition is required in order to be supported by
XQuery. However, we will discuss in the paper the adaptation of our proposal
to the recently proposed OWL QL.

We would like to remark that our work continues previous work about XQuery.
In [2], we have studied how to define an extension of XQuery for querying
RDF(S)/OWL documents. Similarly to the current proposal, such an exten-
sion allows to query XML and RDF(S)/OWL resources with XQuery, however,
the proposed extension of the quoted papers is based on the implementation of
XQuery in a logic language like Prolog (see [5,4,3] for more details).

Finally, we have tested and implemented the proposal of this paper. The
XQuery library for handling RDF(S)/OWL together with an example of on-
tology encoded in XQuery can be downloaded from http://indalog.ual.es/
XQuerySemanticWeb.

The structure of the paper is as follows. Section 2 will present the kind of
ontologies we consider in our framework. Section 3 will describe the XQuery
library for RDF(S)/OWL. Section 4 will show the encoding of ontologies in
XQuery. Section 5 will give some examples of ontology querying and finally,
Section 6 will conclude and present future work.

2 Ontology Representation

In this section we will define the fragment of OWL of our framework.

Definition 1. An ontology O in our framework contains a TBox including a
sequence of definitions of the form:

C � D | (rdfs:subClassof)
E ≡ F | (owl:equivalentClass)
P � Q | (rdfs:subPropertyOf)
P ≡ Q | (owl:equivalentProperty)

P ≡ Q− | (owl:inverseOf)

P ≡ P− | (owl:SymmetricProperty)

� � ∀P−.D | (rdfs:domain)
� � ∀P.D | (rdfs:range)

where C is a class (i.e. concept) description of left-hand side type (denoted by
C ∈ L), of the form: C ::= C0 | ¬C | C1 � C2 | C1 � C2 | ∃P.C | ∀P.C and D
is a class (i.e. concept) description of right-hand side type (denoted by D ∈ R),
of the form: D ::= C0 | D1 �D2 | ∀P.D. In all previous cases, C0 is an atomic
class (i.e. class name) and P , Q are property (i.e. role) names. Formulas of
equivalence E ≡ F are syntactic sugar for E � F and F � E. In addition, the
ABox contains a sequence of definitions of the form: P (a, b) | C0(a) where P is
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TBox
(1) Man � Person (2) Woman � Person

(3) Person � ∃author of.Manuscript � Writer (4) Paper � Book � Manuscript

(5) Manuscript � ∃reviewed by.Person � Reviewed

(6) Manuscript � ¬ ∃ rating.Score � Unrated

(7) Manuscript � ∀rating.Score (8) Manuscript � ∀of topic.Topic

(9) author of ≡ writes (10) average rating � rating

(11) authored by ≡ author of− (12) � � ∀ author of.Manuscript

(13) � � ∀ author of−.Person (14) � � ∀ reviewed by.Person

(15) � � ∀ reviewed by−.Manuscript (16) friendOf− ≡ friendOf
ABox
(1) Man(“Abiteboul”)

(2) Man(“Buneman”) (3) Man(“Suciu”)

(4) Book(“Data on the Web”) (5) Book(“XML in Scottland”)

(6) Paper(“Growing XQuery”) (7) Person(“Anonymous”)

(8) author of(“Abiteboul”,“Data on the Web”) (9) authored by(“Data on the Web”,“Buneman”)

(10) author of(“Suciu”,“Data on the Web”) (11) author of(“Buneman”,“XML in Scottland”)

(12) writes(“Simeon”,“Growing XQuery”) (13) reviewed by(“Data on the Web”,

(14) reviewed by(“Growing XQuery”, “Anonymous”)

“Almendros”) (15) rating(“XML in Scottland”,“excellent”)

(16) average rating(“Growing XQuery”,“good”)(17) of topic(“Data on the Web”,“XML”)

(18) of topic(“Data on the Web”,“Web”) (19) of topic(“XML in Scottland”,“XML”)

(20) friendOf(“Simeon”,“Buneman”)

Fig. 1. An Example of Ontology

a property name, C0 is a class name, and a, b are individual names. We require
that the TBox does not include concepts and roles that depend themself, that is,
the TBox is acyclic.

Our fragment of OWL is equipped with the basic elements of OWL: equivalence
and inclusion of classes, and equivalence and inclusion of properties. In addition,
it allows the specification of inverse and symmetric properties, and the domain
and range of properties. We have restricted our approach to object properties,
it forces to consider properties on datatypes as object properties. Let us remark
that in right hand-sides of inclusion relations is not allowed to specify either
¬C or D1 � D2 or ∃P.C. The reason for that is the encoding in XQuery of
the ontology. Basically, the encoding allows to query the ontology and to use
inclusion and equivalence for reasoning. Finally, we require that the TBox is
acyclic. The fragment is basically ALC with restrictions in right hand-sides of
class axioms, adding some property relations. Let us see now an example of a
such a DL ontology (see Figure 1).

The ontology of Figure 1 describes, in the TBox, meta-data in which the
elements of Man and the elements of Woman are elements of Person (axiom
(1) and (2)); and the elements of Paper and Book are elements of Manuscript
(axiom (4)). In addition, a Writer is a Person who is the author of a Manuscript
(axiom (3)), and the class Reviewed contains the elements of Manuscript revie-
wed by a Person (axiom (5)). Moreover, the Unrated class contains the elements
of Manuscript which have not been rated (axiom (6)). The classes Score and
Topic contain, respectively, the values of the properties rating and of topic as-
sociated to Manuscript (axioms (7) and (8)). The property average rating is a
subproperty of rating (axiom (10)). The property writes is equivalent to author of
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(axiom (9)), and authored by is the inverse property of author of (axiom (11)).
Finally, the property author of, and conversely, reviewed by, has as domain a Per-
son and as range a Manuscript (axioms (12)-(15)). Axiom (16) defines friend of
as a symmetric relation. The ABox describes data about two elements of Book:
“Data on the Web” and “XML in Scottland” and a Paper: “Growing XQuery”.
It describes the author of and authored by relationships for the elements of Book
and the writes relation for the elements of Paper. In addition, the elements of
Book and Paper have been reviewed and rated, and they are described by means
of a topic.

3 A Semantic Web Library in XQuery

Now, we will describe the Semantic Web library defined in XQuery. In summary,
we have to handle the triples of the TBox and ABox of the given ontology. For
simplicity we will assume that the elements of the ABox and the TBox has
been declared in separated RDF items, one for each formula. Firstly, in order to
handle the ABox, we have defined the following XQuery function:

declare function sw:abox($doc as node()) as node()*{$doc//owl:Thing[@rdf:about]};

which returns the sequence (i.e. by means of the XQuery “node()*” type)
of triples of the ABox included in the document $doc. In order to access to
the components of each triple of the ABox we have defined XQuery functions
sw:subject, sw:object and sw:property. For instance,

declare function sw:subject($triple as node()) as xs:string{ string($triple/@rdf:about)};

Now, the TBox can be also handled by means of the library. For instance,
we can obtain the classes in the TBox which are equivalent to a given class as
follows:

declare function sw:equivalentClass($doc as node(),$class as node()) as node()*{
(for $x in $doc//owl:Class[owl:equivalentClass/@rdf:resource]

where sw:eq($x/@rdf:about,$class/@rdf:about)
return sw:toClass($x/owl:equivalentClass/@rdf:resource)) union
(for $x in $doc//owl:Class[owl:equivalentClass/@rdf:resource]

where sw:eq($x/owl:equivalentClass/@rdf:resource,$class/@rdf:about)
return sw:toClass($x/@rdf:about)) union
(for $x in $doc//owl:Class[owl:equivalentClass/owl:intersectionOf]

where sw:eq($x/@rdf:about,$class/@rdf:about)
return $x/owl:equivalentClass/owl:intersectionOf ) union
(for $x in $doc//owl:Class[owl:equivalentClass/owl:Restriction]

where sw:eq($x/@rdf:about,$class/@rdf:about)
return $x/owl:equivalentClass/owl:Restriction)
};

Let us remark that a class E can be equivalent by means E ≡ F , E ≡ D1�D2
and E ≡ ∀P.D. The library handles the equivalence formula E ≡ F as not ori-
ented, and then returns E as equivalent to F , and F as equivalent to E. The
previous function sw:toClass represents a class name in OWL format. The
previous sw:eq is a boolean function to check equality between RDF identifiers.
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Similarly, we can get the subclasses or superclasses of a given class in the TBox,
by means of the functions sw:subClassOf and sw:superClassOf, respectively.
In the library, there are also XQuery functions for querying about properties.
For instance, the following function returns the domain of a property:

declare function sw:domain($doc as node(),$property as node()) as node()*{
for $x in $doc//owl:ObjectProperty where sw:eq($property/@rdf:about,$x/@rdf:about)
return sw:toClass($x/rdfs:domain/@rdf:resource)
};

There are also functions sw:inverseOf, sw:equivalentProperty, sw:sub-
PropertyOf, sw:superPropertyOf and sw:range, and a function sw:Symme-
tricProperty to retrieve the symmetric properties. Finally, we can query the
elements of the ontology like classes, properties and individuals. For instance,
the following function returns the classes of the TBox:

declare function sw:Classes($doc as node()) as node()*{
for $x in $doc//owl:Class[@rdf:about] return sw:toClass($x/@rdf:about)};

In the library, there are also functions sw:Properties, sw:Individuals,
sw:Unions, sw:Intersections, sw:ClassesofIntersections, sw:Classesof-
Unions, sw:Restrictions (i.e. formulas built from ∀ and ∃). Also, there are also
functions sw:oftype, sw:type, sw:ofrole and sw:role, retrieving the individ-
uals of a certain type, the types of an individual, and the same for roles. Finally,
given a property filler we can query the related individuals by means of two
functions: sw:About and sw:Resource.

Now, using the Semantic Web library we can write queries for retrieving the
elements of the ontology, expressing the result in XML format. For instance, we
can get the atomic superclasses of a each class:

<classes>{
for $x in sw:Classes(doc(’example.owl’))
return <class> string($x/@rdf:about) </class>
union
<superclasses>{
for $y in sw:subClassOf(doc(’example.owl’),
sw:toClass(string($x/@rdf:about)) where $x/@rdf:about
return string($y/@rdf:about)
} </superclasses>
} </classes>

obtaining w.r.t. the running example the XML document:

<classes>
<class>#Man</class>

<superclasses>#Person</superclasses>
<class>#Woman</class>

<superclasses>#Person</superclasses>
....
</classes>

In summary, the proposed Semantic library of XQuery allows to query the
elements of the TBox and the ABox. However, for reasoning with the TBox
and the ABox, we have to encode the TBox by means of XQuery functions.
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4 Encoding of Ontologies by Means of XQuery

Now, we present an example of encoding of an ontology by means of XQuery.
The encoding allows to obtain the logic consequences from the TBox about the
elements ABox. For instance, the class Writer of the running example can be
defined in XQuery as follows:

declare function ex:writer($doc as node()) as node()*{
sw:oftype($doc,"Writer") union(
for $x in ex:author of($doc) where

(some $z in ex:person($doc) satisfies
sw:eq(sw:About($z),sw:About($x)))
and (some $u in ex:manuscript($doc) satisfies
sw:eq(sw:About($u),sw:Resource($x)))

return sw:toIndividual(sw:About($x)))
};

The previous encoding defines the class Writer as the union of: the elements of
the ABox of type Writer, and the “Person’s which are author of a Manuscript”,
following the TBox formula Person � ∃author of.Manuscript � Writer. The
elements of the ABox of type Writer are retrieved by means of a call to the
function sw:oftype of the Semantic library. The elements of the class Per-
son are computed by means of the call to the function ex:person, which is
defined similarly to ex:writer. The same can be said for ex:author of and
ex:Manuscript. The intersection is encoded by means of the some-satisfies
construction of XQuery, and the same can be said for the existential quantifier.
By calling ex:writer(doc(’example.owl’)), we would obtain:

<owl:Thing rdf:about="#Abiteboul"/>
<owl:Thing rdf:about="#Suciu"/>

<owl:Thing rdf:about="#Buneman"/>
<owl:Thing rdf:about="#Simeon"/>

Basically, the idea of the encoding is as follows. Each class C and property P
of the ontology defines a function called C and P , respectively. In the running
example we would have the functions: ex:person, ex:man, etc. in the case of
classes, and ex:author of, ex:authored by, etc. in the case of properties. Now,
the functions for classes are defined as the union of the elements of the ABox of
the given class, and the elements of subclasses of the given class in the TBox.
In the case of properties, the functions are defined as the union of: the elements
of the ABox full-filling the property, and the elements of subproperties of the
given property in the TBox. In the running example, author of property is en-
coded as follows:

declare function ex:author of($doc as node()) as node()*{
(sw:ofrole($doc,"author of")) union
(for $y in sw:ofrole($doc,"writes")
return sw:toFiller(sw:About($y),"author of",sw:Resource($y))) union
(for $z in sw:ofrole($doc,"authored by")
return sw:toFiller(sw:Resource($z),"author of",sw:About($z)))
};

Now, by calling ex:author of(doc(’example.owl’)), we would obtain:
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<owl:Thing rdf:about="#Abiteboul">
<author of rdf:resource="#DataontheWeb"/>
</owl:Thing>
<owl:Thing rdf:about="#Suciu">
<author of rdf:resource="#DataontheWeb"/>
</owl:Thing>
<owl:Thing rdf:about="#Buneman">
<author of rdf:resource="#XMLinScottland"/>
</owl:Thing>

<owl:Thing rdf:about="#Simeon">
<author of rdfs:resource="#GrowingXQuery"/>
</owl:Thing>
<owl:Thing rdf:about="#Buneman">
<author of rdfs:resource="#DataontheWeb"/>
</owl:Thing>

Let us remark that in both examples, the encoding has used the ontology
for reasoning about class assertions and property fillers. In the first case Abite-
boul, Suciu, Buneman and Simeon are members of the class Writer because
they are obtained from the ABox, and from the TBox by means of the rea-
soning with the formulas author of ≡ writes and authored by− ≡ author of
(i.e. sw:author of returns also elements related by means of authored by and
writes relationships). The elements of the classes Paper and Book are elements
of Manuscript by Paper �Book � Manuscript.

5 Querying an Ontology by Means of XQuery

Now, we will show some examples of querying and reasoning w.r.t. the run-
ning example. Such examples have been tested and can be downloaded from
http://indalog.ual.es/XQuerySemanticWeb.

The first example retrieves the “Authors of a Manuscript”. Let us remark that
the relation “author of” is equivalent a “writes” and the inverse of “authored by”.
In addition, the class “Manuscript” includes the elements of the classes “Paper
and “Book”. The query can be expressed in our proposal as follows:

<manuscripts>{
for $x in ex:author of(doc(’example.owl’)) return
<item> <author> { sw:subject($x) } </author>
<manuscript> { sw:object($x) } </manuscript> </item>
}</manuscripts>

obtaining the answer in XML format as follows:

<manuscripts>
<item><author>#Abiteboul</author> <manuscript>#DataontheWeb</manuscript> </item>
<item><author>#Suciu</author> <manuscript>#DataontheWeb</manuscript></item>
<item> <author>#Buneman</author> <manuscript>#XMLinScottland</manuscript> </item>
<item> <author>#Simeon</author> <manuscript>#GrowingXQuery</manuscript> </item>
<item> <author>#Buneman</author> <manuscript>#DataontheWeb</manuscript> </item>

</manuscripts>

The second example retrieves the “Authors of reviewed manuscripts” in which
the class Reviewed includes the manuscripts for which a “reviewed by” relation
exists. The query can be expressed in our framework as follows:

<manuscripts>{
for $y in ex:author of(doc(’example.owl’))

where some $x in ex:reviewed(doc(’example.owl’)) satisfies
sw:eq(sw:subject($x),sw:object($y))

return <item> <author> { sw:subject($y) } </author>
<manuscript> { sw:object($y) } </manuscript> </item>
}</manuscripts>

obtaining as answer:

http://indalog.ual.es/XQuerySemanticWeb
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<manuscripts>
<item><author>#Abiteboul</author> <manuscript>#DataontheWeb</manuscript> </item>
<item><author>#Suciu</author> <manuscript>#DataontheWeb</manuscript></item>
<item> <author>#Simeon</author> <manuscript>#GrowingXQuery</manuscript> </item>
<item> <author>#Buneman</author> <manuscript>#DataontheWeb</manuscript> </item>

</manuscripts>

Let us remark that “XML in Scottland” is not a reviewed manuscript.

6 Conclusions and Future Work

In this paper we have investigated how to use the XQuery language for querying
and reasoning with RDF(S)/OWL-style ontologies. As future work we would like
to study how to adapt our proposal to other ontology languages, in particular,
how to extend to the recently proposed OWL QL, the W3C proposal for querying
OWL ontologies. We have to solve some troubles to cover with OWL QL. Firstly,
OWL QL is based on a different fragment of OWL. It is, for instance, restricted
to existential quantification of properties, but on the other side it assumes cyclic
ontologies. Moreover, it is focused on conjunctive queries. In order to handle
conjunctive queries in OWL QL a rewriting query algorithm has been proposed
in [12]. In summary, the adaptation of OWL QL to our framework is not a
trivial task. Firstly, we have to implement a fix point operator in XQuery in
order to cover with cyclic ontologies. In addition, OWL QL assumes the use of
conjunctive queries and query rewriting. In this case, we need a formalism for
expressing conjunctive queries in XQuery and a mechanism for rewriting. We
are investigating how to use SWRL [17] and RIF [18] for expression conjunctive
queries and the XQuery itself for query rewriting.
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2. Almendros-Jiménez, J.M.: An RDF Query Language based on Logic Programming.
Electronic Notes in Theoretical Computer Science 200(3) (2008)
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Abstract. Keyword search querying has emerged as one of the most ef-
fective paradigms for information discovery, especially over HTML doc-
uments in the World Wide Web and much work has been done in this
domain. Specifically, With the increasing application of XML in web,
the study on XML keyword search has been gaining growing attention
of the researchers. Great efforts have also been made in recent years to
facilitate XML keyword search to be as convenient as the text document
search of web so that the users could conduct query simply by inputting
the intended keywords without the necessity of gaining much knowledge
about XML schema or XQuery. Despite all the advantages, this query
method will certainly give rise to the inaccuracy of the query result, and
given that approaches have been proposed by the researchers. This pa-
per survey several representative papers with the purpose of extending
the general knowledge of the research orientation of the XML keyword
search.

1 Introduction

With the development of information science and information society, an increas-
ing number of information on the internet is stored with XML format. Given the
fact that XML is becoming the standard in exchanging and representing data,
how to extract accurate information in an effective and efficient way from XML
documents has become an important issue arousing much interest of researchers.

A query language for XML, such as XQuery, can be used to extract data from
XML documents. XQuery, operating effectively with the structure, can convey
complex semantic meaning in the query, and therefore can retrieve precisely the
desired results. However, if the user wants to use XQuery to search information
efficiently, he needs to possess sufficient knowledge about XQuery and the struc-
ture of the XML document. It is, hence, apparent that this method is not a good
choice for the beginning users.

Though a variety of research attempts have been made to further explore
XQuery, all of their research results fail to settle the problem of complexity of
the query syntax.

As the search for technological development, information retrieval(IR)style
keyword search on the web has made great achievements. Keyword search is a
proven user friendly way of querying HTML documents in the World Wide Web.
It allows users to find the information by inputting some keywords. Inspired by
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Table 1. Main technique in XML keyword search field recent years

YEAR Keyword Search Semantics
2003 XKeyword[16], XSEarch[11],XRANK[10]
2004 MLCA[1]
2005 SLCA[2]
2006 Tree Proximity[19]
2007 XSeek[3], SLCA[9], CVLCA[8]
2008 MaxMatch[4], eXtract[15], ELCA[21]
2009 XReal[7], RTF[6], XReD[23]
2010 XBridge[22]

this, it is desirable to support keyword search in XML database. It is a very
convenient way to query XML databases since it allows users to pose queries
without the knowledge of complex query languages and database schema.

Based on the above situation, XML keyword search in recent years has become
a hot research area with a good many papers published and great achievements
scored. In this paper, we survey the search semantics and the algorithms pre-
sented in several representative papers.With the introduction of these papers,
the readers could understand the main research stream of XML keyword search
in recent years, as is shown in Table 1.

The research findings of XML keyword search can be generalized from three
dimensions:

(1) The efficiency and effectiveness of XML keyword search,
(2) the return results ranked semantics,
(3) the biased snippet and result differentiation of XML keyword search.

We will introduce some papers’ main ideas in each dimensions.

2 Efficiency and Effectiveness of XML Keyword Search

The efficiency and effectiveness are both important measures for XML keyword
search. Every semantic for XML keyword search should consider these measures.
Efficiency often means one method’s time cost and space cost. Effectiveness often
reflect the meaningfulness of the return result,in the other words, effectiveness
can map the results matching degree of user’s search intention. Some semantics
have been proposed to improve these areas. In this section,we introduce some
classical methods based on these semantics.

2.1 XKeyword

XKeyword[16]: Being part of the early research results, XKeyword provides
efficient keyword proximity queries for large XML graph databases. This paper
adopts the concept that a keyword proximity query is a set of keywords and
the results are trees of XML fragments( called Target Objects) that contain all
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Fig. 1. The XML Tree

the keywords. In order to achieve quick response, XKeyword builds a set of
connections,which precompute particular path and tree connections on the TSS
graph. In this way, the XML data can be stored efficiently to allow the quick
discovery of connections among elements that contain keywords; besides, the cost
of computing the full presentation graph is very high. Hence, XKsearch adopts
an on-demand execution method,where the execution is guided according to the
users navigation. Another crucial problem that the result should be meaningful
to the user and can not contain too much irrelevant information has been resolved
by XKeyword. XKeyword associates a minimal piece of information,called Target
Object,to each node and displays the target objects instead of the nodes in the
results, in this way to make sure the meaningfulness of the result. XKeyword
avoids producing duplicate results by employing a smart execution algorithm.

2.2 XSEarch

XSEarch[11]: is a search engine for XML, it developed a syntax for search
queries that is suitable for a naive user and facilitates a fine-granularity search.
XSEarch presents excellent query semantics. It defines three search terms l:k,
l:, :k. If an interior node n wants to satisfies one of the search terms, it should
be fixed model. Thinking about the effectiveness of the return results, XSEarch
presents a relation which can be used to determine whether a pair of nodes is
meaningfully related. T|n1,n2 denotes the shortest undirected path between node
n1 and node n2 consists of the paths from the lowest common ancestor of n1
and n2 to n1 and n2, then paper[11]defined that n and n

′
are interconnected if

one of the following conditions holds:

1. T|n,n′ dose not contain two distinct nodes with the same label or

2. the only two distinct nodes in T|n,n′ with the same label are n and n
′
.

XSEarch also developed a suitable ranking mechanism that takes into account
the effectiveness of XML keyword search. we will introduce this ranking sematic
in section 2. In order to improve the efficiency of XSEarch, interconnection index
and path index are defined.
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2.3 SLCA

SLCA[2]: SLCA means Smallest Lowest Common Ancestor semantics. A key-
word search using the SLCA semantics returns nodes in the XML data that
satisfy the following two conditions:(1) the subtrees rooted at the nodes contain
all the keywords,and(2)the nodes do not have any proper descendant node that
satisfies condition(1).

Example 1: In the Figure 1,we put a query list”Mutombo,position”, then the
SLCA is ”player” with the Dewey id [0.2.4.0]. The answer to the keyword search
is the subtree rooted at the ”palyer” node with id 0.2.4.0.This result is a better
answer than the ssubtrees rooted at ”players” or ”team”.

In the paper[2], two efficient algorithms,Indexed Lookup Eager and Scan Eager
are designed for keyword search in XML documents according to the SLCA
semantics. In this paper, XML document is treated as a common tree, and the
nodes in the XML tree use Dewey numbers as the id, as is showed in Figure 1.
The Indexed Lookup Eager algorithm is based on four properties of SLCA, one
of these properties is:

slca(S1, ..., Sk) = get slca(get slca(S1, ..., SK−1), SK) for k<2

The next algorithm is Scan Eager which is a variant of Index Lookup Eager
Algorithm.When keyword search includes at least one low frequency keyword
along with high frequency keywords,then the Scan Eager can be efficiently used.

2.4 CVLCA

CVLCA[8]: In the above, we have introduced three semantics which improved
the efficiency and effectiveness of XML keyword search. But it is not difficult to
find that they sometimes return meaningless result or incomplete of answers. In
order to improve the above situation, VLCA and Compact VLCA are proposed
in the paper[8]. VLCA not only eliminates redundant LCAs but also retrieve
relevant answers filtered out wrongly,and thus improves both accuracy and com-
pleteness of keyword search. The definition of Homogenous/Heterogenous and
MDC(Meaningful Dewey Code) are proposed,they are both important defini-
tions for CVLCA. In paper[8] the compact connected trees rooted CVLCAs are
treated as the answers of keyword queries. Moreover, the paper presents an op-
timization technique for accelerating the computation of CVLCAs and device
an efficient stack-based algorithm to identify the meaningful compact connected
trees.

2.5 MaxMatch

MaxMatch[4]:In view of the above-mentioned situation, paper[4] proposes an
axiomatic framework that includes two intuitive and non-trivial properties:
monotonicity and consistency, with respect to data and query. Data/Query
Monotonicity describes how the number of query results should change upon
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an update to the data or query. Data/Query Consistency describes how the
content of query results should change upon an update to the data or query.
These properties are non-trival, non-redundant, and satisfactory. MaxMatch, a
novel semantics for identifying relevant matches and an efficient algorithm to
realize this semantics, have been introduced in paper[4] which satisfies all prop-
erties and returns the filtered fragments root at SLCA nodes after pruning the
uninteresting nodes. To our knowledge, paper[4] is the first work on reasoning
about and evaluating XML keyword search strategies using a formal axiomatic
framework.

2.6 RTF

RTF(Relaxed Tightest Fragments): From the section above, we can learn
that a contributor-based filter mechanism in the MaxMatch algorithm is pro-
posed. Analysis of paper[6], however, shows that the contributor-based filtering
mechanism is not enough to filter out all the uninteresting nodes based on the
SLCA. Besides, only focusing the SLCA related fragments is not enough for XML
keyword search either.They both suffer false Positive example and Redundancy
problem. Considering these situations, In paper [6] proposes a framework of re-
trieving meaningful fragments rooted at not only the SLCA nodes but also all
of the LCA nodes.The concept of Relaxed Tightest fragment (RTF) is proposed
to represent the basic result for the XML keyword search. Then the concept of
valid contributor is defined as the following:

(Valid Contributor)Given an XML tree T and the keyword query Q =
w1, ..., wk, R is a RTF in T.u,v are two nodes in R, and u is the parent
of v. The child v is a valid contributor of u if either of the following two
conditions holds:
1. v is the unique child of u with label λ(v);
2. v has several siblings v1, ..., vm (m ≥ 1)with same label as λ(v). but

the following conditions hold:
- �vi, TKv ⊂ TKvi ;
- ∀vi ∧ TKv = TKvi,TCv 
=TCvi .

The rule 1 aims to overcome the false positive problem,and rule 2 is used to
overcome the redundancy problem.By taking into account the label and the
content of a node, the children of a node could be classified as valid contributors
and non- contributors. paper [6] also introduces an algorithm based on ValidRTF.

3 Ranking Semantics and Result Type of XML Keyword
Search

As was introduced above, XML keyword search provided a simple way to query
XML database. However, this kind of simple query format may not be precise and
returns too many results,this can bring inconvenience to the users. To address
this problem, some methods were proposed in recent years. One proposed way
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is to first compute the query results and then rank them; another method[14]
infers the return node type by analyzing keyword match patters; XReal[7] were
proposed recently,which utilized the statics of underlying XML data. In this
section we will introduce all of the semantics.

3.1 XRANK

XRANK[10]: XRANK[10] tries to solve the problem of efficiently producing
ranked results for keyword search over hyperlinked XML documents.In order
to define specific ranking function,the desired properties for ranking functions
over hyperlinked XML documents are proposed firstly. There are three desired
properties that ranking function should take into account: Result Specificity,
Keyword Proximity and Hyperlink Awareness. Result specificity means that the
ranking function should rank more specific results higher than less specific re-
sults. Some functions respect to different content are well defined in the paper.
For example the overall ranking of a result element v1 for query Q = k1, k2, ..., kn

is computed as follows.

R(v1, Q) = {
∑

1≤i≤n

r(v1, ki)} × p(v1, k1, k2, ...kn)

The overall ranking is the sum of ranks with respect to each query keyword.
Besides, the ElemRank which is a measure of the objective importance of

an XML element is proposed in the paper[10]. The algorithm for Computing
ElemRank is as follows:

e(v)=
1− d1 − d2 − d3

Nd ×Nde(v)
+d1

∑
(u,v)∈HE

e(u)
Nh(u)

+d2

∑
(u,v)∈CE

e(u)
Nc(u)

+d3

∑
(u,v)∈CE−1

e(u)

In this function, d1,d2,d3 are the probabilities of navigating through hyperlinks,
forward containment edges,and reverse containment edges,respectively. Based
on the above definition, two algorithms are designed to rank result for XML
keyword search queries: DIL query processing algorithm and RDIL query pro-
cessing algorithm. DIL (Dewey Inverted List) only stores the IDs of elements
that directly contain the keyword, its size is likely to be much smaller the size
of the naive inverted list. XRANK system for ranked keyword search over XML
documents is designed based on all the content mentioned above.

3.2 XSEEK

XSEEK[3]: Ranking semantics may help users quickly find the information they
want to find. But the challenge what appropriate data nodes to be returned has
not addressed by the ranking semantics. To solve this problem, paper[3] pro-
posed some definitions ,algorithms and one XSEEK system. The first guideline
of the XSEEK system is to differentiate nodes representing entities from nodes
representing attributes,and generate return nodes.when the schema is available,
all the node categories are defined as follows:
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1. A node represents an entity if it corresponds to a *-node in the DTD
2. A node denotes an attribute if it dose not correspond to a *-node, and only

has one child,which is a value.
3. A node is a connection node if it represents neither an entity nor an attribute.

The second guideline of XSEEK system is to take keyword macth patterns
into consideration,by classfying keywords into two categories:search predicates
and return nodes.The data nodes that match return nodes are output based on
their node categories: attributes,entities and connection nodes. On the basis of
the above-mentioned semantics, paper[3] presents the algorithms that process
keyword search on XML data and achieve the semantics efficiently.

3.3 XReal

XReal[7]: With the increasing attention paid to the study of the effectiveness
and ranking semantic of XML keyword search, some problems and approaches
are put forward. One of the new proposal is about the effectiveness and ranking
mechanism in term of result relevance summarized as three issues in[7]:

Issue 1:Identify the type of target node(s) that a keyword query intends
to search for. Search for node.
Issue 2:Effectively infer the types of condition nodes that a keyword
query intends to search via. Search via nodes.
Issue 3:Rank each query result in consideration of the above two issues.

Inspired by the important role of data statics in IR-ranking,[7]maintains and
exploits two important basic statics terms, i.e. (1)XML TF(term frequency)fa,k:
The number of occurrences of a keyword k in a given data node a in XML
data,(2)XML DF(document frequency)fT

k : the number of T-types nodes that
contain keyword k in their subtrees in XML data. Then three guidelines of the
search for node type T are defined: 1. T is related to every query keyword, 2.
T should be informative enough, 3. T should not be overwhelming. By incorpo-
rating the above guidelines, we define Cfor(T, q),which is the confidence of node
type T to be search for node type:

Cfor(T, q) = loge(1 +
∏
k∈q

fT
k ) ∗ rdepth(T )

The function of the confidence of a node type T to be a desired type to search via
is also designed.A novel relevance-oriented ranking scheme called XML TF*IDF
similarity which can capture the hierarchical structure of XML and resolve
Ambiguity1-3 in a heuristic way is introduced, and based on the above defi-
nitiona keyword search engine prototype called XReal is implemented.The algo-
rithm of XReal is defined in two steps: first step is data processing and index
construction; then the second step is keyword search and ranking the results.
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4 XBridge

XBridge[22]: For common users, each result type implies a possible search
intention, so it is desirable to efficiently work out the most relevant result
type(Promising Result Types) from the retrieved data. The process to deter-
mine the promising result type contains three steps:(1) First, computing all
query results individually and classifying them, (2)then the score of each type is
computed by a proposed ranking function,(3)finally, the type with the highest
score is chosen as the promising result type.

Two algorithms are defined for deciding promising type to the query. The
main procedure of the algorithms is as follows: (1) first, the corresponding dis-
tinct paths of each term in the query should be determined by the given key-
word query.(2)then, we can obtain all result types where each type is a distinct
label path from the root node to the lowest connected node on its query tem-
plate.(3) After that, we compute the score for each result by calling a ranking
function.(4)finally, the result type with highest score will be considered as the
promising type to query. Based on the above contented, the search engine pro-
totype called XBridge is implemented .

5 Snippet and Result Types of XML Keyword Search

From the previous section,we can learn that various ranking schemes have been
proposed to assess the relevance of query results so that users can focus on the
ones that are deemed to be highly relevant. However,because of the ambiguity
of search semantics, it is impossible to design a ranking semantics that always
perfectly gauges query result relevance with respect to users’ intentions,besides,
a user may would like to investigate,compare multiple relevant results for infor-
mation discovery and decision making. To compensate the inaccuracy of ranking
functions and help the user differentiate multiple results, snippet, promising re-
sult types,and result differentiation are researched during recent years. In this
section,we will introduce these semantics.

5.1 Snippet

Snippet[15]: Most text search engine uses snippets to complement ranking
scheme in order to effectively handle user searches. Today, some researches on
result exploration of snippets are also under way. Paper[15] is the first paper
which tries to carry out research on the area. Four goals are identified for a good
result snippet: (1) Self-contained. a query result snippet should be self-contained
so that the user can understand it.(2)Distinguishable A snippet should make the
corresponding query result distinguishable from the snippets of other query re-
sults so that the users can differentiate them with little effort. (3) Representative
Snippets. Therefore, the users can grasp the essence of the result from its snippet.
(4) Small. A query result snippet should be small so that the user can quickly
browse several snippets. The most significant information in the query result
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that should be selected into a snippet in a snippet information list is identified
to meet the first three goals. To satisfy the four requirements, paper[15] designs
and implements a novel algorithm to efficiently generate informative yet small
snippets.

5.2 Result Differentiation(XRed)

XRed[23]: As we can learn from above, snippets highlight the most dominant
features in the results. Without considering the relationships among results, the
snippets are not helpful to compare and differentiate multiple results.

In paper[23], some techniques for comparison and differentiation of structured
search results are proposed. An algorithm takes as input a set of structured re-
sults, and outputs a Differentiation Feature Set(DFS) for each result to highlight
their differences within a size bound. Three desiderata for DFS are discussed: (1)
limited size, small size of query results (2)reasonable summary. Otherwise,the
differences shown in DFSs do not reflect the actual differences between the cor-
responding query results.(3)maximal differentiation. For summarizing query re-
sults, the DFS should appease two rules: (1) Dominance Ordered (2) Distribution
Preserved.

The DFS construction problem is proved to be a NP-hard problem. Due to
the NP-hardness of the DFS construction problem,two local optimality crite-
ria are proposed: single-swap optimality and multi-swap optimality, then two
efficient algorithms for achieving these criteria are designed. XReD system is
implemented which satisfies all definitions are mentioned above.

6 Experiments

To verify the effectiveness and efficiency of these approaches we have introduced
above, some experiments were designed. all experiments were conducted on a
1.66HZ Intel Core Dou CPU machine with 2GB RAM running Windows XP.
The algorithms were implemented in Java and the parsing of the XML files was
performed using the SAX API of the Xerces Java Parser.We choose some of
algorithms for our experiments. We compare these approaches’ efficient, effec-
tiveness. DBLP is used as the test database. The size of the data is 389M.

6.1 Effectiveness

As we said above , effectiveness is the match’s degree of users’ search intention.
To get a fairly objective view of user search intentions in real world, we organize
ten persons and tell them some basic information about DBLP XML database.
all of the people are asked to write ten to twenty queries and their desired
information that can satisfies their search intention. For example, the Fig.2.
shows one people’s example.

We divide the ten subjects into two groups,whose testing results will be
queried with five different methods,and then a comparison will be done to find
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Table 2. User Queries and Itention

Query Intention
Q1 xml book the books about XML
Q2 xml, twig, paper the paper about XML twig
Q3 author jim book the book wrote by Jim
Q4 paper 2010 xml the paper published in the year of 2010
.... ...... ......

Fig. 2. The Score of Algorithms

the matching degree between the returned results and their search intentions.
Each method will be correspondingly graded with points ranging from one to
five according to the satisfaction of the subjects. Finally, the average mark of
each method as a group is given after the above operation is carried out by the
subjects. The results are showed in Figure 2.

From the figure, we can find that the XReal and XBridge do well then the
others. XReal decides the search for node and search via node before calculating
the results. XBridge propose a new method of predicting the result type for XML
keyword queries. Different semantic of approach cause different effectiveness.

6.2 Efficiency

The efficiency of XML keyword search refers to the time cost of the search step.
We evaluate the efficiency of SLCA, XSeek, CVLCA, XReal, XBridge respec-
tively and know that the time costs of various queries vary with the structure of
XML database. In this section, we divide the selected fifteen queries into three
groups and record the time cost of each query. Next, we compute the average
time cost for each corresponding query with a specific method as a group. The
following Figure.3 shows the time cost of each method.

According Figure.3, we can see the efficiency of these algorithms. We can infer
that the algorithms want to get better effectiveness, it may loose the efficiency
of keyword search.

From above, we learn some chosen algorithms’ compare. And learn some
knowledge about the efficiency and effectiveness of XML keyword search.
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Fig. 3. The Efficiency of Algorithms

7 Conclusion

This paper starts from the introduction of a couple of representative papers
and gives a brief explanation of representative semantics and algorithms. It can
be concluded that the research of XML keyword search gradually shares many
features with the text keyword search, which facilitate the search. As for the
future works, existing methods mostly concentrate on retrieval on inverted lists
in XML keyword search. Management of efficient indexes is usually not taken into
account. There should be efficient mechanism to use B+ tree or other indexing
methods to perform search efficiently. Another improvement can be supporting
update in XML documents. This is important especially in XML documents
which are frequently updated. Finally, another important future work would
consider keyword query alternation and suggestion in XML keyword search. An
example of this would be modifying ” Schwarzeneger California governor ” to
” Schwarzenegger California governor ” to correct the typo. In general a well
query-alternation tool is needed for the practical application of XML keyword
search platform.
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Abstract. With the popularity of the internet, more and more data are generated 
on internet. Because of the usability of Extensible Markup Language(XML for 
short), more data is organized by XML document format. Because of the 
flexibility of XML, data organized by XML have a variety of organizational 
formats which brings a lot of inconvenience to data management. In particular, 
when the large-scale data operations are performed on XML data, for example 
data integration, model change, and so on, there are many problems. One of the 
current implementations is to use Data Exchange to carry out the above 
operations. The works of predecessors mainly are to analyze the characteristics 
of Schema Mapping on XML, and institute Data Exchange rules. These rules 
only consider the data integrity, reliability, but don’t consider the quality of the 
data after conversion. This paper proposes the concept of quality assurance 
mechanisms. Firstly we discuss that a new model with quality assurance, and 
provide a suitable method for this model. Then we propose the strategy of weak 
branch’s convergence on the basis of Schema. In the end theoretical analysis and 
experimental results show that the method is correct and feasible. 

Keywords: XML; Schema Mapping; Data Exchange; Quality Assurance. 

1   Introduction 

Independently developed producers for example Amazon, eBay etc. bring about 
non-standard data in their respective databases. Consequently, when integrating data 
from different sources, the lack of a standard data schema is a severe problem. Sub-
sequently Schema-Mapping targeting at the uniformity of data schema is a primary 
operation. To guarantee the quality of generated data is the main part in data exchange 
and information integration. We have a very good understanding of mappings between 

                                                           
* Supported by the This research is partially supported by National Science Foundation of China 

(No. 61003046), the NSFC-RGC of China (No.60831160525), National Grant of High Tech-
nology 863 Program of China (No. 2009AA01Z149), Key Program of the National Natural 
Science Foundation of China (No. 60933001), National Postdoctoral Foundation of China (No. 
20090450126, No. 201003447), Doctoral Fund of Ministry of Education of China(No. 
20102302120054), Postdoctoral Foundation of Heilongjiang Province (No. LBH-Z09109), 
Development Program for Outstanding Young Teachers in Harbin Institute of Technology 
(No.HITQNJS.2009.052). 



 Schema Mapping with Quality Assurance for Data Integration 473 

 

relational schemas (see, e.g., recent SIGMOD and PODS keynotes on the subject  
[1, 2]); several advanced prototypes for specifying and managing mappings have been 
developed and incorporated into commercial systems [3, 4]. There are techniques for 
using such mappings in data integration and exchange, and tools for handling mappings 
themselves, for example, for defining various operations on them [2, 5, 6, 7, 8, 9]. But 
much less is known about mappings between XML schemas. 

However, more and more of today’s data are represented in non-relational form. In 
particular, XML is increasingly popular, especially for data published on the Web and 
data exchanged between organizations. [10] XML data has become the standard of 
information conversion and integration on the Internet because of the usability of XML. 
Nevertheless, it’s difficult for computer to automatically operate and analyze hetero-
geneous XML information, so information cannot be extracted and collected effectually. 
For that reason, Schema-Mapping is required to integrate originally heterogeneous 
XML information into same Schema. Since XML data is semi-structured, traditional 
Schema-Mapping operation on the heterogeneous XML data cannot guarantee the 
quality of generated data. Our work in this paper is committed to achieving Schema- 
Mapping with Quality Assurance for XML Data Exchange. 

The problem we faced has some properties: Heterogeneous Representation (HR) and 
Inconsistency Hidden (IH) in the semi-structure. 1. HR means that different sources for 
example Amazon, eBay etc. have different schemas to describe their data. As a semi- 
structured data description language, XML allows the same data is organized various 
forms through attributes and elements. 2. IH means that inconsistent data appear in the 
generated result after the Schema-Mapping operation.  

For example, two people, Jack Baker and Jason Brown, are obvious two persons. In 
the circumstances of writing the full name, they can be distinguished automatically by 
computer. As a matter of fact, data are not invariably standard as our example. In some 
case, they both are written as J. B. and to computer, J. B. is one person. Otherwise, Jack 
Baker is written as Jack B. and computer cannot identify that both names refer to the 
same person. The former phenomenon is called Homonymy-Name-Problem (HNP), 
and the latter phenomenon is called Synonym-Name-Problem (SNP).  

In general, there are some traditional methods to solve the information integration 
problem. [11-14] carry out a technique about Schema-Mapping between relational 
database and XML data. In fact, data integration or data Exchange is an operation of 
high CPU and Memory cost in database. The predecessor’s contribution cannot be 
simply used in the XML database. Even if the technology of predecessor is applied to 
implement a system, the system cannot guarantee the quality of data.  

In this paper, we are determined to address HNP and SNP to improve data quality. 
Since entity in the XML data is not correctly identified, HNP and SNP emerge. This 
will cause that we cannot get complete and accurate information about one entity on the 
whole. Solving HNP raises the rate of precise (accurate) and solving SNP raises the rate 
of recall (complete). So we introduce entity identification into Schema-Mapping and 
bring on Schema-Mapping based on entity. 

In this paper, we first summarize the predecessor’s works about Schema-Mapping 
and find the ignored on their methods. Subsequently, we put forward a method with 
data quality assurance which addresses HNP and SNP based on entity. Afterward a 
strategy comes up to automatically locate the node with sensitive quality. Ultimately, 
we prove our algorithm is practicable, feasible and valid through experiment. The rest 
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of the paper is organized as follows. Section 2 presents a motivating example Section 3 
describes the model and criterion. Section 4 gives the detailed methods. Section 5 is the 
implement of automatically positioning with quality problem mechanism. Section 6 
uses experiments to verify our methods. Section 7 makes a conclusion. And references 
are in Section 8.  

2   Motivating Example 

Let us consider a scenario that a company which has a large number of paper infor-
mation organized as Schema S carries out data integration that need to update data 
Schema. We can abstract a simple problem as Figure 1 from Schema-Mapping. For the  
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Fig. 1. XML Data Tree and XML Schema Tree 

Table 1. The notations used in example 

Number Lable Description 

1 RS Root of source data tree 

2 RT Root of target data tree 

3 SS Root of source schema tree 

4 ST Root of target schema tree 

5 T One piece of paper, means Title 

6 A One author, means Author  

7 NT Title of paper, means Name of Title 

8 NA Author name, Name of Author 
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reason that we mainly focus on XML data which can be represented as node labeled 
trees [15], the following example will be shown in the form of tree structure. The 
meaning of label in our example is described in Table 1. 

In the source, RS shows three different paper which can be distinguished by title of 
paper or paper’s authors. RT shows the author information from original data (after data 
integration based value ). However in the target data, except for the same name (L.Y.), 
the author of t1 and the author of t2 could not be identified one person, and this is HNP. 
On the contrary, t2’s author L.Y. and t3’s author Y.L. are seen as two people even 
though there is a co-author (SunZhen), and this is SNP. Not only co-author is the 
description of author, but also tree structure and lable value are the descriptions.  

3   Model and Criterion 

In this section, we introduce a new model based on entity to solve Schema-Mapping, 
and propose a criterion to validate that our solution is able to achieve high precision and 
recall. The model is illustrated as Figure 2 which shows fundamental processes in 
Schema-Mapping. 

  

<title>  
<author>…</author> 
… 
</title> 

Data Exchange 
Operation:ArticletoAuthor() 

<author>  
<title>…</title> 
… 
</author> 

<title>  
<author>…</author> 
… 
</title> 

Entity Extraction 
Operation:getArticle() 

Entity Recognition 
Operation:putAuthor() 

<author>  
<title>…</title> 
… 
</author> 

Input set 

An entity New objects 

Output set 

 

Fig. 2. Data Exchange with Schema-Mapping 

We use precision and recall as metrics to evaluation. In order to calculate precision 
and recall, we generate artificial data. Considering the truth of research team, first of all 
team data are generated, and every team contains dozens of authors. Then paper data 
are generated, and every paper is written by several authors from one team. Every 
person-name might appear in one or more teams, and the aim is to produce HNP. When 
using person-name in paper, the string of person-name might be mixed into noise 
information, and the aim is to produce SNP. To evaluate precision, we compare output 
set with “Gold-Answer” from process of generation. Let O means the set of object-pairs 
which describe one entity in both output set and Gold-Answer. Let P means the set of 
object-pairs which describe one entity in output set and different entities in 
Gold-Answer. Let Q means the set of object-pairs which describe different entities in 

output set and one entity in Gold-Answer. Then the precision Pre is ||||

||

PO

O

+  while the  
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Fig. 3. Gold-Answer 

recall Rec is ||||

||

QO

O

+ . For instance, the output set is RT in Figure 1, and Gold-Answer is 

shown in Figure 3. O={<t2,t3>} , P={<t1,t2>} and Q={<t2,t3>}. Pre=0.5 and Rec=0.5. 

4   Data Exchange with Schema-Mapping 

In this section, the processes of our model are detailed introduced. The Input set is 
broken down by the Entity Extraction process into separate entity. One or more objects 
are come into being from every entity by the Data Exchange process. And the Output 
set is organized by new entities generated from the Entity Recognition process. 

4.1   Entity Extraction 

The Entity Extraction component is used to extract entities from Input set, and this 
process ensures that the entity agrees with the source schema. Considering example in 
Figure 1, RS is Input set, and every T, son of RS, is extracted as one entity. The detailed 
procedures are shown in Operation 1. 

Operation 1 : getArticle() 

1.for each document do 

2.    get every article element; 

3.    do ArticletoAuthor() 

4.end for; 
 

4.2   Data Exchange 

The Data Exchange component is used to exchange the old data into new data. And this 
process acting on old entity retains structure information for produced entities. The 
detailed operation is various because of different source and target schemas. For our 
example, the procedures are shown in Operation 2. 
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Operation 2 : ArticletoAuthor() 

1.for each article element 

2.    get every author element; 

3.        restructure author element; 

4.        get the structure information of every author; 

5.        do putAuthor(); 

6.end for; 
 

In our example, structure information is CoAuthor, and this is stored in list authors.  

4.3   Entity Recognition 

The Entity Recognition component is used to distinguish new entity and locate it. And 
this process aims at solving SNP and HNP through entity recognition. The basic plan  
is shown in Figure 4. At entrance, edit-distance between strings [16] and string trans-
formations [17] are commendable to find out the hidden objects which are the potential 
same entity. At exit, the structure information is exploited to eliminate the objects 
which describe different entity. The procedure is shown in Operation 3. 

Operation 3 : putAuthor() 

1.entity_set;//store all entity 

… 

2.for each author element do 

3.    list=entity_set.find(author.name);//use name value to match entity 

4.    for each e in list do 

5.        e.match(author);//use structure information 

6.    end for; 

7.    all entities matched merge; 

8.end for; 
 

In the circumstances of data integration and schema mapping, the entity recognition 
method based on tree edit distance [18] cannot work well. The approach which only 
considers the simple but significant structure information will obtain a high precise result 
within reasonable time. In the example, CoAuthor is chosen as structure information. 

In operation 3, the entity_set stores all entities and their structure information, dy-
namic managed in the process of handling object one by one. Similarly the list stores all 
entities that are candidates of the object, author element. In real application, we have 
millions of objects that do not necessarily fit in the memory and need to be stored on 
disk. In putAuthor(), content of entity is stored in entity_set, which can be put in disk. 
This problem can be solved through adding a mapping structure between entity_set in 
memory and disk.  
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Entities Set of entities

Entities Set of entities

broad-
entrance

narrow-
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normal-
way

 

Fig. 4. Basic plan 

4.3.1   Broad-Entrance 
Broad-entrance is realized by the sentence: 

list=entity.find(author.name); 

Method find() is defined at entity, and its input is a string of author name while its 
output is the list of similar entities. The method introduced in [16] and [17] certainly 
work well in real application. In this paper, our approach below swift obtains list of 
authors. 

In the process of Broad-Entrance, the purpose is to guarantee all entities which are 
referred by name value are returned. Obviously the string of name is simple but the 
information hidden carries main ability of distinguish. So the value of name becomes 
the foundation of Broad-Entrance. Approach in [19], originally proposed in [20], takes 
as signature all values having a hash value that is divisible by a constant m. When the 
value of object matches several entities, those entities are returned. This can work well 
based on clean data where different values mean different entity. Actually there is not 
clean data in specific applications. One way to deal with this is to replace each string by 
a set of chunks - e.g. words, q-grams[21] or v-grams[22] occurring in it, and then to 
compare these sets of chunks. A method for converting strings into sets of chunks is 
called a chunking strategy. A very simple way for comparing string value based on 
chunks is to form for each string the set of chunks occurring in any of its values, and 
then compare these sets. Such an approach has been suggested in [23]. Technically this 
can be done exactly as before the only difference is that we are now comparing sets of 
chunks instead of strings containing the original values. While this gives us a rough 
estimate on whether two strings have something in common, it is not very accurate 
since information held by structure is not taken into account [24].  

By means of chunks, the original value is broken into more short strings. Then the 
chunks are hashed into different numerical values. The minimum value is chosen as  
the signature of the set of chunks and the entity. The signature of object obtained as the 
same method matches entities, then the candidate entities is discovered by filter.  

4.3.2   Narrow-Exit 
Narrow-exit is realized by the sentence: 

e.match(author); 
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Coauthor is the description of the detected object which means variable author in in-
stance, and stores all coauthors organized as one set. Through comparing the descrip-
tion with existing entities one by one, the truth that the object belongs to a certain entity 
is discovered. By utilizing Jaccard Measure [25], compare method determines the 
relation between the object and the entity.  

Our approach to schema mapping based on entity is separated into above three op-
erations. To derive the complexity of our method, assume that each of N articles has 
exactly A authors, and each of M authors has B coauthors. Then the time to process  
our input set RS is O( B)1)-(Ac+(MAN ×××× ) = O( MAN ×× ). Here c means the 

number of similar authors. Due to BAM ×−>> )1( , the runtime is mainly decided by 

the scale of article and author. 

5   Mechanism of Automatically Positioning with Quality Problem 

The model proposed in above section solves the quality problem with given position. In 
fact, the schema and data are all the information we can get, and the position with 
quality problem cannot be discovered immediately. The way exploiting programmer’s 
experience can help to manually distinguish the position with quality problem. But it’s 
not a general method. In consequence, the mechanism of automatical positioning with 
quality problem is proposed in this section.  

To realize the auto-mechanism, DTD document, the description of XML data,  
is detailed analyzed. There are some discoveries: 

1. Attribute never needs to be treated as one entity. When the XML data is  
organized as an XML tree, the attribute can be seen as attribute node. 

2. It is probability that the number of certain type node under its father node is 
only 1 or 0. 

A naïve idea is that father node absorbs the single child node as attribute, and a tree 
which retains main nodes is reorganized. This trick can cut down many weak branches 
in order to minish the structure of main entity. Based on this idea, the method of weak 
branch converged is proposed. 

article[title] 

author[name] 
conference[name] 

date 
age gender 

publisher 

article[title|conference|
name|date|venue| 

publisher] 

author[name| 
age|gender] 

root 

Schema S 

root 

Schema S’ 

venue 

 

Fig. 5. Weak Branch Converged 
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5.1   An Example of Weak Branch Converged 

The example in motivation is too simple; factually data have more complex structure. 
Schema S in Figure 5 is article description with more detailed information. Known 
from common sense, article has one publisher and one conference; author has one age 
and one gender. Through weak branch converged, S is reformed into S’.  

Schema S which has 8 nodes without the root contains 2 main nodes: article and 
author. The pruning effects of strategy causes the space reduction which makes the 
processes of data exchange and entity recognition work.  

5.2   The Strategy of Weak Branch Converged 

As the target, a reduced structure is the form which makes the Data Exchange 
easy-handle. And the strategy is used to transform the complex data schema into a 
simple schema. Some definitions are given as below: 

Central-node: is a relation between two or more nodes which satisfy many-to-many 
relationship. In Figure 5, article and author are central-node by common sense.  

User-node: user might care some specific nodes. Kernel-node: the nodes satisfied 
central-node ship or designated by user. 

The reduction process is that Kernel-nodes absorb non-Kernel-nodes. And target 
structure is made up of Kernel-nodes. 

5.3   An Implement of Weak Branch Converged 

A common-sense fitted assumption: if A and B have non-kernel-node relationship, they 
can be detected in local information. This is suitable in mostly circumstances, because 
information is gathered locally in the process of schema exchange between schema S 
and schema T. Therefrom three rules for recognition is given as below: 1. If A is B's 
father in both schema and A:B=1:1, node A absorbs node B and inherits all son nodes 
under B. 2. If A is B's father in one schema, A:B=1:1 and B is A's father in the other, 
B:A=1:1, A absorbs node B and inherits all son nodes under B in both schema under the 
circumstances (e.g. A has no brother node in latter schema). 3. A is B’s father and 
A:B=1:1 in one schema. B is A’s father, B:A=1:more, and the type of A is the only type 
of B’s son nodes. Under this circumstances node A absorbs B. 

Apply the above rules iteratively until all father-son pairs dissatisfy adsorbility. We 
use convergence ratio (CR for short) to judge the effect of reduction. CR=U/O, where U 
means node number of schema T and O means node number of schema S. 

6   Experimental Results 

Here we present experiment to evaluate our method work well.We ran all of the  
experiments on an Intel dual core 2.4 Ghz Windows machine with 1G RAM. Our code 
was implemented by Code::Blocks 8.02. 

6.1   Precision and Recall 

The result on real data is shown in table 2.  
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Table 2. Results of different Data Source 

Data source Number of entities Number of objects Pre Rec 

DBLP 14 50 97.2 96.5 

Book-Order 28 45 98.5 100 

CD 17 20 100 100 

Course 26 28 100 100 
 

 
From the results, we can draw some conclusions: 1. Different sources have different 

situations, and the results of our method are all very perfect. 2. The less objects  
described the same entity, the better result. 

The diagrams which explain trend along with different parameters are illustrated in 
the following Figure 6. The data is artificial which are mentioned in Section 3. 

 

 

Fig. 6. Precision/recall measures for different parameters 

For precision measure, it has nothing with the number of groups and the number of 
every group’s papers, and decreases with the number of every group’s authors. For 
recall measure, there is no explicit relationship between recall and number of groups. It 
increases with the number of every group’s papers and decreases with the number of 
every group’s authors. 

6.2   Convergence Ratio 

The result on real data is shown in table 3. 

Table 3. Result of Weak Branch Converged 

source type original node number result node number ratio 

paper DTD 8 2 0.25 

Book-Order Schema 12 4 0.33 

CD Schema 7 1 0.14 

Hardware DTD 7 2 0.29 
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It is very common that schema can be converged. And from real data, the converged 
operation brings about a striking effect (see the small ratio). 

7   Conclusion 

We have introduced the model and method to solve the data transformation problem 
with quality assurance. The new model settles HNP and SNP, and the method is based 
on entity. Meanwhile, a strategy is given to find nodes with sensitive quality. Finally, 
we prove our technique through experiment. 
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Chênevert, Cyrille, 440
Cheng, Xueqi, 327
Chou, Bin-Hui, 17

Daud, Ali, 41
Deng, Yong, 376
Deng, Yu, 333
Ding, Liping, 370
Drolet, Frédéric, 440
Du, Xiaoyong, 400

Etoh, Minoru, 107

Fan, Ju, 225
Fan, Ping, 65
Fatima, Iram, 386
Fu, Li, 168
Fujimoto, Hiroshi, 107
Fujimura, Ko, 321

Gao, Hong, 472
Gong, Neil Zhenqiang, 155
Gu, Yu, 53
Guo, Xiaoyan, 400

Han, Jun, 213
He, Yijun, 168
Hong, Bonghee, 290
Hu, Jianbin, 376
Huang, Weijing, 424
Huang, Wenhao, 77
Huang, Zi, 258
Hung, Edward, 333

Iwaihara, Mizuho, 188

Jensen, Christian S., 4
Jia, Zixi, 53
Jin, Peiquan, 271, 388, 393
Ju, Li, 412

Kabutoya, Yutaka, 321
Khattak, Asad Masood, 386
Kinno, Akira, 107
Kojima, Isao, 382
Kong, Liang, 168
Kou, Yue, 95, 245
Kwon, Joonho, 290

Lai, Yongxuan, 143
Latif, Khalid, 386
Lee, Sungyoung, 386
Lee, Wookey, 181
Lee, Young-Koo, 386
Leung, Carson K.-S., 181
Li, Deyi, 3
Li, Deying, 460
Li, Guohui, 65
Li, Qing, 119
Li, Rui, 5, 412
Li, Yang, 327
Li, Yanhong, 65
Li, Yuefeng, 29, 131
Li, Zhanhuai, 278
Li, Zhezhong, 327
Li, Zhoujun, 258
Lin, Chen, 143
Lin, Sheng, 271, 388
Lin, Ziyu, 143
Lin, Zuoquan, 345



486 Author Index

Liu, Jiawang, 357
Liu, Juan, 213, 225
Liu, Xiangtao, 327
Lu, Jiaheng, 436, 460
Lu, Ping, 301

Matono, Akiyoshi, 382

Nakamura, Akihito, 382
Nayak, Richi, 29, 131, 313
Nie, Tiezheng, 95, 245
Nie, Yanming, 278
Nishida, Kyosuke, 321

Ou, Gaoyan, 424
Ou, Xiaoping, 5

Peng, Zhuo, 412
Pervez, Zeeshan, 386
Pingali, Prasad, 237

Qin, Biao, 89
Qing, Sihan, 370

Rawat, Rakesh, 29, 131
Ren, Peng, 357
Rinfret, Denis, 440

Shen, Derong, 95, 245
Shen, Heng Tao, 258
Shen, Qingni, 370
Shu, LihChyun, 65
Song, Guojie, 77
Song, Justin JongSu, 181
Srinivasarao, Vundavalli, 237
Sun, Guang-Zhong, 155
Suzuki, Einoshin, 17
Szeto, Chi-Cheong, 333

Tian, Zongqi, 460

Varma, Vasudeva, 237

Wang, Chaokun, 5, 412
Wang, Hongzhi, 472
Wang, Huaishuai, 388, 393

Wang, Kewen, 345
Wang, Se, 188
Wang, Shan, 89
Wang, Tengjiao, 398
Wang, Xiaolong, 264
Wang, Yonggang, 370, 376
Wang, Yue, 424

Xiao, Biao, 376
Xie, Haoran, 119
Xie, Kunqing, 77
Xie, Yi, 143
Xiong, Hu, 376
Xu, Yue, 313

Yan, Rui, 168
Yang, Dan, 95
Yang, Dongqing, 424
Yang, Tao, 370, 376
Yoshikawa, Masatoshi, 200
Yu, Ge, 53, 95, 245
Yu, Lijuan, 119
Yu, Philip S., 1
Yu, Zhiwei, 412
Yue, Lihua, 271

Zhai, Ennan, 370
Zhang, Haipeng, 290
Zhang, Lanlan, 388, 393
Zhang, Ming, 264
Zhang, Qian, 89
Zhang, Xiao, 89
Zhang, Xiaoming, 258
Zhang, Xiaowang, 345
Zhang, Xiaoxiang, 393
Zhang, Xinpeng, 200
Zhang, Yan, 168
Zhang, Zhenwei, 168
Zhao, Lei, 388, 393
Zhao, Nan, 77
Zhao, Xujian, 271
Zheng, Wei, 5
Zhou, Lizhu, 213, 225
Zong, Lang, 424
Zou, Quan, 143


	6612
	Preface
	Organization
	Table of Contents
	Keynotes
	Information Networks Mining and Analysis
	iMiner: From Passive Searching to Active Pushing
	On the Querying for Places on the Mobile Web

	Session 1: Classiffication and Clustering
	Music Review Classification Enhanced by Semantic Information
	Motivation
	Related Work
	The SEMEC Model
	Semantic Preprocessing
	Feature Selection and Classifier Building
	Diversity-Based Classifier Combination

	Experiments
	Data Set and Experimental Models
	Semantic Preprocessing
	Comparison between SEMEC and Other Models

	Conclusions
	References

	Role Discovery for Graph Clustering
	Introduction
	Related Works
	Problem Definition
	Proposed Method
	Bridges, Gateways, and Hubs
	Clustering Algorithm

	Experimental Results
	USF Word Association
	DBLP

	Conclusions
	References

	Aggregate Distance Based Clustering Using Fibonacci Series-FIBCLUS
	Introduction
	Problem Statement
	Related Work
	The Fibonacci Series and Golden Ratio
	The Proposed FIBCLUS Method
	Empirical Analysis
	Conclusion
	References

	Exploiting Explicit Semantics-Based Grouping for Author Interest Finding
	Introduction
	Author Interest Topic Modeling
	Author-Topic Model (AT)
	Topic Modeling
	Inverse-Author-Topic Model (IAT)
	Conditionally-Independent-Author-Topic Model (CIAT)
	Group-Author-Topic Modeling (GAT)

	Experiments
	Corpus
	Parameter Settings
	Performance Measures
	Baseline Methods
	Results and Discussions

	Conclusions
	References


	Session 2: Spatial and Temporal Databases
	Top-K Probabilistic Closest Pairs Query in Uncertain Spatial Databases
	Introduction
	Related Work
	Closed Pair Queries in Spatial Databases
	Query Processing on Uncertain Data

	Problem Definition
	Uncertainty Model
	Query Definition

	TopK-PCP Query Processing
	Useful Metrics and Lemmas
	TopK-PCP Query Algorithm

	Experimental Evaluation
	Conclusion
	References

	CkNN Query Processing over Moving Objects with Uncertain Speeds in Road Networks
	Introduction
	Data Structures and Network Distance Calculation
	CUkNN Algorithm
	Pruning Phase
	Refining Phase
	Probability Evaluation Phase

	Performance Evaluation
	Conclusion
	References

	Discrete Trajectory Prediction on Mobile Data
	Introduction
	Related Work
	Problem Statement
	Data Model
	Problem Characterization

	Proposed Method
	General Prediction Framework
	Individual Trajectory Based Predictor
	Ultra-pattern Tree Building.
	Prediction Strategy.

	Crowd Trajectory Based Predictor
	Modeling of Dynamic Bayesian Network.
	Prediction Algorithm.


	Experimental Evaluation
	Dataset
	Features of Predictors

	Conclusions and Future Works
	References

	Cleaning Uncertain Streams for Query Improvement
	Introduction
	Related Work
	Architecture
	Module Description
	Cleaning Rules in Video Surveillance Application
	Foundational Theorems for Query Cleaning

	Conclusion
	References


	Session 3: Personalization and Recommendation
	Personalized Web Search with User Geographic and Temporal Preferences
	Introduction
	Related Work
	System Overview
	Problem Definition
	The Process of Our Approach
	Query Decomposition

	Capture Preferences Using Profiles
	Search Results Analyzer
	Query Profile
	User Click-through Analyzer
	User Preference Profile
	Re-ranking According to User Geographic and Temporal References

	Experiments
	Experimental Setup
	Experimental Data Preprocess
	Experimental Parameters Setting and Evaluation

	Conclusions
	References

	Web User Profiling on Proxy Logs and Its Evaluation in Personalization
	Introduction
	LDA Formulation
	Cross-Hierarchical Directory Matching

	LDA-Based Topic Modeling
	Symbolizing URLs from Proxy Log
	Description of Proxy Log
	Basic Idea of Labeling Words to User Session
	Cross-Hierarchical Directory Matching

	Experiments and Results
	Data Sets and Evaluation Settings
	Evaluation Metrics
	Evaluation Results

	Conclusion
	References

	Exploring Folksonomy and Cooking Procedures to Boost Cooking Recipe Recommendation
	Introduction
	Related Work
	Cooking Recipe Data Modeling
	Cooking Oriented Features
	User Perceptual Features

	Recommendation Framework
	Content-Based Relevance
	Measuring User (Interests) Similarity
	Folksonomy Boosted Recommendation

	Experiment
	Experiment Setup
	Experiment Results

	Conclusions
	References

	Effective Hybrid Recommendation Combining Users-Searches Correlations Using Tensors
	Introduction
	Related Work
	Model Construction, Decomposition and Clustering
	Model Construction
	Decomposition
	Clustering

	Discovering Association within Clusters
	Experimental Design
	Evaluation Criteria
	Results

	Discussion
	Conclusion
	References


	Session 4: Data Analysis and Application
	Maintaining Internal Consistency of Report for Real-Time OLAP with Layer-Based View
	Introduction
	Maintaining Report's Internal Consistency with Layer-Based View Approach
	Term and Definition
	Lock Mechanism
	Layer and View Mechanism
	The Algorithm for Layer-Based View Approach
	An Example of Layer-Based View Approach

	Empirical Study
	Related Work
	Discussion and Conclusion
	References

	Efficient Approximate Top-k Query Algorithm Using Cube Index
	Introduction
	Computation Model and TAθ Algorithm
	Cube Index
	Description of Cube Index
	Complexity Analysis of μ-Cube Indexing Method

	The Cube Index Algorithm
	Description of Cube Index Algorithm
	μ-Approximation of Cube Index Algorithm
	Cost Analysis of Cube Index Algorithm

	Experiments
	Turning μ-Approximation into \theta Approximation
	Evaluation Metrics
	Description of Datasets
	Experimental Results

	Conclusions and Future Work
	References

	DVD: A Model for Event Diversified Versions Discovery
	Introduction
	Related Work
	Problem Formulation
	Diversified Versions Discovery
	System Framework for DVD
	Hybrid Link Words Graph Construction
	Word Communities Discovery and Versions Classification

	Experiments
	Evaluation
	Parameter Tuning
	Performace and Discussion

	Conclusion
	References

	Categorical Data Skyline Using Classification Tree
	Introduction
	Formal Representation of Distance for Categorical Data
	Semantic Distance Function
	Improved Distance Function

	Our Skyline Query Algorithm
	Experimental Evaluation
	Conclusions
	References


	Session 5: Web Mining
	Quality Evaluation of Wikipedia Articles through Edit History and Editor Groups
	Introduction
	Related Work
	Computing the Trustworthiness of Text
	Assessing the Quality of Articles
	Evaluating Method Using Lifecycle

	Indicators of Network Structure for Quality Evaluation
	Network Model
	Attributes on Nodes and Edges
	Network Structural Indicators

	Quality Evaluation Using Machine Learning Technology
	Support Vector Machine
	Sample Articles Using Original Wikipedia Evaluation
	Features of SVM
	Experimental Results

	Conclusion
	References

	Towards Improving Wikipedia as an Image-Rich Encyclopaedia through Analyzing Appropriateness of Images for an Article
	Introduction
	System for Analyzing Wikipedia Image Appropriateness
	Methods for Analyzing, Mining and Searching Knowledge about Relations
	Generalized Max-Flow Model for Measuring Relations
	Generalized Flow Based Method for Mining Elucidatory Objects
	Searching Images Explaining Relations on the Web

	RCT Model for Analyzing Wikipedia Image Appropriateness
	Relatedness
	Consistency
	Typicality
	Appropriateness

	Experiments
	Dataset
	Evaluation of Consistency
	Evaluation of Appropriateness
	Case Study: Images for Article ``USA''

	Related Work
	Conclusion
	References

	SDDB: A Self-Dependent and Data-Based Method for Constructing Bilingual Dictionary from the Web
	Introduction
	Procedure of SDDB
	Pruning of I-Tree
	Problem Definition
	Problem Solution

	Experimental Results
	Comparison with Youdao
	Evaluation with Wikipedia
	Evaluation with Brand Name
	Scalability of SDDB

	Related Work
	Conclusion
	References

	Measuring Similarity of Chinese Web Databases Based on Category Hierarchy
	Introduction
	Related Work
	Category Hierarchy Based Similarity Model
	Similarity Model between WDBs
	Estimating Category Relatedness Based on Category Hierarchy

	Category Hierarchy Construction
	Suffix Relationship
	Category Hierarchy Construction

	Experiments
	Experiment Setup
	Experimental Results

	Conclusion
	References


	Session 6: Web Search and Information Retrieval
	Effective Term Weighting in ALT Text Prediction for Web Image Retrieval
	Introduction
	Term Weighting Model
	Evaluation
	Data Collection and Preprocessing
	Baseline Approaches
	Evaluation Procedure
	Analysis

	Related Work
	Conclusions and Future Work
	References

	Layout Object Model for Extracting the Schema of Web Query Interfaces
	Introduction
	Related Works
	Model Definition
	The Schema Model of Web Interface
	The Layout Object Model and LOM Tree

	The Construction of the LOM Tree
	The Design Rules for the LOM Tree
	The Algorithm for the Construction
	Transformation of the LOM Tree into the Schema Tree

	Experiments
	Dataset
	Evaluations

	Conclusion
	References

	Tagging Image with Informative and Correlative Tags
	Introduction
	Problem Formulation
	Tag Informative Capability
	Tag-to-Set Correlation
	Experiments
	Conclusion
	References

	Let Other Users Help You Find Answers: A Collaborative Question-Answering Method with Continuous Markov Chain Model
	Introduction
	Model
	Moving from Discreteness to Continuity
	Continuous Markov Chain Model

	Collaborative Rank
	Experiments
	Conclusion and Future Work
	References

	Hybrid Index Structures for Temporal-Textual Web Search
	Introduction
	Index Structures for Temporal-Textual Web Search
	Experiments
	Settings and Dataset
	Comparison of Three Hybrid Index Structures

	Conclusions
	References


	Session 7: Complex and Social Networks
	Complex Event Processing over Unreliable RFID Data Streams
	Introduction
	Related Work
	Preliminaries
	CLUES Cleansing Language
	Complex Event Evaluation
	Complex Event Transformation
	NFA-Based Evaluation Approaches

	Experimental Study
	Advanced Approach vs. Primitive Approach
	Advanced Approach vs. Traditional NFA Approach

	Conclusion
	References

	A Graph Model Based Simulation Tool for Generating RFID Streaming Data
	Introduction
	Related Studies
	RFID Middleware
	RFID Middleware Test

	Graph Model
	Graph Representation
	Parameters for Configuring Graph Model

	Implementation and Experiments
	Design and Implementation
	Experiments

	Conclusion
	References

	Assisting the Design of XML Schema: Diagnosing Nondeterministic Content Models
	Introduction
	Preliminaries
	Determining and Diagnosing Nondeterministic Expressions
	Algorithms
	Reporting Errors
	Examples

	Experiments
	Conclusion
	References

	Improving Matching Process in Social Network Using Implicit and Explicit User Information
	Introduction and Related Work
	The Proposed Method
	Experiments and Discussion
	Conclusion and Future Work
	References

	Dynamic Network Motifs: Evolutionary Patterns of Substructures in Complex Networks
	Introduction
	Conventional Method: Network Motifs
	Proposed Method: Dynamic Network Motifs
	Experiments
	Datasets
	NM and DNM Analyses

	Conclusion
	References

	Social Network Analysis on KAD and Its Application
	Introduction
	Methodology
	Experimental Results
	Application
	Conclusion
	References


	Session 8: Secure and Semantic Web
	Modeling and Querying Probabilistic RDFS Data Sets with Correlated Triples
	Introduction
	pRDFS Syntax
	pRDFS Semantics
	pRDFS Consistency
	pRDFS Query Evaluation
	Experimental Study
	Consistency
	Query Evaluation

	Related Work
	Conclusion
	References

	A Tableau Algorithm for Paraconsistent and Nonmonotonic Reasoning in Description Logic-Based System
	Introduction
	Description Logic ALC and Paradoxical Semantics
	Minimally Paradoxical Semantics for ALC
	Minimal Signed Tableau Algorithm
	Conclusion and Future Work
	References

	Key Concepts Identification and Weighting in Search Engine Queries
	Introduction
	Related Work
	Model
	Anchor Analysis
	Other Features
	Feature Selection Method

	Experiments
	Experiments Preparation
	Concept Weighting Results
	Feature Analysis
	Key Concepts Identification Results

	Conclusions and Future Work
	References

	SecGuard: Secure and Practical Integrity Protection Model for Operating Systems
	Introduction
	Threat Scenarios and Assumptions
	Design of SecGuard
	Evaluation
	Conclusion
	References

	A Traceable Certificateless Threshold Proxy Signature Scheme from Bilinear Pairings
	Introduction
	Construction of Our Scheme
	Analysis of the Scheme
	Correctness
	Security Analysis

	Conclusion
	References


	Special Session 1: Demo Papers
	A Mashup Tool for Cross-Domain Web Applications Using HTML5 Technologies
	Introduction
	System Architecture
	Configuration
	Wrapper
	Mashup Engine

	Conclusion

	Change Tracer: A Protégé Plug-In for Ontology Recovery and Visualization
	Demonstration
	References

	Augmenting Traditional ER Method to Support Spatiotemporal Database Applications
	Introduction
	Features of STXER
	Demonstration
	References

	STOC: Extending Oracle to Support Spatiotemporal Data Management
	Introduction
	Implementation of STOC
	Architecture of STOC
	The Type System of STOC
	The Data Operations in STOC

	Demonstration
	References


	Special Session 2: The Second International Workshop on Unstructured Data Management
	Preface to the 2nd International Workshop on Unstructured Data Management (USDM 2011)
	References

	ITEM: Extract and Integrate Entities from Tabular Data to RDF Knowledge Base
	Introduction
	Problem Definition
	Schemas of Table and RDF Knowledge Base
	Mappings between Table and RDF KB

	Construct Mappings between Tables and RDF
	System Architecture
	Compute Similarity of Attributes and Objects
	Filter Out the Entities can’t Be the Match
	Find the Optimal Mapping of a Tuple and an Entity
	Find the Optimal Schema Mapping of a Table and KB

	Experimental Results
	Experiment Setup
	Experiment Results Analysis

	Related Works
	Conclusion and Future Work
	References

	Batch Text Similarity Search with MapReduce
	Motivation
	Related Work
	Preliminaries
	Word Frequency Dictionary
	Similarity Metrics
	Filters

	PLT Inverted File
	Algorithms
	Stage 1: Generate a Database Prefix Index
	Stage 2: Query Text Search

	Experiments
	Experimental Setting
	Experimental Dataset
	Comparative Experiments

	Conclusions
	References

	An Empirical Study of Massively Parallel Bayesian Networks Learning for Sentiment Extraction from Unstructured Text
	Introduction
	Related Work
	Sentiment Analysis
	MapReduce Used in Machine Learning
	Bayesian Networks

	Distributed BN Learning Algorithm with MapReduce
	Map Phase
	Reduce Phase
	Controller Design

	Empirical Results
	Unstructured Web Data
	Results Analysis of Parallel BN Learning Algorithm
	Results Analysis of Sentiment Classification

	Conclusion
	References


	Special Session 3: The Second International Workshop on XML Data Management
	Preface of the 2nd International Workshop on XML Data Management
	XPath Rewriting Using Views: The More the Merrier
	OSD-DB: A Military Logistics Mobile Database
	Introduction
	Related Work
	Use Cases
	XML Layer
	XML Schema
	XSL Style Sheet

	Implementation
	Conclusion
	References

	Querying and Reasoning with RDF(S)/OWL in XQuery
	Introduction
	Ontology Representation
	A Semantic Web Library in XQuery
	Encoding of Ontologies by Means of XQuery
	Querying an Ontology by Means of XQuery
	Conclusions and Future Work
	References

	A Survey on XML Keyword Search
	Introduction
	Efficiency and Effectiveness of XML Keyword Search
	XKeyword
	XSEarch
	SLCA
	CVLCA
	MaxMatch
	RTF

	Ranking Semantics and Result Type of XML Keyword Search 
	XRANK
	XSEEK
	XReal

	XBridge
	Snippet and Result Types of XML Keyword Search
	Snippet
	Result Differentiation(XRed)

	Experiments
	Effectiveness
	Efficiency

	Conclusion
	References

	Schema Mapping with Quality Assurance for Data Integration*
	Introduction
	Motivating Example
	Model and Criterion
	Data Exchange with Schema-Mapping
	Entity Extraction
	Data Exchange
	Entity Recognition

	Mechanism of Automatically Positioning with Quality Problem
	An Example of Weak Branch Converged
	The Strategy of Weak Branch Converged
	An Implement of Weak Branch Converged

	Experimental Results
	Precision and Recall
	Convergence Ratio

	Conclusion
	References


	Author Index


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




