
Chapter 6

Wave Function Methods

Abstract A hierarchy of the Self-Consistent Field (SCF) theories of the molecular

electronic structure is surveyed. First, the rudiments of the Hartree approach using

the trial wave function in the form of the product of the occupied Molecular

Orbitals (MO) describing independent one-electron states and providing the refer-

ence in defining the electron exchange-correlation effects are given. The

Hartree–Fock (HF) method adopting the Slater determinant (antisymmetrized

product) as the variational wave function, which constitutes a natural reference

for determining the electron Coulomb correlation effects, and its analytical imple-

mentation in the finite basis set of AO, called SCF LCAO MO theory, are

summarized. The Koopmans theorem is discussed and the concepts of Slater’s

transition state (TS) in electronic excitations and of the local pseudopotential of
Phillips and Kleinman (PK) are introduced. Typical errors in SCF calculations are

identified and the electron correlation problem is formulated in terms of the

conditional two-electron densities and the associated correlation holes, the sum-

rules of which are examined. Alternative Configuration Interaction (CI) strategies

for determining the static and/or dynamic Coulomb correlation effects, formally

based upon the MO expansion theorem for molecular electronic states, are

reviewed. Both the Single-Reference (SR) SCF (HF) and Multireference (MR)

SCF (MR SCF) or Multiconfigurational (MC) SCF (MC SCF) and the Complete-
Active-Space (CAS) SCF (CAS SCF) wave functions can be used to generate the

excited configurations to be included in the subsequent CI expansion, giving rise to

SR CI and MR CI approaches, respectively. Several single- and multi reference CI
methods are identified, including the alternative variants using either the full CI
(FCI) or a limited expansion in terms of the single (S), double (D), triple (T),

quadruple (Q), and in general n-tuple electron excitations from the HF/SCF or MR

SCF wave functions, e.g., the variational SR techniques: CID, CISD, CISTQ, etc.

The size-consistency and size-extensivity requirements of such approximate varia-

tional treatments are commented upon and the problem of choosing an effective

orbital set for subsequent CI calculations is addressed. The reduced density matri-

ces are introduced and the associated concepts of the correlated one- and two-

electron functions, called the Natural Orbitals (NO) and Natural Geminals (NG),
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respectively, are defined together with their pseudoapproximations in the limited CI

approaches.

The simplest variant of theMany-Body Perturbation Theory (MBPT), theMøller–
Plesset (MP) theory, is examined and the Brillouin and McDonald theorems are

formulated. A hierarchy of expressions for the electron correlation energy and

CI coefficients in the intermediate-normalization representation is derived. The

CI theories of the correlated electronic pairs are summarized, including several

separated-pair approximations, e.g. the Independent Electron Pair Approximation
(IEPA), and that using the Antisymmetrized Product of Strongly Orthogonal
Gemminals (APSG), as well as selected coupled-pair approaches, e.g., the Coupled
Electron Pair Approximation (CEPA), the related Coupled-Pair Many Electron
Theory (CPMET), and the Coupled Cluster (CC) approximation. The second-

quantization formalism of the electron correlation theory, in terms of the electron

creation and annihilation operators or their local field analogs, acting in the

molecular Fock space is introduced and the associated representations of the one-

and two-electron terms in the molecular electronic Hamiltonian are examined.

The cluster expansion of many-electron wave functions is introduced and the

simplest case of the CC method is examined.

This overview of the standard ab initio MO theories is then followed by the

elements of the chemical quantum theory of molecular systems provided by the

modern Valence Bond (VB) methods originating from the classical Heitler–
London (HL) treatment of the hydrogen molecule. The origins of the theory and

a variety of the covalent and ionic VB structures constructed directly from the

valence-shell AO’s of constituent atoms, are traditionally presented using the

illustrative case of H2. The importance of the electron pairing and of the VB

exchange integral in terms of AO for the interpretation of the origins of the

chemical bonding is emphasized, various physical factors shaping the optimum

orbitals are examined, and the associated estimates of the bonding energy of

H2 are summarized. The equivalence of the VB and CID theories in the mini-
mum basis description of the hydrogen molecule is demonstrated and the AO-

expansion theorem is formulated, which provides a formal basis for the VB treat-

ments of general molecular systems. The semilocalized AO’s of Coulson

and Fischer are introduced. They are shown to absorb in the covalent HL-type

function the effects due to ionic resonant structures. The Perfect Pairing Approx-
imation (PPA) of the Generalized VB (GVB) approach of Goddard et al.,

corresponding to a single (dominant) Lewis structure, is introduced and the use

of Rumer diagrams in selection of the linearly independent (canonical) set of VB

structures from a multitude of admissible spin couplings in a molecule is

illustrated for the p-electron systems in butadiene and benzene. Finally, a brief

summary of the modern ab initio VB methods is given. Both single- and many-
reference techniques of determining the optimized orbitals are surveyed. The

former include the GVB method using both the Perfect-Pairing (PP) wave

function (GVB-PP) and the Spin-Coupled (SC) algorithm, which makes no prior
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assumptions about the dominant spin-coupling pattern. Both schemes can be

subsequently improved by adding the (nonorthogonal) CI stage, e.g., within the

Correlation Consistent CI (CCCI) extension of GVB approach and the SCVB

generalization of the SC method. The MR VB theories, using different orbitals for

different structures, e.g., the Resonating GVB (RGVB) or Breathing Orbital VB
(BOVB) variants, are introduced; they are essential to adequately describe some

molecular states in terms of the broken symmetry VB functions.

6.1 Self-Consistent Field Theories

First variational theories of electronic structure of the N-electron atomic or mole-

cular system described by the electronic Hamiltonian (5.69) have used as trial

wave functions either the product of SO (5.61), describing the independent (dis-

tinguishable) spinless particles, or the Slater determinant (5.64), describing the

exchange-correlated (indistinguishable) fermions. The former approach marks

the Hartree theory (Hartree 1928), historically first quantum mechanical appro-

ach to many-electron systems, which still serves as the reference for defining the

overall (Coulomb þ Fermi) electron correlation effects, while the latter approach

gives rise to the Hartree–Fock (HF) theory (Fock 1930; Froese-Fischer 1977),

which constitutes the reference in extracting the Coulomb correlation energy. The

analytical (Ritz) realization of the HF method, originally proposed by Roothaan

and Hall, is known as SCF MO theory. In this section, we provide a short over-

view of the basic elements of these theories, including the relevant Euler equa-

tions for the optimum orbitals and, in the final part, the rudiments of the PK

pseudopotential theory.

6.1.1 Hartree Method

The expectation value of the electronic Hamiltonian in the product state

(5.61) defined by the N-lowest (singly occupied) SO {ci(qi) ¼ ci(i) ¼
’i(ri)zi(si)}, with the spatial parts {’i(r)} � w(r) defining the associated

(orthonormal) MO,

h’ij’ji � ijjh i ¼
ð
’�
i ðrÞ’jðrÞ dr ¼ di;j; (6.1)

and electronic spin states {zi(si)∈ [ai(si), bi(si)]}, can be expressed in terms of the

corresponding one- and two-electron integrals (5.73)–(5.75)]:
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ð1�di;jÞJi;j½’i;’j��EH½w�: ð6:2Þ

Again, due to the normalization of spin functions (5.79), the integrals in terms

of SO c(q) are equal to those in terms of their spatial functions (MO) [see (5.78)

and (5.80)]: �hi;i½ci� ¼ hi;i½’i� and �Ji;j½ci;cj� ¼ Ji;j½’i; ’j�. For example, for N ¼ 2p,
i.e., p doubly occupied orbitals {’i(ri), i ¼ 1, 2, . . ., p} of the spin-restricted

approximation [compare (5.66)],

CðNÞ ¼ ’þ
1 ðr1Þ’�

1 ðr2Þ’þ
2 ðr3Þ’�

2 ðr4Þ . . . ’þ
p ðrN�1Þ’�

p ðrNÞ; (6.3)

one finds [compare (5.81)]:

EH½w� ¼ 2
Xp
i¼1

hi;i½’i� þ
Xp
i¼1

Xp
j¼1

ð2� di;jÞJi;j½’i; ’j�: (6.4)

In accordance with the variational principle of quantum mechanics, the optimum

Hartree (H) orbitals wH have to minimize the auxiliary energy functional including

the Lagrange terms associated with conditions of their orthonormality,

d EH½w0� �
Xp
i¼1

Xp
j¼1

lk;l
��
’i

0 j ’j
0�� di;j

�( )
wH

�� � dEH½wH;l� ¼ 0; (6.5)

where l ¼ {li,j} groups the Lagrangian multipliers enforcing these constraints.

Examining the complex conjugate of the preceding equation then reveals that

l�i;j enforces the subsidiary condition
�
’j

0j’i
0� ¼ dj;i, and hence l�i;j ¼ lj;i;

or l = ly. Thus, the Lagrangian multipliers define the Hermitian matrix which

can be diagonalized in the unitary transformation: U{lU ¼ «H ¼ {eidi,j}, U
{U ¼

UU
{ ¼ I. In this representation of the canonical orbitals wH ¼ w’U ¼ {’k}, the

variation principle of (6.5) reads:
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d
�
EH½w� �

Xp
k¼1

ek ’k j ’kh i� � dEH½wH; «H� ¼ 0: (6.6)

We also recall at this point that for generally complex orbitals the variations dw*

and dw ultimately represent the independent displacements of the real and imagi-

nary parts of MO (see also Sect. 5.1.2). Moreover, due to the Hermitian character of

the electronic Hamiltonian the corresponding Euler equations for the optimum

shapes of MO resulting from these two variations must be identical. Therefore, in

what follows we assume that in taking the variation of EH w; «H½ �, to derive

equations to be satisfied by the optimum orbitals, the complex-conjugate orbitals

are being infinitesimally modified: w* ! w* + dw*.

The integral Jk,l[’k, ’l] [see (5.78)] in the average electronic energy of (6.4) in

the canonical representation wH stands for the average Coulomb repulsion between

one electron in state ’k and another electron in state ’l,

Jk;l½’k; ’l� ¼
ð ð

’kð1Þj j2 1

r1;2
’lð2Þj j2dr1dr2 ¼
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¼
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1

r1;2
’lð2Þdr2

	 

’kð1Þdr1 ¼

ð
rkð1Þ

ð
rlð2Þ
r1;2

dr2

	 

dr1

� kð1Þh ĵJlð1Þ kð1Þj i1: (6.7)

In the preceding equationwe have introduced the (multiplicative)Coulomb operator

Ĵlð1Þ, which measures the average electrostatic potential in the position of electron

“1” due to the probability distribution rl ¼ j’lj2 of electron “2.” Obviously,

interchanging the orbital indices or electronic labels, which only name the integra-

tion variables of the definite integrals, has no effect on the value of the integral itself:

Jk;l½’k; ’l� ¼ kð1Þh ĵJlð1Þ kð1Þj i1 ¼ lð1Þh ĵJkð1Þ lð1Þj i1 ¼ Jl;k½’l; ’k�: (6.8)

The stationary condition of (6.6), that the variation dEH w; «H½ � linear in dw*

vanishes for the optimum canonical orbitals w ¼ wH, marks the local extremum of

this MO functional:

XN
k¼1

dkð1Þh jĥð1Þþ
XN
l¼1

ð1� dk;lÞĴlð1Þ � ek kð1Þj i1 ¼ 0: (6.9)

Since variations {hd’kj} are arbitrary, this equation can be satisfied only when

f½ĥð1Þ þ
XN
l¼1

ð1� dk;lÞĴlð1Þ� � ekg kð1Þj i � fF̂Hð1Þ � ekg kð1Þj i ¼ 0; (6.10)

6.1 Self-Consistent Field Theories 153

http://dx.doi.org/10.1007/978-3-642-20180-6_5#Sec3_5


where we have defined the effective one-electron Hamiltonian F̂Hð1Þ of the Hartree
method. Its eigenvalue problem,

F̂Hð1Þ’kð1Þ ¼ ek ’kð1Þ; k ¼ 1; 2; . . . ;N; (6.11)

thus determines the optimum canonical orbitals wH ¼ {’k}, which define the best

approximation of the system electronic wave function in the family of N-electron
functions delineated by the variational product of (5.61).

It also follows from this effective one-electron Schr€odinger equation that the

Lagrangian multiplier

ek ¼ ’kh jF̂H ’kj i ¼ kð1Þh j½ĥð1Þ þ
XN
l¼1

ð1� dk;lÞ̂Jlð1Þ kð1Þj i1

¼ hk;k½’k� þ
XN
l¼1

ð1� dk;lÞJk;l½’k; ’l� (6.12)

measures the corresponding orbital energy of an electron occupying kth MO,

moving in the effective external potential

VHðrÞ ¼ vðrÞ þ
XN
l¼1

ð1� dk;lÞĴlð1Þ � vðrÞ þ vHðrÞ; (6.13)

which combines the external potential v(r) due to the system nuclei and the resultant

electrostatic potential (ESP) vH(r) ¼ vH[r; wH] generated by the remaining elec-

trons, averaged over their instantaneous positions.

Since the Hartree effective Hamiltonian depends upon the MO themselves, F̂H ¼
F̂H½wH�, the Hartree equations (6.11) have to be solved iteratively by using the

optimum orbitals w
ðnÞ
H from the previous iteration to define the next approximation

of the Hartree operator, F̂H w
ðnÞ
H

h i
, which generates better orbitals w

ðnþ1Þ
H , etc.,

. . . ! w
ðnÞ
H

o
! F̂H w

ðnÞ
H

h i
! w

ðnþ1Þ
H

n o
! F̂H w

ðnþ1Þ
H

h i
! . . .

n
;

until the field of electronic interactions is self-consistent, vH r; w
ðmþ1Þ
H

h i
ffi

vH r;w
ðmÞ
H

h i
, or w

ðmþ1Þ
H ffi w

ðmÞ
H , to within the assumed tolerance threshold.

The average electronic energy in theHartree limit (Hl), for an infinite variational
flexibility of orbitals wHl in the product function describing the independent,

spinless particles, EHl ¼ EHl[wHl], then determines the reference for extracting

the overall electron correlation energy. In the next section we shall examine the

related Hartree–Fock (HF) approximation, using the Slater determinant as varia-

tional wave function, thus describing the exchange-correlated fermions. Clearly,
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the optimum canonical Hartree–Fock orbitals wHF, already reflecting the exchange

correlation between electrons, will slightly differ from their corresponding Hartree

analogs wH, but these two sets strongly resemble one another: wH ffi wHF.

6.1.2 Hartree–Fock Theory

For the determinantal variational wave function, the average electronic energy is

given by the known functional of the (orthonormal) occupied SO c (see Sect. 5.4):

Ee½c�h iCA
¼
XN
i¼1

�hi;i½ci� þ
1

2

XN
i¼1

XN
j¼1

ð�Ji;j½ci;cj� � �Ki;j½ci;cj�Þ � EHF½c�; (6.14)

where the exchange integral �Ki;j½ci;cj� ¼ Ki;j½’i; ’j�dzi;zj of (5.77) identically

vanishes when the two SO involve different spin states of the two electrons. The

best variational approximation of the system ground state is thus obtained by the

optimum SO which minimize this average electronic energy subject to the ortho-

normality constraints of MO [see (6.5)]:

d
�
EHF½c� �

Xp
i¼1

Xp
j¼1

vk;l
�
ci j cj

�� di;j
� �

� dEHF½c; n� ¼ 0: (6.15)

For simplicity, in what follows the closed-shell configuration of (5.66) is assumed,

for which [see (5.81)]

EHF½c� ¼ EHF½w� ¼ 2
Xp
i¼1

hi;i½’i� þ
Xp
i¼1

Xp
j¼1

ð2Ji;j½’i; ’j� � Ki;j½’i; ’j�Þ: (6.16)

Turning now to the canonical representation of HF orbitals, wHF ¼ wU ¼ {fk},

in which the matrix of Lagrangian multipliers enforcing the orthonormality con-

straints becomes diagonal, U{nU ¼ e ¼ {eidi,j}, U
{U ¼ UU{ ¼ I, the relevant

variational principle becomes:

d
�
EHF½wHF� �

Xp
k¼1

ekð fk j fkh i
�

� dEHF½wHF; e� ¼ 0: (6.17)

Again, to facilitate a compact expression for the linear variation of the system

electronic energy corresponding to the variation dw�
HF of the complex-conjugate

orbitals one formally expresses the exchange integral as the expectation value of the

effective exchange operator [compare (6.7)] defined by the following result of its

action on the one-electron function f(r1) � f(1):
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K̂lð1Þf ð1Þ �
ð
f�
l ð2Þ

1

r1;2
f ð2Þdr2

� �
flð1Þ: (6.18)

It follows from this definition that this integral operator exchanges two electrons in

the product of the nonconjugate orbitals, fl(2)f(1) ! fl(1)f(2), which explains its

name. The exchange integral can be then expressed as the expectation value:

Kk;l½fk;fl� ¼
ð ð

f�
kð1Þf�

l ð2Þ
1

r1;2
flð1Þfkð2Þdr1dr2 ¼ kð1Þlð2Þh jgð1; 2Þ lð1Þkð2Þj i1;2

¼ kð1Þh jK̂lð1Þ kð1Þj i1 ¼ lð1Þh jK̂kð1Þ lð1Þj i1: ð6:19Þ

Finally, calculating the variation dEHF wHF; e½ � corresponding to dw�
HF gives the

following condition for the local extremum of the auxiliary functional of (6.17),

Xp
k¼1

dkð1Þh jĥð1Þþ
Xp
l¼1

½2Ĵlð1Þ � K̂lð1Þ� � ek kð1Þj i ¼ 0: (6.20)

For arbitrary variations of MO it can be satisfied only when

½ĥð1Þ þ
Xp
l¼1

½2Ĵlð1Þ � K̂lð1Þ�
( )

fkð1Þ � F̂ð1Þfkð1Þ ¼ ekfkð1Þ;

k ¼ 1; 2; . . . ; p:

(6.21)

Again, since the effective Fock operator

F̂ðrÞ ¼ � 1

2
Dþ vðrÞ þ

Xp
l¼1

½2ĴlðrÞ � K̂lðrÞ�g � ĥðrÞ þ ĴðrÞ � K̂ðrÞ

� � 1

2
Dþ ½vðrÞ þ vHFðrÞ� � � 1

2
Dþ VHFðrÞ; (6.22)

depends on the orbitals it is supposed to determine, F̂ ¼ F̂½wHF�, one has to solve the
above HF equations iteratively:

. . . ! w
ðnÞ
HF

o
! F̂ w

ðnÞ
HF

h i
! w

ðnþ1Þ
HF

n o
! F̂ w

ðnþ1Þ
HF

h i
! . . .

n
;

until one reaches the self-consistent field (SCF) of the two-electron contribution

vHF(r) to the effective external potential VHF(r), called the Coulomb-exchange

potential:

vHF r;w
ðmþ1Þ
HF

h i
ffi vHF r;w

ðmÞ
HF

h i
or w

ðmþ1Þ
HF ffi w

ðmÞ
HF :
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The physical meaning of the diagonal Lagrangian multiplier ek is again revealed
by multiplying (6.21) from the left by f�

kð1Þ and integrating over positions of

electron “1”:

ek ¼ fkh jF̂ fkj i ¼ kð1Þh j ½ĥð1Þ þ
Xp
l¼1

½2Ĵlð1Þ � K̂lð1Þ� kð1Þj i1

¼ hk;k½fk� þ
Xp
l¼1

ð2Jk;l½fk;fl� � Kk;l½fk;fl�Þ: (6.23)

This orbital energy of kth MO in HF theory thus combines the corresponding

kinetic and nuclear attraction energies, given by the expectation value of the one-

electron operator ĥð1Þ, and the effective Coulomb-exchange interactions with all

remaining electrons. It should be observed that in (6.23) the self-interaction of the

electron with itself is exactly eliminated by the identity Jk,k ¼ Kk,k, whereas in

(6.12) it is removed by the Kronecker-delta factor.

The Koopmans theorem links the approximate estimate of the system ionization

potentials Ik, the energy required to remove the electron occupying fk,

IHFk ¼ Eþ
k ½wþ� � E0½w0�; (6.24a)

with the orbital energy ek; here w+ denotes the optimum MO of the HF method

occupied in the cation Xþ
k , the (N � 1)-electron system in state fþ

1 f
�
1 . . . fþ

k . . .
��

fþ
p f

�
p j, and w0 groups the optimumMO of the neutral N-electron system X0 in state

fþ
1 f

�
1 . . . fþ

k f
�
k . . . fþ

p f
�
p

��� ���. By assuming that the HF MO w0 of the neutral

system X0 are to a good approximation preserved after ionization, w+ � w0, i.e.,

neglecting the orbital relaxation accompanying the ionization process, one can

express the electronic energy Eþ
k ½w0� of the resulting cation in terms of the same

one- and two-electron integrals hk;k f0
k

� �� �
; Jk;l f

0
k ;f

0
l

� �� �
, and Kk;l f

0
k ;f

0
l

� �� �
as

those used for expressing the energy E0½w0� of the neutral system. Their difference

then approximates the HF ionization potential of (6.24a):

IHFk � Eþ
k ½w0� � E0½w0� � DEk Dnk;w0

� � ¼ �ek½w0�; (6.24b)

where n ¼ {nk} groups the MO occupation numbers and Dnk ¼ (0, . . ., Dnk ¼ �1,

0, . . ., 0) reflects a removal of the electron occupying fk.

It should be observed that since in this ionization process a change in the occupa-

tion number of fk, Dnk ¼ �1, the above formulation of the Koopmans theorem can

be also interpreted as the finite-difference approximation of the energy derivative

with respect to the system occupation number of fk, or the overall number of

electrons, dN ¼ dnk,

@DEk Dnk;w0
� �

=@nk � DEk Dnk;w0
� �

=Dnk ¼ ek: (6.25)
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Thus, the canonical orbital energy approximately measures the slope of the elec-

tronic energy with respect to the MO occupation number.

In addition to the Coulomb correlation neglected in the orbital approximation of

the HF theory, the Koopmans theorem does not account for the orbital relaxation.

Fortunately, there is a substantial cancelation of these errors in electron removal

process, since the magnitude of correlation energy increases monotonically with

a growing number of electrons. Thus, the sum of a diminished correlation and the

(neglected) orbital relaxation energy in the cation roughly reproduces a larger corre-

lation error in the neutral system. The orbital relaxation error gradually disappears in

large systems, for large N, when the removal of a single electron causes a relatively

minor perturbation of the whole system. In such cases, the change in the Coulomb

correlation of electrons is also relatively small. Accordingly, these errors become

relatively large in the two-electron systems, e.g., the helium atom and hydrogen

molecule. This cancelation of the orbital relaxation and electron Coulomb correlation

errors in the electron removal processes explains a surprisingly good performance of

Koopmans’ theorem in the closed-shell systems. It also provides a physical justifica-

tion for calling the canonical MO of HF method the spectroscopic orbitals.
The molecular electron density [see (3.7)] is the sum of the corresponding

MO contributions:

rðrÞ ¼
XN
k¼1

fkðrÞj j2 ¼
XN
k¼1

rkðrÞ

¼
X
s¼";#

XNs

l¼1

flsðrÞj j2
" #

¼
X
s¼";#

XNs

l¼1

rlsðrÞ
" #

�
X
s¼";#

rsðrÞ; (6.26)

where flsðrÞ denotes lth orbital describing the electron with the spin orientation

s ¼"; #; rsðrÞ stands for the corresponding spin density (3.9), and Ns ¼
R
rsðrÞdr

is the overall number of electrons with spin s,X
s¼";#

Ns ¼ N:

Compared with the system promolecule M0, the hypothetical combination of

all constituent (free) atoms in their molecular positions, it exhibits an accumulation

of the electronic probability density in the bonding regions of the molecule M,

between the nuclei of the bonded AIM. The promolecular reference can be used to

extract the effects due to the bond formation, e.g., in form of the density difference
function

DrðrÞ ¼ rðrÞ � r0ðrÞ; (6.27)

where r0 denotes the promolecular electron density.

The delocalized (canonical) MO, which reflect the molecular geometry, have

been widely used in physical interpretations of the bonding patterns of molecular
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systems, their structural preferences, and in rationalizing diverse phenomena of

electronic spectroscopy. They are also successfully applied in diagnosing trends in

chemical reactivity, particularly in organic chemistry. The most important in these

applications are the Frontier Orbitals (FO), including the Highest Occupied
MO (HOMO) and the Lowest Unoccupied MO (LUMO). The former roughly

determines how the energetically most accessible (first) ionization process, the

electron removal to the system environment when the system acts as the chemical

base (electron donor), affects its electron distribution, whereas the latter gives an

approximate representation of the charge redistribution accompanying the electron

addition to the system in molecular complexes or in the electron affinity phenomena

when the system acts as the chemical acid (electron acceptor).

The normalized responses of the molecular electron density to an addition/

removal of a single electron are known as the Fukui function (FF) descriptors

(Parr and Yang 1984). It follows from these intuitive considerations that they

are dominated by the topology of the corresponding FO densities. In the donor–
acceptor interactions between molecules the FO of both reactants also play a

crucial role in shaping their reactivity preferences.

To conclude this section, we observe that the HF equations for the optimum shapes

of orbitals can be also derived through the functional derivatives of Sect. 2.8. As we

have observed in Sect. 6.1.1, there are two groups of independent functions to be

optimized when determining the extremum of the auxiliary energy functionals of

(6.14) and (6.16), wHF ¼ {fl} and w�
HF ¼ f�

k

� �
, since they are linearly related to

independent components Re(wHF) and Im(wHF) of the (complex) canonical orbitals.

This calls for the separate optimizations of w�
HF and wHF, each giving the same

set of equations for the optimum solutions. It can be easily verified that the vanishing

functional derivative of the auxiliary functional of (6.17), EHF½wHF; e� ¼ EHF w�
HF;

�
wHF; e�, with respect to, say, f�

k , directly gives the HF equation for this MO:

dEHF w�
HF;wHF; e

� �
=df�

kðrÞ ¼ dEHF w�
HF;wHF; e

� �
=df�

kðrÞ � ekd fkjfkh i=df�
kðrÞ

¼ ĥðrÞfkðrÞ þ
XN
l¼1

ĴlðrÞ � K̂lðrÞ
� �

fkðrÞ � ekfkðrÞ

� ½ĥðrÞ þ ĴðrÞ � K̂ðrÞ�fkðrÞ � ekfkðrÞ
¼ F̂ðrÞfkðrÞ � ekfkðrÞ ¼ 0: ð6:28Þ

In the ground state of the N-electron system, only N lowest SO are occupied,

with the remaining higher (empty) SO determining the system virtual orbitals. The
latter have no physical meaning, since they do not contribute to the self-consistent

field of electronic interactions and to expectation values of physical properties of

the molecule. Thus, the ground state virtual orbitals become “physical”, when they

are fully or partly occupied, e.g., in the electronically excited states or in the CI

description of the ground state. Notice that when one uses the LUMO as a probe

in the electron-absorbing phenomena, one mentally populates this orbital in the

intermolecular interactions with at least a fraction of an electron, thus making it

physically meaningful in reactivity descriptions.
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6.1.3 Transition-State Concept

The HF equations (6.21) can be compactly written in terms of the system electron

density r(r) (6.26) and the spin components fgsðr; r0Þg of the overall (spinless) one-
electron density matrix:

gðr; r0Þ ¼
XN
k¼1

fkðrÞf�
kðr0Þ ¼

X
s¼";#

XNs

l¼1

flsðrÞf�
lsðr0Þ

" #
¼
X
s¼";#

gsðr; r0Þ: (6.29)

Indeed, a straightforward transformation of HF equations for the optimum orbitals

of spin s gives:

ĥðrÞ þ
X
s¼";#

XNs
l¼1

ĴlsðrÞ
" #

flsðrÞ �
XNs
l¼1

K̂lsðrÞflsðrÞ

� ½ĥðrÞ þ ĴðrÞ � K̂sðrÞ�flsðrÞ

¼ �r2

2
þ vðrÞ þ

ð
rðr0Þ
r� r0j jdr

0
� �

flsðrÞ �
ð
gsðr; r0Þ
r� r0j j flsðr0Þdr0 ¼ elsflsðrÞ;

s ¼";# :
(6.30)

Any set of N occupied orthonormal orbitals {fls} that satisfy these equations

makes the total energy stationary. The energy expression (6.14) refers to the special

case of the ground state (full) occupation pattern of N lowest orbitals, ng.s, ¼
[(1,1, . . ., 1,) 0, 0, . . .] ¼ {nls}, of the whole (infinite) set of orbitals wHF ¼ [(f1,

f2, . . ., fN), fN+1, fN+2, . . .] ¼ {fls}, arranged in such a way that e1 � e2 � e3
� . . ., including the infinite set of virtual SO {fN+1, fN+2, . . .}, which are not

occupied in the ground-state configuration. Hence, for any fixed vector n of electron

occupations obtained via the associated electron excitations from the ground state

occupied to virtual subspaces, with

X1
k¼1

nk¼
X
s¼";#

X1
l¼1

nl;s¼
X
s¼";#

Ns¼N;

rðnÞðrÞ¼
X1
k¼1

nk f
ðnÞ
k ðrÞ

��� ���2�X1
k¼1

nkr
ðnÞ
k ðrÞ¼

X
s¼";#

X1
l¼1

nls fðnÞ
is ðrÞ

��� ���2
" #

¼
X
s¼";#

rðnÞs ðrÞ;

gðnÞðr;r0Þ¼
X1
k¼1

nkf
ðnÞ
k ðrÞfðnÞ�

k ðr0Þ�
X1
k¼1

nkg
ðnÞ
k ðr;r0Þ

¼
X
s¼";#

X1
l¼1

nlsf
ðnÞ
ls ðrÞfðnÞ�

ls ðr0Þ
" #

¼
X
s¼";#

gðnÞs ðr;r0Þ;

(6.31)
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the HF electronic energy is given by the following expression in terms of the self-

consistent canonical orbitals for the specified electron occupation vector n, w nð Þ ¼
fðnÞ
k ¼ fðnÞ

ls

n o
, the associated electron density r(n)(r), spin densities frðnÞs ðrÞg, and

spin density matrices fgðnÞs ðr; r0Þg:

EHFðnÞ ¼ � 1

2

X1
k¼1

nk

ð
fðnÞ�
k ðrÞDfðnÞ

k ðrÞ dr þ
ð
rðnÞðrÞ vðrÞ dr

þ 1

2

ð ð
rðnÞðrÞrðnÞðr0Þ

r � r0j j dr dr0 � 1

2

X
s¼";#

ð ð
gðnÞs ðr; r0ÞgðnÞs ðr0; rÞ

r � r0j j dr dr0:

(6.32)

In the ordinary ground state (g.s.) HF calculations in each iterative step only the

orbitals withN-lowest energies are used to form the Slater determinant, but one is by

no means restricted to this choice: any occupation vector for which the procedure

converges will determine the self-consistent solutions defining the determinantal

approximation of an excited state (e.s.) of the N-electron system under consider-

ation. It should be stressed, however, that the Slater determinants corresponding to

different occupation vectors are not orthogonal, since they represent eigenfunctions

of different Fock operators, with their effective electron interactions being defined

by different sets of canonical MO. For the same reason the optimum, self-consistent

orbitals in different electron configurations are not identical: fðnÞ
k 6¼ fðn0Þ

k .

The generalized self-consistent HF energy of (6.32), with the fully relaxed

orbitals for the assumed occupation vector n ¼ {nk � nks}, thus becomes a func-

tion of the continuous occupation variables {0 � nk � 1}. As first shown by Slater

the partial derivative of this function with respect to the orbital occupation gives

exactly its orbital energy for the assumed occupation vector [compare the approxi-

mate Koopmans’ relation of (6.25)]:

@EHFðnÞ
@nk

����
n

¼ ekðnÞ¼ @EHFðnÞ
@nks

����
n

¼ eksðnÞ

¼�1

2

ð
fðnÞ�
k ðrÞDfðnÞ

k ðrÞdrþ
ð
rðnÞk ðrÞvðrÞdr

þ
ð ð

rðnÞk ðrÞrðnÞðr0Þ
r� r0j j drdr0 �

ð ð
gðnÞks ðr;r0ÞgðnÞs ðr0;rÞ

r� r0j j drdr0: (6.33)

This relation has been subsequently rediscovered and somewhat extended by Janak

(1978) in the framework of KS DFT.

It is tempting to use two independent SCF calculations, for the ground state

occupations ng.s. ¼ n0 and the singly excited electron configuration ne.s. ¼ np!q

corresponding to an electron transfer from the ground state occupied orbital fp to

ground state virtual orbital fq, to calculate the approximate excitation energy as the

difference of the corresponding total electronic energies,
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DEp!q � EHFðnp!qÞ � EHFðn0Þ; (6.34)

where:

Cg:s:ðNÞ ¼ detðf1; . . . ;fp�1;fp;fpþ1; . . . ;fNÞ � C0ðNÞ;
Ce:s:ðNÞ ¼ detðf1; . . . ;fp�1;fpþ1; . . . ;fN;fqÞ ¼ Cp!qðNÞ � Cq

pðNÞ: (6.35)

However, besides requiring two separate SCF calculations, this recipe is not sound

numerically, since the two states are not orthogonal anyway and it determines the

small quantity of the excitation energy as difference of two approximate large

numbers.

Slater’s (1974) concept of the transition state (TS) allows one to determine the

approximate p ! q excitation energy in a single SCF calculation as the difference of
orbital energies (small numbers) for the hypothetical system exhibiting the half

occupations of the twoMO involved in the p ! q transition and the full occupations
of the remaining orbitals defining the Slater determinant Cp!q(N) in (6.35):

nTS ¼ f : 1 . . . p� 1 p pþ 1 . . . N q
nf : 1 . . . 1 1=2 1 . . . 1 1=2

	 

: (6.36)

The electron density of TS is thus given by the following expression,

rTSðrÞ ¼
XN
l 6¼p

flðrÞj j2 þ 1

2
½ fpðrÞ
�� ��2 þ fqðrÞ

�� ��2� ¼ 1

2
½r0ðrÞ þ rp!qðrÞ�; (6.37)

where r0ðrÞ and rp!qðrÞ denote the electron densities in the ground and excited

states, respectively.

Therefore, rTS(r) does not correspond to a single Slater determinant. Indeed, it

represents the ensemble average (see Sect. 3.3.4) of the electron densities in the

initial and final electronic states of this electron excitation [see (6.35)],

corresponding to the density operator (3.60a)

D̂TS ¼ C0j i 1
2

C0h j þ Cp!q

�� � 1
2

Cp!q

� ��: (6.38)

Slater’s TS thus represents an ensemble, i.e., the statistical mixture of two elec-

tronic states, and not the pure (single) quantum mechanical state.

Since this concept invokes the continuous orbital occupations of orbitals p and

q, which are involved in this electron transfer, linked by the closure relation

np þ nq ¼ 1 or � dnp ¼ dnq ¼ dn ¼ 1/2, one can expand the HF energies in

the initial and final electronic states involved in this electron excitation as the

corresponding power series in the associated TS vector of displacements in

the orbital occupations,
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dnTS ¼ nTS � n0

¼ f : 1 . . . p� 1 p pþ 1 . . . N q
dnf : 0 . . . 0 �1=2 0 . . . 0 þ1=2

	 

; (6.39)

with n0 ¼ nTS � dnTS and np!q ¼ nTS þ dnTS. Thus, expanding the electronic

energies of these two states around the TS configuration nTS generates the follow-
ing Taylor series expressions for these two self-consistent energies:

EHFðn0Þ ¼ EHFðnTS � dnTSÞ ¼ EHFðnTSÞ � dn
@EHF

@nq

����
nTS

� @EHF

@np

����
nTS

 !

þ ðdnÞ2
2

@2EHF

@n2p

�����
nTS

� 2
@2EHF

@np@nq

����
nTS

þ @2EHF

@n2q

�����
nTS

8<
:

9=
;þ . . . ;

EHFðnp!qÞ ¼ EHFðnTS þ dnTSÞ ¼ EHFðnTSÞ þ dn
@EHF

@nq

����
nTS

� @EHF

@np

����
nTS

 !

þ ðdnÞ2
2

@2EHF

@n2p

�����
nTS

� 2
@2EHF

@np@nq

����
nTS

þ @2EHF

@n2q

�����
nTS

8<
:

9=
;þ . . . ;

(6.40)

A subsequent subtraction of these expansions and use of (6.33) finally give:

DEp!q ¼ EHFðnp!qÞ � EHFðn0Þ ¼ @EHF

@nq

����
nTS

� @EHF

@np

����
nTS

þ Oðdn3TSÞ

¼ eqðnTSÞ � epðnTSÞ þ Oðdn3TSÞ: (6.41)

To summarize, the p ! q excitation energy can be estimated, neglecting very

small terms of order dn3TS, as the difference of energies of two orbitals involved

in the transition, obtained from a single SCF calculation for the TS occupations nTS
of (6.36).

6.1.4 Analytical Realization of Hall and Roothaan

In atoms, for which the angular parts of AO are given by the spherical harmonics,

the radial self-consistent field can be determined numerically. However, in all

molecular applications the analytical realization of the HF method, which adopts

the Ritz variant of the variational method (Sect. 5.1.2) to determine the optimum

MO approximated as linear combinations (LC) of the fixed basis set of the AO

functions. For example, the canonical AO of the system constituent AIM are
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selected as basis functions in the LCAO MO approach, or some arbitrary functions

selected for reasons of numerical convenience, e.g., the exponential Slater-type
orbitals (STO) or Gaussian-type orbitals (GTO), are used to expand MO in the

associated LCSTO (e.g., Harris 1967; Clementi and Roetti 1974) and LCGTO (e.g.,

Shavitt 1963; Boys 1968; Pople 1976; Dunning and Hay 1977; Huzinaga et al.

1984; Poirier et al. 1985) calculations, respectively. The former,

sl;ms;a ðraÞ ¼ N expð�zsraÞ Ym
l ðy; ’Þ; (6.42a)

where N stands for the normalization constant, ra ¼ r � Ra ¼ xaiþ yaj þ zak ¼
ðra; y; ’Þ is the position vector of an electron relative to the atomic nucleus a in the
fixed position Ra ¼ Xaiþ Ya j þ Za k (BO approximation), provide more compact

expansions, since they exhibit generally correct analytical properties at both ra ! 0

(cusp at nucleus) and ra ! 1 (exponential decay). The latter,

gk;l;ms;a ðraÞ � Nxkay
l
az

m
a expð�msr

2
aÞ; (6.42b)

exhibit incorrect behavior in both these limits, so that several GTO are required to

adequately represent a single STO. However, GTO give rise to analytical

expressions for the crucial (muticenter) electron repulsion integrals, for which Slater

orbitals require a time-consuming numerical integration. For this reason the SCF

LCGTOMOcalculations dominate all molecular applications of the HF theory. This

Hall–Roothaan analytical realization is customarily denoted as the SCF method.

Thus, in the SCF LCAOMO approach, the fixed set of basis functions of the Ritz

method, x ¼ (w1, w2, . . ., ww), represents the AO of constituent AIM, themselves

represented as combinations of either the primitive GTO centered on atomic nuclei

or their formal contractions combining subsets of primitive GTO, defined to limit

the computational effort and maximize the variation flexibility of MO. The basis

functions available in standard programs for molecular calculations range from the

minimum set, of AO occupied in the ground states of all constituent (free) atoms, to

extended basis sets, including the split valence contractions of the valence shell

orbitals and some polarization functions corresponding to higher values of the

orbital quantum number l, compared with those characterizing the AO functions

of the minimum set. Such extended bases generate the required variety of both

the radial (m) and angular exponents (k, l, m) of the primitive GTO (6.42b), thus

allowing for the radial expansion/contraction of bonded atoms in the molecular

environment and their angular deformations (polarizations) in presence of the

remaining AIM. It should be emphasized that in each of these variants several

GTO-expansions of each AO/SO can be selected, which adds to the range of the

basis set options available in modern software systems of the ab initio calculations

(e.g., GAMESS, GAUSSIAN).

The HF orbitals are thus expanded in the adopted basis set x, wHF ¼ xC, which
also determines the associated overlap matrix S ¼ xjxh i ¼ fSs;t ¼ wsjwth ig, defin-
ing the metric tensor of this function space. In accordance with the development of
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Sect. 5.1.2, in order to formulate the relevant secular equations for the optimum

LCAO MO coefficients C ¼ {Cs,k} one also requires the energy (Fock) matrix

F ¼ xh jF̂ xj i ¼ fFs;t ¼ wsh jF̂ wtj ig, the basis set representation of the Fock operator

[(6.22) and (6.28)], which defines the effective one-electron Hamiltonian of the HF

method. For the closed-shell configuration of (5.66) expressing the matrix element

Fs,t in terms of the elementary one- and two-electron integrals in the chosen AO

basis set,

hs;t ¼ wsð1Þjĥð1Þjwtð1Þ
� �

1

� �
and

ðstjuvÞ � wsð1Þwuð2Þjgð1; 2Þjwtð1Þwvð2Þh i1;2
n o

; (6.43)

then gives:

Fs;t ¼ wsð1Þjĥð1Þjwtð1Þ
� �

1
þ
Xp
k¼1

wsð1Þh j2Ĵkð1Þ � K̂kð1Þ wtð1Þj i1

¼ hs;t þ
Xw
u¼1

Xw
v¼1

2
Xp
k¼1

Cv;kC
�
u;k

 !
ðstjuvÞ � 1

2
ðsvjutÞ

	 


� hs;t þ
Xw
u¼1

Xw
v¼1

Pv;uðst k uvÞ: (6.44)

In the preceding equation we have introduced the elements of the charge and-
bond-order (CBO, density) matrix,

PðCoÞ ¼ fPv;ug ¼ 2CoC
y
o ¼ CnCy; (6.45)

where the rectangular (w 	 p) matrix Co groups the expansion coefficients of the p
(doubly) occupiedMO, i.e., the first p columns of C ¼ (Co, Cv) with the remaining

columns Cv corresponding to the virtual (empty) MO, and the diagonal matrix of

MO occupations n ¼ {nkdk,l} with nk ¼ 2 for occupied MO and nk ¼ 0 for virtual

MO in the spin-restricted HF (RHF) theory. They are the only component of the

Fock matrix F(Co) ¼ F(P), which changes from one iteration to another, while

the overlap matrix and the elementary integrals of (6.43) are calculated once at

the beginning of the SCF procedure and used in all iterations to construct the

current Fock matrix F(C(k)) ¼ F(P(k)).

We also recall that in the basis set of the L€owdin orthogonalized functions

(see Sect. 5.1.2),

~x¼xS�1=2; wHF ¼ðxS�1=2ÞU¼ ~xU; U¼ ~xjwHFh i; UUy ¼UyU¼ I; (6.46)

the transformed Fock matrix ~F ¼ ~xjF̂j~x� � ¼ S�1=2FS�1=2 defines the eigenvalue

problem for determining the optimum (canonical) HF solutions in the form of the

diagonalization of ~F in the unitary transformation U [see (5.37)]:
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Uy~FU ¼ e ¼ ðekdk;lÞ; C ¼ S�1=2U: (6.47)

Therefore, in each iteration the new Fock matrix is constructed using the CBO

matrix obtained in the previous iteration; it is then transformed to the orthogonal

representation and diagonalized, to determine the next approximation of the LCAO

MO coefficients and hence also of the CBO matrix, the orbital energies, etc. The

time-determining step in the SCF calculations is the calculation of all electron-

repulsion integrals {(stjuv)}, the number of which dramatically increases with the

dimension of the basis set. It scales like O(N4) with the number of electrons.

It also follows from the preceding equation that

P ¼ CnCy ¼ ðS�1=2UÞ n ðUyS�1=2Þ
¼ S�1=2 ~xjwHFh i n wHFj~xh iS�1=2 ¼ S�1 xjwHFh i n wHFjxh iS�1

¼ 2S�1 xjwoh i wojxh iS�1 ¼ 2S�1 xjP̂owjx
D E

S�1: (6.48)

Thus, for the orthogonalized AO basis set, when S ¼ S�1/2 ¼ S�1 ¼ I, the CBO

matrix constitutes the AO representation of the projector into the bonding subspace
consisting of all (doubly) occupied MO wo or the (singly) occupied SO {wo,s} for

both spin orientations of an electron:

P̂
o

w¼ woj i woh j¼
X

s
wo;s

�� �
wo;s

� ��¼ P̂
a
wþP̂

b
w:

6.1.5 Local Pseudopotential

The pseudopotentials, representing in the valence-only calculations the presence of

atomic cores which practically do not participate in the bond-forming/breaking

processes, have been introduced in Sect. 5.6. Here, we present the PK idea of the

local pseudopotential (Phillips and Kleinman 1960), for the simplest case of the

N ¼ n + 1 electron system with a single valence electron occupying the normalized

pseudoorbital c, nonorthogonal to the core orbitals, moving in the effective field

due to the nuclei and n inner-shell electrons occupying the normalized and mutually

orthogonal orbitals wc ¼ ð’1; ’2; . . . ; ’nÞ; h’ij’ji ¼ di;j:
We first observe that the “frozen” core scenario calls for the Schmidt orthogo-

nalization (Sect. 3.3.2) of the outer-shell pseudoorbital describing the valence

electron with respect to all inner-shell orbitals wc, which does not affect these

“frozen” reference states. This way of making the core (closed) shells being “felt”

by the valence electrons has also been used by Herring (1940) within the

Orthogonalized Plane Wave (OPW) method for determining the wave function of

valence electrons in crystals. Following Phillips and Kleinman we Schmidt-orthog-

onalize the pseudoorbital [see (3.45b)] into the new valence electron state:
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’¼N c�
Xn
i¼1

’i ’i jch i
" #

�N c�
Xn
i¼1

’iai

" #
; N ¼ 1�

Xn
i¼1

aij j2
 !�1=2

: (6.49)

In the framework of HF theory, the (orthogonal) canonical MO w ¼ (wc,

’ � ’n+1) satisfy the Fock equations (6.21), F̂’i ¼ ei’i; i ¼ 1; 2; . . . ; nþ 1,

with e � en+1 denoting the orbital energy of the valence electron. It should be

observed that in action of the Fock operator on the valence orbital ’ the Coulomb

and exchange operators due to ’ exactly cancel each other, since Ĵ’’ ¼ K̂’’,
and hence

F̂½w�’ ¼ ĥ’þ
Xn
i¼1

ð̂Ji�K̂iÞ’ ¼ F̂½wc�’: (6.50)

Therefore, inserting (6.49) into the eigenvalue problem for the canonical valence

MO, F̂’ ¼ e’, gives the equivalent (effective) Schr€odinger equation for the

pseudoorbital c,

fF̂½wc� þ Vpgc ¼ ec; (6.51)

including the local pseudopotential

VpðrÞ ¼
Xn
i¼1

aiðe� eiÞ’iðrÞ
cðrÞ : (6.52)

Thus, the valence shell electron can be rigorously described by the (non-

orthogonal to the core) pseudoorbital, provided that the effective potential VHF

of (6.22) will be supplemented with the pseudopotential Vp, which replaces the

valence-core orthogonality requirement, thus making the presence of the inner shell

electrons felt by the valence electron. This ab initio formulation can be extended

into a general case of many valence electrons, including the correlated treatment of

both the inner and outer electrons (Szasz 1985).

The equivalence of both descriptions is also directly seen when one compares

the associated Slater determinants: det(’1, ’2, . . ., ’n, ’) and det(’1, ’2, . . ., ’n, c).
Indeed, since c in the second determinant constitutes the linear combination of

functions defining the first determinant (6.49) it then directly follows from the

known invariance properties of determinants that both these functions in fact

determine the same state of all N ¼ n þ 1 electrons.

6.2 Beyond HF Theory: Electron Coulomb Correlation

The HF theory, which can be also formulated in the relativistic version, exactly

accounts for the exchange (x) correlation between the spin-like electrons, i.e., that

part of the interdependence between the particle instantaneous positions, which
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originates from the Fermi statistics. However, since the product function of the truly

independent particle approximation constitutes the source of the Slater determinant

of (5.64), by acting on it with the antisymmetrizer Â, the HF method totally neglects

the Coulomb (c) correlation between all electrons, due to a finite electronic charge.

Since the spin-like, statistically correlated electrons already “avoid” each other in

the determinantal wave function, the Pauli principle of the wave-function

antisymmetry effectively accounts also for a large portion of their Coulomb corre-

lation. Hence, the largest error of this missing correlation effect can be expected to

originate from electrons exhibiting the opposite spin orientations, which remain

statistically uncorrelated at the HF level, e.g., from electron pairs occupying the

same spatial orbitals in the spin-Restricted HF (RHF) approach.

In atoms one distinguishes both the radial and angular correlation effects. The

former has already been observed in the spin-Unrestricted HF (UHF), variational

treatment of helium atom (Sect. 5.5.2). Namely, when one electron occupied the

more compact spherical (1s) orbital’2 (z2 ¼ 2.18), distributed closer to the nucleus,

the other electron preferred to occupy a more diffused orbital ’1 (z1 ¼ 1.19),

exhibiting a larger average distance from the nucleus. Therefore these two spin-

paired electrons, which are not correlated by the Fermi statistics, indeed exhibit

a distinct effect of avoiding each other radially, due to their mutual Coulomb

repulsion. This effect explains the observed lowering of the total UHF electronic

energy, EUHF
0 ¼ �2:876 a.u:, compared with the corresponding RHF energy level,

ERHF
0 ¼ �2:848 a.u., where both electrons are constrained to occupy the same AO:

’1 ¼ ’2 ¼ ’ (z ¼ 1.69).

However, the exact value of the ground state energy in He, E0 ¼ �2.904 a.u.,

indicates that if we neglect a very small relativistic correction, |DErel.| ¼ 0.0001 a.u.,

there still remains a substantial angular correlation, which has not been accounted

in the above spherical UHF approach. Indeed, due to the mutual repulsion the two

electrons at their fixed radial distances should prefer the opposite positions relative

to the nucleus. This effect can be accounted for when one lifts the spherical, 1s-type
constraints [(5.90) and (5.98)] of the two AO ’1 and ’2, which define the spatial

part (5.104),

FUHFðr1; r2Þ ¼ 1ffiffiffi
2

p ½’1ðr1Þ’2ðr2Þ þ ’1ðr2Þ’2ðr1Þ�; (6.53)

of the singlet UHF wave function (5.103). For example, one can approximate these

orbitals by the mutually orthogonal sp-type hybrids along the z axis:

hz ¼ N 1ð’1 þ CpzÞ; h�z ¼ N 2ð’2 � CpzÞ; pz ¼ N zz expð�zrÞ; (6.54)

whereN 1,N 2, andN z stand for the corresponding normalization constants. One

observes that the symmetric combination of the associated product functions,

hzðr1Þh�zðr2Þ þ hzðr2Þh�zðr1Þ, then contains the previous (spherical) FUHF(r1, r2)
function of (6.53) and the p2z

� �
configuration, pz(1)pz(2).
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However, in order to keep the helium atom spherically symmetrical, we have to

treat the three axes of the coordinate system on equal footing, which calls for the

following trial function of the UHF approximation, extended by the Configuration
Interaction (CI) between the ground state electron configuration [’1’2] and the

doubly excited configurations ð’1’2Þ ! ðp2Þ ¼ p2x
� �þ p2y

h i
þ p2z
� �n o

, in which

the two electrons occupy the ground-state–virtual 2p orbitals,

FUHF=CIðr1;r2Þ¼N FUHFðr1; r2Þ�2C2

3
½pxðr1Þpxðr2Þ þ pyðr1Þpyðr2Þ þ pzðr1Þpzðr2Þ�

� �

¼N FUHF½1s;1s0�� 2C2

3
F p2x
� �þ F p2y

h i
þ F p2z

� �� � �
;

(6.55)

where N denotes the overall normalization factor, containing only two variational

parameters: the linear coefficient C and the nonlinear exponent z of 2p orbitals.

This angularly correlated wave function gives the best variational estimate of

the ground state energy E
UHF=CI
0 ¼ �2:895 a.u. Therefore, this relatively simple

trial wave function is already capable of accounting for almost 80% of the Coulomb

correlation energy: (2.862 � 2.895)/(2.862 � 2.904) ¼ 0.79, where we have used

the known energy level in the RHF limit, ERHFL
0 ¼ �2:862 a.u:, representing the

energy estimate for the “saturated,” very large basis set, which practically generates

the full variational flexibility of the atomic orbital.

This example suggests a systematic way for including the Coulomb correlation

through CI. One first creates the orthonormal excited configurations by replacing in

the HF Slater determinant the selected ground state occupied SO by the equinumerous

list of the ground state virtual SO (see the Slater–Condon rules of Sect. 5.4), and then

mixes them with the ground state determinant in the variational wave function of the

CI theory, which combines the N-electron wave functions for the ground and excited
configurations, all of them derived from the fixed set of the optimum orbitals deter-

mined in a single (ground state) SCF calculation. For example, in the RHF approach

to helium atom, for which ’1 ¼ ’2 ¼ ’ ¼ 1s, the radial correlation effect in He can
be introduced to the ground-state HF wave function FRHFðr1; r2Þ ¼ ’ðr1Þ’ðr2Þ �
F½1s2� by mixing it with the doubly excited function F½2s2� ¼ fðr1Þfðr2Þ;f ¼ 2s,
resulting from the excitation of the spin-paired electrons occupying 1s orbital into
the virtual 2s state: (’+,’�) ! (f+,f�). Furthermore, to account for the angular

correlation, one should also include the doubly excited configurations F p2i
� �

;

i ¼ x; y; z; ð’þ; ’�Þ ! ðpþi ; p�i Þ:

FRHF=CI ¼ N 0 F½1s2� þ C1F½2s2� þ C2 F½p2x � þ F½p2y � þ F½p2z �
� n o

: (6.56)

The RHF approach often fails to properly describe the dissociation of chemical

bonds, e.g., in H2 or F2. This so-called static (near-degeneracy) correlation error
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can be corrected by an inclusion in the FRHF/CI wave function of the excited

configuration F s2u
� �

, obtained by exciting two valence electrons occupying the

bonding sg MO in FRHF
0 ¼ F s2g

h i
to the antibonding MO su, nearly degenerated

with sg at very large internuclear separations: sþg ; s
�
g

� 
! sþu ; s

�
u

� �
.

The formal basis for expanding the exact wave function of N electrons in terms

of Slater determinants involving all SO, both the ground state occupied and virtual,

comes from the so-called expansion theorem of quantum theory, which forms the

basis for several methods in computational quantum chemistry. When the basis

set of one-electron functions x(r) of the SCF MO method is nearly complete, the

associated (orthonormal) MO, w(r) ¼ x(r)C, determine a practically complete set

of SO in the RHF theory, fckðr; sÞg ¼ fwðrÞaðsÞ;wðrÞbðsÞg ¼ fckðqÞg, in terms

of which any one-electron wave function can be expanded. For example, for the

exact quantum state of a single electron, one obtains the familiar expansion:

Cð1Þ ¼
X

k
ck ckð1Þ; ck ¼

ð
c�
kðq1ÞCðq1Þ dq1 � ckð1ÞjCð1Þh i1 (6.57)

The same procedure can be repeated for expanding the exact state of two

electrons,

Cð1; 2Þ ¼
X

k
ckð2Þ ckð1Þ;

ckð2Þ ¼
ð
c�
kðq1ÞCðq1; q2Þ dq1 � ckð1ÞjCð1; 2Þh i1; (6.58)

followed by the expansion of the coefficient function

ckð2Þ ¼
X

l
dk;l clð2Þ; dk;l ¼

ð
c�
l ðq2Þckðq2Þ dq2 � clð2Þjckð2Þh i2: (6.59)

Substituting (6.59) into (6.58) finally gives:

Cð1; 2Þ ¼
X

k

X
l
dk;lckð1Þclð2Þ; (6.60)

with the proper exchange symmetry for fermions subsequently enforced by the

antisymmetrizer Â of (5.64):

CAð1; 2Þ ¼
X

k

X
l
dk;lÂfckð1Þclð2Þg ¼

X
k

X
l
dk;l detðck clÞ: (6.61)

The two-electron wave function can be thus exactly expanded in terms of two-

electron Slater determinants constructed from the complete set of SO, thus giving

credence to the CI expansion of the exact quantum state in He or H2.
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This expansion procedure can be straightforwardly extended to a general

N-electron case:

CAð1; 2; . . . ; NÞ ¼
X
k1

X
k2

. . .
X
kN

dk1;k2;:::;kN Âfck1ð1Þck2ð2Þ . . . ckN ðNÞg

¼
X
k1

X
k2

. . .
X
kN

dk1;k2;:::;kNdetfck1ck2 . . . ckNg: (6.62)

Therefore, the exact state ofN-electron systems can be always expanded as linear

combination of Slater determinants ofN electrons built from the complete set of SO.

There is no guarantee, though, that such an expansion is fast convergent. Indeed,

much of the effort in the formal CI theory (L€owdin 1959; Shavitt 1977) has been

devoted to improve a generally slow convergence of this determinantal expansion.

6.2.1 Errors in SCF MO Calculations

Although the effects neglected in the HF approximation amount to a very small

fraction (of the order of 1%) of the system total electronic energy, they may be crucial

for even qualitatively correct prediction of the energy differences of chemical interest,

e.g., energies of the ionization, dissociation, activation, and isomerization processes

or conformational barriers. Indeed, this relatively minute correlation error often

results in incorrect conclusions regarding dissociation energies, electronic spectra,

and energy differences on PES. Such applications of the quantum theory call for the

chemical accuracy, of the order of 1 kcal/mole � 1.6 m Hartree, which escapes the

approximations present in the SCF method. Fortunately, the theory systematic errors

cancel in some energy differences, so that even at this low level of the theory one

obtains quite satisfactory predictions of many molecular properties, e.g., selected

conformational barriers, structural parameters (bond lengths and angles), and molec-

ular bonding patterns. Indeed, one encounters quite frequent examples, where small

basis sets and modest studies can provide important chemical insights.

In this section we identify the main sources of errors in SCF method, which

effectively limit a range of its adequate applications. As shown in Fig. 6.1, the

analytical SCF method using a finite number of basis functions exhibits the basis set
error, relative to the HF limit (HFl) corresponding to the complete (infinite) basis

set, i.e., the full variational flexibility of the function space in the Ritz method:

DEbasis ¼ EHFl � ESCF < 0. In general, the minimum basis set, consisting of AO

occupied in the ground states of constituent (free) atoms, has several interpretative

advantages and generates the most physical net charges of bonded atoms predicted

from Mulliken’s populational analysis (Mulliken 1935, 1955, 1962). However,

this small basis set often favors some conformations of molecular systems, thus

introducing a nonsystematic errors in predicted energy barriers. Splitting the

valence AO into the independent short- and long-range contractions in the extended
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basis set properly describes the radial polarization of bonded atoms, while an

additional inclusion of polarization functions allows for their angular adjustments

in the molecular framework.

The basis set superposition error can also falsify the interaction energies between
molecules at finite distances, since the basis functions of one reactant improves the

quality of the basis function of the other reactant. To minimize this effect in

the predicted interaction energy, given by the difference between the energy of the

molecular complex (“supermolecule”) and the sum of energies of both molecular

reactants, the counterpoise correction of Boys and Bernardi (1970) is applied

in estimating the reference energy of the two separated molecules, by using the

full molecular basis set of both reactants when determining the energy of both

the interacting and nearly separate reactants.

As we have already remarked in the preceding section, the other important

source of error in the SCF calculations is the neglected correlation between

electrons, due to their finite electric charges. This Coulomb correlation error,

DEcorr. ¼ ENREL � EHFl < 0, is to a good approximation constant, when one com-

pares the energies of conformations preserving the number of electronic pairs, and

even more so, when the number of neighboring pairs of electrons is conserved. The

main Coulomb correlation error is due to the spin-paired electrons confined to the

same space occupied by the localized MO. Therefore, by preserving the number of

such strongly correlated electronic pairs, one roughly preserves the overall correla-

tion error, which then cancels out in the energy difference as the method systematic

deviation. Good examples are provided by the inversion of ammonia and the “free”

rotation around a single (s) C–C bond in ethane, for which the number of the

electronic pairs occupying the localized MO is the same at each stage of the

conformation change.

ESCF SCF  (finite basis) 

ΔEbasis Basis-set error

EHFl Hartree-Fock limit (infinite basis)

ΔEcorr. Coulomb-correlation  error

ENREL  Non-relativistic limit 

ΔErel. Relativistic corrections

Ee. Exact (“experimental”) electronic energy

Fig. 6.1 Main sources of errors in SCF MO calculations
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This correlation error manifests itself strongly, when the pair-number criterion is

not satisfied, e.g., in the electron ionization/attachment processes and the bond-

breaking phenomena, e.g., in the bond dissociation or the “hindered” internal

rotation in ethylene. It should be also observed that the RHF theory cannot explain

the stability of F2 molecule, giving the negative sign of the predicted bond dissoci-

ation energy. This is because it neglects the dynamic (avoidance) Coulomb corre-

lation between the congested electronic pairs in the valence shell and fails to

properly describe the Separated Atoms Limit (SAL), F0 + F0, giving instead a

mixture of the SAL and the ion pair F+ + F� state. The same static correlation

deficiency of the RHF variant is observed in its description of the H2 dissociation.

Finally, the relativistic corrections, not covered by this book, are defined as the

difference between the exact (experimental) value of the electronic energy and that

in the nonrelativistic limit (NREL): DErel. ¼ Ee � ENREL < 0. It combines several

small energy contributions originating from the week interactions missing in the

Coulombic molecular Hamiltonian of (5.51), e.g. spin–orbit or spin–spin inter-

actions, of great importance for both the fine structure of atomic spectra and NMR

and ESR experiments, the dependence of the particle mass on its speed, etc. They

all require the relativistic formulation of quantum theory, in the form of the Dirac

equation of state or the Pauli approximation to the Breit equation, which constitutes

an approximate generalization of the Dirac equation to many-electron systems. The

relativistic generalization of the SCF theory is known as the Dirac–Hartree–Fock

(DHF) approach. Clearly, various terms in the Breit–Pauli Hamiltonian, which

naturally follow from the relativistic extension of the quantum theory, can be also

applied as perturbations to the nonrelativistic energy operator, and the standard

perturbation theory can be then used to determine the associated corrections to the

system energy.

In atoms the average correlation error per electron, Decorr. ¼ DEcorr./N, stays
roughly preserved with N: Decorr. � –0.05 a.u. The magnitude of the overall rela-

tivistic correction increases with the atomic number. For example in helium atom

|DErel.(Z ¼ 2)| ¼ 0.0001 a.u. << |DEcorr.(Z ¼ 2)| ¼ 0.0420 a.u., but starting from

silicon atom it exceeds the correlation energy: |DErel.(Z ¼ 14)| ¼ 0.584 a.u. >
|DEcorr.| ¼ 0.494 a.u. In most energy differences in chemistry, e.g., in conforma-

tional energy barriers, the relativistic energy is less important, since it is dominated

by the inner-shell electrons of atomic cores, which remain practically unaffected by

the bond-forming/breaking processes taking place in the valence shell. Therefore,

neglecting the relativistic terms has only a minor effect on the energetical des-

criptors of bond dissociations or conformational changes. For example, the rela-

tivistic correction to the dissociation energy of F2, De ¼ 0.062 a.u., has been

estimated asDDe,rel. ¼ 0.001 a.u. Similarly, for the dissociation of NaCl,De¼ 0.16

a.u., the relativistic correction DDe,rel. ¼ 0.002 a.u. is much below the correlation

error DDe,corr. ¼ 0.04 a.u. However, the relativistic effects may strongly influence

other physical properties of atoms and molecules, e.g., the bonding energies of the

core electrons and atomic radii and bond lengths, particularly in systems containing

heavy atoms.
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6.2.2 Static and Dynamic Correlation

The spatial RHF wave function for the ground state of H2 ¼ HA–HB,F
RHF
0 ðA� BÞ ¼

fbðr1Þfbðr2Þ, in which the spin-paired electrons occupy the bonding MO,

fb ¼ sg ¼ Nbð1sA þ 1sBÞ; Nb ¼ ð2þ 2h1sAj1sBiÞ�1=2
, is not capable of a proper

description of the dissociation into separated atoms, HA + HB, described by the

spatial wave function Fatom:
0 ð1Þ ¼ 1

ffiffiffi
2

p�� �
1sAðr1Þ1sBðr2Þ þ 1sAðr2Þ1sBðr1Þ½ �.

Indeed, expressing the occupied MO in terms of both AO gives in the SAL:

FRHF
0 ðA� BÞ ¼ 1

2
f½1sAðr1Þ1sBðr2Þ þ 1sAðr2Þ1sBðr1Þ� þ ½1sAðr1Þ1sAðr2Þ

þ 1sBðr1Þ1sBðr2Þ�g ¼ 1ffiffiffi
2

p ½Fatom:
0 ð1Þ þ Fion:

0 ð1Þ�: (6.63)

It follows from this limiting RHF wave function that it describes the equal

mixture of the dissociation into atoms, represented by Fatom:
0 ð1Þ, and into ionic

pair: ðH�
A þ Hþ

B Þ or ðH�
B þ Hþ

A Þ, represented by Fion:
0 ð1Þ, thus giving ERHF

0 ð1Þ
distinctly above E0(1) ¼ �1 a.u. The UHF approximation, which already includes

a fraction of the Coulomb correlation, correctly predicts the dissociation into atoms

in this limit.

The crucial configuration, which remedies this shortcoming of the RHF treat-

ment in the improved CI wave function is the double excitation to the antibonding

MO fa ¼ su ¼ Nað1sA � 1sBÞ;Nb ¼ ½2� 2h1sAj1sBi��1=2
:

FCI
0 ðA� BÞ ¼ CCI

1 fb

þ
fb

�����
����þ CCI

2 fa

þ
fa

�����
����: (6.64)

In fact, at large internuclear distances, the HF configuration fþ
b f

�
b

�� �� and the doubly
excited state fþ

a f
�
a

�� �� become degenerate, thus exhibiting comparable participation

in this CI combination. Therefore, inclusion of both these functions in the CI

expansion appears to be crucial for the correct description of the dissociation of

this covalent bond. At shorter bond lengths R � Re, where the equilibrium internu-

clear distance Re ffi 1.4 a.u., this degeneracy is removed and hence CCI
1

�� �� � 1 and

CCI
2

�� �� � 0, which explains a good description of the hydrogen molecule already in

the RHF approximation.

This long-range, near-degeneracy Coulomb correlation is called static, since it is
more related to the symmetry requirement of the wave function, rather than the

instantaneous interaction between electrons. It calls for the inclusion of the missing

fþ
a f

�
a

�� �� configuration in addition to the RHF determinant fþ
b f

�
b

�� ��. This static

correlation error introduces a substantial deviation of the bonding energy,

DEbondðReÞ ¼ EeðReÞ � Eeð1Þ � �De < 0; (6.65)

174 6 Wave Function Methods



overestimated relative to ERHF
e ð1Þ dissociation limit by about 6.4 eV, compared

with the experimental value reproduced exactly by the theoretical calculations of

Kołos and Wolniewicz (KW) (1964, 1965, 1968): DEexp:
bondðRexp:

e ¼ 1:4006Þ ¼
DEKW

bondðRKW
e ¼ 1:4006Þ ¼ �0:1745 a.u. This error of the RHF wave function is

already drastically reduced at the minimum CI level of (6.64), in which this energy

difference is underestimated by only 1 eV. The CI expansion involving 28 most

important excited configurations gives still better prediction: DECIð28Þ
bond ð1:40Þ ¼

�0:1672 a.u. The bonding energy predicted in the HFL, DEHFL
bondð1:40Þ ¼

�0:1336 a.u:, allows one to estimate the overall Coulomb correlation error in H2

for DEbond
rel: ffi 0 at about DEbond

corr: ffi �0:041 a.u: ¼� 1:116 eV:
The concept of the dynamical correlation refers to the instantaneous avoidance

of electrons due to a strong Coulomb repulsion between them in atoms and

molecules, thus resulting in their tendency to assume positions, which maximize

the instantaneous distances between them. This dynamical effect gives rise to both

the radial and angular correlation effects in atoms, which we have discussed before.

To account for this phenomenon rather extensive CI has to be included in the ab

initio (first principle) calculations. This dynamic correlation error is crucial for the

adequate determination of the atomic electron affinities measured by the difference

between the energy of the neutral atom X(0) and its anion X(�1): AX ¼ EX(0) � EX

(�1). For example, the HF prediction for oxygen, AHF
O ¼ �0:54 eV ð!Þ, is qualita-

tively incorrect, predicting the neutral atom to be more stable than the anion; the

experimental value Aexp:
O ¼ 1:46 eV can be reproduced only by the trial wave

functions of both species using large CI expansions.

The dynamical correlation also explains the failure of the SCF method to predict

the stability of the F2 molecule, DESCF
bond ðF2Þ ¼ 1:37 eV(!), the result qualitatively

incorrect compared with DEexp:
bond ðF2Þ ¼ �1:68 eV. The reason for this failure is the

dynamical correlation between the electrons of the lone-pairs on both atoms

and the bonding pair of electrons. Only using the multideterminant trial function

and the extended basis sets including all orbitals up to g(l ¼ 4) AO, one can

reproduce theoretically this experimental value with the chemical accuracy.

Large dynamical correlation error should be also present in all multiple bonded

molecules, e.g., in N2: D
RHF
e ðN2Þ ¼ 5:3 eV, compared with Dexp:

e ðN2Þ ¼ 9:9 eV.
Again, using the extended basis set (to g-functions) and the adequate level of CI

required for the correct description of the dissociation into atoms, and reopti-

mization of orbitals in the CI formalism within the so-called multiconfiguration
SCF (MC SCF or MR SCF) procedure gives the satisfactory value of the dissocia-

tion energy:DMCSCF
e ðN2Þ ¼ 9:8 eV. The minimum level of CI, to account for the

dynamical correlation between the outer electrons involved in the metal–ligand

chemical bonds, is generally required also in complexes of the transitional metal

ions, since the coordination bonds in these compounds involve different shells of

the central atom: nd, (n + 1)s, and (n + 1)p. .

The variational determinantal function(s), for which the orbitals determining

the subsequent CI expansion are optimized in the relevant SCF procedure, deter-

mine the so-called reference functions. This set includes either a single Slater
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determinant, e.g., in the standard HF method for the closed-shell states, called
the single-reference (SR) SCF, or several determinants, e.g., in the HF approach to

the open-shell states or in MC SCF method, in which the MO are optimized for the

CID-type combination of Slater determinants, including the ground state configu-

ration and the most important double excitations from it. The latter approach can be

thus called the multi-reference (MR) SCF (MR SCF) or multiconfigurational SCF
(MC SCF) technique. Accordingly, the CI expansions of the Coulomb-correlated

wave functions can be also classified as either SR CI, when they originate from the

SR SCF orbitals, and MR CI, when the MR SCF orbitals are used to generate the

excited configurations (Shavitt 1977).

The MR approaches are crucial for the correct description of the open-shell

states to generate the correct orbital and spin symmetry of the trial wave function,

in view of the degeneracy of orbitals and the alternative spin orientations

of electrons in the open shells. In the MR variant, in which the ground state

orbitals are optimized for a combination of several Slater determinants fF0
i g;

FMCSCF
0 ¼P

i

CMCSCF
i;0 F0

i , the excited configurations derived from one determinant

may repeat the configurations generated from another determinant, so that a careful

selection of the independent configurations is required. One of the popular variants
of the MC SCF method is the Complete Active Space SCF (CAS SCF) technique

(Roos and Siegbahn 1977). In this CI method the reference set fF0
i g contains all

configurations involving the complete set of orbitals active (populated) at each

stage of the chemical reaction under consideration, thus determining the subset of

the active MO in this process, i.e., exhibiting fractional electron occupations. The

remaining part of the fully occupied MO determines the subset of the reaction

inactive orbitals of the CAS SCF wave function. One also delineates within some

appropriately chosen “energy window” the external orbitals, the excitation to

which should be vital to represent the most important changes in the Coulomb

correlation between electrons. The independent excited configurations originating

from all occupied MO, active and inactive, to these external MO are then used in the

associated (limited) MR CI expansion.

The number nc of all configurations in the given basis set grows dramatically

with the basis set size w > N, which also marks the number of all MO determined at

the SCF stage giving rise to 2w SO. The former is thus equal to the number of

alternative choices of N occupied SO from the overall set of 2w functions, given by

the familiar combinatorial formula

nc ¼ 2w
N

� �
¼ ð2wÞ!

N!ð2w� NÞ! : (6.66)

For example, already for rather small system containing only N ¼ 10 electrons,

say water molecule, and 14 SO derived from its 7 (doubly occupied) MO obtained

in the minimum basis set, w ¼ 7, one obtains nc ¼ 1,001, while the moderately

extended, split valence basis, for w ¼ 13MO, i.e., 26 SO, generates nc ¼ 5 311 735

configurations. Therefore, the Full CI (FCI) calculations, involving all admissible
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excitations in the adopted basis set, are possible only for small molecules.

The limited CI realizations of the method assume the excited configurations in

the given energy window around the HOMO and LUMO (Fig. 6.2) and require

rather stringent selection of the most important configurations, probed using stan-

dard perturbational techniques.

One also realizes that a direct diagonalization of the CI Hamiltonian matrix,

HCI ¼ FsðNÞh jĤeðNÞ FtðNÞj i ¼ HCI
s;t

n o
;

is impossible, due to a limited size of the operational memory of contemporary

digital computers. The special, sometimes ingenious algorithms for extracting CI

eigenvectors and eigenvalues for a small number of the lowest electronic states

have been designed to achieve this goal when millions of configurations are

included in the limited CI expansion (Shavitt 1977; Roos and Siegbahn 1977).

However, cutting the value of the excitation energy and a variety/multiplicity of

excitations included in the variational CI theory using the chosen subset of

configurations introduces the so-called size consistency error into the predicted

interaction energies, which has to be properly compensated for. The alternative

Møller–Plesset (MP) theory (Møller and Plessett 1934), in which the limited CI

coefficients are determined from PT, is free from this shortcoming. We shall discuss

such typical CI approaches in detail in other sections of this chapter, limiting the

present discussion to a general survey of problems encountered in practical

realizations of such advanced numerical procedures.

In general, a single Slater determinant does not exhibit the proper spatial and

spin symmetry required of an adequate description of spectroscopic states. The CI

wave functions CCI
S;MS

should correspond to the sharply specified length and the

projection of the resultant spin S, satisfying the associated eigenvalue problems for

the overall spin of N electrons:

Ŝ
2
CCI

S;MS
¼ SðSþ 1Þ�h2CCI

S;MS
; ŜzCCI

S;MS
¼ MS�hCCI

S;MS
;

MS ¼ �S;�Sþ 1; . . . ; S� 1; S: (6.67)

Therefore, the CI expansion of the given spin state should be limited to con-

figurations exhibiting the same spin characteristics, given by the appropriate com-

binations of determinantal functions. This severely limits the “length” of the

expansion itself but requires advanced algorithms for generating such spin-adapted
configurations. Examples of such spin-adapted configurations generated by the FO

are shown in Fig. 6.2.

For the Coulomb (spin-independent) Hamiltonian, the (2S þ 1) states

corresponding to different values of the (orientation) quantum number MS for to

the specified value of the (length) spin quantum number S, are degenerate so it

suffices to consider a single state, say CCI
S;S, to determine the corresponding energy.
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Fig. 6.2 Energy window determining the range of electron excitations in the limited CI

approaches (Panel a) and the singlet/triplet configurations involving excitations between the

Frontier MO: HOMO ! LUMO (Panel b)
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This additionally limits the number of the spin-adapted configurations, which have

to be considered explicitly in order to extract the spectroscopic energy levels.

One similarly uses the spatial symmetry to limit the length of the CI expansion.

More specifically, only configurations of the same symmetry type can mix, with the

subsets of the (space-spin)-adapted configurations of the same symmetry type

determining the nonvanishing diagonal blocks of HCI, with the off-diagonal blocks
corresponding to two subsets of different symmetries identically vanishing. Thus,

each subset can be considered separately, which radically lowers the number of

secular equations to be solved simultaneously by the diagonalization of the

associated diagonal block of the CI energy matrix.

Finally, an extra reduction of the configuration number results from using the

perturbation theory in determining how effective a given configuration really is in

improving the electronic state of interest. This preliminary exploration allows one

to remove inefficient excitations and focus solely on those, which strongly couple

to the state to be determined. Indeed, in addition to the spin and spatial symmetry

restrictions one can directly probe the importance of the current configuration Fs in

the CI expansion of the ground state wave function,CCI
0 ðNÞ ¼Ps C

CI
s;0FsðNÞ, using

the first-order estimates from the Ryleigh–Schr€odinger PT (5.12):

C
CIð1Þ
s;0 ¼ HCI

s;0= HCI
0;0 � HCI

s;s

� 
; (6.68)

giving rise to the second-order (correlation energy) contribution [see (5.16)]:

DEð2Þ
s;0 ¼ HCI

s;0

��� ���2= HCI
0;0 � HCI

s;s

� 
: (6.69)

Both these probes are inversely proportional to the excitation energy measured

by the denominator in these expressions. Therefore, by appropriate choice of the

energy window for such excitations one can a priori eliminate configurations that

most likely generate a minor energy lowering, in advance of the diagonalization

step of the HCI block grouping only the most important configurations.

It should be also observed that the traditional routines for the diagonalization of

HCI can be applied only to relatively short and medium CI expansions, e.g., in MC

SCF method, while mixing millions of configurations calls for special algorithmic

solutions often dictated by the “architectural” designs of the computers themselves

(see: Shavitt 1977). For example, the integral-driven technique of Roos (Roos

1972; Roos and Siegbahn 1977), called the direct CI, maximizes the effects of

a single, time-consuming readout of a large number of two-electron integrals from

the external memory device to the operational memory of the computer. This is

achieved by simultaneously determining the integral contributions to all currently

needed elements of the energy matrix. In fact, the full Hamiltonian matrix HCI,

required to determine simultaneously all eigenvectors, is never generated in this

procedure. Instead, each eigenvector of interest is determined separately and this

reduced problem requires the knowledge of only a small part of HCI.
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6.2.3 Correlation Holes

The essence of the correlation phenomenon lies in an interdependence between the

instantaneous, relative positions of electrons. It can be quantified in terms of the

corresponding simultaneous (or conditional) density or probability distributions of

two electrons, which we have introduced in Sect. 3.1. We first observe that for the

independent (ind.) distributions of the two distinguishable electrons, say electron

“1” located at r occupying the orbital ’1, and the electron “2” at r0 occupying the

orbital ’2, the simultaneous two-electron probability pind:2 ðr; r0Þ ¼ p1ðrÞp2ðr0Þ,
where p1ðrÞ ¼ j’1ðrÞj2 and p2ðrÞ ¼ j’2ðrÞj2. Hence, the conditional probability

density of detecting the “dependent” electron 2 at r0, when the “reference” electron
1 is known to be located at r, then reads:

pind:ðr0jrÞ ¼ pind:2 ðr; r0Þ=p1ðrÞ ¼ p2ðr0Þ;
ð
pind:ðr0jrÞ dr0 ¼ 1: (6.70a)

Similar result follows when one treats two particles in this hypothetical N ¼ 2

electron system as indistinguishable. The overall one-electron distributions,

pðrÞ ¼ ½p1ðrÞ þ p2ðrÞ�=2 ¼ rðrÞ=2;
ð
pðrÞ dr ¼ 1;

ð
rðrÞ dr ¼ 2;

then generate the simultaneous probability/density of two electrons:

pind:2 ðr; r0Þ ¼ pðrÞpðr0Þ ¼ rðrÞrðr0Þ=4 ¼ rind:2 ðr; r0Þ=2;ð ð
pind:2 ðr; r0Þ dr dr0 ¼ 1;

ð ð
rind:2 ðr; r0Þ dr dr0 ¼ 2;

and the associated conditional distributions of detecting one (dependent) electron at

r0 when another (reference) electron is at r:

pind:ðr0jrÞ ¼ pind:2 ðr; r0Þ=pðrÞ ¼ pðr0Þ;
ð
pind:ðr0jrÞ dr0 ¼ 1;

rind:ðr0jrÞ ¼ rind:2 ðr; r0Þ=rðrÞ ¼ rðr0Þ=2;
ð
rind:ðr0jrÞ dr0 ¼ 1: (6.70b)

This independent conditional probability/density provides the reference against

which the exchange- and/or Coulomb-correlated distributions are compared in

order to extract the displacements (“holes”) due to the two-electron correlation.

For a general N-electron system in the Hartree approximation of Sect. 6.1.1,

one obtains the following expression for the one- and two-electron densities

[see (3.7) and (3.10)]:
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rHðrÞ ¼ CðNÞh jr̂ðrÞ CðNÞj i ¼
XN
k¼1

’kðrÞj j2;

rH2 ðr; r0Þ ¼ CðNÞh jr̂2ðr; r0Þ CðNÞj i

¼ rHðrÞ rHðr0Þ � 1

rHðrÞ
XN
k¼1

’kðrÞj j2 ’kðr0Þj j2
" #

� rHðrÞrHðr0 rj Þ � rHðrÞ rHðr0Þ þ hSIH ðr0 rj Þ
� �

: (6.71)

It thus follows from the above expression that the Hartree method of Sect. 6.1.1

involves the self-interaction (SI) hole:

hSIH ðr0 rj Þ ¼ � 1

rHðrÞ
XN
k¼1

’kðrÞj j2 ’kðr0Þj j2; (6.72)

by which the Hartree conditional probability, rHðr0 rj Þ ¼ rH2 ðr; r0Þ=rHðrÞ, differs
from the product reference value rind:ðr0 rj Þ ¼ rHðr0Þ, which marks the truly inde-

pendent (SI-contaminated) distributions of two electrons. One also observes that the

integration of the SI-hole over positions of the dependent electron gives:

ð
hSIH ðr0 rj Þ dr0 ¼ � 1

rHðrÞ
XN
k¼1

’kðrÞj j2 ’kh j’ki ¼ �1: (6.73)

Therefore, in this approximation, the SI-hole density effectively eliminates one

dependent electron from the surroundings of the reference electron.

Moreover, using (3.15) one expresses the electron repulsion energy in the

Hartree method in terms of the classical interaction between independent charge

distributions and the self-repulsion correction term involving the SI-hole:

VH
e;eðNÞ¼

1

2

ð ð
rH2 ðr;r0Þ
r� r0j j drdr

0 ¼ 1

2

ð ð
rHðrÞrHðr0Þ

r� r0j j drdr0 þ1

2

ð ð
rHðrÞhSIH ðr0 rj Þ

r� r0j j drdr0

¼ J½rH�þESI½rH;hSI� ¼ 1

2

XN
k¼1

XN
l¼1

Jk;l�1

2

XN
k¼1

Jk;k:

(6.74)

It is seen to be given by the difference between the classical Coulomb repulsion

energy of the electronic charge density rH, J[rH], and the SI-correction term

ESI[r
H, hSI] representing the interaction between this charge distribution and the

SI-hole. It should be also observed that this expression exactly reproduces the two-

electron part of the energy expectation value of (6.2).
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Next, let us examine the corresponding hole concept in HF theory, in which the

state function satisfies Pauli’s antisymmetrization postulate. The relevant electron

distributions now read:

rHFðrÞ ¼ CAðNÞh jr̂ðrÞ CAðNÞj i ¼
XN
k¼1

fkðrÞj j2;

rHF2 ðr; r0Þ ¼ CAðNÞh jr̂2ðr; r0Þ CAðNÞj i

¼ rHFðrÞ rHFðr0Þ � 1

rHFðrÞ
XN
k¼1

XN
l¼1

f�
kðrÞflðrÞ

� �
f�
l ðr0Þfkðr0Þ

� �( )

� rHFðrÞrHFðr0 rj Þ � rHFðrÞ rHFðr0Þ þ hxðr0 rj Þ
� �

:

(6.75)

Again, the HF conditional density rHFðr0 rj Þ ¼ rHF2 ðr; r0Þ=rHFðrÞ differs from

the associated reference rHFðr0Þ of the independent distribution, which does not

eliminate SI, by the exchange (Fermi) hole:

hxðr0 rj Þ ¼ � 1

rHFðrÞ
XN
k¼1

XN
l¼1

f�
kðrÞflðrÞ

� �
f�
l ðr0Þfkðr0Þ

� �
: (6.76)

Its integration over positions of the dependent electron again gives:ð
hxðr0 rj Þ dr0 ¼ � 1

rHFðrÞ
XN
k¼1

XN
l¼1

f�
kðrÞflðrÞ

� �
fl j fkh i

¼ � 1

rHFðrÞ
XN
k¼1

f�
kðrÞ

�� ��2 ¼ �1; (6.77)

where we have recognized the orthonormality relations hfljfki ¼ dl,k.
The above expression for the two-electron density in this approximation thus

gives the following partition of the electron repulsion energy:

VHF
e;e ðNÞ ¼

1

2

ð ð
rHF2 ðr; r0Þ
r � r0j j dr dr0

¼ 1

2

ð ð
rHFðrÞrHFðr0Þ

r � r0j j dr dr0 þ 1

2

ð ð
rHFðrÞhxðr0 rj Þ

r � r0j j dr dr0

¼ J½rHF� þ Ex½rHF; hx� ¼ 1

2

XN
k¼1

XN
l¼1

Jk;l� 1

2

XN
k¼1

XN
l¼1

Kk;l: (6.78)

The second term Ex rHF; hx½ �, called the exchange energy, which corrects the

classical energy J½rHF� for the Fermi correlation effects, also removes the self-
interaction since Jk,k ¼ Kk,k. Indeed, by separating in the exchange hole of (6.76),
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the orbital-diagonal, SI-part from the remaining interorbital (IOE), exchange
contribution,

hxðr0 rj Þ ¼ � 1

rHFðrÞ
XN
k¼1

fkðrÞj j2 fkðr0Þj j2 þ
X
k;l 6¼k

f�
kðrÞflðrÞ

� �
f�
l ðr0Þfkðr0Þ

� �( )

� hSIHFðr0 rj Þ þ hIOEHF ðr0 rj Þ;
(6.79)

the exchange energy in (6.78) can be partitioned into the intraorbital SI- correction,

and the IOE energy, respectively:

Ex½rHF; hx� ¼ 1

2

ð ð
rHFðrÞhSIHFðr0 rj Þ

r � r0j j dr dr0 þ 1

2

ð ð
rHFðrÞhIOEHF ðr0 rj Þ

r � r0j j dr dr0

� ESI rHF; hSIHF
� �þ EIOE rHF; hIOEHF

� � ¼ � 1

2

XN
k¼1

JHFk;k �
XN�1

k¼1

XN
l¼kþ1

Kk;l:

(6.80)

One similarly introduces the concept of the resultant exchange-correlation (xc)
hole, combining changes in the conditional two-electron density due to both the

Fermi and Coulomb correlations,

hxcðr0 rj Þ ¼ hxðr0 rj Þ þ hcðr0 rj Þ: (6.81)

It determines the displacements of the fully correlated two-electron density, e.g.,

that determined from CI calculations, relative to the independent electron reference:

rCI2 ðr; r0Þ ¼ CCIðNÞ� ��r̂2ðr; r0Þ CCIðNÞ�� �
� rCIðrÞrCIðr0 rj Þ � rCIðrÞ rCIðr0Þ þ hCIxc ðr0 rj Þ

� �
; (6.82)

where rCIðrÞ ¼ CCIðNÞ� ��r̂ðrÞ CCIðNÞ�� �
is the electron density in state CCIðNÞ.

It follows from the normalization of rCI2 ðr; r0Þ[see (3.10)],
ð ð

rCI2 ðr; r0Þ dr dr0 ¼ NðN � 1Þ ¼ N2 þ
ð
rCIðrÞ

ð
hCIxc ðr0 rj Þ dr0

	 

dr; (6.83)

that this equation can be satisfied only when the integral in square brackets gives

ð
hCIxc ðr0 rj Þ dr0 ¼ �1: (6.84)

Therefore, since the hxcðr0 rj Þ satisfies the same sum rule as its exchange contribu-

tion (6.77), the corresponding “normalization” of the Coulomb hole requires:
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ð
hcðr0 rj Þ dr0 ¼ 0: (6.85)

The corresponding expression for the electron repulsion energy then reads:

VCI
e;eðNÞ ¼

1

2

ð ð
rCI2 ðr; r0Þ
r � r0j j dr dr0 ¼ 1

2

ð ð
rCIðrÞrCIðr0Þ

r � r0j j dr dr0

þ 1

2

ð ð
rCIðrÞhCIxc ðr0 rj Þ

r � r0j j dr dr0 ¼ J½rCI� þ Ee;e
xc rCI; hCIxc
� �

; (6.86)

where Ee;e
xc rCI; hCIxc
� �

stands for the exchange-correlation contribution to the repulsion

energy between electrons, expressed as functional of the resultant correlation hole.

It should be observed that this energy component is in fact determined by the

spherically averaged hole. Define the relative separation between the reference

and dependent electrons in the local spherical coordinate system centered at

r: u ¼ r0 � r ¼ (u, yu, ’u) � (u, Ou), and introduce the spherically averaged hole:

hCIxc ðu rj Þ ¼ 1

4p

ð
hCIxc ðr þ u rj Þ dOu: (6.87)

The functional Ee;e
xc rCI; hCIxc
� �

of (6.86) can be then transformed into the associated

functional of hCIxc ðu rj Þ:

Ee;e
xc rCI; hCIxc
� � ¼ 1

2

ð ð
rCIðrÞhCIxc ðr þ u rj Þ

uj j dr du

¼ 2p
ð1
0

u

ð
rCIðrÞ hCIxc ðu rj Þ dr du: (6.88)

The spin-resolved correlation hole can be expressed in terms of the elementary

spin-dependent contributions:

hCIxc ðq0 qj Þ ¼ hCIx ðq0 qj Þ þ hCIc ðq0 qj Þ � hs;s
0

xc ðr0 rj Þ ¼ hs;s
0

x ðr0 rj Þ þ hs;s
0

c ðr0 rj Þ; (6.89)

where hs;s
0

x ðr0 rj Þ ¼ hs;sx ðr0 rj Þds;s0 . They define the corresponding spin contributions
to the two-electron density [see (3.11)]:

rCI2 ðq; q0Þ ¼ CCIðNÞ� ��r̂2ðq; q0Þ CCIðNÞ�� �
¼ rCIðqÞrCIðq0 qj Þ � rCIðqÞ rCIðq0Þ þ hCIxc ðq0 qj Þ� �
� rs;s

0
2 ðr; r0Þ ¼ rsðrÞrs;s0 ðr0 rj Þ � rsðrÞ rs

0 ðr0Þ þ hs;s
0

xc ðr0 rj Þ
h i

; (6.90)
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with the correlated spin density (3.9):

rCIðqÞ¼ CCIðNÞ� ��r̂ðqÞ CCIðNÞ�� �� rsðrÞ;
ð
rsðrÞdr¼Ns;

X
s
Ns ¼N: (6.91)

It then follows from the alternative expressions for rCI2 ðr; r0Þ,

rCI2 ðr; r0Þ ¼ rCIðrÞ rCIðr0Þ þ hCIxc ðr0 rj Þ
� � ¼X

s

X
s0

rs;s
0

2 ðr; r0Þ

¼
X
s

X
s0

rsðrÞ rs
0 ðr0Þ þ hs;s

0
xc ðr0 rj Þ

h i
¼ rCIðrÞrCIðr0Þ þ

X
s

X
s0

rsðrÞhs;s0xc ðr0 rj Þ; (6.92)

that the spinless hole is given by the following combination of the spin-resolved

components:

hCIxc ðr0 rj Þ ¼
X
s

X
s0

rsðrÞ
rCIðrÞ h

s;s0
xc ðr0 rj Þ: (6.93)

The relevant sum rules for the exchange spin holes read:

ð
hs;s

0
x ðr0 rj Þ dr0 ¼

ð
hs;s

0
xc ðr0 rj Þ dr0 ¼ �ds;s0 or

X
s0

ð
hs;s

0
xc ðr0 rj Þ dr0 ¼

ð
hCIxc ðq0 qj Þ dq0 ¼

X
s0

ð
hs;s

0
x ðr0 rj Þ dr0 ¼

ð
hCIx ðq0 qj Þ dq0 ¼ �1;

(6.94)

while the overall normalization of the correlation spin holes requires:

X
s0

ð
hs;s

0
c ðr0 rj Þ dr0 ¼

ð
hCIc ðq0 qj Þ dq0 ¼ 0: (6.95)

Moreover, since the pair density r2ðq; q0Þ is symmetrical with respect to exchang-

ing the spin-position coordinates of two (indistinguishable) electrons, r2ðq; q0Þ ¼
r2ðq0; qÞ this invariance property must be also reflected by its hole contributions:

rðqÞhlðq0jqÞ ¼ rðq0Þhlðqjq0Þ or rsðrÞhs;s0l ðr0jrÞ ¼ rs
0 ðr0Þhs0;sl ðrjr0Þ;
l ¼ xc; x; c: (6.96)

The hole distribution hðr0jrÞ ¼ r2ðr; r0Þ=rðrÞ introduces a nonsymmetrical treat-

ment of the “reference” electron at r and the “dependent” electron at r0. Alterna-
tively, one can use the pair correlation function,
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f ðr; r0Þ ¼ r2ðr; r0Þ=½rðrÞrðr0Þ�; (6.97)

in which both electrons are treated symmetrically. Hence, from the equality

r2ðr; r0Þ ¼ f ðr; r0ÞrðrÞrðr0Þ ¼ rðrÞ½rðr0Þ þ hðr0jrÞ�, one finds:

hðr0jrÞ ¼ rðr0Þ½f ðr; r0Þ � 1� or f ðr; r0Þ ¼ 1þ hðr0jrÞ=rðr0Þ: (6.98)

The spherically averaged pair correlation function reads:

f ðr; uÞ ¼ 1

4p

ð
f ðr; r þ uÞ dOu: (6.99)

In terms of the corresponding spin-resolved distributions,

fxcðq; q0Þ ¼ r2ðq; q0Þ
rðqÞrðq0Þ � f s;s

0
xc ðr; r0Þ ¼ rs;s

0
2 ðr; r0Þ

rsðrÞrs0 ðr0Þ
¼ fxðq; q0Þ þ fcðq; q0Þ � f s;s

0
x ðr; r0Þ þ f s;s

0
c ðr; r0Þ; (6.100)

the spinless pair correlation function of (6.97) then reads:

f ðr; r0Þ ¼
X
s

X
s0

1

rðrÞ r
s;s0
2 ðr; r0Þ 1

rðr0Þ ¼
X
s

X
s0

rsðrÞ
rðrÞ f s;s

0 ðr; r0Þ r
s0 ðr0Þ
rðr0Þ : (6.101)

As shown by Kato (1957) the Coulomb interaction between the two electrons

implies in the near coalescence limit r0 ! r, or u ! 0, the condition of the so-called

correlation cusp:

f 0ðr; rÞ � @f ðr; uÞ
@u

����
u¼0

¼ f ðr; rÞ: (6.102)

This condition supplements the nuclear cusp relation, for the coalescence of

electron and the nucleus, when ra ¼ r � Ra ¼ (ra , Oa ) ! 0, where Ra stands for

the position of nucleus a, exhibiting the electric charge Za (a.u.), formulated in

terms of the spherically averaged electron density

rðraÞ ¼ 1

4p

ð
rðraÞ dOa; (6.103)

r0ðra ! 0Þ � @rðraÞ
@ra

����
ra¼0

¼ �2Zrðra ¼ 0Þ: (6.104)

Consider, for example, the ground state of the hydrogen-like atom (4.62), for which

the spherically symmetrical density r(r) ¼ (Z3/p)exp(�2Zr) and hence
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r0ðr ! 0Þ � @rðrÞ
@r

����
r¼0

¼ �2Zrðr ¼ 0Þ ¼ � 2Z4

p
: (6.105)

In terms of the spin components of the exchange and correlation distribution

functions, the correlation cusp reads:

fx
0½ðr; sÞ; ðr; s0Þ� ¼ 0; fc

0½ðr; sÞ; ðr; s0Þ� ¼ ð1� ds;s0 Þfc½ðr; sÞ; ðr; s0Þ�: (6.106)

Thus, it is the Coulomb correlation between electrons which constitutes the exclusive

origin of the correlation cusp of the pair correlation function. Indeed, it directly

follows from the Pauli antisymmetrization principle that the near-coalescence events
of two electrons with the parallel spins are excluded, thus giving rise to the vanishing

cusp in the exchange contributions to the pair correlation function. Moreover, the

nonvanishing cusp is seen to appear only for electrons exhibiting the antiparallel

spins. This is also in accord with the above implications of the exclusion principle,

since as a result of the requirements of the Fermi statistics the near-coalescence
of two electrons with identical spins cannot occur due to the exchange correlation.

6.3 Configuration Interaction Techniques

In Sect. 6.2. we have hinted upon a systematic way to include the effects of the

Coulomb correlation in the variational N-electron wave function by mixing the HF

determinant with the excited configurations obtained by replacing a single or

several HF SO by orbitals which remain unoccupied in the ground state. The formal

basis for such beyond-HF, SR CI approach was also given in the form of the

associated expansion theorem: any N-electron state can be expanded as a combina-

tion of all Slater determinants, which can be formed by distributing N electrons

among different subsets of the complete basis of SO. Therefore, the FCI scheme in

principle offers the exact description of all stationary states of molecular systems,

should the set of AO in SCF calculations be large enough to generate a nearly

complete basis of MO.

Such first principle (ab initio) theories using the CI expansion of many-electron
wave functions can be developed in both the perturbational and variational

formulations. The former methods fall into the category of the Many-Body Pertur-
bation Theory (MBPT) (Møller and Plessett 1934; Mattuck 1976; Szabo and

Ostlund 1982), while the latter methods are classified as the Configuration Interac-
tion (CI) theories (L€owdin 1959; Shavitt 1977). The MBPT variants were shown by

Brueckner and Goldstone, using the diagrammatic representation of Feynmann, to

be size consistent at any order of the truncation (e.g., Brandow 1967; Freed 1971;

Manne 1977; Bartlett 1981, Paldus and Čižek 1975). Both these approaches, at least

in principle, are capable to deliver the calculated values of the physical observables

to any desired accuracy. We shall briefly summarize in this section some of the
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most popular variational realizations of the CI techniques, which use a limited CI

expansion, truncated due to numerical difficulties involved in the FCI scheme (see

Sect. 6.2.2). The necessity to use a limited variety of electron excitations immedi-

ately arises, when one intends to apply these methods to large molecules of interest

in the contemporary chemistry. For an overview of the wave function techni-

ques of tackling the Coulomb correlation problem the reader is also referred

to monographs by Szabo and Ostlund (1982), Christoffersen (1989), and

McWeeny (1989).

The SR CI approach relies on the expansion of the current nth electronic state of
interest,CCI

n ðNÞ, n ¼ 0, 1, 2, . . ., in terms of the system orthonormal configurations

{Fs(N), s ¼ 1, 2, . . ., nc} [see (6.66)],

CCI
n ðNÞ ¼

Xnc
s¼1

FsðNÞCCI
s;n; Fs j Fth i ¼ SCIs;t ¼ ds;t; (6.107)

grouping in the FCI scheme all nc antisymmetrized products (Slater determinants)

{Fs(N) ¼ det[ws(N)} of alternative choices of N one-electron functions (SO),

{ws(N) ¼ (f1,s, f2,s, . . ., fN,s}, from the whole set of w canonical MO, w ¼ {f1,

f2, . . ., fw}, determined in the SCF MO calculations in the basis set of the same

size, w ¼ xC, x ¼ {w1, w2, . . ., ww} (6.66).

This expansion may also involve appropriate linear combinations of these

determinants, the eigenfunctions of Ŝ
2
and Ŝz [see (6.67) and Fig. 6.2] or functions

of the specified spatial symmetry type. Indeed, the true configuration functions

of the appropriate spatial and spin symmetries in general require linear combi-

nations of several Slater determinants (see, e.g., Fig. 6.2). Therefore, it is only for

simplicity of presentation that we call single determinants of (6.109) and (6.110)

as “configurations.”

The elementary Slater determinants of the excited configurations can be envi-

saged as resulting from the appropriate electron excitations from the ground state

determinant of the HF method,

F1ðNÞ � CHF
0 ðNÞ ¼ jf1;1;f2;1 . . . ;fN;1j ¼ det½w1ðNÞ�

¼ jf1;f2; . . . ;fNj; (6.108)

by replacing a subset of the occupied SO in F1, w
occd. ¼ w1 ¼ {fk}, by an

equally numerous subset of the virtual SO, absent in F1, w
virt. ¼ {fN+1, fN+2, . . .,

fw} ¼ {fp}. Thus, in the singly excited (k ! p) configurationFp
k , the occupied SO

fk has been replaced by the virtual SOfp in the list of the occupied one-electron

states:

Fp
k ¼ detjf1;f2; . . . ;fk�1;fkþ1; . . . ;fN;fpj � F½k ! p�: (6.109)

Accordingly, in the doubly excited configuration Fp< q
k< l ¼ F½ðk; lÞ ! ðp; qÞ�,

the indicated pair of SO has been replaced, (fk,fl) ! {fp,fq),
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Fp<q
k< l ¼ detjf1; f2; . . . ; fk�1; fkþ1; . . . ; fl�1; flþ1; . . . ; fN; fp; fqj: (6.110)

Extension to the triple, quadruple, and higher excitations is obvious. In this

notation the CI expansion of (6.62) and (6.107) reads:

CCI
n ¼ C0ðnÞCHF

0 þ
Xoccd:
k

Xvirt:
p

Cp
kðnÞFp

k þ
Xoccd:
k< l

Xvirt:
p< q

Cp;q
k;l ðnÞFp;q

k;l

þ
Xoccd:

k< l<m

Xvirt:
p< q< r

Cp;q;r
k;l;mðnÞFp;q;r

k;l;m þ . . . (6.111)

The optimum (linear) variational parameters of the CI method, CCI ¼
CCI
s;t � CsðtÞ

n o
, which determine the unknown molecular states CCI ¼ FCCI ¼

{Cn} in the (orthonormal) basis of the N-electron configuration functions

F ¼ {Fs(N)}, S
CI ¼ SCIs;t

n o
¼ ICI, and the associated energies ECI ¼ ECI

n dn;m
� �

are thus determined by the corresponding secular equations of the Ritz method

(5.37), HCICCI ¼ CCIECI, or

ECI ¼ ðCCIÞyHCICCI; ðCCIÞyCCI ¼ ICI: (6.112)

They are solved by the diagonalization of the energy matrix:

HCI ¼ FsðNÞh jĤeðNÞ FtðNÞj i ¼ HCI
s;t

n o
(6.113)

in the unitary transformation C
CI. Thus, the typical limited-CI calculations in

principle consist of determining the set of the orthonormal MO, evaluating integrals

in this MO basis, selecting the most important configurations, generating the energy

matrix in the adopted configuration basis and solving the secular equations to

determine energy levels and the associated wave functions.

The MacDonald theorem (see, e.g., Hylleraas and Undheim 1930; MacDonald,

1933; Shull and L€owdin 1958) of the linear variational method states that the

ordered (nondegenerate) CI eigenvalues, ECI
1 < ECI

2 < . . . < ECI
nc
, provide the

upper bounds to the corresponding exact values of the electronic energy in the

molecular ground and excited states, Ee
n

� � ¼ Ee
1 < Ee

2 < . . . < Ee
nc

� 
:

ECI
n 
 Ee

n; n ¼ 1; . . . ; nc: (6.114)

It also proves that more refined calculations, with successively enlarged basis set of

excited configurations, continue to improve these energy estimates:

ECI
n ðncÞ 
 ECI

n ðnc þ 1Þ 
 ECI
n ðnc þ 2Þ . . . 
 Ee

n; (6.115)

where ECI
n ðncÞ denotes the energy level from the CI expansion in terms of nc

configurations.
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6.3.1 Special Variants of Limited CI

It directly follows from the closed-shell HF equations (6.21) and the Slater–Condon

rule (5.85) that the matrix elements of HCI coupling the ground state (6.108) with

the singly excited configurations Fp
k

� �
identically vanish:

F1h jĤe
Fp

k

�� � ¼ HCI
1;k!p

¼ kh j ĥ pj i þ
XN
j¼1

kjh j g pj� jpj i ¼ kh j F̂ pj i ¼ ep k j ph i ¼ 0: (6.116)

It indicates that the singly-excited configurations alone cannot improve the closed-
shell HF wave function. This statement, also known as the Brillouin theorem
(Brillouin 1933, 1934), is no longer satisfied for the open-shell ground state.

However, since by the Slater–Condon rules the single excitations directly couple
to the double and triple excitations, their presence is generally required and benefi-

ciary, when these higher excitations are also included in the CI expansion [see, e.g.,

(6.111)]. Nevertheless, the Brillouin theorem indicates the indirect, secondary role

played by the single excitations in representing the ground state Coulomb correla-

tion, when the HF (closed-shell) ground state is used as the reference function,

compared with the direct, primary role played by the dominating double excitations.
Therefore, in determining the Coulomb correlation effects in such molecular

ground state, the limited CI approaches must take into account at least double

excitations. For example, the CI-Doubles (CID) scheme, intended to remedy

limitations of HF theory in the ground state applications, uses the variational

wave function in the form of the linear combination of the HF determinant and the

doubly excited configurations:

CCID
0 ¼ C0CHF

0 þ
Xoccd:
k< l

Xvirt:
p< q

Cp;q
k;l F

p;q
k;l : (6.117)

In the CI expansions of excited states, which are dominated by some excited

configuration derived fromCHF
0 , the singly excited configurations directly influence

the wave function thus being equally important as double excitations in the approx-
imate representations of such states. This is the reason why the other popular

variant, called CI-(Singles and Doubles) (CISD) of the limited CI expansion,

additionally includes the single excitations in the variational wave function:

CCISD
n ¼C0ðnÞCHF

0 þ
Xoccd:
k

Xvirt:
p

Cp
kðnÞFp

kþ
Xoccd:
k<l

Xvirt:
p<q

Cp;q
k;l ðnÞFp;q

k;l ; n¼0;1; ... (6.118)

In the SR CI approaches, the optimum SO are calculated only once, at the

preceding HF stage, with the CI coefficients (linear variational parameters) being
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subsequently determined for the fixed (“frozen”) MO basis, including both the HF

occupied and virtual MO. This approach gives rise to a relatively slow convergence

of such a linear CI representation of the electron correlation effects. It can be

improved decisively by allowing the shapes of orbitals, which determine the con-

figuration functions, to adjust to the current form of the CI wave function, with MO

being optimized at each iteration simultaneously with the CI coefficients them-

selves. Such a generalized MC SCF (or MR SCF) technique, which is usually

applied to the ground state problems, adopts the CID trial function of (6.117) which

guarantees the correct description of the alternative bond-forming/bond-breaking

phenomena, with the MO used in all configurations treated as optimized entities in

the generalized iteration scheme of the MC SCF process combining the orbital

optimization (SCF) and CI stages:

. . . ! SCFðkÞ C
ðCIÞ
ðk�1Þ

� 
! wðkÞ

h i
! CIðkÞðwðkÞÞ ! C

ðCIÞ
ðkÞ

h i
! SCFðkþ1Þ C

ðCIÞ
ðkÞ

� 
! wðkþ1Þ

h i
! . . .

Here C
ðCIÞ
ðkÞ and wðkÞ denote the optimum CI coefficients and MO of the kth iteration

of such self-consistent optimization process. At its SCF stage, the current shapes of

orbitals, i.e., the LCAO MO coefficients, are being determined, using the optimum

CI coefficients from the previous iteration, and then the next approximation of CCI

is generated at the CI stage, using the modified MO obtained from the preceding

SCF procedure. The first, SCF stage uses the appropriately generalized HF

equations to determine the MO coefficients, while the CI stage involves solving

the secular equations (6.112) for the CI coefficients. The Fock operator in the MC

SCF method depends on the effective occupancies of orbitals in the CID con-

figurations, thus explicitly depending on the CI coefficients themselves. This full

optimization of the CID wave function, which minimizes the electronic energy, is

carried out until both the shapes of MO and the CI coefficients in the next itera-

tion agree with those of the preceding iteration, thus determining the doubly self-

consistent CI state, in both CI coefficients and MO shapes.

These variational, limited CI approaches suffer from severe size-consistency and
size-extensivity problems. The former concept of the method adequacy deals with

the requirement that its estimate of the energy of the system consisting of two

infinitely distant (noninteracting) subsystems, say [He + He], must be equal to the

sum of energies of the separate subsystems calculated by the same method:

Ee[He þ He] ¼ 2Ee[He]. In other words, the energy of the “dimer” composed

of two noninteracting monomers must be twice the energy of the “monomer” and

hence the energy of the system being dissociated into subsystems reaches in the

limit of their infinite separation the sum of energies of the separate subsystems.

This requirement is satisfied by HF theory: the HF energy of a supermolecule

composed of two noninteracting closed-shell subsystems is just the sum of the

subsystem HF energies. Unfortunately, at the CI level of theory, this intuitively

obvious postulate of the energy additivity is satisfied only by the full-CI approach,
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being violated by all variational methods using a limited CI expansion. To illustrate
the problem, we observe that the CISD applied to each separate part generates the

triple (T) and quadruple (Q) excitations of the system as a whole, since the wave

function of the combined system (supermolecule) is then given by the product of

the subsystem wave functions. Therefore, the configurations appearing at the CISD

treatment of fragments are included only at the different CISDTQ levels of the

theory for the whole molecule. This indicates that the dimer wave function

truncated at CID level does not have sufficient flexibility to generate twice the

CID energy of the monomer, thus confirming that this truncated CI scheme does not

have the property of size consistency. In principle, no form of limited CI is size

consistent. However, CI scheme including quadruple excitations has been shown to

be approximately size consistent for small molecules.

To remedy this problem Davidson (Davidson 1974; Langhoff and Davidson

1974) has suggested the following corrected estimate of the ground state correlation

energy:

DEcorr: ¼ 1� C2
0

� �
DECISD

corr: ; (6.119)

where DECISD
corr: stands for its CISD value and C2

0 determines the participation of

CHF
0 configuration in the normalized expansion of (6.118). The projected correla-

tion energies per electronic pair were observed to stay remarkably constant,

at ~0.042 a.u. (�1.14 eV).

The related notion of size extensivity, which first arose in the nuclear and solid

state physics, refers to the method scaling with the number of correlated particles.

Indeed, the appropriate scaling of the atomic results to an infinite system is required

before the results obtained for an isolated atom can be used in a description of

a solid containing an infinite number of atoms. This requirement refers to increasing

the size of the “continuous” system, while keeping the particle density constant,

e.g., that of the free electron gas. When the size of the system is doubled under such

constraint, the total energy must be also doubled, thus being proportional to the

number of particles N. In other words, the correlation energy per particle should be

independent of N.
Thus, in the molecular scenario, the concept of extensivity does not apply to

a single atom or molecule. This requirement represents a valid property, however,

when the system consisting of many (weakly interacting or noninteracting) replicas
of a molecule (“monomers”), e.g., H2, are considered. Then the system energy

represents to a good approximation the extensive property, and hence the correla-

tion energy per electron should be expected to be conserved. For example, the HF

energy of a crystal is proportional to the number N of constituent molecules,

although it is not simply N times the energy of an isolated molecule. We further

observe that the MBPT approaches, which we shall discuss in the next section, are

both the size consistent and size extensive. The MR-SCF and MR-CI procedures

also give rise to an approximate fulfillment of these requirements already at the

CISD level.

192 6 Wave Function Methods



To conclude this short overview of the limited-CI techniques, we also mention

the problem of the most effective orbitals for the CI studies, which will be tackled in

the subsequent section. Let us only observe here that the occupied HF orbitals are

each determined in an effective field of N � 1 electrons, while the corresponding

virtual orbitals are determined in an effective field of all N electrons. As a result the

low-energy virtual MO are generally more diffused, especially in large basis sets,

than their filled counterparts. This discrepancy causes a generally low effectiveness

of the virtual MO when used as correlation orbitals, giving rise to generally slow

convergence of the associated CI representation of the correlated wave functions.

Clearly, it would be physically more proper if the correlation virtual orbitals

would also “feel” an N � 1 electron potential, since the optimum orbitals for

correlation purposes should be located in the same regions of space as the electrons

whose motion they intend to correlate. One partial solution to this problem is to

use the orbitals determined in the MC SCF (small CI) problem, for setting up the

MR CI matrix problem, dimension of which is much larger than that of the MC SCF

calculation. Indeed, the major orbital relaxation effects would then be already

accounted for in the following CI stage. In Sect. 6.3.3 we shall introduce the con-

cept of natural orbitals, which give rise to the fastest convergence of the CI

expansion and generate a significant physical insight into both the most important

correlation mechanisms and the nature of the chemical bond.

6.3.2 Perturbational Theory of Møller and Plesset

The variational bounds for the system total electronic energy are of little value

when one calculates the energy differences in which chemistry abounds. For this

purpose it is essential to eliminate such nonsystematic errors as a lack of size
consistency/extensivity and the Basis Set Superposition Error (BSSE), which

may falsify the predicted structural preferences and reactivity trends, even qualitati-

vely. Since for the solid state physicists, interested in systems of infinite size, the

elimination of the former was essential, they have developed MBPT approaches

(Brueckner 1955; Brueckner et al. 1955; Brueckner and Levinson 1955; Goldstone

1957; Kelly 1969) or Coupled Cluster (CC) theory (Coester 1958; Coester and

K€ummel 1960; K€ummel 1969; Paldus and Čižek 1975), which use the standard

Rayleigh–Schr€odinger PT coupled with powerful diagrammatic techniques to

extract Coulomb correlation corrections from the known HF solutions (Brandow

1967; Freed 1971; Manne 1977; Bartlett 1981; Paldus and Čižek 1975; Čižek and

Paldus 1980; Szabo and Ostlund 1982). This theory is wholly satisfactory for mole-

cular structures in the vicinity of the equilibrium geometry, but at present does not

provide a useful tool for calculations of the complete PES of chemical reactions.

Such perturbation theory approaches are free from the size-consistency problem
in all orders of PT. Indeed, let us recall that the FCI scheme, which can be regarded

as the infinite-order PT, is also free from this problem. In the perturbational

treatment this can be the case only when each of n-order corrections also exhibits
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this property. As also shown by Goldstone, the finite-order perturbational estimates

of the correlation energy are also size extensive, exhibiting the linear increase with

the number of electrons for systems consisting a large number of weakly interacting

atoms or molecules: DEcorr.(N) / N, which thus makes them particularly suitable

and attractive for applications to infinite systems. This result is due to the exact

cancelation in this version of PT of the so-called unlinked cluster contributions that
are not N-proportional.

We shall now briefly examine the simplest formulation of MBPT proposed

by Møller and Plessett (1934), called the MP theory, in which the zeroth-order
Hamiltonian of N electrons is defined by the sum of the effective Fock operators

(6.22) for each electron:

Ĥ
MP

0 ðNÞ ¼
XN
i¼1

F̂ðiÞ; F̂ðiÞ ¼ � 1

2
Di þ VHFðriÞ; F̂ðrÞfkðrÞ ¼ ek fkðrÞ: (6.120)

This choice of the unperturbed Hamiltonian for the correlation problem is indeed

justified by the fact that the configurations appearing in the CI expansion of (6.107)

and (6.111) are themselves eigenfunctions of this operator:

Ĥ
MP

0 ðNÞFsðNÞ ¼
Xoccd½s�
k¼1

ek

 !
FsðNÞ � Eð0Þ

s FsðNÞ; s ¼ 1; 2; . . . (6.121)

with the eigenvalue E
ð0Þ
s given by the sum of orbital energies of all occupied SO in

FsðNÞ. Thus, the lowest eigenvalue corresponding to the HF ground state (6.108) is

different from the corresponding HF energy [see (6.14) and (6.23)]:

EHF
0 ¼ E

ð0Þ
1 � 1

2

XN
k¼1

XN
l¼1

f�Jk;l � �Kk;lg; (6.122)

due to a double counting of the electron repulsion terms in E
ð0Þ
1 .

The N-electron perturbation in MP approach, called the correlation (fluctuation)

operator, is defined as the difference between the electronic Hamiltonian and this

unperturbed effective Hamiltonian of the independent-particle (HF) model:

ĥ
corr:ðNÞ ¼ Ĥ

eðNÞ � Ĥ
MP

0 ðNÞ ¼
X
i< j

1

ri;j
�
X
i

VHFðiÞ: (6.123)

Indeed, this correlation operator carries only that part of the interelectronic

interactions which has not been included in the averaged (effective) interactions

of the resultant potential VHF(r) combining the Coulomb and exchange operators

defining the Fock operator.

For simplicity let us assume that we are interested in the Coulomb correlation

correction to the (closed-shell) ground state of the system, s ¼ 1 [see (6.108)].
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In accordance with the Rayleigh-Schr€odinger theory of Sect. 5.1.1, the consecutive

correlation corrections to the unperturbed eigenvalue E
ð0Þ
1 ¼ PN

k¼1

ek, and the asso-

ciated eigenfunction F1 (6.108), determine the corresponding ground state solu-

tions of the perturbed (correlated) Hamiltonian

Ĥ
MP

l ðNÞ ¼ Ĥ
MP

0 ðNÞ þ lĥ
corr:ðNÞ; (6.124)

where Ĥ
MP

l¼0ðNÞ ¼ Ĥ
MP

0 ðNÞ and Ĥ
MP

l¼1ðNÞ ¼ Ĥ
eðNÞ :

El ¼
X1
j¼0

ljEðjÞ
1 � E

ð0Þ
1 þ DEð1Þ

1 þDEð2Þ
1 þ . . .

¼ EHF
0 þ DEHFð1Þ

0 þ DEHFð2Þ
0 þ . . . (6.125)

Cl¼
X1
i¼0

liCðiÞ
0 ¼F1þDFð1Þ

1 þDFð2Þ
1 þ...¼CHF

0 þDCHFð1Þ
0 þDCHFð2Þ

0 þ... (6.126)

The first-order energy correction [see (5.11)] corrects E
ð0Þ
1 to EHF

0 ,

E
ð0Þ
1 þ DEð1Þ

1 ¼ E
ð0Þ
1 þ F1h jĥcorr: F1j i ¼ CHF

0

� ��ĤMP

0 CHF
0

�� �þ CHF
0

� ��Ĥe � Ĥ
MP

0 CHF
0

�� �
¼ CHF

0

� ��Ĥe
CHF

0

�� � ¼ EHF
0 ; (6.127)

thus removing the double counting of the electron repulsion terms in E
ð0Þ
1 . There-

fore, it is the second-order term which represents the most important part of the

Coulomb correlation energy. A reference to (5.16) indicates that it is determined by

the first-order correction to F1 ¼ CHF
0 :

DCHFð1Þ
0 ¼

X
s6¼1

Fsh jĥcorr: F1j i
E
ð0Þ
1 � E

ð0Þ
s

Fs �
X
s 6¼1

hcorr:s;1

E
ð0Þ
1 � E

ð0Þ
s

Fs ¼
X
s6¼1

C
ð1Þ
s;1Fs: (6.128)

It also follows from the orthogonality relations between configurations,

Fs j Fth i ¼ ds;t, that the off-diagonal matrix elements (s 6¼ t) of the correlation

operator, coupling different configurations, are identical with the corresponding

elements of the energy matrixHCI representing the electronic Hamiltonian in the CI

method:

Fsh jĥcorr: Ftj i ¼ Fsh jĤe � Ĥ
MP

0 Ftj i ¼ HCI
s;t � E

ð0Þ
t Fs j Fth i ¼ HCI

s;t : (6.129)

Therefore, in accordance with the Slater–Condon rules, there is no correlation

coupling between this ground state reference configuration and the excited
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configurations exhibiting higher than double excitations: Triple (T),Quadruple (Q),
etc. Moreover, the Brillouin theorem states that there is no direct coupling between

the (closed-shell) ground state and the Singly (S) excited configurations, so that the
expansion of (6.126) determining the MP2 scheme is then limited only to Doubly
(D) excited configurations [see (6.117)]:

DCHFð1Þ
0 ¼

X
s2D

C
ð1Þ
s;1Fs ¼

Xoccd:
k< l

Xvirt:
p< q

Cp;q
k;l F

p;q
k;l ; (6.130)

with the perturbational expression for the expansion coefficients [see (5.86)]:

C
ð1Þ
s;l ¼ HCI

s;1

E
ð0Þ
1 � E

ð0Þ
s

¼ Cp;q
k;l

klh jg pq� qpj i
ek þ el � ep � eq

: (6.131)

One thus obtains for the second-order correlation energy in this MP2 variant of

the perturbational CI method [see (5.16)]:

DEHFð2Þ
0 ¼ CHF

0

� ��Ĥe� Ĥ
MP

0 DCHFð1Þ
0

��� E
¼ CHF

0

� ��Ĥe
DCHFð1Þ

0

��� E
�E

ð0Þ
1 CHF

0

���DCHFð1Þ
0

D E
¼ CHF

0

� ��Ĥe
DCHFð1Þ

0

��� E
;

(6.132)

since the correction of (6.130), involving the excited configurations orthogonal to

the ground state, must be also orthogonal to the latter. Substituting (6.129)–(6.131)

into preceding equation finally gives:

DEHFð2Þ
0 ¼

Xoccd:
k< l

Xvirt:
p< q

klh jg pq� qpj ij j2
ek þ el � ep � eq

 !
�
Xoccd:
k< l

eMP2
k;l � DEMP2

corr:: (6.133)

Therefore, this second-order correlation energy combines the additive con-

tributions from all electronic pairs of the HF-occupied MO, which define the

two-electron clusters {(k,l)}. For this reason, the MP2 method can be classified as

corresponding within the PT approach to the Independent Electron Pair Approxi-
mation (IEPA) of Sect. 6.4.2, since only independent pairs give rise to additive
energy contributions.

Obviously, by using the standard expressions from PT one could similarly

determine the higher order contributions to the overall Coulomb correlation energy.

Next in importance is the third-order correction DEHFð3Þ
0 , determined within the

MP3 variant. It results from (5.6) for p ¼ 3, projected onto jn(0)i, which gives

DEð3Þ
n ¼ nð0Þ

� ��ĥ Dnð2Þ
�� �

, where the second-order correction to the wave function is

given by (5.17). For example, for H2O one finds the following percentages of the

correlation energy recovered by different orders of MBPT, DEHFð2Þ
0 ¼ 97:7 and
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DEHFð3Þ
0 ¼ 1:5, while in BH3 the higher-order term appears to be relatively more

significant: DEHFð2Þ
0 ¼ 80:0 and DEHFð3Þ

0 ¼ 16:5.

6.3.3 Density Matrices and Natural Orbitals

The spin position representation of the Hermitian operator of the projection onto

the quantum state of N electrons, P̂CðNÞ ¼ CðNÞj i CðNÞh j(see Chap. 2), defines the
N-particle density matrix (L€owdin 1955a, b; Coleman 1963, 1981; Coleman and

Erdahl 1968; Davidson 1976):

Ĝðq1; q2; . . . ; qN; q1
0; q2

0; . . . ; qN
0Þ � ĜðQN ;Q0NÞ

¼ QN
� ��CðNÞi CðNÞh Q0N�� � ¼ CðQNÞC�ðQ0NÞ: (6.134)

This continuous matrix represents the kernel of the associated operator Ĝ acting in

the molecular Hilbert space:

QN ĜF
��� � ¼ ð QN Ĝ Q0N�� �

Q0N� ��F��� �
dQ0N ¼

ð
ĜðQN;Q0NÞFðQ0NÞ dQ0N

¼ QN Ci Ch jF�� � ¼ CðQNÞ C j Fh i;�
(6.135)

and carries the same (complete) information about the system state as does the

wave function itself. One observes that its diagonal part, for QN ¼ Q0N , determines

the N-particle probability of (3.4), ĜðQN;QNÞ ¼ pðQNÞ, so that

tr Ĝ ¼
ð
pðQNÞ dQN ¼ 1 (6.136)

and the pure state expectation value of the observable Â can be brought into the

form similar to the ensemble average expression of (3.60a) (3.60b):

Ah i ¼ Ch jÂ Cj i ¼
ð ð

QN
� ��Â Q0N�� �

CðQ0NÞC�ðQNÞ dQNdQ0N ¼ trðÂĜÞ: (6.137)

As we have already observed in Sect. 3.3.4, the density operator characterization

of molecular systems becomes necessary when the system is in the mixed quantum

state, which cannot be represented by a single vector in the Hilbert space or the

associated wave function; it represents the statistical mixture of several quantum

states. For the system to be in the pure quantum state, it is necessary and sufficient
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for its density operator to be idempotent, Ĝ
2 ¼ Ĝ. This condition expresses the

idempotency of the associate state projector P̂CðNÞ. In the Schr€odinger picture of

Quantum Mechanics the time evolution of this pure state density operator is given

by (3.101).

The spin-independent electronic Hamiltonian of (5.51) and (5.69) is seen to

involve the symmetric combinations of either one- or two-electron terms and the

system wave function is antisymmetric with respect to exchanges of the subjective

labels attributed to electrons. As we have already observed in Sect. 5.4, one can thus

select as representative interactions of the indistinguishable electrons the one-

electron energies of electron “1” and two electron repulsion energy between elec-

trons “1” and “2.” Therefore, when calculating the expectation values of all one- and

two-electron interactions one can take the partial trace (integrate) over the remaining

particle variables, equal in the primed and unprimed sets, in the generalized products

appearing in the expectation value and matrix element expressions:

CðQNÞC�ðQ0NÞ��
q2¼q2

0;q3¼q3
0;:::; qN¼qN

0 and

CðQNÞC�ðQ0NÞ��
q3¼q3

0;q4¼q4
0;:::; qN¼qN

0 ;
(6.138)

respectively. This simplification was the basic motivation of L€owdin (1955a, b)

when he introduced the concept of the reduced density matrix of order p:

ĝpðq1; q2; . . . ; qp; q1
0; q2

0; . . . ; qp
0Þ

¼ N

p

� �
tr Ĝðq1; q2; . . . ; qN; q1

0; q2
0; . . . ; qN

0Þ��
qpþ1;qpþ2; :::;qN

¼ N

p

� � ð
Cðq1; . . . ; qp; qpþ1; . . . ; qNÞC�ðq10; . . . ; qp

0; qpþ1; . . . ; qNÞ

	 dqpþ1dqpþ2 . . . dqN;

(6.139a)

where
N
p

� �
stands for the binomial coefficient [see (3.12) and (6.66)].

For example, the first-order reduced densitymatrix, or the 1-matrix for short, reads:

ĝ1ðq1; q10Þ ¼ N

ð
Cðq1; q2; . . . ; qNÞC�ðq10; q2; . . . ; qNÞ dq2 . . . dqN: (6.140a)

Its diagonal part thus represents the spin density of the system electrons (3.9):

r qð Þ ¼ rðr; sÞ ¼ ĝ1ðq; qÞ, which implies the associated normalization:

tr ĝ1ðq1; q10Þ ¼
ð
ĝ1ðq1; q1Þ dq1 ¼ N: (6.141a)
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One similarly obtains the second-order reduced density matrix (or 2-matrix):

ĝ2ðq1; q2; q10; q20Þ ¼
N

2

� �ð
Cðq1; q2; q3; . . . ; qNÞ

	C�ðq10; q2
0; q3; . . . ; qNÞ dq3 . . . dqN; (6.142)

the pair diagonal element of which now represents the pair spin density [see (3.12)],

ĝ2ðq; q0; q; q0Þ ¼ Gðq; q0Þ ¼
ð
C�ðQNÞĜðq; q0ÞCðQNÞ dQN;

Ĝðq; q0Þ ¼
XN�1

k¼1

XN
l¼kþ1

dðqk � qÞdðql � q0Þ: (6.143)

This implies the associated normalization of the 2-matrix:

tr ĝ2ðq1;q2;q10;q20Þ ¼
ð ð

ĝ2ðq1;q2;q1;q2Þdq1dq2 ¼NðN�1Þ=2¼ N
2

� �
: (6.144)

The expectation value of the sum of all one-electron operators in F̂ ¼PN
i¼1

ĥðiÞ
[see (5.69)–(5.71)] now reads:

C j F̂ jC
D E

¼ tr ðF̂ ĜÞ ¼ tr ðĥ ĝ1Þ ¼
ð
ĥðq1Þ ĝ1ðq1; q10Þjq1¼q1

0 dq1: (6.145)

For the expectation value of the two-electron energy one similarly obtains:

C j ĜjC
D E

¼ tr ðĜ ĜÞ ¼ trðg ĝ2Þ

¼
ð ð

gðq1; q2Þ ĝ2ðq1; q2; q10; q20Þjq1¼q1
0;q2¼q2

0 dq1dq2:
(6.146)

Since operators ĥ and g are both spin independent these expressions can be

further simplified in terms of the reduced spinless density matrices, obtained by

summations over the spin variables of the spin-dependent analogs:

r̂1ðr1;r10Þ¼
ð
ĝ1ðr1;s1;r10;s1Þds1�

X
s1

ĝ1ðr1;s1;r10;s1Þ¼ tr ĝ1ðq1;q10Þjs1

¼ ĝ1ðr1;a;r10;aÞþ ĝ1ðr1;b;r10;bÞ� r̂a;a1 ðr;r0Þþ r̂b;b1 ðr;r0Þ;
r̂2ðr1;r2;r10;r20Þ¼

ð ð
ĝ2ðr1;s1;r2;s2;r10;s1;r20;s2Þds1ds2

�
X
s1

X
s2

ĝ2ðr1;s1;r2;s2;r10;s1;r20;s2Þ¼ tr ĝ2ðq1;q2;q10;q20Þjs1;s2

� r̂aa;aa2 ðr1;r2;r10;r20Þþ r̂ab;ab2 ðr1;r2;r10;r20Þþ r̂ba;ba2 ðr1;r2;r10;r20Þ
þ r̂bb;bb2 ðr1;r2;r10;r20Þ:

(6.147)
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Their diagonal elements respectively represent the electron density (3.7) and pair
density (3.12):

rðrÞ ¼ r̂1ðr; rÞ and Gðr; r0Þ ¼ r̂2ðr; r0; r; r0Þ; (6.148)

thus giving rise to the associated normalizations:

tr r̂1ðr1; r10Þ ¼
ð
r̂1ðr; rÞ dr ¼ N;

tr r̂2ðr1; r2; r10; r20Þ ¼
ð ð

r̂2ðr; r0; r; r0Þ dr dr0 ¼ NðN � 1Þ=2: (6.149)

The spinless expression for the expectation value of the system electronic energy

thus reads:

Ee½r̂1; r̂2� ¼
ð
½� 1

2
Dr r̂1ðr; r0Þjr¼r0 dr þ

ð
vðrÞrðrÞ dr

þ
ð ð

1

r � r0j jGðr; r
0Þ dr dr0: (6.150)

The reduced density matrices define kernels of the Hermitian, positive semi-

definite operators:

ĝ1ðq1; q10Þ ¼ ĝ�1ðq10; q1Þ; ĝ1ðq1; q1Þ 
 0;

ĝ2ðq1; q2; q10; q20Þ ¼ ĝ�2ðq10; q20; q1; q2Þ; ĝ2ðq1; q2; q1; q2Þ 
 0: (6.151)

The antisymmetry of the wave function also implies that the reduced densities

change their sign on exchange of any two primed or two unprimed particle indices:

ĝ2ðq1; q2; q10; q20Þ ¼ �ĝ2ðq2; q1; q10; q20Þ ¼ �ĝ2ðq1; q2; q20; q10Þ
¼ ĝ2ðq2; q1; q20; q10Þ: (6.152)

Of particular interest in the electron correlation theory are the eigenvalue

problems of ĝ1 and ĝ2: ð
ĝ1ðq; q0Þciðq0Þdq0 ¼ nNOi ciðqÞ; (6.153)

ð ð
ĝ2ðq1; q2; q10; q20ÞGjðq10; q20Þ dq10dq20 ¼ nNGj Gjðq1; q2Þ: (6.154)

The eigenfunctions {ci} of ĝ1 are called the Natural Orbitals (NO) (L€owdin 1955a,

b; L€owdin and Shull 1956; Carlson and Keller 1961; Davidson 1969, 1972a, b, 1976;
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Bingel and Kutzelnigg 1970), with the corresponding eigenvalues measuring their

effective occupations in C: 0 � nNOi � 1
� �

. The corresponding two-electron

(antisymmetric) eigenfunctions of ĝ2; fGjðq1; q2Þ ¼ �Gjðq2; q1Þg, determine the

system natural geminals (NG), with the eigenvalues nNGj
n o

again reflecting their

effective occupations.

It should be observed that these two density matrices assume the most compact

(diagonal) representations in terms of their respective eigenfunctions:

ĝ1 ¼
X
i

nNOi cij i cih j � jcNOinNOhcNOj;

nNO ¼ fnNOi di; jg; jcNOi ¼ fjciig; or

ĝ1ðr1; r10Þ ¼ r1h jĝ1 r10j i ¼
X
i

nNOi r1h jcii cih jr10i ¼
X
i

nNOi ciðr1Þc�
i ðr10Þ;

(6.155)

ĝ2 ¼
X
j

nj Gj

�� �
Gj

� �� � jGNGinNGhGNGj;

nNG ¼ fvNGi di; jg; jGNGi ¼ fjGjig; or

ĝ2ðr1; r2; r10; r20Þ ¼ r1; r2h jĝ2 r10; r20j i ¼
X
j

nNGj r1; r2h jGj

�
Gj

� ��r10; r20i
¼
X
j

nNGj Gjðr1; r2ÞG�
j ðr10; r20Þ: (6.156)

Expanding NO in the AO basis functions x ¼ {ws},c
NO ¼ xD ¼ {ci} (the row

vector), gives the following expression for the 1-matrix [compare (6.45)]:

ĝ1 r1; r1
0ð Þ ¼ r1h jcNO

�
nNO cNO

� ��r10i ¼ cNOðr1ÞnNOcNOy r1
0ð Þ

¼ xðr1Þ½DnNODy�xy r1
0ð Þ ¼ xðr1ÞPNOðDÞxy r1

0ð Þ; (6.157)

where we have grouped the NO occupations as diagonal elements of the square

matrix nNO ¼ nNOi di;i0
� �

, while xy ¼ w�s
� �T

and cNOy ¼ c�
i

� �T
denote the asso-

ciated column vectors. Therefore, the NO CBO matrix in the AO representation,

PNOðDÞ ¼ PNO
s;t ¼

XNO
i

Ds;in
NO
i D�

t;i

( )
; (6.158)

determines the 1–matrix in terms of basis functions x.
The corresponding AO expansion of NG,

GNGðr1; r2Þ ¼ fGjðr1; r2Þ ¼
XAO
s;t

wsðr1Þwtðr2ÞAs;t;j

�
XAO
s;t

Os;tðr1; r2ÞAs;t;jg � Vðr1; r2ÞA; (6.159)
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gives the following expression for the 2-matrix:

ĝ2 r1; r2; r1
0; r20ð Þ ¼ r1; r2h jGNG

�
nNG GNG

� ��r10; r20i ¼ GNGðr1; r2ÞnNGGNGy r1
0; r20ð Þ

¼Vðr1; r2Þ½AnNGAy�Vy r1
0; r20ð Þ ¼Vðr1; r2ÞPNGðAÞVy r1

0; r20ð Þ;
(6.160)

where nNG ¼ nNGj dj;j0
n o

. Again, the corresponding NG CBO matrix

PNGðAÞ ¼ PNG
s;t;u;v ¼

XNG
j

As;t;j nNGj A�
u;v;j

( )
(6.161)

defines the 2-matrix in the AO representation.

The density matrices for the HF wave function, given by a single Slater deter-

minant (5.64), defined by the optimum HF SO c ¼ {ci}, assume particularly

simple forms (L€owdin 1955b). The 1-matrix in this approximation reads,

ĝHF1 ðq1; q10Þ ¼
XN
i¼1

ciðq1Þc�
i ðq10Þ; (6.140b)

while the second-order reduced density matrix is given by the following determi-

nant of 1-matrices:

ĝHF2 ðq1; q2; q10; q20Þ ¼
1

2

ĝHF1 ðq1; q10Þ ĝHF1 ðq1; q20Þ
ĝHF1 ðq2; q10Þ ĝHF1 ðq2; q20Þ

�����
�����

¼ 1

2
½ĝHF1 ðq1; q10ÞĝHF1 ðq2; q20Þ � ĝHF1 ðq2; q10ÞĝHF1 ðq1; q20Þ�:

(6.141b)

As also shown by L€owdin (1955b), this prescription can be extended into a general

reduced density matrix of (6.139a) in HF approximation:

ĝHFp q1;q2; . . . ; qp;q1
0;q2

0; . . . ; qp
0� �¼ 1

p!

ĝHF1 q1;q1
0ð Þ ĝHF1 q1;q2

0ð Þ � � � ĝHF1 q1;qp
0� �

ĝHF1 q2;q1
0ð Þ ĝHF1 q2;q2

0ð Þ � � � ĝHF1 q2;qp
0� �

� � � � � � � � � � � �
ĝHF1 qp;q1

0� �
ĝHF1 qp;q2

0� � � � � ĝHF1 qp;qp
0� �

����������

����������
:

(6.139b)

There is a number of analytical arguments and a growing numerical evidence for

small molecules that the convergence of the CI expansion is greatly enhanced by

the use of NO. In other words, the correlation energy recovery is greater for the NO-

based CI treatment, compared with that using the canonical SCF MO, at the same
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length of expansion (Shavitt et al. 1976). This analysis of wave functions is basis-

set independent and allows one to compare any set of approximate wave functions.

There are also conceptual advantages associated with the NO representation. It

has been found to provide almost universal patterns of the orbital shapes and

occupations for diverse wave functions obtained using widely different basis sets

and CI expansions (Davidson 1972b). The observed “invariance” of the NO occu-

pation numbers to choices of the basis set and the length of the CI expansion,

respectively, suggests some “universality” of the NO description of atoms and

molecules. The NO analysis emphasizes the strongly, near-unity populated HF-

like NO and generates the weakly populated correlation orbitals, which represent

the independent modes of the electron Coulomb correlation in molecular systems,

the relative importance of which can be inferred from the corresponding orbital

occupations. For example, in He the first correlation NO introduces the angular

(“left–right”)-type correlation, while the second correlation orbital brings in the

(“in–out”)-effect of the radial correlation. The NO analysis has also been widely

used to study the nature of the chemical bond and the adequacy of the HF

description in the bond-breaking � bond-forming processes (e.g., Shull 1959;

Hagstrom and Shull 1963).

Thus, the NO play a significant role as both means for improving the CI

convergence and in obtaining the physical insight and understanding of approxi-

mate wave functions. However, since NO are determined by “retrospective” analy-

sis of an already known CI wave function, their construction in advance of the CI

calculations can be only an approximate one, e.g., in an iterative procedure of

determining the so-called pseudo NO (PNO). It usually consists of using the SCF

virtuals in a limited-CI study, diagonalizing the resulting 1-matrix, which deter-

mines the first-approximation PNO, using them as a basis for an improved

CI expansion, from which the second-approximation PNO are constructed, etc.

Such iterative process is carried out until self-consistency is attained within the

adopted level of electron excitations, when the subsequent iterations do not appre-

ciably modify the PNO shapes and occupations.

6.4 Electron Pair Theories

As we have concluded from (6.133), the MP2 theory in fact represents the pertur-
bational IEPA approximation (Sinanoĝlu 1964; Nesbet 1965; Szabo and Ostlund

1982) giving rise to the additive contributions to the system Coulomb correlation

energy due to each occupied MO-pair of electrons. Clearly, a similar perspective

can be also adopted within the variational method of determining approximate

wave functions of molecular systems. Since the Coulomb correlation effect should

be the strongest in pairs of electrons exhibiting opposite spins and occupying the

same MO, the simplest formulation of such a variational approach should involve

the antisymmetrized product of the electron pair functions, called geminals,
the name first coined by Shull (1959) to distinguish these two-electron (group)
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functions from their one-electron analogs � the orbitals. In this separated pair
approach, each MO-pair of electrons is correlated internally, but the interpair corre-

lation is neglected. This missing part of the Coulomb correlation is accounted for

in the more sophisticated Coupled Electronic Pair Approximation (CEPA) (Meyer

1977), Coupled Pair Many Electron Theory (CPMET) or Coupled Cluster Approx-
imation (CCA) (Bartlett 1981, 1989, 1995, 2000; Kucharski and Bartlett 1986;

Čižek 1966, 1969; Paldus and Čižek 1973, 1975; Hurley 1976; Kutzelnigg 1977;

Čižek and Paldus 1980; Jørgensen and Simons 1981; Szabo and Ostlund 1982),

which use appropriate simplifications of the whole hierarchy of the CI equations. As

expected, the inclusion of interpair correlation improves accuracy at the expense of

the computational complexity and clarity of interpretation. Of similar character is

the Generalized Valence Bond (GVB) approach of Goddard and collaborators

(Goddard III 1967; Goddard III and Ladner 1971; Hunt et al. 1972; Goddard III

et al. 1973; Moss and Goddard III 1975; Bobrowicz and Goddard III 1977; Goddard

III and Harding 1978), which represents another electron pair generalization of the

classical VB theory of Heitler and London.

The geminal method can be also viewed as a logical next step in the wave

function factorization following the orbital approximation. It represents a particular

case of the groupwave functions, describing specific molecular fragments, in which

each constituent subsystem is first considered as a separate entity and subsequently

their mutual interaction is accounted for, e.g., in the perturbative or self-consistent

way. It should be observed that such a general line of thinking also lies behind the

separation between the inner and valence shells, the s and p electrons in aromatic

systems, etc. The use of electronic pairs as fundamental structural entities in the

limited-CI theories is very much in line with the intuitive chemical thinking.

Indeed, the concepts of the bonding pairs in valence shell, as well as the lone

pairs of both the valence or inner shells, have been very successful in the early,

qualitative theories of electronic structure. Hence, their explicit recognition in the

modern beyond-HF calculations brings an additional, chemical insight into the

mechanism of the electron Coulomb correlation and represents an element of

continuity in the development of such ideas in the theory of chemistry (Pauling

1949; Hurley et al. 1953; Parks and Parr 1958, 1960; Karplus and Grant 1959;

McWeeny and Ohno 1960; McWeeny 1989).

One could also include in this category Moffitt’s (1951) method of Atoms-in-
Molecules (AIM) and its subsequent extension involving deformed AIM (Arai

1957, 1960; Ellison 1965; Ellison and Wu 1967, 1968; Ellison and Slezak 1969),

as well as the Diatomics-in-Molecules (DIM) theory (Kuntz 1979; Tully 1977,

1980) and its generalization in the form of the Molecules-in-Molecules (MIM)

approach, which involves groups of electrons of larger parts of the whole molecular

system. All these approaches have played an important role in modeling the

molecular PES for the dynamical calculations, e.g., in developing the familiar

London–Eyring–Polanyi–Sato (LEPS) (e.g.: Hirst 1985; Murrell et al. 1984; Murrell

and Bosanac 1989), Bond-Energy � Bond-Order (BEBO) (Johnston and Parr 1963)

and DIM energy surfaces for the reactive scattering calculations.
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6.4.1 Electron Pairs on Strongly Orthogonal Geminals

Following the orbital approximation of theHF theory, marking the separated electrons

approach, we now assume the related form of the variational wave function of, say,

N ¼ 2p electrons in terms of the separated electronic pairs [compare (5.66)] given

by the antisymmetrized product of two-electron functions (geminals) {Gj(1, 2)}:

CG
A ð1; 2; . . . ; NÞ ¼ Â0fG1ð1; 2ÞG2ð3; 4Þ . . .GpðN � 1;NÞg; (6.162)

here Â0 stands for the partial antisymmetrizer exchanging electrons between differ-

ent geminals.

These normalized two-electron functions,ð ð
Gjð1; 2Þ
�� ��2 dq1dq2 ¼ Gjð1; 2Þ

�� Gjð1; 2Þ
� �

1;2
¼ 1; (6.163)

have to be also mutually orthogonal:

ð ð
G�

i ð1; 2ÞGjð1; 2Þ dq1dq2 ¼ Gið1; 2Þ
�� Gjð1; 2Þ

� �
1;2

¼ 0; i 6¼ j: (6.164)

However, to simplify the expression for the expectation value of the electronic

energy and hence also the resulting Euler equations of the variational method using

this trial function, the strong orthogonality condition is imposed on the optimum

geminals:

ð
G�

i ð1; 2ÞGjð1; 2Þdq1 ¼ Gið1; 2Þ
�� Gjð1; 2Þ

� �
1
¼ 0; for any q2: (6.165)

Notice that this requirement automatically implies the ordinary orthogonality

of (6.164). The trial wave function of (6.162) is then referred to as the Antisym-
metrized Product of Strongly Orthogonal Geminals (APSG).

In each (antisymmetric) two-electron state, Gj(1, 2) ¼ � Gj(2, 1), representing

the spin-paired electrons in the singlet spin eigenstate of (6.67) (see Fig. 6.2),

one can also separate its spatial and spin parts [see (5.103)]:

Gjðq1; q2Þ � Gjð1; 2Þ ¼ Fjðr1; r2Þ 1ffiffiffi
2

p ½aðs1Þbðs2Þ � bðs1Þaðs2Þ�

� Fjð1; 2ÞU0;0ð1; 2Þ: (6.166)

Therefore, since the singlet spin factor of each geminal in APSG of (6.162) is also

antisymmetric, U0,0(1, 2) ¼ � U0,0(2, 1), the spatial factors must be symmetric

functions of two electrons, Fj(1, 2) ¼ Fj(2, 1), in order to satisfy the Pauli antisym-

metrization requirement for these two (spin-paired) fermions.
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Let us now examine the corresponding expression for the expectation value of

the electronic Hamiltonian in such a trial state [see (5.69)–(5.71)]:

Eeh iCG
A
¼ CG

A

� ��Ĥe CG
A

�� �¼ CG
A

� ��F̂ CG
A

�� �þ CG
A

� ��Ĝ CG
A

�� �� Fh iCG
A
þ Gh iCG

A
: (6.167)

Due to the strong orthogonality relations between the two-electron functions,

the one-electron operator ĥð1Þ[(5.69) and (5.70)] can only couple the electron in

the same geminal of CG�
A and CG

A . One thus finds the following expression for the

overall one-electron contribution to the electronic energy:

Fh iCG
A
¼ 2

Xp
j¼1

Fjð1; 2Þ
� ��ĥð1Þ Fjð1; 2Þ

�� �
1;2
: (6.168)

The two-electron repulsion g(1, 2) ¼ 1/r1,2 couples both the pairs of particles on the
same and different geminals of CG�

A and CG
A . Thus, using again the orthonormality

relations and summing over electron spin orientations gives:

Gh iCG
A
¼
Xp
j¼1

Fjð1;2Þ
� ��gð1;2Þ Fjð1;2Þ

�� �
1;2

þ
Xp�1

i¼1

Xp
j¼iþ1

2 2 Fið1;2ÞFjð3;4Þ
� ��gð1;3Þ Fið1;2ÞFjð3;4Þ�Fið3;2ÞFjð1;4Þ

�� �
1;2;3;4

� 
:

(6.169)

The strong orthogonality condition (6.165) can be automatically satisfied when

one uses different (mutually orthogonal) subspaces {cl,j} of NO to represent

different geminals, i.e., when the total (complete) space of the orthonormal orbitals

c ¼ {cs} is partitioned into the exclusive subsets {cj ¼ {cl,j}} for representing

jth geminal, c ¼ (c1, c2, . . ., cp),

fcsg ¼ ðfcl;1g;fcl;2g; . . . ;fcl;pgÞ; fcl;jg ¼ c1;j;c2;j; . . . ;cwj;j

� 
;�

cl;jjck;ii ¼ dl;kdj;i;

Fjð1; 2Þ ¼
Xwj

k¼1

bk;jck;jð1Þck;jð2Þ; j¼ 1;2; . . . ;p: (6.170)

The normalization of geminals thus implies the following relation to be satisfied by

unknown expansion coefficients {bk,j} related to NO occupations nk;j ¼ b2k;j

n o
:

Xwj

k¼1

b2k;j ¼
Xwj

k¼1

nk;j ¼ 1: (6.171)
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In order to justify this NO expansion consider a general spatial two-electron

function Fð1; 2Þ, symmetric in the antisymmetric (singlet) spin state, e.g., that

describing the ground state in He or H2. It can be expressed in the complete basis

set of the orthonormal (real) MO, w ¼ ð’1; ’2; :::; ’wÞ; using the symmetrized

CI expansion of (6.60):

Fð1; 2Þ ¼
Xw
k¼1

Xw
l¼1

dk;l
1

2
½’kð1Þ’lð2Þ þ ’lð1Þ’kð2Þ�

¼ 1

2
½wð1Þ dwTð2Þ þ wð2Þ dwTð1Þ�: (6.172)

It gives rise to the following spinless 1-matrix of (6.157):

ĝ1ðr1; r10Þ ¼ 2
Xw
k¼1

Xw
k0¼1

’kðr1Þ
Xw
l¼1

dk;ldk0;l

" #
’k0 ðr10Þ

� 2
Xw
k¼1

Xw
k0¼1

’kðr1Þ gMO
k;k0 ’k0 ðr10Þ �

Xw
k¼1

Xw
k0¼1

’kðr1ÞPMO
k;k0 ðdÞ’�

k0 ðr10Þ;

(6.173)

where the CBO matrix PMO(d) ¼ 2ddT ¼ 2gMO.

The NO c ¼ wU are then determined by the orthogonal transformation U which

diagonalizes the CBO matrix gMO:

UTgMOU ¼ UTddTU ¼ ðUTdUÞðUTdTUÞ ¼ ðUTdUÞðUTdUÞT
� ccT ¼ c2ada;b ¼ nada;b

� �
; (6.174)

and hence ca ¼ � ffiffiffiffiffi
na

p
. Finally, substituting the inverse transformation cUT ¼ w

into (6.172) gives the equivalent, more compact natural expansion of the spatial

two-electron wave function (geminal):

Fð1; 2Þ ¼ 1

2
½cð1ÞðUTdUÞcTð2Þþcð2ÞðUTdUÞcTð1Þ� ¼

Xw
a¼1

ca cað1Þcað2Þ: (6.175)

For example, Shull and colleagues (Shull 1960, 1962, 1964; Hagstrom and Shull

1963; Shull and Prosser 1964; Anex and Shull 1964; Christoffersen and Shull 1968;

Christoffersen 1989a, b) have argued that the chemical bond in H2 (one-geminal

system) is already well described by the two-term natural expansion

Fð1; 2Þ ¼ c1 c1ð1Þc1ð2Þ þ c2 c2ð1Þc2ð2Þ
¼ ffiffiffiffiffi

n1
p

c1ð1Þc1ð2Þ �
ffiffiffiffiffi
n2

p
c2ð1Þc2ð2Þ ; (6.176)

where n1 + n2 ffi 1. Indeed, in this highly symmetric (homonuclear) diatomic

the two dominating NO basically represent the bonding and antibonding MO,
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so that the two terms in the preceding equation represent the HF ground and doubly

excited MO configurations, respectively, generated in the minimum basis set of two

1s orbitals contributed by the two constituent atoms. Therefore, the above wave

function in fact corresponds to the minimum CID approximation required to

correctly describe the dissociation of the molecule into atoms, which is variation-

ally equivalent to the Heitler–London (HL) description of the classical VB theory.

Therefore, in the NO representation of geminals (6.170) the average energy

functional of (6.167)–(6.169) becomes the associated function of the NO occupations

{nk,j} determining the CI expansion coefficients bk;j ¼ � ffiffiffiffiffiffiffi
nk;j

pn o
, and the functional

of the shapes of NO themselves. The latter can be subsequently expressed in terms of

the appropriate AO basis, with only the expansion coefficients being optimized, as in

the SCF MO method. It should be stressed, however, that the effective energy

operators are generally different for each NO, being not invariant to the unitary

transformation of the basis set, so that the off-diagonal Lagrange multipliers enforc-

ing the orthonormality of NO cannot be easily eliminated. This greatly complicates

finding the optimum solutions in practical applications of the method.

The four-electron (heteronuclear) diatomic LiH involves the inner-shell (non-
bonding) and the valence-shell (bonding) geminals. The former represents practi-

cally unchanged atomic inner shell of Li, while the dominating NO of the latter

exhibits typical effects of the intraatom radial and angular promotion, due to

2s ! 2p and 2s ! 3s effective excitations in Li, as well as the interatom AO

mixing generating the covalent (electron delocalization) bond component. The

Coulomb correlation energy recovery was about 80%, giving rise to the calculated

magnitude of the binding energy, 2.3 eV, which compares favorably with the

experimental estimate of 2.52 eV. However, the strong-orthogonality constraint

has been shown to be a reason for rather poor description of the s lone pair geminal

in NH (four- geminal system), since the mainly 2pNO has been used to describe the

bonding geminal, thus being unavailable for the lone pair geminal. Also, the

accumulation of four electronic pairs on N gives rise to a strong intergeminal

Coulomb correlation, which is missing in this separated pair approach.

One finally observes that the APSG approximation within the separated electron

pair method represents a variant of the coupled variational procedure of the MC

SCF theory, in which both the shapes of orbitals and CI coefficients are being

simultaneously optimized. The quality of the CI expansion determining the refer-

ence function is now determined by the length of the NO basis set used to represent

the strongly orthogonal geminals.

6.4.2 Independent Electron Pair Approximation

For reasons of simplicity in what follows we shall focus on the Coulomb correlation

in the molecular (closed-shell) ground state. The corresponding CI expansion of the

exact (unnormalized) ground state function �C0,

Ĥ
e �C0 ¼ Ee

0
�C0;
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where Ee
0 denotes the exact electronic energy in the NREL limit (Fig. 6.1), is

represented by the CI expansion in the so called intermediate normalization repre-

sentation, for C0 � 1 (e.g., Szabo and Ostlund 1982),

�C0 ¼ �CCI
0 � CHF

0 þ
Xoccd:
k

Xvirt:
p

�Cp
k F

p
k þ

Xoccd:
k< l

Xvirt:
p< q

�Cp;q
k;l F

p;q
k;l

þ
Xoccd:

k< l<m

Xvirt:
p< q< r

�Cp;q;r
k;l;m Fp;q;r

k;l;m þ . . . ; (6.177)

hereCHF
0 stands for the fully optimized Slater determinant of the HF theory, giving

rise to the HF energy EHF
0 ¼ CHF

0

� ��Ĥe
CHF

0

�� �
.

Therefore, it directly follows from the definition of the Coulomb correlation

energy, DEcorr: ¼ Ee
0 � EHF

0 , that

Ĥ
e � EHF

0

� 
�C0 ¼ DEcorr:

�C0: (6.178)

Multiplying from the left by CHF
0

� ��
and integrating over the position-spin

variables of all electrons then gives the following expression for the correlation

energy:

CHF
0

� �� Ĥ
e � EHF

0

� 
�C0

�� � ¼ DEcorr:: (6.179)

This expression can be further simplified using the Brillouin theorem (6.116) and

the Slater–Condon rule of (5.87):

CHF
0

� �� Ĥ
e � EHF

0

� 
�C0

�� � ¼ Xoccd:
k< l

Xvirt:
p< q

�Cp;q
k;l CHF

0

� �� Ĥ
e � EHF

0

� 
Fp;q

k;l

��� E

¼
Xoccd:
k< l

Xvirt:
p< q

�Cp;q
k;l CHF

0

� ��Ĥe
Fp;q

k;l

��� E
�
Xoccd:
k< l

ek;l ¼ DEcorr::

(6.180)

The preceding equation again emphasizes the dominating role of the doubly excited
configurations in correcting the HF wave function for the Coulomb correlation

effects, and it formally expresses the overall correlation energy as the sum of

contributions from all electronic pairs identified by labels {k < l} of the occupied

SO in the (ground-state) HF determinant, which is analogous to the MP2 expression

of (6.133).

In the Independent Electron Pair Approximation (IEPA) one uses the variational

method to determine the correlation energies eIEPAk;l

n o
due to each separate electron

pair k < l, when the contributions to the correlation energy from the remaining

electrons are ignored. For this given electron pair, one thus defines the CID-type

correlated wave function in the intermediate normalization representation:
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�CIEPA
k;l ¼ CHF

0 þ
Xvirt:
p< q

�CIEPA
p;q Fp;q

k;l ; (6.181)

and determines the optimum CI coefficients by minimizing the expectation value of

the electronic Hamiltonian:

EIEPA
k;l ¼ �CIEPA

k;l

D ���Ĥe �CIEPA
k;l

��� E
= �CIEPA

k;l

D ��� �CIEPA
k;l

E
� �EIEPA

k;l = �CIEPA
k;l

D ��� �CIEPA
k;l

E
� CIEPA

k;l

D ���Ĥe
CIEPA

k;l

��� E
¼ EHF

0 þ eIEPAk;l ; (6.182)

where the normalized pair wave function CIEPA
k;l ¼ �CIEPA

k;l = �CIEPA
k;l

��� �CIEPA
k;l

D E1=2
.

This variational criterion gives the associated eigenvalue problem:

d �EIEPA
k;l

d �CIEPA�
k;l

¼ dEIEPA
k;l

d �CIEPA�
k;l

�CIEPA
k;l

��� �CIEPA
k;l

D E
þ EIEPA

k;l
�CIEPA
k;l ¼ EIEPA

k;l
�CIEPA
k;l

¼ Ĥ
e �CIEPA

k;l ; (6.183)

where we have used the variational principle dEIEPA
k;l =d �CIEPA�

k;l ¼ 0:
By repeating this procedure for all pairs of electrons and summing over such

additive energy terms, one then estimates the system overall Coulomb correlation

energy in the IEPA approximation:

DEIEPA
corr: ffi

Xoccd:
k< l

eIEPAk;l : (6.184)

This method thus uses different wave functions to estimate different contributions

to the total correlation energy between independent pairs of electrons and hence

the magnitude of such an estimate may exceed that of the exact correlation

energy. Since in this treatment, one neglects the correlation coupling between

different pairs of electrons, by neglecting the off-diagonal elements of the CI

energy matrix between doubly excited configurations originating from different

pairs of occupied orbitals in the HF reference function, HCI
ðk;lÞ!ðp;qÞ;ðm;nÞ!ðp0;q0Þ for

(m, n) 6¼ (k, l) , this method is simpler than the CID variant, which violates the size

consistency requirement. For the same reason the IEPA approach is size-consistent,

i.e., the energy of m noninteracting monomers is m times the energy of a single

monomer.

The equations for the pair correlation energy and the optimum (ground-state)

CI coefficients �Cp;q
k;l

n o
� �Cðk;lÞ(the column vector) directly follow from the inter-

mediate normalization projections of the related eigenvalue equations onto the

CHF
0 and Fp;q

k;l

n o
configurations, respectively [see (6.178)–(6.180)]. It follows from

(6.180) that the former gives the expression for the electron pair correlation energy,
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CHF
0

� ��Ĥe � EHF
0

�CIEPA
k;l

��� E
¼ eIEPAk;l ¼

Xvirt:
p< q

HCI
0;ðk;lÞ!ðp;qÞ �C

p;q
k;l

�
Xvirt
p< q

ðAðk;lÞÞp;qðCðk;lÞÞp;q ¼ Aðk;lÞCðk;lÞ; (6.185)

where Aðk;lÞ denotes the row vector. The latter projection and (6.183) generate the

additional relation for the expansion coefficients,

Fp;q
k;l

D ���Ĥe � EHF
0

�CIEPA
k;l

��� E
¼ Fp;q

k;l

D ���Ĥe
CHF

0

�� �þ Xvirt:
p0 < q0

Fp;q
k;l

D ���Ĥe � EHF
0 Fp0;q0

k;l

��� E
�Cp0;q0
k;l

¼ eIEPAk;l Fp;q
k;l

D ��� �CIEPA
k;l

E
¼ eIEPAk;l

�Cp;q
k;l ;

(6.186)

or in the matrix notation of (6.185):

ðAðk;lÞyÞp;q þ
Xvirt
p0 < q0

ðDðk;lÞÞp;q;p0;q0 ðCðk;lÞÞp0;q0 ¼ eIEPAk;l ðCðk;lÞÞp;q; (6.187)

where

ðDðk;lÞÞp;q;p0;q0 ¼ Fp;q
k;l

D ���Ĥe � EHF
0 Fp0;q0

k;l

��� E
¼ HCI

ðk;lÞ!ðp;qÞ;ðk;lÞ!ðp0;q0Þ � EHF
0 dp;p0dq;q0 : (6.188)

Finally, the coupled matrix equations (6.185) and (6.187),

eIEPAk;l ¼ Aðk;lÞ �Cðk;lÞ
and Aðk;lÞy þ Dðk;lÞ �Cðk;lÞ ¼ eIEPAk;l

�C
ðk;lÞ

; (6.189)

which determine the pair correlation energies and the associated CI coefficients,

can be combined in the following eigenvalue equation:

0 Aðk;lÞ

Aðk;lÞy Dðk;lÞ

	 

1

�C
ðk;lÞ

	 

� Bðk;lÞ 1

�C
ðk;lÞ

	 

¼ eIEPAk;l

1
�C
ðk;lÞ

	 

: (6.190)

Therefore, the relevant CI coefficients determine the eigenvector of B(k,l), with the

eigenvalue eIEPAk;l determining the pair correlation energy. In view of the variational

principle of (6.183),

minEIEPA
k;l ¼ min EHF

0 þ eIEPAk;l

� 
¼ min eIEPAk;l ; (6.191)
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one thus diagonalizes the symmetric matrix B(k,l) and selects the (normalized)

eigenvector corresponding to the lowest eigenvalue, which determines the optimum

value of the pair correlation energy. For each pair of the occupied MO in the HF

reference state, the associated {B(k,l)} matrices are different, so that there is no

variational lower bound to the IEPA overall estimate of the Coulomb (intrapair)

correlation energy.

As shown by Ahlrichs et al. (1975a, b) in a series of simple hydrides exhibiting

different numbers of the localized bonds and the lone pairs in the valence shell,

one finds that the magnitude of the correlation energy of two electrons occupying

the nonbonding orbital is lower than the corresponding intrabond contribution. The

smaller interorbital correlation energies between bonding and/or nonbond-

ing electrons were found to be of comparable magnitude. In each case, the total

estimate of the Coulomb correlation energy exceeded the corresponding CI value,

thus confirming the altogether nonvariational aspect of the IEPA method.

6.4.3 Coupled Electron Pair Approximations

In fact the internally correlated electronic pairs repel each other and thus are not

fully independent. Therefore, several improvements relative to the IEPA approach

have been proposed, which approximately take into account the interpair correla-

tion as well. These size-consistent Coupled Electron Pair Approximations (CEPA)
represent a special case of a more general strategy, called the Coupled Cluster (CC)
approximation, which we shall introduce in Sect. 6.5. Although all these extensions

generally give rise to higher accuracy of the predicted effects of the electron

correlation, be it at a severe cost of increased computational complexity and

hence a reduced capability of an easy interpretation, the need for further improve-

ment still remains. Such more advanced techniques, however, are generally unsuit-

able for applications to very large supramolecular systems of the contemporary

chemistry/biology and in solid state physics.

The interpair correlation is represented by the quadruply (Q) excited configu-

rations from the reference HF wave function, involving excitations of both elec-

trons in each pair. Therefore, to cover these effects the CI expansion of (6.177)

should be at least of the CIDQ type:

�CCI
0 ffiCHF

0 þ
Xoccd:
k< l

Xvirt:
p<q

�Cp;q
k;l F

p;q
k;l þ

Xoccd:
k< l<m<n

Xvirt:
p<q< r< s

�Cp;q;r;s
k;l;m;nF

p;q;r;s
k;l;m;n

� �CCIDQ
0 : (6.192)

Notice that (6.180), obtained from projecting the eigenvalue problem for the

correlation energy (6.178) onto the HF reference state, remains valid also for this

extended size of the CI expansion,

212 6 Wave Function Methods



CHF
0

� �� Ĥ
e � EHF

0

� 
�CCIDQ
0

�� � ¼ Xoccd:
k< l

Xvirt:
p< q

�Cp;q
k;l CHF

0

� ��Ĥe
Fp;q

k;l

��� E

�
Xoccd:
k< l

eCIDQk;l ¼ DECIDQ
corr: : (6.193)

The projection onto the doubly excited configuration [compare (6.186)] now gives

the following coupled equations for the CI coefficients,

Fr;s
i;j

D ���Ĥe � EHF
0

�CCIDQ
0

�� � ¼ Fr;s
i;j

D ���Ĥe
CHF

0

�� �þXoccd:
k< l

Xvirt:
p< q

Fr;s
i;j

D ���Ĥe � EHF
0 Fp;q

k;l

��� E
�Cp;q
k;l

þ
Xoccd:
m< n

Xvirt:
t< u

Fr;s
i;j

D ���Ĥe
Fr;s;t;u

i;j;m;n

��� E
�Cr;s;t;u
i;j;m;n ¼ DECIDQ

corr:
�Cr;s
i;j ;

(6.194)

which directly follow from the orthogonality relations between the configuration

functions and the Slater–Condon rules for the matrix elements of the electronic

Hamiltonian. The preceding equation relates the CI coefficients of the doubly
excited configurations to those corresponding to the quadruple excitations. The

latter reflect the interpair correlation, which has been neglected in the IEPA

method.

It should be observed that only the assumption �Cp;q;r;s
k;l;m;n ¼ 0

n o
gives the

uncoupled equations of the standard CID approach of Sect. 6.3.1 [see also the

matrix notation of (6.185), (6.187) and (6.189)]:

CHF
0

� �� Ĥ
e�EHF

0

� 
�CCID
0

�� �¼Xoccd:
k< l

Xvirt:
p<q

CHF
0

� ��Ĥe
Fp;q

k;l

��� E
�Cp;q
k;l �ACID �C

CID ¼DECID
corr:;

Fp;q
k;l

D ���Ĥe�EHF
0

�CCID
0

�� �¼ Fp;q
k;l

D ���Ĥe
CHF

0

�� �þXoccd:
m<n

Xvirt:
r< s

Fp;q
k;l

D ���Ĥe�EHF
0 Fr;s

m;n

��� E
�Cr;s
m;n

¼DECID
corr:

�Cp;q
k;l ;

(6.195)

or in the matrix notation,

ACIDy þ DCID �C
CID ¼ DECID

corr:
�C
CID

; (6.196)

with the CI energy-difference matrix DCID defined in (6.188).

These equations can be again combined into the associated eigenvalue equation

for the ground state correlation energy [compare (6.190)]:

0 ACID

ACIDy DCID

	 

1

�C
CID

	 

� BCID 1

CCID

	 

¼ DECID

corr:

1
�C
CID

	 

: (6.197)
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Multiplying both sides by the normalization constant of �CCID
0 , equal to CCID

0 ,

and realizing that BCID ¼ HCID � EHF
0 ICID and DECID

corr: ¼ ECID
0 � EHF

0 , one

indeed recovers the eigenvalue equation for CCIDy ¼ CCID
0 ½1; �CCID�y corresponding

to ECID
0 :

HCIDCCID ¼ ECID
0 CCID: (6.198)

Should one include the Hextuple (H) excitations in the �CCIDQH
0 expansion of the

ground state wave function, which represent the electron correlation between three
electronic pairs, the projection of the associated (6.178) onto the doubly and

quadruply excited configurations gives rise to yet another set of coupled equations

for the underlying CI coefficients. In this case, the coefficients of Doubles and

Quadruples depend upon the Hextuple coefficients, etc. In fact, the CI expansion

determines the infinite hierarchy of such coupled equations for determining the CI

coefficients corresponding to increasing excitation multiplicities.

However, practical calculations call for terminating this hierarchy at some

reasonable level of a limited CI, by using an approximate decoupling scheme,

which would unable one to obtain the closed set of these equations, say, for the

unknowns �Cp;q
k;l

n o
, which determine the pair correlations {ek,l}. This requires an

expression of CI coefficients standing before more highly excited configurations in

terms of coefficients associated with lower excitations, e.g., for estimating

�Cr;s;t;u
i;j;m;n

n o
in terms of �Cp;q

k;l

n o
. Existence of such approximate relationships is indeed

suggested by the fact that the dominant Coulomb correlation effects originate from

the intrapair correlations, between electrons exhibiting the opposite spin

orientations. This implies that the most important quadruply excited configurations
are given by the products of two double excitations, which give the same overall

quadruple excitation. This intuition lies behind specific decoupling schemes

generating alternative variants of the CEPA or CC approximations.

For example, let us examine the coupled equations (6.194), which introduce the

interpair correlation effects neglected in the IEPA scheme. Consider the represen-

tative CI coefficient �Cr;s;t;u
i;j;m;n multiplying in (6.192) the function Fr;s;t;u

i;j;m;n, which

represents the replacements of the HF-occupied SO, identified by the lower indices

(i < j < m < n), by the corresponding HF-virtual SO, labeled by the upper indices

(r < s < t < u): (i ! r, j ! s, m ! t, n ! u). We want to identify all double

(pair) excitations, the product of which generates the same quadruple excitation,

e.g., Fr;s
i;j F

t;u
m;n.

In fact there are 18 distinct products of such pair excitations, which give rise to

the same final state as the selected quadruple excitation Fr;s;t;u
i;j;m;n. One first realizes

that there are three distinct assignments of the above four occupied SO to two

electron pairs in the initial Slater determinants (we disregard the occupied SO

which are not replaced in the excitation), in which the second orbital index in the

pair is greater than the first one:
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{|i <j ¦ m <n|,  |i <m¦ j <n|,  |i <n¦ j <m (I)|}.

These sets of occupied SO thus exhaust the possible lists of the lower indices of the

pair excitations, which may be associated with the quadruple excitation Fr;s;t;u
i;j;m;n. The

upper indices of such pair excitations, which determine the final configurations in

such excitations of two electronic pairs, are similarly determined by the following

six Slater determinants, with the intrapair ordered orbital labels:

{|r <s¦ t <u |,  |t <u¦ r < s|,  |r < t¦ s < u|,  |s < u¦ r < t|,  |r< u¦ s < t|,  |s < t¦ r < u|}. (II)

Each initial assignment of the list (I) can be combined with each final assign-

ment of the list (II), thus giving rise to 18 products of double excitations.

For example, the first determinant of (I) combined with the first determinant of

(II) generates the canonically ordered product Fr;s
i;j F

t;u
m;n corresponding to the

associated product of CI coefficients: �Cr;s
i;j

�Ct;u
m;n, etc. Each of these 18 quadruply

excited configurations can be then transformed into the canonically ordered Slater

determinant jr < s j
j t < uj, the first in the list (II), by the corresponding number of

exchanges of rows in the Slater determinant of the current configuration, with

each single exchange changing the sign of the determinant and hence also the

sign of the associated product of CI coefficients. The overall number of such

exchanges is given by the sum of replacements required to bring the current list

(p, q, v, w) of the upper indices to the canonical list (r, s, t, u) and the number

of exchanges which transform the current list of lower indices (a, b, c, d) into
the ordered set (i, j, m, n).

Therefore, the CI coefficient �Cr;s;t;u
i;j;m;n multiplying the quadruple excitation Fr;s;t;u

i;j;m;n

in (6.192) can be associated with the following combination of products of the CI

coefficients of double excitations:

�Cr;s;t;u
i;j;m;n � �Cr;s

i;j
�Ct;u
m;n þ �Ct;u

i;j
�Cr;s
m;n � �Cr;t

i;j
�Cs;u
m;n � �Cs;u

i;j
�Cr;t
m;n þ �Cr;u

i;j
�Cs;t
m;n þ �Cs;t

i;j
�Cr;u
m;n

� �Cr;s
i;m

�Ct;u
j;n � �Ct;u

i;m
�Cr;s
j;n þ �Cr;t

i;m
�Cs;u
j;n þ �Cs;u

i;m
�Cr;t
j;n � �Cr;u

i;m
�Cs;t
j;n � �Cs;t

i;m
�Cr;u
j;n

þ �Cr;s
i;n

�Ct;u
j;m þ �Ct;u

i;n
�Cr;s
j;m � �Cr;t

i;n
�Cs;u
j;m � �Cs;u

i;n
�Cr;t
j;m þ �Cr;u

i;n
�Cs;t
j;m þ �Cs;t

i;n
�Cr;u
j;m

� �Cr;s
i;j

�Ct;u
m;n �

rs tu

ij mn

� �
:

(6.199)

The first three “rows” of the preceding expression are identified by the corres-

ponding determinants in the list (I), while the corresponding “columns” correspond

to the associated determinants in the list (II).

Substituting this expression to (6.194) and using (6.193) then gives quadratic

equations for the unknowns �Cp;q
k;l

n o
:
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Fr;s
i;j

D ���Ĥe
CHF

0

�� �þXoccd:
k< l

Xvirt:
p< q

Fr;s
i;j

D ���Ĥe � EHF
0 Fp;q

k;l

��� E
�Cp;q
k;l

þ
Xoccd:
m< n

Xvirt:
t< u

Fr;s
i;j

D ���Ĥe
Fr;s;t;u

i;j;m;n

��� E
�Cr;s;t;u
i;j;m;n

¼
Xoccd:
m< n

Xvirt:
t< u

CHF
0

� ��Ĥe
Ft;u

m;n

��� E
�Cr;s
i;j

�Ct;u
m;n

¼
Xoccd:
m< n

Xvirt:
t< u

CHF
0

� ��Ĥe
Ft;u

m;n

��� E
�Cr;s;t;u
i;j;m;n þ

rs tu

ij mn

� �� �
;

or

Fr;s
i;j

D ���Ĥe
CHF

0

�� �þXoccd:
k< l

Xvirt:
p< q

Fr;s
i;j

D ���Ĥe � EHF
0 Fp;q

k;l

��� E
�Cp;q
k;l

�
Xoccd:
m< n

Xvirt:
t< u

CHF
0

� ��Ĥe
Ft;u

m;n

��� E rs tu

ij mn

� �
¼ 0; (6.200)

where we have also used the identity

Fr;s
i;j

D ���Ĥe
Fr;s;t;u

i;j;m;n

��� E
¼ CHF

0

� ��Ĥe
Ft;u

m;n

��� E
¼ mnh jg tu� utj i; (6.201)

which directly follows from the Slater–Condon rule (5.86).

Such a nonvariational and size-consistent method is known as the Coupled Pair
Many Electron Theory (CPMET) (Paldus and Čižek 1975; Čižek and Paldus 1980).

Determining solutions �Cp;q
k;l

n o
of (6.200) and using them in (6.193) then gives the

correlation energy, which takes into account the effective correlation coupling

between different electronic pairs:

DECPMET
corr: ffi DECIDQ

corr: : (6.202)

A number of approximate schemes derived from this full CPMET treatment

have also been proposed (see, e.g., Szabo and Ostlund 1982). The simplest variant

of such CC equations is obtained, when one neglects in (6.200) the last term

rs tu
ij mn

� �
altogether:

rs tu
ij mn

� �
¼ 0 or �Cr;s;t;u

i;j;m;n � �Cr;s
i;j

�Ct;u
m;n: (6.203)

This gives rise to linear equations for the unknowns �Cp;q
k;l

n o
:
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Fr;s
i;j

D ���Ĥe
CHF

0

�� �þXoccd:
k< l

Xvirt:
p< q

Fr;s
i;j

D ���Ĥe � EHF
0 Fp;q

k;l

��� E
�Cp;q
k;l ¼ 0: (6.204)

When substituted in (6.193) they give rise to a nonvariational but size-consistent

estimate of the correlation energy: DECCA
corr: � DECIDQ

corr:

In a more accurate CEPA method of Meyer (1977) only the products diagonal in

pairs of lower indices in
rs tu
ij mn

� �
are retained:

rs tu
ij mn

� �
¼ rs tu

ij ij

� �
di;mdj;n ¼ Cr;s

i;j C
t;u
i;j di;mdj;n: (6.205)

This result directly follows from (6.199). Indeed, one observes that all terms in

the second row of this equation, corresponding to the lower indices (i,i, j,j), must

identically vanish since �Cp;q
k;k ¼ 0 (a given occupied SO can participate only in a single

substitution). Moreover, the corresponding terms of the same columns 2  6 in the

first and third row differ in only a single exchange of lower indices, thus exactly

canceling each other. The only remaining term is thus given by the first contribution

of the third row, � �Cr;s
i;j

�Ct;u
j;i ¼ �Cr;s

i;j
�Ct;u
i;j , where we have used the above-mentioned

antisymmetry property of the CI coefficients, implied by the same property of the

Slater determinants determining the associated configuration functions:

�Cp;q
k;l ¼ � �Cp;q

l;k ¼ � �Cq;p
k;l : (6.206)

Finally, using the approximation of (6.205) in (6.200) gives the following

(quadratic) equations for the unknown CI coefficients �CCEPA ¼ �Cp;q
k;l

n o
of the

CEPA variant,

Fr;s
i;j

D ���Ĥe
CHF

0

�� �þXoccd:
k< l

Xvirt:
p< q

Fr;s
i;j

D ���Ĥe � EHF
0 Fp;q

k;l

��� E
�Cp;q
k;l

�
Xvirt:
t< u

CHF
0

� ��Ĥe
Ft;u

i;j

��� E
�Ct;u
i;j

( )
�Cr;s
i;j ¼ 0; (6.207)

or in terms of the pair correlation quantities eCIDQk;l

n o
defined in (6.193):

Fr;s
i;j

D ���Ĥe
CHF

0

�� �þXoccd:
k< l

Xvirt:
p< q

Fr;s
i;j

D ���Ĥe � EHF
0 Fp;q

k;l

��� E
�Cp;q
k;l ¼ eCEPAi;j

�Cr;s
i;j : (6.208)

These equations must be solved iteratively until the self-consistency is reached.

More specifically, the pair correlation contributions eCEPAk;l
�C
CEPA

ðn�1Þ
� n o

obtained

from (6.193), the linear functions of the CI coefficients �C
CEPA

ðn�1Þ obtained in the
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previous iteration of (6.208), must generate the same expansion coefficients in the

next iteration of these equations: �C
CEPA

ðn�1Þ ¼ �C
CEPA

ðnÞ . This nonvariational method also

gives rise to the size-consistent estimate of the overall Coulomb correlation energy

in the molecular ground state: DECEPA
corr: ¼ Poccd:

k< l

eCEPAk;l .

In the next section, we shall demonstrate that the CPMET represents a special

case of a more general CC strategy, which is based upon the so-called cluster

expansion of the correlated wave function of N electrons. In fact CPMET represents

the CC approximation for electronic pairs, i.e., the two-electron clusters. This
formalism is most elegantly formulated in the so-called second-quantization repre-

sentation of quantum states of N fermions, by using the creation and annihilation
operators acting in the Fock space of state vectors representing all admissible

occupations of the one-electron states of the HF (orbital) approximation. In

this alternative, occupation number formalism the Pauli exclusion principle is

safeguarded by the appropriate for fermions algebraic relations of the anticom-

mutation properties of the creation and annihilation operators. It allows one to treat

both the closed molecules with the fixed number of electrons, N ¼ N0, and the

open systems with varying (fluctuating) number of electrons. This more general

description of electronic quantum states is the main subject of the next section.

6.5 Second-Quantization Representation

The Hilbert space HðNÞ of state vectors (or wave functions) of N-particles (see

Chaps. 2 and 3) combines the antisymmetric (A) and symmetric (S) subspaces,

HAðNÞ and HSðNÞ, corresponding to fermions and bosons, respectively: HðNÞ ¼
HAðNÞ þHSðNÞ. The expansion theorem of Sect. 6.2 demonstrates that the N-elec-
tron subspace HAðNÞ is spanned by determinants constructed from the complete

set of SO. These N-electron basis functions are thus uniquely identified by differ-

ent N-conserving occupation patterns of the one-electron functions (see also

Sect. 6.1.3).

However, in many applications of the quantum theory it is convenient to refer to

a union of the mutually orthogonal Hilbert spaces for all admissible numbers of

particles, N ¼ 0, 1, 2, . . . ,

H ¼ Hð0Þ þHð1Þ þ . . . ¼ fHAð0Þ þHAð1Þ þ . . .g þ fHSð0Þ þHSð1Þ þ . . .g
� HA þHS;

(6.209)

with the fermion (antisymmetric) subspace HA called the Fock space. It combines

the state vectors for any number of electrons. Here, the HAð0Þ subspace

corresponds to the Hilbert space of no electrons, the electronic vacuum. This
generalized concept of the vector space has originated in the field theory, with
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“particles,” the photons, being “created” or “annihilated” in the emission or absorp-

tion processes, respectively.

The generalized state vector of an electronic system in such an enlarged vector

space thus exhibits components corresponding to different numbers of electrons:

CAj i ¼ CAð0Þj i þ CAð1Þj i þ . . .þ CAðNÞj i þ . . . ;

CAðNÞj i ¼ P̂AðNÞ CAj i; P̂AðNÞP̂AðN0Þ ¼ dN;N0 ; (6.210)

here, P̂AðNÞ stands for the projector onto HAðNÞ, with the scalar product being

determined by the overall projection operator ontoHA, P̂A ¼PN P̂AðNÞ, the action
of which on an arbitrary fermion state XAj i 2 HA amounts to the identity operation,

P̂A XAj i ¼ XAj i:
FA j CAh i ¼

X
N

FAh jP̂AðNÞ
� �

P̂AðNÞ CAj i� � ¼X
N

FAðNÞ j CAðNÞh i: (6.211)

The state vectors inHA exhaust both theN conserving and nonconserving patterns

of occupations of the complete set of one-electron states. In order to effect changes in

the system number of particles the creation and annihilation (destruction) operators

are being introduced in this second quantization (occupation number) representation
of electronic states (see, e.g.: Jørgensen and Simons 1981; Szabo and Ostlund 1982;

McWeeny 1989; Surjan 1989). When acting on an N-electron state the former gives

rise to a state of (N þ 1) electrons, while the action of the latter generates a state of

(N � 1) electrons. In what follows we shall apply this formalism in the specific

context of the Coulomb correlation in the N-electron molecular/atomic systems.

We shall demonstrate that in this elegant formulation of the generalized CI theory

of electronic clusters, the crucial stage of determining the matrix elements of the

electronic Hamiltonian in the basis set of Slater determinants defining the excited

configurations amounts to straightforward algebraic manipulations on the one- and

two-electron integrals calculated in the nearly complete basis set of molecular SO.

In this generalized description the fractional-N states appear as ensembles

(statistical mixtures) of the integer-N states. This enables one to treat in quantum

theory a variety of classical chemical problems involving open molecules, dealing

with the Charge Transfer (CT) phenomena, e.g., the fractional or integral electron

attachment or withdrawal processes, and the thermodynamic equilibria of the exter-

nally open molecular systems, coupled to electron reservoirs.

6.5.1 Fock Space and Creation/Annihilation Operators

A general Slater determinant

CAðNÞ ¼ jcicj . . .cpj � hqjcicj . . .cpi � hqji j . . . pi � hqjCAi (6.212)
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provides the q ¼ qlf g ¼ QN (position-spin) representation of the N-electron state

vector jCA(N)i ¼ jci cj, . . ., cpi � ji j . . . pi, which is uniquely identified by its

selection of the one-electron state vectors {jcki ¼ jki} or the singly occupied SO:

{ck(q) ¼ hqjki}. Notice that the order in which SO are listed, although immaterial

for the direction of the state vector in the molecular Hilbert space, and hence also

for the identity of the quantum state itself, does matter for its sign (phase): any

exchange of two SO changes the sign of the state-vector and the associated Slater

determinant.

Therefore, such an antisymmetric state of N-electrons is uniquely identified by

the occupation numbers {nk} (see Sect. 6.1.3) of the complete set of SO: nk ¼ 1

for the occupied and nk ¼ 0 for the unoccupied SO. For example, the occupation

vector j001010. . .i of the two-electron system identifies the state vector jc3 c5i
and hence also the Slater determinant jc3c5j. Similarly, the normalized vacuum

state, hvacjvaci ¼ 1, corresponds to the vanishing occupations of all SO:

jvaci ¼ j00. . .i. The Fock (F) space thus contains all kets {jn1 n2 . . . nk . . .i} for

any overall number of electrons N ¼ ∑k nk:

jvaci; fjiig; fjijig; fjijkig; . . . ; fjij . . . pig; . . . (6.213)

This enlarged basis of the independent state vectors defines the so called occupation
number representation. It should be observed that kets corresponding to different

permutations of the same set of occupied SO determine the same quantum state of N
electrons, which can be uniquely identified by the ordered (increasing) labels of SO
in jCAi.

As we have already remarked above, the transition from CA(N) ¼ ji j . . . pj !
CA(N þ 1) ¼ ji j . . . prj is effected by the action of the creation operator âþr , which
creates an additional electron in state jri. Its action in the Fock space is defined in

the following way:

âþr i j . . . pj i ¼ ij . . . prj i ¼ ð�1Þnr ij . . . r . . . pj i; r =2 ði; j; . . . ; pÞ;
0; r 2 ði; j; . . . ; pÞ;

�
(6.214)

here nr stands for the number of SO exchanges required to shift index r of ij . . . prj i
to its proper position in the ordered set ij . . . r . . . pj i. The zero vector results when

the SO to be created is already involved in the initial determinant.

A lowering of the number of electrons is similarly effected by the annihilation
operator â�r symbolizing the action opposite to that of âþr , i.e., the destruction of an
electron in state rj i; ð�1Þnr â�r ij . . . r . . . pj i ¼ â�r ij . . . prj i ¼ ij . . . pj i, or:

â�r i j . . . pj i ¼ ð�1Þnr ij . . . 6 r . . . pj i ¼ ij . . . p 6 rj i; r 2 ði; j; . . . ; pÞ;
0; r =2ði; j; . . . ; pÞ:

�
(6.215)

Again, nr counts the number of orbital exchanges required to move r to the end of

the list of SO and 6 r marks the destroyed SO. The zero vector is seen to result when

the SO to be annihilated is not initially present in the determinant.
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Therefore, all vectors in the Fock space (6.213) can be derived from the vacuum

state by actions of the relevant creation operators,

ij i ¼ âþi vacj i� �
; ijj i ¼ âþj ij i ¼ âþj âþi vacj i

n o
; . . . ;

ij . . . pj i ¼ âþp . . . âþj âþi vacj i
n o

; . . . ; (6.216)

or traced back to the vacuum state by actions of the corresponding annihilation

operators applied in the reverse order:

vacj i ¼ â�i ij i ¼ â�i â�j ijj i ¼ . . . ¼ â�i â�j . . . â�p ij . . . pj i: (6.217)

One also observes that âþi â
þ
i vacj i ¼ âþi ij i ¼ â�i â

�
i ij i ¼ â�i vacj i ¼ 0.

These relations imply the anticommutation property of Jordan and Wigner for

these operators:

âþj âþi vacj i ¼ ijj i ¼ � jij i ¼ �âþi âþj vacj i or

âþj âþi þ âþi âþj � âþi ; â
þ
j

h i
þ
¼ 0;

(6.218)

â�i â�j ijj i ¼ vacj i ¼ �â�j â�i jij i or â�i â�j þ â�j â�i ¼ â�i ; â
�
j

h i
þ
¼ 0; (6.219)

where ½Â; B̂�þ ¼ ÂB̂þ B̂Â denotes the anticommutator of two operators. It follows

from these equations that in the language of the second quantization formalism

these relations reflect the Pauli principle of the antisymmetrization of the fermion

wave function.

Next, let us examine the products of the creation and annihilation operators. One

can easily verify that the nondiagonal (s 6¼ r) product operator âþs â
�
r replaces the

occupied state jri with the occupied state jsi, since the right operator in the product
destroys an electron in jri and the left operator creates in its place an electron in

state jsi:

âþs â�r ij . . . r . . . pj i ¼ ð�1Þnr âþs â�r ij . . . prj i ¼ ð�1Þnr âþs ij . . . pj i
¼ ð�1Þnr ij . . . psj i ¼ ð�1Þ2nr ij . . . s . . . pj i
¼ ij . . . s . . . pj i � r ! sj i: (6.220)

We have observed above that placing the newly created state jsi in the position

originally kept by jri requires the same number of exchanges as that required to

move the latter to the end of the original list of the occupied SO. We therefore

conclude that the operator âþs â
�
r indeed amounts to a single r ! s excitation. One

similarly verifies the action of the product operator with reverse order of the two

factors:
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â�r âþs ij . . . r . . . pj i ¼ â�r ij . . . r . . . psj i ¼ ð�1Þnrþ1
â�r ij . . . psrj i

¼ ð�1Þnrþ1 ij . . . psj i: (6.221)

The diagonal (s ¼ r) products of such creation and annihilation operators

similarly give:

âþr â�r i j . . . pj i ¼ ij . . . pj i; r 2 ði; j; . . . ; pÞ;
0; r =2 ði; j; . . . ; pÞ;

�
(6.222)

â�r âþr i j . . . pj i ¼ ij . . . pj i; r =2 ði; j; . . . ; pÞ;
0; r 2 ði; j; . . . ; pÞ:

�
(6.223)

Hence, (6.220)–(6.223) are also compactly summarized by the following

anticommutator identity:

âþs â�r þ â�r âþs ¼ âþs ; â
�
r

� �
þ ¼ ds;r: (6.224)

Indeed, using these four equations gives for the r ∈ (i, j, . . ., p) case:

âþs ; â
�
r

� �
þ ij . . . r . . . pj i ¼ ij . . . s . . . pj i � ij . . . s . . . pj i ¼ 0;

âþr ; â
�
r

� �
þ ij . . . r . . . pj i ¼ ij . . . r . . . pj i; etc:

One also observes that the normalization of the state vectors in the Fock space

requires:

ij . . . ph j âþr
� �y

âþr ij . . . pj i ¼ 1; r =2 ði; j; . . . ; pÞ; or âþr
� �y

âþr ¼ 1;

ij . . . r . . . ph j â�r
� �y

â�r ij . . . r . . . pj i ¼ 1; or â�r
� �y

â�r ¼ 1: (6.225)

It thus follows from these operator reciprocity relations that:

âþr
� �y ¼ âþr

� ��1 ¼ â�r � âr â�r
� �y ¼ â�r

� ��1 ¼ âþr � âyr : (6.226)

Therefore, the creation operators are Hermitian conjugates of the annihilation

operators, and vice versa; as such they are not Hermitian themselves. In the new

notation introduced in the preceding equation, the anticommutation relations read:

âyr ; â
y
s

� �
þ ¼ ½âr; âs�þ ¼ 0 and âys ; âr

� �
þ ¼ ds;r: (6.227)

The creation and destruction operators in the position-spin representation, called

the field operators ĉ
yðqÞ and ĉðqÞ, introduce the local aspect of the electron

distribution. They respectively create and destroy one-particle state jqi ¼ jr,szi,
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the eigenfunction of the operator q̂ ¼ ðr̂; ŝzÞ associated with the particle position-

spin “coordinates” q ¼ (r, sz), i.e., the state corresponding to the sharply specified

position (r) and spin orientation (sz) of an electron,

r̂ qj i ¼ r qj i and ŝz qj i ¼ sz qj i; (6.228)

or in the combined short notation: q̂ qj i ¼ q qj i. This definition of field operators

thus implies:

ĉ
yðqÞ vacj i ¼ qj i and ĉðqÞ qj i ¼ vacj i:

They satisfy the associated anticommutation relations,

½ĉyðqÞ; ĉyðq0Þ�þ ¼ ½ĉðqÞ; ĉðq0Þ�þ ¼ 0 and

½ĉyðqÞ; ĉðq0Þ�þ ¼ dðq� q0Þ; (6.229)

which represent the local analogs of those summarized in (6.227).

From the relevant identity (completeness) projections,ð
dq qj i qh j ¼

X
r

rj i rh j ¼ 1; (6.230)

and the associated resolutions of SO in the continuous basis {jqi} and of jqi in the

discrete SO basis {jri},

rj i ¼
ð
dq qj i qh jri ¼

ð
qj i crðqÞ dq;

qj i ¼
X
r

rj i r j qh i ¼
X
r

rj i c�
r ðqÞ; (6.231)

one then arrives at the following relations between the creation/annihilation

operators and their (local) field operator analogs:

rj i ¼ âyr vacj i ¼
ð
dqcrðqÞ ĉ

yðqÞ vacj i or âyr ¼
ð
dq crðqÞ ĉ

yðqÞ; (6.232)

qj i ¼ ĉyðqÞ vacj i ¼
X
r

c�
r ðqÞ âyr vacj i or ĉyðqÞ ¼

X
r

c�
r ðqÞ âyr : (6.233)

Hence the relations between their adjoints, the associated annihilation operators:

âr ¼
ð
dq c�

r ðqÞ ĉðqÞ and ĉðqÞ ¼
X
r

crðqÞ âr: (6.234)
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It further follows from (6.222) that kets in the Fock space, {jni}, which are

identified by the corresponding occupation vector of SO, n ¼ (n1, n2, . . ., nr, . . . ),

are eigenfunctions of the operators âþr â�r ¼ âyr âr
� �

, with the eigenvalues reflecting

the SO occupation numbers {nr}:

âyr âr nj i � n̂Fr nj i ¼ nr nj i; nr ¼ 1; occupied SO

0; unoccupied SO

�
: (6.235)

Therefore, the Hermitian operator n̂Fr ¼ n̂Fyr represents the occupation number of

cr. Hence, the Fock space vectors also satisfy the eigenvalue problem for the

overall number of electrons N, represented in the second quantization formalism

by the Hermitian operator N̂
F ¼Pr n̂

F
r ¼Pr â

y
r âr:

N̂
F
nj i ¼

X
r
nr

� 
nj i ¼ N nj i: (6.236)

Let us now examine how the electronic Hamiltonian [(5.51) and (5.69)] and its

one- and two-electron contributions ĥð1Þ and g(1,2) are represented in the Fock

space. We first observe that using the discrete projection of (6.230) onto the

complete space of SO gives:

ĥ ij i ¼
X
r

rj i rh jĥ ij i ¼
X
r

rj i�hr;i; (6.237)

where �hr;i denotes the matrix element of ĥð1Þ between the indicated SO (5.73). The

one-electron part of the molecular N-electron (Coulomb) Hamiltonian is given by

the sum of such one-electron operators:

F̂ðNÞ ¼
X
i

ĥðiÞ; (6.238)

with ĥðiÞ acting on the one-electron state describing ith electron. Hence, its action

on the Slater determinant gives [see (6.237)]:

F̂ðNÞdet½ck1ð1Þck2ð2Þ . . .ckiðiÞ . . .� ¼
X
ki

X
ki

0
det½ck1ð1Þck2ð2Þ . . . cki

0 ðiÞ . . .��hki 0;ki :

(6.239)

Here, relative to the original determinant in the l.h.s., the determinant in the r.h.s.

sum involves the substitution of the orbital describing ith electron, cki ! cki
0 ,

which in the Fock space can be accomplished by the action of the single-excitation
operator of (6.220) on the original state:

F̂
F
k1 k2 . . . ki . . .j i ¼

X
ki

X
k
0
i

ây
ki

0 âki k1 k2 . . . ki . . .j i �hki 0; ki : (6.240)
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Therefore, the second quantization form of the (symmetrical) one-electron operator

of (6.238) reads:

F̂
F ¼

X
r

X
s

�hs;r â
y
s âr: (6.241)

It is devoid of any explicit N-dependence, so it applies to both the neutral systems

and ions. As we have argued in (6.236), the number of electrons is ultimately

recognized by another N-independent operator: N̂
F ¼Pr â

y
r âr.

One similarly determines the Fock space form of the two-electron operator

ĜðNÞ ¼
X
i< j

gði; jÞ: (6.242)

We first observe that in the Fock space the double excitation (t,u) ! (r,s),
consisting of simultaneous replacements of two SO, ct ! cr and cu ! cs, is

effected by the operator âyr â
y
sauat:

âyr â
y
s âuât ij . . . u . . . t . . . pj i ¼ ð�1Þnt âyr âys âuât ij . . . u . . . ptj i

¼ ð�1Þnt âyr âys âu ij . . . u . . . pj i ¼ ð�1Þntþnu âyr â
y
s âu ij . . . puj i

¼ ð�1Þntþnu âyr â
y
s ij . . . pj i ¼ ð�1Þntþnu âyr ij . . . psj i

¼ ð�1Þntþ2nu âyr ij . . . s . . . pj i ¼ ð�1Þntþ2nu ij . . . s . . . prj i
¼ ð�1Þ2ntþ2nu ij . . . s . . . r . . . pj i ¼ ij . . . s . . . r . . . pj i � t ! r; u ! sj i:

(6.243)

The complete two-electron basis is spanned by all product functions

{ck(1)cl(2)} [see (6.60)] or the associated Slater determinants {jkli} in the Fock

space:∑k,l jklihklj ¼ 1. The action of the (multiplicative) operator coupling the two

electrons is then determined by the two-electron integrals in the SO basis set [see

(5.75)]:

gjtui ¼ Sr;sjrsihrsjgjtui ¼ Sr;sjrsi ðrtjsuÞ: (6.244)

The corresponding action of the symmetrical operator of (6.242) on the representa-

tive vector in the Fock space or the associated Slater determinant then reads:

Ĝ
F
. . . ki . . . kj . . .
�� �� Ĝ

F
. . . u . . . t . . .j i

¼
X
t<u

X
r

X
s

. . . s . . . r . . .j i srh jg utj i

� 1

2

X
r

X
s

X
t

X
u

. . . s . . . r . . .j i srh jg utj i

¼ 1

2

X
r

X
s

X
t

X
u

âyr â
y
s âuât . . . u . . . t . . .j i srh jg utj i; (6.245)
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and hence

Ĝ
F ¼ 1

2

X
r

X
s

X
t

X
u

srh jg utj i âyr âys âuât: (6.246)

Therefore, the electronic Hamiltonian Ĥ
eðNÞ ¼ F̂ðNÞ þ ĜðNÞ assumes the fol-

lowing form in the second quantization representation of the Fock space:

Ĥ
e;F ¼ F̂

F þ Ĝ
F ¼

X
r

X
s

�hs;r â
y
s âr þ

1

2

X
r

X
s

X
t

X
u

srh jg utj i âyr âys âuât: (6.247)

The equivalence of this formalism to the previous expressions derived in Sect.

5.4 using the position-spin representation can be demonstrated by calculating the

expectation value of the electronic energy in state CA(N) ¼ jci cj . . .j represented
by the associated vector ji j . . .i in the Fock space. For the average one-electron

energy, one indeed recovers (5.74):

ij . . .h jF̂F
ij . . .j i¼

X
r

X
s

�hs;r ij . . .r . . .h jâys âr ij . . . r . . .j i

¼
X
r

X
s

�hs;r ij . . .r . . .h jij . . . s . . .i¼
X
r

X
s

�hs;r dr;s¼
X
r

�hr;r: (6.248)

The expectation value of the two-electron operator similarly gives

ij . . .h jĜF
ij . . .j i ¼ 1

2

X
r

X
s

X
t

X
u

srh jg utj i ij . . . u . . . t . . .h j âyr âys âuât ij . . . u . . . t . . .j i

¼ 1

2

X
r

X
s

X
t

X
u

srh jg utj i ij . . . u . . . t . . .h jij . . . s . . . r . . .i:

(6.249)

The mutual projection of the two vectors in the Fock space does not vanish only in

two cases: for (s ¼ u)∧ (r ¼ t), when ij . . . u . . . t . . .h jij . . . u . . . t . . .i ¼ 1, and

for (s ¼ t) ∧ (r ¼ u), when ij . . . u . . . t . . .h jij . . . t . . . u . . .i ¼
� ij . . . u . . . t . . .h jij . . . u . . . t . . .i ¼ �1. This again gives the familiar result

of (5.75):

ij . . .h jĜF
ij . . .j i ¼ 1

2

X
r

X
s

½ srh jg srj i� srh jg rsj i� ¼ 1

2

X
r

X
s

½�Js;r � �Ks;r�: (6.250)

It should be further emphasized that the creation operator and its field operator

analog act as such only when acting on the ket, to their right. Indeed, when acting on
the bra, to their left, they have the opposite, annihilation meaning, e.g.,

âyr ij . . . prj i ¼ 0 but

ij . . . prh jâyr ¼ ½âr ij . . . prj i�y ¼ ij . . . pj iy ¼ ij . . . ph j:
(6.251)
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In the position-spin representation, one finds analogous expressions for

operators depending upon the continuous/discrete variable q. For example, the

Fock space representation of the spin density operator r̂ðqÞ (3.9) is given by the

product of the creation and annihilation field operators:

r̂FðqÞ ¼ ĉ
yðqÞ ĉðqÞ: (6.252)

Indeed, using expressions reported in (6.233) and (6.234, one then recovers the

known expression for the spin density in terms of the occupied SO:

ij . . .h jr̂FðqÞ ij . . .j i ¼
X
r

X
s

c�
s ðqÞcrðqÞ ij . . . r . . .h jâys âr ij . . . r . . .j i

¼
X
r

X
s

c�
s ðqÞcrðqÞ ij . . . r . . .h jij . . . s . . .i

¼
X
r

X
s

c�
s ðqÞcrðqÞ dr;s ¼

X
r

crðqÞj j2: (6.253)

The kinetic energy operator in the position-spin representation T̂eðqÞ has the

following representation in the Fock space (a.u.):

T̂
F

e ðqÞ ¼
ð
dq ĉ

yðqÞ � 1

2
D

� �
ĉðqÞ ¼ 1

2

ð
dqrĉ

yðqÞ � rĉðqÞ: (6.254)

Notice the similarity of the preceding expressions for the (many-electron) quantum
mechanical operators to the corresponding one-electron expectation values in the

one-electron state ’(q):

rðqÞ ¼ ’�ðqÞ’ðqÞ and Te½’� ¼ 1

2

ð
dqr’�ðqÞ�r’ðqÞ;

with the field operators of the Fock space in the former replacing the wave functions

of the latter. This analogy also holds in the Fock space representation of the

probability current operator ĵðqÞ[compare (3.128)]:

ĵFðqÞ ¼ 1

2i
½ĉyðqÞ rĉðqÞ � ĉðqÞ rĉ

yðqÞ�: (6.255)

The remaining parts of the electronic Hamiltonian in the coordinate-spin repre-

sentation read:

V̂
F

ne ¼
ð
dq vðqÞ ĉyðqÞ ĉðqÞ;

V̂
F

ee ¼
1

2

ð
dq1

ð
dq2

1

r1 � r2j j ĉ
yðq1Þ ĉ

yðq2Þ ĉðq2Þ ĉðq1Þ: (6.256)
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In this local second quantization formalism, the first- and second-order
reduced density matrices are expectation values of the following products of

field operators:

ĝF1 q1; q1
0ð Þ ¼ ĉ

yðq1Þ ĉ q1
0ð Þ;

ĝF2 q1; q2; q1
0; q2

0ð Þ ¼ 1

2
ĉ
yðq1Þ ĉ

yðq2Þ ĉ q2
0ð Þ ĉ q1

0ð Þ: (6.257)

Indeed, the spin density operator of (6.252) is seen to constitute the diagonal part of

ĝF1 q1; q1
0ð Þ thus giving rise to the following position-spin representation of the

particle number operator of (6.236):

N̂
F ¼

ð
dq r̂FðqÞ ¼

ð
dq ĉ

yðqÞ ĉðqÞ: (6.258)

The equivalence of this continuous expression and the previously reported discrete

operator can be directly verified using the relevant expansions of the field operators

[(6.233) and (6.234)]:

N̂
F ¼

X
r;r0

r j r0h i âyr âr0 ¼
X
r;r0

dr;r0 â
y
r âr0 ¼

X
r
âyr âr ¼

X
r
n̂Fr ; (6.259)

where n̂Fr stands for the occupation operator of jri.

6.5.2 Cluster Expansion of Electronic States

We have demonstrated in the preceding section that the state vectors of the

excited configurations appearing in the CI expansion of the correlated electronic

wave functions can be written in the second quantization representation

as the result of acting on the HF (“vacuum”) state CHF
0

�� � � vacj i ¼
j . . . ; k; l; . . . ;m; . . .i (containing zero excitations) with the corresponding elec-

tron excitation operators [see (6.220) and (6.243)]:

Fp
k

�� �� k! pj i ¼ âypâk vacj i; Fp;q
k;l

��� E
� ðk; lÞ! ðp;qÞj i ¼ âypâ

y
qâlâk vacj i;

Fp;q; ...; r
k;l; ...;m

��� E
� ðk; l; . . . ; mÞ ! ðp;q; . . . ; rÞj i ¼ âypâ

y
q . . . â

y
r âm . . . âlâk vacj i; etc:

(6.260)

Therefore, the FCI expansion of the correlated ground state of electrons can be

interpreted as the result of acting on the HF vacuum state with the general electron

excitation operator T̂, which combines excitations of all multiplicities:
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CCI
0

�� � � C0
�CCI
0

�� � ¼ C0 1þ
Xoccd:
k

Xvirt:
p

�Cp
k â

y
pâk þ

Xoccd:
k< l

Xvirt:
p< q

�Cp;q
k;l â

y
pâ

y
qâlâk þ . . .

 !
vacj i

� C0 1þ
Xoccd:
k

ûkþ
Xoccd:
k< l

ûk;l þ . . .þ
Xoccd:

k< l< ...<m

ûk;l;...;m þ . . .

 !
vacj i

� C0ð1þ T̂1 þ T̂2 þ . . .þ T̂n þ . . .Þ vacj i � C0ð1þ T̂Þ vacj i;
(6.261)

where ûk;l;...;m ¼ Pvirt:
p< q< ...< r

�Cp;q; ...; r
k;l; ...;m âypâ

y
q . . . âyr âm . . . âlâk. The cluster operators

T̂1 ¼
Xoccd:
k

ûk; T̂2 ¼
Xoccd:
k< l

ûk;l; . . . ; T̂n ¼
Xoccd:

k< l< ...<m

ûk;l;...;m; . . . (6.262)

are said to generate the 1-cluster, 2-cluster, . . ., n-cluster, . . ., corrections to the HF
(vacuum) state, respectively, through the excitations of single electrons, electronic

pairs, . . ., n-electron clusters, etc.

Consider now the action on the HF vacuum state of the exponential electron
excitation operator of the CC approximation [see (3.92a,b)],

expðT̂Þ ¼ 1þ T̂þ 1

2
T̂
2 þ 1

3!
T̂
3 þ . . . ; (6.263)

expðT̂Þ vacj i ¼ 1þ T̂1 þ T̂2 þ 1

2
T̂
2

1

� �
þ T̂3 þ T̂1T̂2 þ 1

3!
T̂
3

1

� �	

þ T̂4 þ T̂3T̂1 þ 1

2
T̂
2

2 þ
1

2
T̂2T̂

2

1 þ
1

4!
T̂
4

1

� �
þ . . .



vacj i

� ð1þ Ĉ1 þ Ĉ2 þ Ĉ3 þ Ĉ4 þ . . .Þ vacj i � �CCC
0

�� �
: (6.264)

It reveals the structure of the n-tuple excitation operator Ĉn in the correlated state
�CCC
0

�� �
of the CC approximation. Besides T̂n this operator is seen to contain also all

products of the lower-order excitations, originating from smaller excitation

clusters, which together give rise to the combined multiplicity n of all such partial

excitations.

For example, it follows from this expansion that quadruple operator Ĉ4 of the

CC expansion contains five different cluster excitations. In accordance with the

discussion of Sect. 6.4.3, the most important contribution should be expected to

originate from the T̂
2

2 term, which represents strong Coulomb correlation

interactions between two electronic pairs, e.g., electrons occupying two different

MO. The same type of reasoning indicates that the T̂4 term in this operator is much

less important, since it represents Coulomb correlation interactions between four

electrons, which are already to a large extent exchange correlated. Finally, the T̂1
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contribution to Ĉ4 can be strongly limited by using the MC SCF reference function

in the associated MR-CC method.

6.5.3 Coupled Cluster Method

As argued above, the most important in the cluster expansion of (6.263) are the

2-clusters (electronic pairs) represented by operator T̂2:

T̂ ffi T̂2 � 1

4

Xoccd:
k< l

Xvirt:
p< q

tp;qk;l â
y
pâ

y
qâlâk; (6.265)

where the unknowns tp;qk;l

n o
, called the CC amplitudes, represent the renormalized

CI coefficients �Cp;q
k;l

n o
. This CC-2 approximation is basically equivalent to the

CPMET treatment of Sect. 6.4.3.

The relevant equations for determining the coefficients defining the correlated

state of the coupled 2-clusters are derived in a way similar to that used to derive the

corresponding CPMET equations. One starts with the eigenvalue equation of the

electronic Hamiltonian for �CCC
0

�� � ffi exp(T̂2Þ vacj i,

Ĥ
e
exp(T̂2Þ vacj i ¼ Ee

0 exp(T̂2Þ vacj i; (6.266)

where Ee
0 ¼ EHF

0 þ DECC
corr:. Acting from the left on both sides of the preceding

equation with the inverse exponential operator exp(� T̂2Þ; exp(� T̂2Þ exp(T̂2Þ ¼
exp(0Þ ¼ 1, one then arrives at the associated eigenvalue problem of the similarity-

transformed electronic Hamiltonian:

exp(� T̂2ÞĤe
exp(T̂2Þ vacj i � Ĥ

e

2 vacj i ¼ Ee
0 vacj i: (6.267)

Its projection onto the HF vacuum state gives the familiar expression for the

correlated energy of the system ground state [see (6.180) and (6.195)]:

Ee
0 ¼ EHF

0 þ DECC
corr: ¼ vach jĤe

2 vacj i
¼ vach jð1� T̂2 þ 1

2
T̂
2

2 � . . .ÞĤeð1þ T̂2 þ 1

2
T̂
2

2 þ . . .Þ vacj i
¼ vach jĤe

vacj i þ vach jĤe
T̂2 vacj i

¼ EHF
0 þ

Xoccd:
k< l

Xvirt:
p< q

tp;qk;l vach jĤe ðk; lÞ ! ðp; qÞj i

¼ EHF
0 þ

Xoccd:
k< l

Xvirt:
p< q

t p;qk;l kljgj pq� qph i ¼ EHF
0 þ

Xoccd:
k< l

eCCk;l : (6.268)
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Above, we have observed that

vach jT̂2 ¼ 0; (6.269)

since the action of the creation operators of jpi and jqi on the bra vacuum vector

amounts to annihilation of one-particle states which are not used in the HF

determinant [see also (6.251)]. For example,

vach jâypâyqâlâk ¼ â
y
kâ

y
l âqâp vacj i

� y
¼ 0: (6.270)

We have also used in (6.268) the Slater–Condon rules of (5.86) and (5.87), which

predict the vanishing matrix element vach jĤe
T̂2T̂2 vacj i, the ket of which represents

the quadruply excited configuration relative to the HF vacuum.

As in the electron-pair theories, the equations for the optimum CC amplitudes

result from projecting (6.267) into the doubly excited states:

ðklÞ ! ðp; qÞh jĤe

2 vacj i ¼ Ee
0 ðklÞ ! ðp; qÞ j vach i ¼ 0; (6.271)

by the orthogonality of configurations. Expanding the exponential operators then

gives the following nonvanishing contributions to the matrix element on the l.h.s of

the preceding equation,

ðklÞ ! ðp; qÞh jĤeð1þ T̂2 þ 1

2
T̂
2

2Þ � T̂2Ĥ
eð1þ T̂2Þ vacj i ¼ 0; (6.272)

which imply the (coupled) quadratic equations for the CC amplitudes.

Since the number of such unknowns is very large, solving these equations is not

an easy task. This severely restricts the range of applications of the CC method to at

best medium-size molecular systems. The other problem which still awaits a

satisfactory solution is the use of the multireference functions, e.g., the ground-

states of the open-shell systems or the optimum states from the MC SCF method, as

the starting point in the cluster expansion.

6.6 Elements of Valence Bond Approach

The Valence Bond (VB) theory originates from the classical Heitler and London

(HL) (1927) treatment of the hydrogen molecule (see also: London 1928), the first

quantum theory of the chemical bond. It has played an extremely important part in

the early history of the quantum treatment of the molecular electronic structure,

being strongly advocated by Slater and Pauling, later to be dominated by the MO

theory of Mulliken, Hund, and H€uckel, and made a strong comeback from 1980s

onward. An interesting account of the early VB-MO rivalry has recently been given

in an excellent primer by Shaik and Hiberty (2004). This theory connects more
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directly to the classical chemical concepts and offers important insights into the

elementary chemical processes, generates the key paradigms of chemistry, such as

the bonding electron pair and octet rule, successfully tackles many classical issues

in the theory of molecular structure, and conceptualizes the chemical reactivity

(e.g., Shaik 1989, Shaik and Hiberty 1991, 1995; Shaik et al. 2001, 2009). Some of

its oversimplified implementations in the past have created notable “failures,”

which gave a false impression and reputation in some circles of the VB theory as

representing an obsolete model. A good example of such a problem is the spin

multiplicity of the ground state of O2. Although it is possible to give the VB

explanation of why this molecule has a triplet ground state, this reasoning is rather

involved in contrast to the very simple and more natural MO explanation.

However, when properly applied, with all its intrinsic nonorthogonalities and the

matrix elements of the Hamiltonian properly accounted for, the VB treatment

appears as an alternative approach to molecular electronic structure which is fully

equivalent to the MO method. The theory quantitative variants, the ab initio VB

methods, e.g.,GeneralizedVB (GVB) scheme of Goddard and coworkers (Goddard

1967; Goddard and Ladner 1971; Goddard et al. 1973; Goddard and Harding 1978;

Rappé and Goddard 1982; see also: Simonetta 1968; Gerratt 1974), provide very

efficient computational tools for determining the molecular PES and predicting the

outcomes of chemical reactions.

To obtain from a very large calculation the result which agrees with experiment

is only part of science. Of equal importance is a convincing, simple, and elegant

model of the molecular phenomena, giving the crucial understanding without

elaborate calculations. The VB approach, which closely follows the chemical

intuition in coupling atomic states in molecules, has been quite successful in

providing such a direct insight into many classical problems of the electronic

structure. For example, one of the great merits of the VB theory is its visually

intuitive wave function, given by the linear combination of the chemically mean-

ingful “structures.” The theory gives rise to our present understanding of the

competition between the s and p electrons in aromatic systems (e.g., Shaik et al.

2001; see also Jug and K€oster 1990), implies the new, charge-shift bonding

mechanism (Shaik et al. 2009), and provides qualitative models of chemical

reactions (e.g., Epiotis 1978; Shaik and Hiberty 2004) and the VB ideas have

been proven very useful in modeling the Born–Oppenheimer energy surfaces for

elementary reactive collisions (e.g., Murrell et al. 1984). Several important

developments in the straightforward VB theory have also occurred in recent

decades, e.g., the Moffitt (1951) theory of AIM with its subsequent refinements

(Balint-Kurti and Karplus 1973), the theory of the separated, strongly orthogonal

electron pairs (see Sect. 6.4.1) of Hurley et al. (1953), and the general group

function model of McWeeny (1989).

The VB strategy for constructing the molecular wave functions uses the quantum

states of constituent atoms (fragments), with a strong emphasis on the spin pairing of

electrons on the singly occupied valence orbitals of AIM as the source of all chemical

bonds in the system. This strategy of determining the antisymmetric basis functions

for molecular wave functions is thus multideterminant in character. The VB basis set
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involves all independent N-electron wave-functions, called the VB structures,

constructed directly from the valence shell AO of constituent atoms by using the

singlet coupling of the spins in the “bonded” electronic pairs, and admitting all

possible distributions of spin factors of the unpaired electrons coupled to the specified

length and the projection of the resultant spin (6.67). Such functions, however, which

represent the admissible spin-pairing patterns of the valence electrons, are not mutu-

ally orthogonal. They may even strongly overlap and in general a selection of the

independent set of VB structures is not a trivial mathematical problem, requiring the

group-theoretic, antisymmetrizing projections for both the spin and spatial functions,

as well as special techniques for constructing the spin and spatial parts of the elemen-

tary antisymmetric basis functions (e.g., Gerratt 1974).

The simplest way to generate the desired spin functions is to successively couple

together the spins according to the rules for adding angular momenta in quantum

mechanics, with the totality of such standard spin functions being conventionally

visualized in terms of the familiar “branching” diagrams (e.g., Gerratt 1974). This

perspective is thus fundamentally different from that used in the HF theory, which

aimed at the best one-determinantal representation in terms of the (delocalized)

canonical MO represented by LCAO.

6.6.1 Origins of VB Theory

Let us illustrate the basic proposition of HL theory using the classical case of the

hydrogen molecule Ha–Hb, with two atoms contributing a single electron each, and

the minimum basis set of the atomic functions, 1sa � a ∈ Ha and 1sb � b ∈ Hb,

respectively. There are two independent Slater determinants, which can be created

in this minimum AO basis set:

aþb�j j ¼ 1ffiffiffi
2

p ½að1Þbð2Það1Þbð2Þ � bð1Það2Þbð1Það2Þ�;

a�bþj j ¼ 1ffiffiffi
2

p ½að1Þbð2Þbð1Það2Þ � bð1Það2Það1Þbð2Þ�; (6.273)

from which two combinations, representing proper spin states of two electrons, can

be constructed (see Fig. 6.2),

CHL
S ð1; 2Þ ¼ NSffiffiffi

2
p aþb�j j � a�bþj j½ � ¼ NSffiffiffi

2
p aþb�j j þ bþa�j j½ �

¼ NSffiffiffi
2

p að1Þbð2Þ þ bð1Það2Þ½ �
� �

1ffiffiffi
2

p að1Þbð2Þ � bð1Það2Þ½ �
� �

� Fgða��bÞU0;0ð1; 2Þ; (6.274)
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CHL
T ð1; 2Þ ¼ NTffiffiffi

2
p aþb�j j þ a�bþj j½ � ¼ NTffiffiffi

2
p aþb�j j � bþa�j j½ �

¼ NTffiffiffi
2

p að1Þbð2Þ � bð1Það2Þ½ �
� �

1ffiffiffi
2

p að1Þbð2Þ þ bð1Það2Þ½ �
� �

� Fuða��bÞU1;0ð1; 2Þ;
(6.275)

where the normalizing factors Ns ¼ 1þ S2a;b

� �1=2

and NT ¼ 1� S2a;b

� �1=2

,

Sa,b ¼ hajbi. Here, U0,0(1, 2) and U1,0(1, 2) stand for the MS ¼ 0 singlet (S)
and triplet (T) spin states, respectively, while the spatial functions Fg(a—b) and
Fu(a—b) represent the even (g) and odd (u) combinations of the two AO product

states, which are symmetric and antisymmetric, respectively, with respect to the

inversion operation î relative to the bond midpoint, or – equivalently – with respect

to the permutation of the two electrons.

It thus follows from the two preceding equations that the two independent orbital

products {a(1)b(2) � jabi, b(1)a(2) � jbai} or their combinations in the bonding

(g) and antibonding (u) spatial functions {Fg(a—b), Fu(a—b)}, or equivalently the
Slater determinants {ja+b�j, ja�b+|}, form the equivalent bases of the two-electron

functions in terms of which the singlet and triplet states of the hydrogen molecule

can be expressed in the adopted minimum basis set of AO. Let us examine the

corresponding matrix elements of the electronic Hamiltonian (a.u.), with riX ¼
|ri � RXj, i ∈ (1, 2), X ∈ (Ha, Hb), R ¼ jRa � Rbj,

Ĥeð1; 2Þ ¼ ĥð1Þþ ĥð2Þþ gð1; 2ÞþR�1 � Ĥ
eð1; 2ÞþR�1

¼ �1

2
D1� 1

r1a

� �
þ �1

2
D2� 1

r2b

� �
þ � 1

r1b
� 1

r2a
þ 1

r1;2
þ 1

R

� �
� Ĥað1Þþ Ĥbð2Þþ Ĥabð1;2Þ; (6.276)

where f ĤXg denote the atomic Hamiltonians satisfying the eigenvalue equations of

the separated atoms, Ĥa aj i ¼ �1=2 aj i and Ĥb bj i ¼ �1=2 bj i, Ĥab groups the

interaction terms between the two atoms, all vanishing in the R ! 1 limit, and

the one-electron operator of (5.70) reads:

ĥðiÞ ¼ � 1

2
Di � 1

ria
� 1

rib
¼ � 1

2
Di þ vðiÞ: (6.277)

The VB-Coulomb (diagonal) matrix elements of the electronic Hamiltonian for

the elementary VB structures can be then expressed in terms of the orbital one- and

two-electron integrals:

Q ¼ abh jĤe
abj i ¼ aþb�j jh jĤe

aþb�j jj i ¼ a�bþj jh jĤe
a�bþj jj i

¼ ah jĥ aj i þ bh jĥ bj i þ abh jg abj i ¼ ha;a þ hb;b þ Ja;b or (6.278)
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abh jĤe abj i ¼ aþb�j jh jĤe aþb�j jj i ¼ a�bþj jh jĤe a�bþj jj i ¼ Qþ R�1

¼ �1þ abh jĤab abj i � �1þ JðRÞ; (6.279)

where the expectation value of the interatomic hamiltonian

JðRÞ ¼ abh jĤab abj i ¼ aþb�j jh jĤab aþb�j jj i ¼ a�bþj jh jĤab a�bþj jj i
¼ expð�2RÞðR�1 þ 5=8� 3R=4� R2=6Þ: (6.280)

The VB exchange (nondiagonal) matrix element of the electronic Hamiltonian

can be similarly expressed in terms of the AO overlap integral,

Sa;bðRÞ ¼ ajbh i ¼ expð�RÞð1þ Rþ R2=3Þ; (6.281)

the coupling one-electron integral ha,b, and the exchange two-electron integral Ka,b:

K ¼ abh jĤe
baj i ¼ aþb�j jh jĤe

bþa�j jj i ¼ a�bþj jh jĤe
b�aþj jj i

¼ 2Sa;b ah jĥ bj i þ abh jg baj i ¼ 2Sa;bha;b þ Ka;b or (6.282)

abh jĤe baj i ¼ aþb�j jh jĤe bþa�j jj i ¼ �S2a;bðRÞ þ abh jĤab baj i
� �S2a;bðRÞ þKðRÞ; (6.283)

whereKðRÞ represents the spin exchange term of the interatomic Hamiltonian Ĥab.

Finally, for the overlap between the two elementary VB product functions one

obtains:

SðRÞ ¼ ab j bah i ¼ a�bþj j j b�aþj jh i ¼ S2a;bðRÞ: (6.284)

For the equilibrium internuclear distance, one thus finds Sa;bðReÞ ¼ 0:75 and hence
SðReÞ ¼ 0:56.

In terms of these matrix elements the expectation values of the electronic energy

in the singlet (bonding) state (6.274) and its triplet (antibonding) analog (6.275) of

H2 respectively read:

Eeh iCHL
S

� Ee CHL
S

� � ¼ CHL
S

� ��Ĥe
CHL

S

�� � ¼ Qþ K

1þ S
or

Ee CHL
S

� � ¼ CHL
S

� ��Ĥe CHL
S

�� � ¼ �1þ J þK
1þ S

; (6.285)

Eeh iCHL
T

� Ee CHL
T

� � ¼ CHL
T

� ��Ĥe
CHL

T

�� � ¼ Q� K

1� S
or

Ee CHL
T

� � ¼ CHL
T

� ��Ĥe CHL
T

�� � ¼ �1þ J �K
1� S

: (6.286)
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In the two preceding equations, the first expression does not include the nuclear

repulsion term, while the second expression explicitly separates the dissociation

limit, at R ! 1, Ee CHL
S ð1Þ� � ¼ Ee CHL

T ð1Þ� � ¼ �1, when S ¼ Ĥab ¼ 0 and

hence also J ¼ K ¼ 0.

Should one neglect the overlap, S � 0, the electronic energies of the singlet and

triplet states of H2 thus read: Ee CHL
S

� � ¼ Qþ K and Ee CHL
T

� � ¼ Q� K. The

energy Q + R�1 represents the energy of the separated atoms plus their coulombic

interaction and it remains quasiconstant as function of the internuclear distance,

from the infinite distance to about the equilibrium distance Re, showing a shallow

minimum near Re. It corresponds to the energy of the semiclassical state of the two

hydrogen atoms, when they are brought together without exchanging their spins.

The spin exchange term K describes the nonclassical effect associated with

enforcing the proper spin state of two electrons, and it becomes large and negative

at the normal interatomic distance, accounting for over 90% of the binding energy

of the molecule in the singlet state. In the antibonding triplet state K appears with

the opposite sign thus giving rise to an effective repulsion at all distances leading to

a spontaneous dissociation of the molecule into two hydrogen atoms.

This explains why in the early quantum theory of the chemical bond theVB energy

term associated with the spin exchange between the two AO in the two elementary

determinantal states ja+b�j and ja�b+j has acquired an apparently crucial importance.

To quote the Shaik and Hiberty (2004), “. . .the physical phenomenon responsible for
the bond is the exchange of spins between the two AOs, that is the resonance between
the two spin arrangements . . ..” However, this diagnosis may be somewhat

misleading, since it directly follows from the final expression of (6.282) that only

the second term represents the true exchange integral Ka,b ¼ að1Þbð2Þh jgð1; 2Þ
jbð1Það2Þi1;2 > 0, involving the two electrons and interchange of their variables. Its

remaining, dominant contribution, proportional to the overlap of (6.281), 2ha,bSa,b, is
of the one-electron character, ha;b ¼ að1Þh jĥð1Þ bð1Þj i1 ¼ ta;b þ va;b < 0, including

the nondiagonal matrix element of the kinetic energy, ta,b ¼ ha(1)j � ½D1jb(1)i1,
representing the nonadditive kinetic energy in AO resolution, and the attraction

energy between the nuclei and the overlap charge distribution of the chemical bond,

va,b ¼ ha(1)jv(1)jb(1)i1. It is large and negative, completely outweighing the

(positive) real exchange integralKa,b. Therefore, the VB exchange termK can assume

its correct, negative value only when the AO overlap is not neglected. As emphasized

byMcWeeny (1989), this energy “. . . effectively disquises the actual factors involved
in chemical bonding by indiscriminately mixing together terms representing
kinetic energy, electron–nuclear attraction energy and electron-electron repulsion
energy . . ..”

Nevertheless, one cannot dismiss altogether the importance of this VB spin

exchange term as an important bond increment (“invariant”) for a qualitative

understanding of the origins of the chemical bond. Indeed, it directly follows

from the molecular (BO) virial theorem that formation of the chemical bond

involves changes in all energy contributions, both kinetic and potential, attrac-

tive and repulsive, of one- and two-electron origin. It thus follows that the
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above-mentioned mixed character of K, combining different kinetic and potential

one- and two-electron energies, cannot be seriously contemplated as a disqualifying

feature in a discussion of its potential usefulness in a qualitative understanding/

interpretation of the elementary bonding/antibonding effects.

6.6.2 Bond Energies and Ionic Structures

The experimental value of the magnitude of the bonding energy in H2 (a.u.)

(6.65), � DEexp:
bond Rexp:

e ¼ 1:4006
� � ¼ Dexp:

e Rexp:
e

� � ¼ 0:1745, is already quite well

reproduced in the HL approximation in the minimum basis set of the two 1s orbitals
of constituent atoms, DHL

e RHL
e ¼ 1:64

� � ¼ 0:115. It thus gives a better prediction

than the corresponding simple MO function, DMO
e RMO

e ¼ 1:57
� � ¼ 0:097, although

the predicted equilibrium bond length is much overestimated. The HL function

gives the correct atomic dissociation, while the RHF MO approximation predicts

the equimixture of the atomic and ionic dissociation products [see (6.63)]. This is

because the HL wave function of (6.274) partly accounts for the Coulomb correla-

tion between electrons by representing the state in which the two spin-paired

electrons avoid the simultaneous occupancy of the same AO.

Such ion pair occupation patterns, of two spin-paired electrons occupying

the same AO, generate the elementary ionic VB products fað1Það2Þ ¼ aaj i �
H�

a H
þ
b

� �
and bð1Þbð2Þ ¼ bbj i � Hþ

a H
�
b

� �g or equivalently their even (g) combina-

tion, symmetric with respect to the inversion operation î relative to the bond

midpoint, compatible with the spatial symmetry type of the singlet wave function

CHL
S ,

Fion:
g ða��bÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ð1þ S2a;bÞ
q ½að1Það2Þ þ bð1Þbð2Þ�

¼ Nion: H�
a H

þ
b

� �þ Hþ
a H

�
b

� �� �
: (6.287a)

It represents the spatial factor of the associated g-type (singlet) ionic VB

structure:

Cion:
S ð1; 2Þ ¼ NSffiffiffi

2
p aþa�j j þ bþb�j j½ � ¼ Fion:

g ða��bÞU0;0ð1; 2Þ: (6.287b)

Therefore, the CHL
S state represents the covalent structure of (6.63),

Fgða��bÞ � Fcov:
g ¼ Fatom:

0 , in which electrons are shared between the two bonded

atoms. However, the exact ground state must also partly involve the simultaneous

double occupancy of the two AO, thus calling for an admixture of the ionic

configurations. Indeed, the covalent HL wave function Fcov:
g supplemented by the

ionic VB structure Fion:
g in the CI-type combination,

Fcov:þion:
g � Ccov:Fcov:

g þ Cion:Fion:
g ; (6.288)
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can be shown to be equivalent to the CID wave function of the MO theory (see the

next section).

It should be emphasized, however, that the covalent and ionic combinations are

strongly overlapping,

Fcov:
g ðReÞ

��� Fion:
g ðReÞ

D E
¼ 2Sa;bðReÞ 1þ S2a;bðReÞ

h i
¼ 0:96;

.
(6.289)

so that both states are practically identical and the expansion coefficients in (6.288)

have no physical meaning implied by the superposition principle.

In order to extract the really new content �Fion:
g of Fion:

g , which is not already

contained in Fcov:
g , one has to Schmidt orthogonalize the former with respect to the

latter [see (3.45a)]:

�Fion:
g ¼ 3:57Fion:

g � 3:43Fcov:
g ; (6.290)

while the inverse transformation reads:

Fion:
g ¼ 0:96Fcov:

g � 0:28 �Fion:
g : (6.291)

The last equation shows directly that the main ingredient of Fion:
g is already

present in Fcov:
g , so that admixture of this ionic function introduces but little new,

independent (orthogonal) component to the system ground state wave function. The

variationally optimum VB wave function of (6.288) at R ¼ Re,

Fcov:þion:
g ¼ 0:454 Fcov:

g þ 0:116 Fion:
g ¼ 0:998Fcov:

g þ 0:058 �Fion:
g ; (6.292)

thus predicts the 99.7% overall participation of Fcov
g and only 0.3% of the orthogo-

nal ionic component �Fion:
g , i.e., a practically purely covalent chemical bond. Never-

theless, this slightly (ionically) modified wave function further improves the

bonding energy of H2 but still fails to correct the overestimated equilibrium bond

length: DHL=ion:
e RHL=ion:

e ¼ 1:67
� � ¼ 0:119.

Both MO and VB descriptions can be further improved by scaling the exponents

of both 1s AO, w1s(r; z ) ¼ (z3/p)1/2exp(�zr), with the optimum factor z, a

nonlinear variational parameter, reflecting the effective charge of the atomic

nucleus [see (4.62) and (5.98)] in the presence of the unshielded nucleus of the

bond partner: z > 1. The corresponding predictions then show a decisive improve-

ment in the equilibrium bond length: DMO=z
e RMO=z

e ¼ 1:38
� � ¼ 0:128, zMO ¼ 1.197;

DHL=z
e RHL=z

e ¼ 1:39
� � ¼ 0:139, zHL ¼ 1.166; DHL=ion:=z

e RHL=ion:=z
e ¼ 1:43

� � ¼
0:148; zHL/ion. ¼ 1.193.

When two atoms approach each other their electron distributions should undergo

a cylindrical polarization toward the bonding partner. Therefore, instead of using

the spherical AO, one could apply in the VB wave function the optimum (frac-

tional) hybrids wh ¼ sxpyz on both atoms, which are directed along the bond (z) axis:

whðrÞ ¼ ð1þ m2Þ�1=2½1sðrÞ þ m2pzðrÞ�; (6.293)
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where the mixing coefficient m then constitutes additional variational degree of

freedom of the molecular wave function. The corresponding predictions read:

DHL=h=z
e RHL=h=z

e ¼ 1:42
� �¼ 0:148;z HL/h ¼ 1.19; DHL=ion:=h=z

e RHL=ion:=h=z
e ¼ 1:41

� �¼
0:151, z HL/ion./h ¼ 1.19.

Clearly, such hybrid AO in the MO approach implies an effective extension of

the minimum basis set. Let us compare these best VB results with the associated

HFL predictions, obtained for the variationally saturated, “complete” basis set,

which fully accounts for both the effective contraction and polarization of atomic

electron distributions: DHFL
e RHFL

e ¼ 1:40
� � ¼ 0:134: This comparison explicitly

shows that a substantial portion of the bond energy due to the Coulomb correlation

has already been recovered in these simple VB descriptions of the hydrogen

molecule.

6.6.3 Comparison with MO Theory and AO Expansion Theorem

Let us now compare the MO and VB wave functions for H2, obtained in the

minimum basis set of two 1s orbitals of constituent atoms. The simple RHF

description predicts that the two spin-paired electrons occupy the bonding (even)

1sg MO, symmetric with respect to the inversion î with respect to the bond

midpoint,

fgðrÞ ¼ Ng½aðrÞ þ bðrÞ�; Ng ¼ ½2ð1þ Sa;bðRÞ��1=2; îfg ¼ fg; (6.294)

with the antibonding (odd) 1su MO, antisymmetric with respect to inversion,

fuðrÞ ¼ Nu½aðrÞ � bðrÞ�; Nu ¼ ½2ð1� Sa;bðRÞ��1=2; îfu ¼ �fu; (6.295)

remaining unoccupied in the system ground state configuration.

Hence, the spatial part of the singlet (ground state) wave function in the RHF

approximation, when expressed in terms of AO, predicts equimixture of the cova-

lent and ionic VB structures:

FRHF
0 ð1; 2Þ ¼ N2

g ½að1Þ þ bð1Þ�½að2Þ þ bð2Þ�
¼ N2

gf½að1Þbð2Þ þ bð1Það2Þ� þ ½að1Það2Þ þ bð1Þbð2Þ�g
� �Ng Fcov:

g ð1; 2Þ þ Fion:
g ð1; 2Þ

h i
; (6.296)

This explains the wrong dissociation limit of this RHF function for R ! 1 [see

(6.63)] and its variational inferiority with respect to the VB wave function of

(6.288), in which the relative participation of both components is not fixed, with

the equilibrium ratio Cion:ðReÞ=Ccov:ðReÞ ¼ 0:256 approaching zero as R ! 1.
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The Pauli principle implies that in the singlet (antisymmetric) spin state of two

electrons their spatial function must be symmetric with respect to exchanging the

positions of electrons. Moreover, by the Brillouin theorem the singly excited

configuration FS
g;uð1; 2Þ ¼ 2�1=2½fgð1Þfuð2Þ þ fuð1Þfgð2Þ�(see Fig. 6.2) does not

couple directly to the closed-shell RHF function. Therefore, the most important

Coulomb correlation contribution originates from including in the CI function the

doubly excited configuration FS
uð1; 2Þ ¼ fuð1Þfuð2Þ in the CID-type trial function

FCIDð1; 2Þ ¼ C0FRHF
0 ð1; 2Þ þ CuFS

uð1; 2Þ
¼ C0N

2
g ½að1Þ þ bð1Þ�½að2Þ þ bð2Þ� þ CuN

2
u ½að1Þ � bð1Þ�½að2Þ � bð2Þ�

� lg Fcov:
g ð1; 2Þ þ Fion:

g ð1; 2Þ
h i

þ lu Fion:
g ð1; 2Þ � Fcov:

g ð1; 2Þ
h i

¼ ðlg � luÞFcov:
g ð1; 2Þ þ ðlg þ luÞFion:

g ð1; 2Þ
� lcov:Fcov:

g ð1; 2Þ þ lion:Fion:
g ð1; 2Þ: (6.297)

This CID trial wave function is variationally equivalent to the Fcov:þion:
g state of

(6.288) since it also represents a combination of the independent components Fcov:
g

and Fion:
g . Therefore, the amount of the Coulomb correlation of two electrons in the

ground state of H2 recovered by this VB approximation is the same as that

generated in the CID approximation using the same (minimum) basis set of AO.

It should be observed that from the expansion theorem of Sect. 6.2 it directly

follows that any N-electron function can be expanded in terms of the Slater

determinants built from any complete set of the one-electron functions, e.g., the

orthonormal SO. Therefore, such state functions should be also represented as

combinations of the chemically meaningful elementary VB structures, represented

by determinants constructed from the nonorthogonal AO, e.g., the localized canon-

ical or hybridized valence orbitals of constituent atoms, or partly delocalized AO of

molecularly promoted AIM, the group-MO of molecular fragments, etc.

Let us briefly examine the relevant VB expansion theorem, in which the atomic
(nonorthogonal) spin orbitals, x(r,s) � x(q) ¼ {x(r)a(s) � x+(r), x(r)b(s) �
x�(r)}, constitute the one-electron basis themselves, instead of their molecular
(orthonormal) SO combinations, c(q) ¼ x(q) C, used in the MO expansion of

the CI approach. Since AO constitute the normalized, but nonorthogonal basis,

hxjxi ¼ S 6¼ I, the corresponding completeness projection reads

P̂x ¼ xj iS�1 xh j ¼ 1; (6.298)

or, in the spin position representation,

P̂xðq; q0Þ ¼ qh jP̂x q0j i ¼ xðqÞS�1xyðq0Þ ¼
X
k;l

wkðqÞS�1
k;l w

�
l ðq0Þ

¼ q j q0h i ¼ dðq0 � qÞ: (6.299)
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This gives the following AO expansion of any one-electron function CðqÞ:

CðqÞ � Cð1Þ ¼
ð
dq0 P̂xðq; q0ÞCðq0Þ

¼ xðqÞS�1

ð
dq0xyðq0ÞCðq0Þ �

XAO
k

wkð1ÞDk;

Dk ¼
XAO
l

S�1
k;l wl j Ch i �

XAO
l

S�1
k;l Cl: (6.300)

One similarly expands any two-electron wave function Cðq1; q2Þ � Cð1; 2Þ:

Cð1; 2Þ ¼
XAO
k

wkð1Þ
XAO
l

S�1
k;l wlð1Þ j Cð1; 2Þh i1 �

XAO
k

wkð1ÞDkð2Þ; (6.301)

where the subsequent AO expansion of the coefficient function Dk(2) gives:

Dkð2Þ ¼
XAO
k0

wk0 ð2Þ
XAO
l0

S�1
k0;l0 wl0 j Dkh i �

XAO
k0

Dk;k0wk0 ð2Þ: (6.302)

It thus follows from the two preceding equations that

Cð1; 2Þ ¼
XAO
k

XAO
k0

Dk;k0wkð1Þwk0 ð2Þ; (6.303)

and hence, by acting with the antisymmetrizer Â on both sides of the last equation,

CAð1; 2Þ ¼
XAO
k

XAO
k0

Dk;k0 detðwkwk0 Þ: (6.304)

Clearly, one can proceed to expand in this way any antisymmetric wave function

of N electrons as a linear combination of Slater determinants built directly from

AO, which represent the corresponding VB structures or their components,

CAð1; 2; . . . ; NÞ ¼
XAO
k1

XAO
k2

. . .
XAO
kN

Dk1;k2;...;kN Â wk1ð1Þ wk2ð2Þ . . . wkN ðNÞ
� �

¼
XAO
k1

XAO
k2

. . .
XAO
kN

Dk1;k2;...;kNdet wk1wk2 . . . wkN
� �

:

(6.305)

This AO expansion provides the formal basis for the trial wave functions generated

as linear combinations of the N-electron valence structures used in the VB

approach.
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6.6.4 Semilocalized AO and Extension to Polyatomic Systems

A relatively more complicated combination of the covalent and ionic VB structures

of (6.288) can be brought into a simpler HL-like form of (6.274) by replacing the

fully localized AO {a, b}, centered on the corresponding nuclei, by the distorted,

strongly overlapping (normalized) orbitals {’a, ’b}, both partly delocalized toward

the bonding partner, with ’a strongly resembling a and ’b representing a b-like
orbital:

Fcov:þion:
g ð1; 2ÞU0;0ð1; 2Þ � l½að1Þbð2Þþ bð1Það2Þ�þm½að1Það2Þþ bð1Þbð2Þ�gU0;0ð1;2Þ

¼ l aþb�
�� ��� a�bþ

�� ��� �þm aþa�
�� ��þ bþb�

�� ��� �
¼N½’að1Þ’bð2Þþ’bð1Þ’að2Þ�U0;0ð1; 2Þ
¼N ’þ

a ’
�
b

�� ��� ’�
a ’

þ
b

�� ��� ��FCFð1;2ÞU0;0ð1; 2Þ
(6.306)

where the normalization factor N ¼ ½2ð1þ h’aj’biÞ��1=2
. These semilocalized,

atomic-like one-electron functions of Coulson and Fischer (CF) (1949) are deter-

mined by a small AO-mixing parameter e:

’a ¼ N’ðaþ ebÞ; ’b ¼ N’ðbþ eaÞg; 0< e< 1;

N’ ¼ ð1þ 2e Sa;b þ e2Þ�1=2: (6.307)

Substituting these expressions into the effective covalent structure FCF indeed gives

back the mixture of the covalent and ionic structures in terms of the localized AO:

FCFð1; 2Þ ¼ NN2
’fð1þ e2Þ½að1Þbð2Þ þ bð1Það2Þ� þ 2e½að1Það2Þ þ bð1Þbð2Þ�g

¼ Ccov:Fcov:
g þ Cion:Fion:

g :

(6.308)

This generalized CF representation of the Lewis structure Ha–Hb, embedding the

ionic effects in an effective “covalent” structure through the delocalization tails of

the semilocalized AO, has been also adopted to polyatomic molecules in the GVB

approach, with the semilocalized functions being determined from the variational

principle, by minimizing the expectation value of the system electronic energy.

These functions are expanded in terms of the localized AO or primitive basis

functions centered on the corresponding nuclei, and the optimum AO mixing

coefficients are determined by iteratively solving one-electron equations that

resemble those of the standard SCF method.

The VB theory is thus closely related to chemist’s idea of molecules consisting

of AIM held together by localized bonds, each of them described by the combina-

tion of two determinantal wave functions of the type given in (6.306), representing

the singlet spin-coupled (shared) valence electrons of the covalent bond in question.
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This “chemical” quantum theory also views the molecules as composed of atomic

“cores,” each including the nucleus and the chemically inactive inner-shell
electrons, and the chemically active valence electrons. The spin coupling of the

latter is the main objective of the VB treatment of polyatomic systems, which

places great emphasis on the spin pairing of electrons.

The chemical intuition can be used in various ways to simplify the VB represen-

tation of molecular wave functions. In the so-called Perfect Pairing Approximation
(PPA) one takes the Lewis structure of the molecule in the assumed singlet ground

state, represents each bond by the HL/CF combination of two determinants, and

finally expresses the full molecular wave function as product of all such bond
functions. Therefore, the molecular wave function describing n bonds present in

the Lewis structure will be described by 2n determinants, displaying the possible

2 	 2 spin permutations between two singlet-coupled orbitals. Consider, as an

illustrative example, the Lia—Lib molecule, for which the inner-shell 1s electrons
of both atoms, listed at the beginning of the relevant Slater determinants belong to

atomic cores and remain chemically inactive, with only the (unpaired) 2s valence
electrons participating in the formation of the s chemical bond. The corresponding

VB structure representing this single chemical bond thus reads:

Lia��Lib ¼ 1sþa 1s
�
a 1s

þ
b 1s

�
b 2s

þ
a 2s

�
b

�� ��� 1sþa 1s
�
a 1s

þ
b 1s

�
b 2s

�
a 2s

þ
b

�� ��
� . . . 2sþa 2s

�
b

�� ��� . . . 2s�a 2s
þ
b

�� �� � . . . 2sa2sb
�� ��; (6.309a)

or, by retaining only the chemically active part,

Lia��Lib ¼ ½2sað1Þ2sbð2Þ þ 2sbð1Þ2sað2Þ� U0;0ð1; 2Þ ¼ 2sa2sb
�� ��

� ð2sa��2sbÞU0;0: (6.309b)

For the triple bond in :Na � Nb:, with the inactive set of electrons now deter-

mined by the doubly occupied inner shells (1sa, 1sb) and the lone pair (lp) � 2spz
hybrids ð2hlpa ; 2hlpb Þ, the same approach will involve eight determinants originating

from the antisymmetrized product of the covalent/CF valence structures for

the three localized bonds: the s bond resulting from the singlet coupling of

two unpaired electrons occupying the bonding 2spz hybrids of both atoms

ð2hbond:a ��2hbond:b Þ and two p bonds resulting from the singlet coupling of the

symmetry compatible pairs of 2pp orbitals: (2pxa––2pxb) and (2pya––2pyb). The
sign of the corresponding determinant in the VB representation of the system

electronic wave function is either “+” or “�”, according to whether the number

of the interchanges required to generate the current determinant from the chosen

PPA “parent” determinant, say j. . . 2hbond:;þa hbond:;�a 2pþxa2p
�
xb2p

þ
ya2p

�
ybj, is even

or odd. For example, the determinant j. . . 2hbond:;þa hbond:;�a 2p�xa2p
þ
xb2p

þ
ya2p

�
ybj,

representing a single exchange of spins between 2px AO relative to the reference

determinant, will appear with the negative sign in the VB combination representing

the ground state of N2 in PPA.
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There are three admissible sets of the localized singlet couplings between the

chemically active electrons, determining the joint VB structures of two individual

“bonds” in water molecule Ha––O––Hb, in which the oxygen 1s orbital describes
the two inner-shell electrons and the two doubly occupied � 2sp3 hybrids hlpO

n o
determine the state of two lone pairs of valence electrons on oxygen,

FA ¼ ð2hbond:a ��a; 2hbond:b ��bÞ; FB ¼ ð2hbond:a ��2hbond:b ; a��bÞ;
and FC ¼ ð2hbond:a ��b; 2hbond:b ��aÞ;

(6.310)

where 2hbond:a and 2hbond:b stand for the bonding hybrids on oxygen directed toward

the corresponding orbitals (a, b) contributed by the two hydrogen atoms. However,

by a straightforward multiplication of the spin factors involved in the underlying

Slater determinants one can demonstrate that FC ¼ (FA + FB). Therefore, only the

first two sets of VB structures exhibiting two localized bonds are linearly indepen-

dent (see also Fig. 6.3), so that

FVB ¼ CAFA þ CBFB: (6.311)

This ansatz is still further simplified in GVB approach, which uses only the

dominant Lewis structure Ha––O––Hb, with the bond couplings being recognized

only between the nearest neighbors, FGVBðH2O) ¼ ðf bond:a ��ga; f
bond:
b ��gbÞ; the

generating orbitals on oxygen, ff bond:a ; f bond:b g, and the two hydrogen atoms

{ga, gb} are freely adjusting their shapes in accordance with the variational princi-

ple of the minimum electronic energy. The GVB function of methane would

similarly involve only the dominant structure of four C—H bonds: FGVB(CH4Þ ¼
ðfa��ga; fb��gb; fc��gc; fd��gdÞ.

The number of admissible spin states of all valence electrons in a general

polyelectronic case is very large indeed, but it is effectively limited by selecting

the proper eigenfunctions of the resultant spin operators [see (6.67)] and the linearly

independent, canonical set of VB structures. The latter task is accomplished by

using an appropriate diagrammatic technique, e.g., the Rumer (1932) diagrams (see

Figs. 6.3 and 6.4). This technique for selecting the linearly independent set of

“canonical” VB structures involves putting the chemically active orbitals on a circle

in any a priori order, although interpretation of the results in chemical terms is

greatly facilitated by having this ordering as close as possible to the order of orbitals

in the molecule. The independent structures are then determined by all valence

configurations in which the active orbitals are joint in pairs by noncrossing lines

(see Fig. 6.3). The Rumer diagrams for water molecule shown in Fig. 6.3 indeed

exclude the FC structure from the canonical set, as being linearly dependent on FA

and FB. For the even number n of active orbitals the number of ways of drawing ½n
noncrossing lines between n points on a circle is n!/[(½n)! (½n + 1)!] (Barriol

1971). For the water molecule, n ¼ 4, one indeed finds 4!/(2!3!) ¼ 2 independent

VB structures. For an odd number of orbitals to be paired, one adds a “phantom”

orbital, whose contribution is eventually removed.
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Next, let us consider the p-bonds in butadiene and benzene. In the former case

the first two diagrams of Fig. 6.3 determine the independent valence structures (Fa,

Fb) of Fig. 6.5, while the third diagram determines the linearly dependent structure

Fc ¼ Fb � Fa. The relevant Rumer diagrams for p-bonds in benzene are shown in
Fig. 6.4. The first two diagrams generate the familiar Kekulé structures (Fa , Fb) of

Fig. 6.5, while the remaining diagrams give rise to the Dewar structures (Fc,Fd,Fe)

of the same figure, where the associated singly polar structures are also shown.

The chemical intuition can also guide the VB description of chemical changes in

terms of the group orbitals, which can be delocalized over the specified molecular

fragment(s). Such delocalized one-electron functions can be determined from

earlier SCF MO calculations of the separate molecular subsystems, e.g., reactants

or their crucial functional groups. This approach allows one to eliminate the

explicit description of chemical bonds which remain practically unaffected by the

chemical reaction under consideration. For example, in the nucleophilic substitu-

tion (SN2) involving a simultaneous bond-breaking � bond-forming process,

OH� þ CH3––Cl ! OH––CH3 þ Cl�, the PPA spatial wave function should

involve the explicit covalent/CF VB structures of only two bonds, H3C––Cl and

HO––CH3, i.e., four Slater determinants, with the localized MO of the remaining s
bonds, O––H and C––H, and the lone pairs of electrons in the valence shell of

oxygen and chlorine forming an effective “core” for the four truly active orbitals in

this chemical reaction.

6.6.5 Ab Initio VB Calculations

The single structure PPA of molecular wave function, using the strongly

overlapping pairs of directed orbitals on individual atoms for each localized

chemical bond, invokes the concept of hybrid AO’s. In fact, the orbital

hybridization arose from efforts to retain the perfect pairing picture in interpreting

stereochemical situations, which would be ambiguous in terms of the canonical

AO’s. However, in many situations, in which there are no strong grounds for

preferring one valence structure to another, the PPA breaks down, and a mixture

2hbond.a 2hbond.a2hbond.b 2hbond.a2hbond.b 2hbond.b

(1) (2) (1) (2)  (1) (2) 

(4) (3) (4) (3) (4) (3) 
a b a b a b

ΦA ΦB ΦC

Fig. 6.3 The Rumer diagrams corresponding to the valence structures of water (6.310) and p
bonds in butadiene, between 2pzi, i ¼ 1, 2, 3, 4 orbitals (in parentheses) of the carbon atoms (for

their consecutive numbering in the p-chain)
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of many VB structures must be used to adequately represent the system wave

function. In order to carry out nonempirical VB calculations of comparable accu-

racy with that of the ab initio SCF MO (CI) theory, it is essential to remove the

assumption of the orthonormal orbitals, which is often adopted in qualitative VB

considerations, although the calculation of matrix elements is then immensely

more difficult. As we have already observed in Sect. 6.6.2, the crude approximation

using AO’s of the free atoms, without any further adjustment, gives rather poor

energies, missing considerable rearrangements these orbitals undergo in a mole-

cule. Therefore, the optimization of the CF orbitals for each chemical bond

constitutes another essential requirement of an accurate ab initio VB theory. The

perfect-pairing CF representation allows one to determine the HL level of the bond

correlation energy in an unbiased variational way. These generalized, orbital-

optimized VB methods explore the same variety of single- and multiconfi-

gurational approaches, which we have already encountered in the MO theory.

For recent surveys of the modern variants of the ab initio VB theories and

evaluations of their already remarkable capabilities the reader is referred to the

monograph by McWeeny (1989) as well as to reviews by Gerrat (1974) and by

Shaik and Hiberty (2004). The following short summary is based upon the latter

monographic survey.

The simplest among the single-configuration representations is the GVB

description of Goddard and coworkers (Goddard 1967; Hunt et al. 1972; Bobrowicz

and Goddard 1977; Goddard and Harding 1978) originating from the earlier

separated electron pair approach of Hurley et al. (1953) (see also Sect. 6.4.1). It

is usually based upon the PPA (GVB-PP), by which only a single VB structure of

say n valence-pair electron system is generated in the calculation. It is defined in

terms of the strongly orthogonal geminals, each describing one particular bond or a

single lone electron pair [see also (6.162)], which take the form of the singlet-

coupled pair of electrons (in parentheses):

Gið1; 2Þ ¼ ’þ
i;a’

�
i;b

��� ���� ’�
i;a’

þ
i;b

��� ���h i
� Ni½’i;að1Þ’i;bð2Þ þ ’i;að2Þ’i;bð1Þ�U0;0ð1; 2Þ; (6.312)

Φa Φb Φc Φd Φe

Fig. 6.4 The Rumer diagrams corresponding to the canonical valence structures of p bonds in

benzene, between 2pzi, i ¼ 1, 2, . . ., 6, orbitals of the carbon atoms in the p-ring (distributed

consecutively on the perimeter of the circle)
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CGVB
A ¼ Â0fG1ð1; 2ÞG2ð3; 4Þ . . .Gnð2n� 1; 2n)g : (6.313)

Only orbitals within a given geminal pair display a strong overlap, while those

associated with different geminals are required to be mutually orthogonal. This

Butadiene:

Covalent structures:

Φa Φb

Φa

Φc Φd Φe

Φf

Φh Φi Φj

Φg

Φb

Φc

Φd Φe Φf

X—Y = 2–1/2 [x(1)y(2) + y(1)x(2)]U0,0(1,2)

Singly-polar ionic structures :

Benzene (canonical structures):

Covalent Kekulé structures 

Covalent Dewar structures 

Ionic Kekulé structures 

Ionic Dewar structures

, ,

, ,

,

,

,

,

,

,

,,

,,

,,

,,

X   Y = 2–1/2 [x(1)x(2) + y(1)y(2)]U0,0(1,2)

Fig. 6.5 The most important covalent and ionic valence structures of butadiene and benzene; the

singly occupied, orthogonalized valence orbitals 2pp: x∈X and y∈Y are used to form elementary

covalent structure, X––Y, and singly polar ionic structure X - - - -Y = 2�1=2ðXþY� þ X�YþÞ
between the constituent carbon atoms X and Y of the p system, with the singlet spin factor

(see Fig. 6.2) U0;0ðs1;s2Þ � U0;0ð1; 2Þ ¼ 2�1=2½að1Þbð2Þ � bð1Það2Þ�
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constraint, which greatly simplifies the numerical calculations, is not a serious one,

since the orbitals of different geminals are not expected to overlap significantly

anyway. For further numerical convenience each open-shell geminal product of

(6.312) is generated from the two closed-shell contributions due to orthonormal

natural orbitals (NO) fi and
�fi, bonding and antibonding, respectively, obtained

by a simple “rotation” of the original orbitals ’i,a and ’i,b:

’i;að1Þ’i;bð2Þ þ ’i;að2Þ’i;bð1Þ � Ci fið1Þfið2Þ þ �Ci
�fið1Þ �fið2Þ: (6.314)

It can be easily verified that the latter are given by the NO combinations

’i;a ¼ N ½fi þ k�fi�; ’i;b ¼ N ½fi � k�fi�; N ¼ ð1þ k2Þ�1=2; (6.315)

which give rise to:

Ci ¼ 1þ k2; �Ci ¼ �k2

1þ k2
; ’i;aj’i;b

� � ¼ 1� k2

1þ k2
: (6.316)

The GVB-PP approach is thus equivalent to the low-dimensional MC SCF

method, accounting for a part of the nondynamical electron correlation. The PP

and strong orthogonality approximations greatly simplify the numerical

calculations with no great loss of accuracy in the molecular systems exhibiting

clearly separated local bonds. In benzene, however, all electron pairing schemes

have to be taken into account to generate a reasonable description of the delocalized

p electrons. Inclusion of the full nondynamical correlation would require the CAS

SCF calculations, which involve all possible configurations of the valence-shell
orbitals. As a rule, the GVB method generates a much better agreement with the

CAS SCF predictions than the HF theory. However, due to a neglect of the

dynamical correlation the GVB bond energies are generally too low. Thus, this

single-configuration method at best can be regarded as a good starting point for the

subsequent Correlation-Consistent CI (CCCI) treatment of Carter and Goddard

(1988). For example, this more advanced GVB–CCCI approach has been success-

fully applied to investigate catalysis by transition metals (Rappé and Goddard

1982) and metallic bonds (McAadon and Goddard 1985, 1987).

A more accurate single-configuration VB technique is represented by the Spin-

Coupled (SC) approach of Gerratt and coworkers (Cooper et al. 1981, 1987, 1988,

1990a, b; Sironi et al. 2002), which introduces no constraints or preconceptions on

the level of the spin coupling, orbital overlaps, and shapes, with all these degrees of

freedom of the molecular VB wave function remaining unrestricted in the varia-

tional treatment. Therefore, this method represents the ultimate level of accuracy of

the single-configuration VB wavefunction assuming the fixed orbital occupancies.

It provides the unique set of orbitals and measures of a relative importance

of alternative spin couplings, which constitute important unbiased chemical

descriptors of chemical bonds, thus providing a solid basis for such originally
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qualitative and intuitive concepts as the valence state of AIM, orbital hybridization,

resonance between VB structures, etc.

For example, in the eight spin-coupled orbitals of methane, including four

degenerate, symmetry-related (approximately sp3) hybrids on carbon atom and

four degenerate orbitals localized on hydrogen atoms, the PP configuration

represents the dominant mode of the spin coupling. The PPA introduces only a

minor correlation error to predicted energy, superior to the corresponding HF result,

with the SC total energy being very close to the CAS SCF value. In water the

method predicts about 20%more p character in the bonding hybrids, compared with

those describing the lone pairs on oxygen, in full accord with chemical intuition. In

lithium clusters, the interstitial optimum orbitals, localized between two or several

nuclei, have been determined. In the p electron system of benzene, the two Kekulé

structures have been found to represent the dominant patterns of the spin coupling

of electrons occupying slightly distorted pp AO’s, perpendicular to the molecular

plane, with the participation of Dewar structures amounting to about 20%.

The single configuration SC description can be further improved by adding the

CI involving (nonorthogonal) VB configurations, covalent and ionic, derived from

alternative occupations of the optimum (active) orbitals determined at the SC stage.

This determines the Spin-Coupled VB (SCVB) variant of the theory. The localized

s ! p valence excitations can be then included at the CI stage, with the virtual p
orbital being localized in the vicinity of the s orbital in question.

The most accurate among the ab initio variants are the multiconfigurational VB

methods. For example, the VB SCF approach of van Lenthe and Balint-Kurti

(1983) can be classified as the MC SCF method in the nonorthogonal AO represen-

tation. It uses the trial wave function expressed as the linear combination of the

(fundamental) VB structures, with both (occupied) orbitals and configuration

coefficients being simultaneously determined by the variational principle alone.

The method is especially suited for studying the resonance stabilization energies,

particularly in molecules described by many Lewis structures, and in solving the

avoided-crossing problems. The optimized orbitals can be either localized (atomic)

or semilocalized (CF) in character, or they may be restricted to specific molecular

fragments.

Again the configuration interaction can be used to supplement the VB SCF

method with the dynamic correlation effects. Among these post VB SCF treatments

the VB CI method of Wu et al. (2001, 2002) using different levels of CI, e.g.,

VBCIS, VBCISD, VBCISDT, and methods using the symmetry-broken wave

functions derived from different orbitals for different structures, e.g., Resonating-

GVB (RGVB) model of Voter and Goddard (1981a, b) or the Breathing Orbital VB

(BOVB and GRVB) schemes of Hiberty and coworkers (Hiberty 1997; Hiberty and

Shaik 2002a, b; Hiberty et al. 1992, 1994a, b), appear to be most promising. The

virtual orbitals used at the CI stage preserve the interpretability offered by the

occupied set defining the fundamental configurations, each having a clear chemical

meaning. This is achieved by using the appropriate projection operators to make the

acceptor virtual orbitals of the electron excitation, receiving electrons from the

given subset of the excitation donor occupied orbitals of the specified molecular
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fragment, to be localized in the same molecular fragment, thus describing the same

classical VB structure and maximizing the effect of the dynamic correlation

correction. Various multiplicities of the electron excitations used at the CI stage

of the VB CI treatment can be taken into account, giving rise to the associated

limited CI VB variants, VB CIS, VB CISD, etc., which still preserve the interpret-

ability of simple VB methods. The accuracy of VB CISD has been found to be

comparable with that of the CCSD and CCSD(T) variants of MO theory.

The MR VB methods are required to adequately describe the molecules, and

particularly some radicals, that are naturally described in terms of two or more

resonance structures. Care has to be taken to avoid discontinuities observed at a

lower level of theory, for which the wave function often exhibits a lower artefactual

symmetry of a single VB structure than the nuclear framework itself, due to energy

gain resulting from using the optimum orbitals for this structure alone. Therefore,

this symmetry-breaking effect, resulting from the competition between the reso-

nance and orbital energy stabilization effects, cannot be adequately remedied using

a single set of orbitals, optimized within the one-configuration MO or VB theories,

since competing resonance structures are associated with the exclusive sets of the

optimum orbitals. Within the MO theory Jackels and Davidson (1976) has cured the

symmetry-breaking problem in NO2 by using the symmetry-adapted combination of

two symmetry-broken HF wave functions. The RGVB approach or its generalized

(GRVB) version represent the same strategy applied within the VB theory: the

symmetry broken GVB wave functions are first determined for each individual

resonance structure alone or in the presence of the other structure(s) and then their

resonance is determined at the subsequent (nonorthogonal) CI stage. Of similar

character is the BOVB method, which focuses on the proper description of both the

bond-dissociation phenomena, in which different-orbitals-for-different structures

are optimized in the presence of the remaining structures, so that they minimize the

energies of each individual valence structure and maximize the stabilization effect

due to their mutual resonance (mixing).
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Sinanoĝlu O (1964) Adv Chem Phys 6:315

Sironi M, Raimondi M, Martinazzo R, Gianturco FA (2002) In: Cooper DL (ed) Valence bond

theory. Elsevier, Amsterdam, p 261

Slater JC (1974) Quantum theory of molecules and solids, vol 4: The self-consitent field for

molecules and solids. McGraw-Hill, New York

Surjan PR (1989) Second quantized approach to quantum chemistry. Springer, Berlin

Szabo A, Ostlund NS (1982) Modern quantum chemistry: introduction to advanced electronic

structure theory. Macmillan, New York

Szasz L (1985) Pseudopotential theory of atoms and molecules. Wiley, New York

Tully JC (1977) In: Segal GA (ed) Semi-empirical methods of electronic structure calculations,

Part A. Plenum, New York, p 173

Tully JC (1980) In: Lawley KP (ed) Potential energy surfaces. Wiley, Chichester, p 63

van Lenthe JH, Balint-Kurti GG (1983) J Chem Phys 78:5699

Voter AF, Goddard WA III (1981a) Chem Phys 57:253

Voter AF, Goddard WA III (1981b) J Chem Phys 75:3638

Wu X, Vargas MC, Nayak S, Lotrich V, Scoles G (2001) J Chem Phys 115:8748

Wu W, Song L, Cao Z, Zhang Q, Shaik S (2002) J Phys Chem A 106:2721

254 6 Wave Function Methods


	Chapter 6: Wave Function Methods
	6.1 Self-Consistent Field Theories
	6.1.1 Hartree Method
	6.1.2 Hartree-Fock Theory
	6.1.3 Transition-State Concept
	6.1.4 Analytical Realization of Hall and Roothaan
	6.1.5 Local Pseudopotential

	6.2 Beyond HF Theory: Electron Coulomb Correlation
	6.2.1 Errors in SCF MO Calculations
	6.2.2 Static and Dynamic Correlation
	6.2.3 Correlation Holes

	6.3 Configuration Interaction Techniques
	6.3.1 Special Variants of Limited CI
	6.3.2 Perturbational Theory of Møller and Plesset
	6.3.3 Density Matrices and Natural Orbitals

	6.4 Electron Pair Theories
	6.4.1 Electron Pairs on Strongly Orthogonal Geminals
	6.4.2 Independent Electron Pair Approximation
	6.4.3 Coupled Electron Pair Approximations

	6.5 Second-Quantization Representation
	6.5.1 Fock Space and Creation/Annihilation Operators
	6.5.2 Cluster Expansion of Electronic States
	6.5.3 Coupled Cluster Method

	6.6 Elements of Valence Bond Approach
	6.6.1 Origins of VB Theory
	6.6.2 Bond Energies and Ionic Structures
	6.6.3 Comparison with MO Theory and AO Expansion Theorem
	6.6.4 Semilocalized AO and Extension to Polyatomic Systems
	6.6.5 Ab Initio VB Calculations

	References


