
Chapter 10

Electron Density as Carrier of Information

Abstract The information densities of electronic ground-state distributions are

used as local probes of the chemical bonds in molecules. The entropy-deficiency

and entropy-displacement relative to the promolecular electron density identify

effects due to formation of the chemical bond. They reflect typical atom-promotion

(polarization) and charge-transfer processes. The nonadditive information

contributions to the density of molecular Fisher information (kinetic energy) of

electrons are investigated in the MO and AO resolution levels. The former gives

rise to the Electron Localization Function, while the latter is used to define the

Contra-gradience criterion for locating the bonding regions in molecules. Illustra-

tive applications to typical atomic/molecular systems are presented and discussed.

They are seen to reflect quite adequately the system bonding pattern and the valence

state of bonded atoms in the molecular environment, in accordance with intuitive

chemical expectations.

10.1 Local Entropy-Deficiency (Surprisal) Analysis

As we have already remarked before, the electron densities r0i
� �

of the separated

atoms define the molecular (isoelectronic, N ¼ N0) prototype called the atomic

“promolecule” (e.g., Hirshfeld 1977; Nalewajski 2006g), given by the sum of the

atomic ground-state electron densities shifted to the actual locations of Atoms-
in-Molecules (AIM). The resulting electron density r0 ¼Pi r

0
i of this collection of

the “frozen” free-atom distributions defines the initial stage in the bond-formation

process and determines a natural reference for extracting changes due to the

chemical bonds in the familiar density difference function Dr ¼ r�r0. This defor-
mation density has been widely used to probe the electronic structure of molecular

systems. In this section we shall compare these plots with some local IT probes

introduced in Chap. 8, to explore the molecular electron distributions r(r) or their
shape(probability) factors p(r) ¼ r(r)/N generated using the KS LDA calculations.
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Consider first the density Ds(r) (in nats per unit volume) of the molecular

KL entropy-deficiency (directed-divergence) reflecting the average information

distance between the molecular and promolecular electron distributions:

DS½rjr0� ¼ IKL½rjr0� ¼
ð
rðrÞ ln½rðrÞ=r0ðrÞ� dr ¼

ð
rðrÞI½wðrÞ� dr �

ð
DsðrÞ dr;

(10.1)

where w(r) ¼ r(r)/r0(r) ¼ p(r)/p0(r) stands for the local enhancement factor of the
density/probability distribution and I[w(r)] denotes the associated surprisal func-
tion. The functional density Ds(r) also represents the local (renormalized) missing

information between the shape(probability) factors p(r) and p0(r) ¼ r0(r)/N0 of the

two compared electron densities:

DsðrÞ � Ds½rðrÞjr0ðrÞ� ¼ NpðrÞ ln½pðrÞ=p0ðrÞ� � NDs½pðrÞjp0ðrÞ�: (10.2)

The KL-information density Ds(r) thus measures the local value of the electron-

density/probability-weighted surprisal of the electronic distribution relative to

the promolecular reference. The related divergence measure of Kullback’s (K)

symmetrized missing information reads:

DS½r; r0� ¼ IK½r; r0� ¼
ð
½rðrÞ � r0ðrÞ� ln½rðrÞ=r0ðrÞ�dr

�
ð
DrðrÞI½wðrÞ� dr �

ð
DDðrÞ dr: (10.3)

Therefore, its density DD(r) represents the local surprisal “weighted” by the density
difference Dr(r) ¼ r(r)�r0(r) or the probability difference Dp(r) ¼ p(r) �p0(r) ¼
Dr(r)/N:

DDðrÞ � Ds½rðrÞ; r0ðrÞ� ¼ DrðrÞI½wðrÞ�
¼ NDpðrÞI½wðrÞ� � NDs½pðrÞ; p0ðrÞ�: (10.4)

The molecular surprisal I[w(r)] thus measures the density-per-electron of the

local entropy-deficiency relative to the promolecular reference,

I½wðrÞ� ¼ DsðrÞ=rðrÞ; (10.5)

or the density-per-electron–displacement of the molecular divergence,

I½wðrÞ� ¼ DDðrÞ=DrðrÞ: (10.6)

We further recall that the molecular electron density r(r) is on average only

slightly modified relative to the promolecular distribution r0(r), r(r) � r0(r) or
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w(r) � 1. Indeed, the formation of chemical bonds involves only a minor recon-

struction of the electronic structure, mainly in the valence-shells of the constituent
atoms, so that |Dr(r)| � |r(r) � r0(r)| << r(r) � r0(r) and hence the ratio Dr(r)/
r(r) � Dr(r)/r0(r) is generally small in the energetically important regions of the

large density values, near the atomic nuclei. As explicitly shown in the first column

of Fig. 10.1, the largest values of the density difference Dr(r) are observed mainly

in the bond region, between the nuclei of chemically bonded atoms; the reconstruc-

tion of atomic lone pairs can also lead to an appreciable displacement in the

molecular electron density in the outer regions of atomic densities.

By expanding the logarithm of the molecular surprisal I[w(r)] around w(r) ¼ 1,

to first-order in the relative displacement of the electron density, one obtains the

following approximate relations between the local values of the molecular surprisal

and the density-difference function:

I½wðrÞ� ¼ ln½rðrÞ=r0ðrÞ� ¼ lnf½r0ðrÞ þ DrðrÞ�=r0ðrÞg
ffi DrðrÞ=r0ðrÞ � DrðrÞ=rðrÞ: (10.7)

This relation provides a semiquantitative information-theoretic interpretation

of the relative density difference diagrams and links the local surprisal of IT to

the density difference function of quantum chemistry (Nalewajski et al. 2002;

Nalewajski and Świtka 2002). It also relates the integrands of the alternative

information-distance functionals to the corresponding functions of displacements

in the electron density:

DsðrÞ ¼ rðrÞI½wðrÞ� ffi DrðrÞwðrÞ � DrðrÞ; (10.8)

DDðrÞ ¼ DrðrÞI½wðrÞ� ffi ½DrðrÞ�2=r0ðrÞ � 0: (10.9)

The first of these relations qualitatively explains a remarkable similarity between

the density difference and the KL information density plots observed in Fig. 10.1,

where the contour maps of these quantities are reported for selected linear diatomics

and triatomics.

The approximate equalities of (10.8) and (10.9) are numerically verified in

Figs. 10.1 and 10.2, respectively. In the former, the contour diagram of the directed

divergence density Ds(r) is compared with the corresponding map of its first-order
approximation, Dr(r)w(r), and the density difference function Dr(r) itself. A general

similarity between these diagrams in each row of the figure confirms the semiquanti-

tative character of the first-order expansions of the directed divergence densities. The
corresponding numerical validation of (10.9) is shown in Fig. 10.2, where the contour

maps of Kullback’s divergence density DD(r) are compared with the corresponding

diagrams of its first-order approximation [Dr(r)]2/r0(r). Again, a remarkable similar-

ity between the two diagrams in each row numerically validates this approximate

relation thus also testifying to the overall smallness of the density adjustments due to

the bond-formation processes in molecules.
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Fig. 10.1 Contour diagrams of the molecular density difference function, Dr(r) ¼ r(r)�r0(r)
(first column), the information-distance density, Ds(r) ¼ r(r)I[w(r)] (second column) and its

approximate, first-order expansion Ds(r) ffi Dr(r)w(r) (10.8) (third column), for selected diatomic

and linear triatomic molecules: H2, HF, LiF, HCN, and HNC. The solid, pointed, and broken lines

denote the positive, zero, and negative values, respectively, of the equally spaced contours; the

same convention is applied in Fig. 10.2
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In Fig. 10.1 the density difference function Dr(r) for representative linear

diatomic and triatomic molecules exhibits typical aspects of the equilibrium

reconstructions of the free atoms during formation of the single and multiple

Fig. 10.2 A comparison between contour maps of the molecular divergence density, DD(r) ¼
Dr(r)I[w(r)] (first column) and its first-order term [Dr(r)]2/r0(r) (second column), for molecules

of Fig. 10.1, which validates the approximate relation (10.9)
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chemical bonds, which exhibit varying degree of the bond covalency (electron-

sharing) and ionicity (electron-transfer) components. Let us first examine the

contour maps for the two homonuclear diatomics. The single covalent bond in H2

gives rise to a relative accumulation of electrons in the bond region, between the

two nuclei, at the expense of the outer, nonbonding regions of space. The triple-bond
pattern for N2 is seen to be more complex, reflecting the density accumulations in

the bonding region, due to both the s and p bonds, and the accompanying increase

in the density of the lone pairs on both nitrogen atoms, due to their expected

sp-hybridization in the promoted valence state of each atom. One also observes a

density decrease in the vicinity of the nuclei and an outflow of electrons from the 2pp
AO to their overlap area, a clear sign of these orbitals involvement in the formation of

the double p bond.

Both heteronuclear diatomics, HF and LiF, represent partially ionic bonds

between the two atoms exhibiting small and large differences in their electronega-

tivity and chemical hardness descriptors, respectively. A pattern of the density

displacement in HF reflects a weakly ionic (strongly covalent) bond, while in LiF

the two AIM are seen to be connected by the strongly ionic (weakly covalent) bond.

Indeed, in HF one detects a relatively high degree of a “common possession” of the

valence electrons by the two atoms, which significantly contribute to the shared

bond-charge located between them, and a comparatively weak H ! F polarization.

In LiF, a substantial Li ! F CT can be detected so that an ion-pair picture indeed

provides more adequate zeroth-order description of the chemical bond in this

diatomic.

Finally, in the two triatomic molecules shown in Fig. 10.1, one identifies

a strongly covalent pattern of the electron density displacements in the regions of

the single N–H and C–H bonds. A typical buildup of the bond charge due to the

multiple CN bonds in the two isomers HCN and HNC can be also observed. The

increase in the lone-pair electron density on the terminal heavy atom, N in HCN

and or C in HNC, can be also detected, thus again confirming the expected

sp-hybridization of these bonded atoms in their promoted, valence states in the

molecular environment.

A comparison between the corresponding panels of the first two columns in

Fig. 10.1 shows that the two displacement maps so strongly resemble one another

that they are hardly distinguishable. This confirms a close relation between the local

density and entropy-deficiency relaxation patterns, thus attributing to the former the

complementary IT interpretation of the latter. This strong resemblance between

the two types of molecular diagrams also indicates that the local inflow of electrons

increases the relative entropy, while the outflow of electrons gives rise to a dimin-

ished level of this relative-uncertainty content of the electron distribution in the

molecule. The density displacement and the missing-information distribution can

be thus viewed as equivalent probes of the system chemical bonds.

Similar diagnostic conclusions follow from the divergence density plots of

Fig. 10.2, where all crucial bonding and nonbonding regions of space are now

identified by the positive values of Kullback’s symmetrized information-distance

density. Therefore, all information-distance densities can indeed be regarded as
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efficient tools for diagnosing the presence of chemical bonds and monitoring the

effective valence states of the bonded atoms in molecules.

10.2 Displacements in Entropy Density

We shall now examine the molecular displacements in the average Shannon

entropy, relative to the promolecular reference value,

H ½r� � S½r� � S½r0� ¼ �
ð
rðrÞ ln rðrÞ dr þ

ð
r0ðrÞ ln r0ðrÞ dr �

ð
hrðrÞ dr;

(10.10)

and its density ℎr(r) as alternative candidates for the global/local probes of the

electron distributions in molecules. The corresponding entropy shifts in terms of the

unity-normalized probability distributions,

H ½p� � S½p� � S½p0� ¼ �
ð
pðrÞ ln pðrÞ dr þ

ð
p0ðrÞ ln p0ðrÞ dr �

ð
hpðrÞ dr;

(10.11)

can also be used as alternative tools to explore the local relaxations in electron

uncertainties, which accompany the chemical bond formation in molecules.

In Fig. 10.3, the contour maps of the entropy-displacement density ℎr(r) are
compared with the corresponding density-difference diagrams Dr(r) for the repre-
sentative linear molecules of Fig. 10.1. To better visualize details of the two

functions and to facilitate a qualitative comparison between their topographies,

nonequidistant contour values have been selected. Therefore, only the profile of

ℎr(r), shown in the third column of the figure, reflects the relative importance

of each feature. When interpreting these plots one should realize that a negative

(positive) value of ℎr(r) [or ℎp(r)] signifies a decrease (increase) in the local

electron uncertainty in the molecule, relative to the associated promolecular refer-

ence value.

Again, the Dr and ℎr diagrams for H2 are seen to qualitatively resemble one

another and the corresponding Ds map shown in Fig. 10.1. The main feature of the

ℎr diagram, an increase in the electron uncertainty in the bonding region between

the two nuclei, is due to the inflow of electrons to this region. This manifests the

bond-covalency phenomenon, which can be attributed to the electron-sharing effect

and a delocalization of the bonding electrons, now effectively moving in the field of

both nuclei. One detects in all these maps a similar nodal structure and finds that the

nonbonding regions exhibit a decreased uncertainty, due to a transfer of the electron

density from this area to the vicinity of the two nuclei and the region between them

or as a result of the orbital hybridization (cylindrical polarization).
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Therefore, the molecular entropy difference function displays all typical features

in the reconstruction of electron distributions in a molecule, relative to those of the

corresponding free atoms. Its diagrams thus provide an alternative information tool

Fig. 10.3 A comparison between the (nonequidistant) contour diagrams of the density difference

Dr(r) (first column) and entropy-difference ℎr(r) (second column) functions for the linear

molecules of Fig. 10.1. The corresponding profiles of ℎr(r) for the cuts along the bond axis are

shown in the third column of the figure
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for diagnosing the presence of chemical bonds through displacements in the

entropy/information content of the molecular electron densities.

In fact, the comparison of Fig. 10.3 also demonstrates that, compared to the

corresponding density difference diagrams, the entropy difference plots provide in

many respects a more detailed account of the reorganization of the electronic

structure relative to the free atoms in the promolecule, particularly in the inner-
shell regions of heavy atoms.

In Table 10.1 we have listed the representative values of the molecular entropy

difference (10.10) together with the associated Shannon entropies for the molecular

and promolecular electron densities (Nalewajski and Broniatowska 2003a). These

results show that in general the molecular distribution gives rise to a lower level of

the information-entropy (less electron uncertainty) compared to the promolecule.

This confirms an expected higher degree of compactness exhibited by electron

distributions of the bonded atoms, which experience the presence of the remaining

atoms, compared to their free (separated) analogs.

Thus, the degree of uncertainty contained in the electron distribution on average

decreases when the constituent free atoms form the chemical bonds. Indeed, the

dominating overall contraction of atomic electron distributions in the field of all

nuclear attractors in the molecule should imply a higher degree of “order” (less

uncertainty) in the molecular electron density in comparison to that present in the

promolecular distribution. The largest magnitude of this relative decrease in the

entropy content of the molecular electron density is observed for LiF, which

exhibits the most ionic bond (largest amount of CT) among all molecules included

in the table.

There is no apparent correlation in the table between the global entropy-dis-

placement and the chemical bond multiplicity. For example, a triple covalent bond

in N2 generates less overall entropy loss than does a single bond in H2. The reason

for a low magnitude of the entropy-displacement in N2 is the result of a mutual

cancellation of the negative and positive contributions due to valence electrons.

Indeed, the orbital hybridization and AO contraction should lower the entropy of

the atomic electron distribution, since they increase charge inhomogeneity in the

molecule, relative to the atomic promolecule. By the same criterion, the effective

expansion of atomic densities due to the AIM promotion, as well as the electron

delocalization via the system chemical bonds and the charge-transfer between AIM

should have the opposite effect, of relatively increasing the uncertainty content of

the electron distribution in the molecule. Notice that, should one assume a similar

Table 10.1 Displacements of

Shannon entropies (in bits) for

molecules of Fig. 10.1

Molecule ℋ [r] � S[r]�S[r0] S[r] S[r0]

H2 �0.84 6.61 7.45

N2 �0.68 8.95 9.63

HF �1.00 3.00 4.00

LiF �3.16 5.12 8.28

HCN �1.44 12.99 14.45

HNC �1.39 13.06 14.45

10.2 Displacements in Entropy Density 423



entropy-displacement of about �0.7 bits for all triple bonds in a series of isoelec-

tronic molecules N2, HCN and CNH, one obtains a contribution due to a single C–H

or N–H bond of about �0.7, a result close to that found for the H–H bond.

10.3 Illustrative Application to Propellanes

As an additional illustration we now present the combined density-difference,

entropy-displacement, and the information-distance analysis of the central bond

in small propellane systems (Nalewajski and Broniatowska 2003a). The main

purpose of this study was to examine the effect on the central C0–C0 bond, between
the (primed) “bridgehead” carbon atoms, of a successive increase in the size of the

carbon bridges in the series of the [1.1.1], [2.1.1], [2.2.1], and [2.2.2] propellanes

shown in Fig. 10.4. Figure 10.5 reports the contour maps of the molecular density

difference function Dr(r), the KL integrand Ds(r), and the entropy-displacement

density ℎr(r), for the planes of sections displayed in Fig. 10.4. The corresponding

central-bond profiles of the density- and entropy-difference functions are shown in

Fig. 10.6. The corresponding ground-state densities have been generated using the

DFT-LDA calculations in the extended (DZVP) basis set.

The density difference plots show that in the small [1.1.1] and [2.1.1]

propellanes there is on average a depletion of the electron density between the

bridgehead carbon atoms, relative to the atomic promolecule, while the [2.2.1] and

Fig. 10.4 The propellane structures and the planes of sections containing the bridge and bridge-

head (C0) carbon atoms, identified by black circles
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[2.2.2] systems exhibit a net density buildup in this region. A similar conclusion

follows from the entropy-displacement and entropy-deficiency plots of these

diagrams. The two entropic maps are again seen to be qualitatively similar to the

corresponding density-difference plots. This resemblance is seen to be particularly

strong between Dr(r) and Ds(r) diagrams shown in first two columns of Fig. 10.5.

In the generalized outlook on the bond-order concept (Nalewajski 2011a, b, c;

Nalewajski and Gurdek 2010), emerging from extensions of both the Wiberg-type

(Wiberg 1968; Gopinathan and Jug 1983; Mayer 1983, 1985; Jug and

Gopinathan 1990) or the quadratic-difference approaches (Nalewajski et al. 1993,

1994a, 1996b, 1997; Nalewajski and Mrozek 1994, 1996; Mrozek et al. 1998;

Nalewajski 2004b) to bond multiplicities in MO theory, and from the entropic

bond-multiplicity concept in the Orbital Communication Theory (OCT) of the

chemical bond (Nalewajski 2009e, f, g, 2010b, c, d, f; see also Chap. 12), one

identifies the overall chemical bond multiplicity as a measure of the statistical

“dependence” (nonadditivity) between orbitals on different atomic centers.

On one hand, this dependence between a given pair of AO on different atoms,

the basis functions contributed to the bond system of the molecule, can be realized

Fig. 10.5 A comparison between the equidistant contour maps of the density-difference function

Dr(r) (first column), the information-distance density Ds(r) (second column), and the entropy-

displacement density ℎr(r) (third column), for the four propellanes of Fig. 10.4
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directly (through space), by the constructive interference of these two orbitals,

which increases the electron density between them. For the positive AO overlap

it is then manifested by the positive value of the off-diagonal CBO (1-matrix) element

coupling the two AO in the molecule. In OCT this through-space component, which

signifies the absence of any AO intermediaries in the chemical interaction, originates

from the direct probability/information scattering between the two AO under

consideration.

On the other hand, such an interdependence between the two orbitals can also

originate from indirect sources, through their chemical coupling to the remaining

basis functions used to construct the system-occupied MO. Indeed, the ortho-

normality relations of the occupied MO, which determine the framework of chemical

bonds in the molecule, introduce the implicit dependencies between orbitals, which

generate the associated “through-bridge” bond-order contributions (Nalewajski

2011a,b,c,e,f; Nalewajski and Gurdek 2011a, b). In OCT this “cascade” bond com-

ponent is effected through the indirect probability/information propagation between

the specified pair of AO, through the specified subsets of the remaining basis

functions (Nalewajski 2011e,f; Nalewajski and Gurdek 2011b). This component is

thus realized through several AO-intermediates, which form an effective “bridge” for

the probability/information scattering from one basis function to another.

Therefore, each pair of AO or AIM exhibits the partial through-space and

through-bridge bond components. The bond-order of the former quickly decays

with an increase in the interatomic separation. It is also small, when interacting

orbitals are heavily engaged in forming chemical bonds with other atoms. The

through-bridge bond-order, however, can still assume appreciable values, when the

remaining atoms form an effective bridge of neighboring (bonded) atoms, which

links the atomic pair in question. We shall discuss the basic concepts of this novel

IT outlook on statistical origins of bond-orders in Chap. 12.

The numerical bond-orders reported in Fig. 10.6 originate from the two-electron
difference approach (Nalewajski et al. 1993, 1994a, 1996a, b, 1997; Nalewajski

andMrozek 1994, 1996; Mrozek et al. 1998; Nalewajski 2004b), an extension of the

original bondmultiplicity index ofWiberg (1968) and its subsequent generalizations

(Gopinathan and Jug 1983; Mayer 1983, 1985; Jug and Gopinathan 1990). Together

with the corresponding density profiles shown in this figure they reveal a changing

nature of the central bond in the four propellanes included in this analysis. The

central “bonds” in the smallest systems, lacking the accumulation of the electron

density or the entropy/entropy-deficiency density between the bridgehead atoms, are

seen to be mostly of the indirect character, being realized through-bridges rather

than directly through-space (Nalewajski 2011a,b,e,f). Clearly, the most important

atomic intermediates for this indirect bond mechanism in propellanes are the bridge
carbons, which strongly overlap (communicate) with the bridgehead carbons.

The missing through-space component in the smallest [1.1.1] system is due to

nearly tetrahedral (sp3) hybridization on the bridgehead carbons (see Sect. 12.10.6),
optimum to form strong bonds with the bridging carbon atoms, with the three

hybrids on each of these central atoms being used to form the chemical bonds

with the bridge carbons and the fourth (nonbonding, singly-occupied) hybrid being
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directed away from the central-bond region. In the largest [2.2.2] propellane these

central carbons acquire a nearly trigonal (sp2) hybridization, to form bonds with the

bridge neighbors, with one 2p orbital, not used in this hybridization scheme, being

now directed along the central-bond axis thus being capable of forming a strong

through-space component of the overall multiplicity of the C0–C0 bond.
A gradual emergence of the direct, through-space component of the central bond,

due to accumulation of the electron density and the entropy (entropy-deficiency)

density between the bridgehead carbons, is observed when the bridges are enlarged

in the two largest propellanes. Using the above two-electron difference approach

one roughly estimates a full (single) central C0–C0 bond in the [2.2.1] and [2.2.2]

propellanes, and approximately 0.8 (through-bridge) bond-order in the [1.1.1]

Fig. 10.6 The bridgehead bond profiles of the density difference function (left panel) and the

molecular entropy-displacement (right panel) for the four propellanes shown in Fig. 10.4. For

comparison the numerical values of the bond-multiplicities from the two-electron difference

approach (Nalewajski et al. 1996b) are also reported
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propellane. A more realistic orbital model of these interactions (Nalewajski

2011b) predicts for the largest [2.2.2] system the 0.62 of the direct Wiberg-type

component and 0.14 of the indirect bond-order via the three double-carbon bridges,
giving rise to the total measure of 0.76 bond multiplicity between the bridge-head

carbons. The corresponding model estimate of the through-bridges chemical inter-

action in the smallest [1.1.1] propellane predict a weaker 0.40 bond-order. There-

fore, the smaller system exhibits a higher through-bridge component, compensating

for the lack of the direct central bond in this system, while the larger system

generates almost twice as large overall bond multiplicity, mainly due to the direct

component.

10.4 Nonadditive Information Measures

Each scheme r ¼ ∑ara of exhaustively resolving the molecular ground-state

electron density r into the corresponding pieces r ¼ {ra} attributed to molecular

fragments of interest, e.g., AIM, MO or AO, molecular fragments, etc., implies the

associated division of the physical quantity A � A[r] into its subsystem additive

and nonadditive components [Nalewajski 2003e, 2008e, 2010a, c, f; Nalewajski

et al. 2010a, b; see also (7.372a)–(7.372c) in Sect. 7.8]:

A ¼ A½r� � Atotal½r� ¼ Aadd:½r� þ Anadd:½r�: (10.12)

Indeed, by the Hohenberg–Kohn theorem A correspond to the unique functional of

the ground-state density r, which defines the overall (total) multicomponent func-

tional in the adopted subsystem resolution: Atotal[r] � A[r]. This partition of the

electron density also determines the associated additive contribution,

Aadd:½r� ¼
X

a
A½ra�; (10.13)

and hence also (indirectly) the nonadditive component:

Anadd:½r� ¼ Atotal½r� � Aadd:½r� ¼ A½r� �
X

a
A½ra�: (10.14)

For example, this Gordon and Kim (1972) type division (see Sect. 7.8) of the

kinetic energy functional defines its nonadditive contribution, which constitutes the

basis of the DFT-embedding concept of Cortona (1991) and Wesołowski et al.

(Wesołowski and Warshel 1993; Wesołowski et al. 1995; Wesołowski and Weber

1998; Nalewajski 2002f, 2003e; Wesołowski and Tran 2003; Wesołowski 2004a, b;

Casida and Wesołowski 2004). It has also been demonstrated (Nalewajski et al.

2005) that the inverse of the nonadditive Fisher information in the MO resolution

defines the IT-ELF concept, in spirit of the original ELF formulation by Becke and

Edgecombe (1990), while the related quantity in the AO resolution of the SCF MO
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theory offers the key Contra-gradience (CG) criterion for localizing the chemical

bonds in molecular systems (Nalewajski 2008e, 2010f; Nalewajski et al. 2010a, b).

Such a division can also be used to partition the information quantities themselves

(Nalewajski 2006g, 2010a, c). As an illustration consider the local partitioning of

the molecular electron density into the AIM components, e.g., in the Hirshfeld

(“stockholder”) division, in which the molecular probability density at point r is
divided into atomic contributions in accordance with the conditional probabilities

(share factors) (Nalewajski and Parr 2000, 2001; Nalewajski 2002a, 2006g):

dðrÞ ¼ fPðXjrÞ ¼ pXðrÞ=pðrÞ ¼ rXðrÞ=rðrÞg or

rðrÞ ¼ frXðrÞ ¼ NpXðrÞ ¼ rðrÞPðXjrÞg: (10.15a)

The promolecular reference similarly determines the initial conditional prob-

abilities of the free atoms:

d0ðrÞ ¼ fP0ðXjrÞ ¼ p0XðrÞ=p0ðrÞ ¼ r0XðrÞ=r0ðrÞg or

r0ðrÞ ¼ fr0XðrÞ ¼ Np0XðrÞ ¼ r0ðrÞP0ðXjrÞg: (10.15b)

In this local partition scheme the overall distributions r(r) [or p(r) ¼ r(r)/N] as
well as r0(r) [or p0(r) ¼ r0(r)/N] and the associated promolecular conditional

probabilities d0(r) are assumed to be known from earlier molecular and atomic

calculations, respectively. The “stockholder” division rule (Hirshfeld 1977) then

assumes d(r) ¼ d0(r).
The overall KL missing-information density in this local partition of the electron

density,

Ds½r; r� ¼ rðrÞ log½rðrÞ=r0ðrÞg� ¼ rðrÞIðrÞ � Dstotal½rðrÞjr0ðrÞ�; (10.16)

where w(r) stands for the molecular enhancement factor relative to the promolecule

and I(r) � I[w(r)] denotes the associated surprisal, can be subsequently divided

into its additive and nonadditive contributions in this atomic resolution:

Dsadd:½rðrÞjr0ðrÞ� ¼
X

X
Ds½rX; r�;

Ds½rX; r� ¼ rXðrÞ log½rXðrÞ=r0XðrÞ� � rXðrÞ logwXðrÞ � rXðrÞIXðrÞ;
(10.17)

here wX(r) again denotes the atomic enhancement factor and IX(r) � I[wX(r)]
stands for the associated local value of the atomic surprisal. Finally, the difference

of the two entropy-deficiency densities determines the associated nonadditive

contribution:

Dsnadd:½rðrÞjr0ðrÞ� ¼ Dstotal½rðrÞjr0ðrÞ� � Dsadd:½rðrÞjr0ðrÞ�: (10.18)

10.4 Nonadditive Information Measures 429



10.5 Electron Localization Function

Consider now the nonadditivities of the Fisher measure of information in the MO

resolution, say, defined by the occupied KSMO from DFT calculations. In the spin-

resolved approach one uses the energy functional of spin densities {rs(r)}, each
defined by the spin-like electrons occupying the corresponding spin-subsets of MO

c ¼ cs ¼ fcs
i g

� �
,

rsðrÞ ¼
Xoccd:
i2s

cs
i ðrÞ

�� ��2: (10.19)

The (double) noninteracting kinetic energy density (a.u.),

2tss½r; rs� � ts½r; rs� ¼
Xoccd:
i2s

rcs
i ðrÞ

�� ��2; (10.20)

is then proportional to the distribution of the multicomponent (additive) Fisher

information functional in the amplitude representation [see (8.7)],

Iadd:½cs� ¼ 4
Xoccd:
i2s

ð
rcs

i ðrÞ
�� ��2dr � ð f add:s ðrÞ dr; (10.21)

tsðrÞ ¼ 1

4
f add:s ðrÞ: (10.22)

The leading term of the Taylor expansion of the spherically averaged HF

(conditional) pair-probability of finding in distance s from the reference electron

of spin s at position r the other spin-like electron then reads (Becke and Edgecombe

1990; see also: Fuentalba et al. 2009):

Pss
c ðsjrÞ ¼ 1

3
DsðrÞs2 þ :::;

DsðrÞ ¼ tsðrÞ � rrsðrÞj j2
4rsðrÞ

¼ � 1

4
½f totals ðrÞ � f add:s ðrÞ� ¼ � 1

4
f nadd:s ðrÞ � 0:

(10.23)

Above, we have explicitly indicated that the function DsðrÞ, a key concept for the

definition of ELF, is proportional to the negative nonadditive component of the

Fisher information in the spin-resolved MO resolution.

The appropriately calibrated square of its inverse, which determines the original

ELF, has been successfully used as a probe of the electron localization patterns in

atoms (Fig. 10.7) and molecules (Nalewajski et al. 2005). Indeed, the magnitude of
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the (negative) nonadditive information component increases with the electron

delocalization; therefore, its inverse reflects the complementary aspect of the

electron localization. When supplemented with elements of the distribution topo-

logical analysis, the ELF concept provides a powerful tool for approaching many

problems in structural chemistry (Silvi and Savin 1994; Savin et al. 1997).

A somewhat improved behavior at long distances is observed in the DFT-

tailored simple inverse of this function, known as IT-ELF (Nalewajski et al.

2005). In Fig. 10.7, representative graphs of both functions are presented for Ne,

Ar, Kr, and Xe. A qualitative behavior of the two curves is seen to be very similar,

emphasizing the shell structure of these noble gas atoms. One also observes that

ELF exhibits a faster decay at large distances from the nucleus and thus gives rise to

smaller spatial extension of the valence basins compared to those in IT-ELF.

In Fig. 10.8, we have compared the perspective views of these functions for N2,

NH3, PH3, and B2H6. These ELF plots convincingly validate the use of this local

probe as an indicator of the localization of the valence electrons in the bonding and

nonbonding (lone-pair) regions of these illustrative molecular systems. Indeed, in

the homonuclear diatomic N2 one detects in both plots the typical accumulation of

electrons between the nuclei, due to the formation of the triple covalent bond, and

the accompanying increase in the localization of the lone-pair electrons in the

nonbonding regions of both atoms, a clear manifestation of the accompanying

sp-hybridization. The three localized N–H bonds are also clearly visualized in

Fig. 10.7 Plots of ELF (dashed line) and IT-ELF (solid line) for Ne, Ar, Kr, and Xe

10.5 Electron Localization Function 431



both NH3 panels of the figure and a similar ELF features are detected in its PH3 part.

The final B2H6 plots are also seen to successfully locate the bonding electrons of the

four terminal B–H bonds.

The final application, shown in Fig. 10.9, again investigates the direct central

and bridge bonds between the carbon atoms in the smallest [1.1.1] and largest

[2.2.2] propellanes of Fig. 10.4. In these contour maps the absence (presence) of the

through-space component of the central bond, between the bridgehead carbon

atoms, is clearly seen in the upper (lower) panel for both versions of ELF, while

the structure of the C–C bonds in the bridges is also transparently revealed. An

interesting feature of the bridge bonds in the upper diagrams, also seen in Fig. 10.5,

is a slight displacement of the bonding electrons away from the line connecting the

bridge and bridgehead carbons, due to the near sp3-hybridization on the bridge-

carbon, which is required to additionally accommodate the two hydrogen atoms

(Nalewajski 2010l).

Fig. 10.8 (continued)
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Fig. 10.8 (continued)
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10.6 Contra-gradience Criterion for Locating Bonding

Regions in Molecules

Consider next the familiar problem of combining the two (L€owdin-orthogonalized)
AO (OAO), A(r) and B(r), say, two 1s orbitals centered on nuclei A and B,

respectively, which contribute a single electron each, N ¼ 2, to form the chemical

bond A––B. The two basis functions x ¼ (A, B) then form the bonding (’b) and

antibonding (’a) MO combinations, w ¼ (’b, ’a) ¼ xC:

’b ¼
ffiffiffi
P

p
Aþ

ffiffiffiffi
Q

p
B �

X
k¼A;B

wkCk;b; ’a ¼ �
ffiffiffiffi
Q

p
Aþ

ffiffiffi
P

p
B �

X
k¼A;B

wkCk;a;

Pþ Q ¼ 1;

(10.24)

Fig. 10.8 Comparison between perspective views of the ELF and IT-ELF surfaces for N2, NH3,

PH3, and B2H6, on the corresponding planes of section: along the bond axis (N2), in the plane

determined by three hydrogen atoms (NH3 and PH3), and in the plane passing through both

terminal BH2 groups (B2H6), respectively
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where the square matrix C ¼ [Cb, Ca] groups the LCAO MO expansion coefficients

expressed in terms of the complementary probabilities: P and Q ¼ 1�P. The former

marks the conditional probabilities P(Aj’b) ¼ jCA,bj2 ¼ P(Bj’a) ¼ jCB,aj2 � P,
and the latter measures the remaining elements of the conditional-probability matrix,

of observing AO in MO: P(Bj’b) ¼ jCB,bj2 ¼ P(Aj’a) ¼ jCA,aj2 ¼ Q.
We now examine the (bonding) ground-state, C0 ¼ ’2

b

� �
, the (nonbonding)

singly excited configuration C1 ¼ ’1
b’

1
a

� �
, and the (antibonding) doubly excited

stateC2 ¼ ’2
a

� �
. Consider the charge-and-bond-order (CBO), density matrix of the

SCF LCAO MO theory for each of these model configurations,

gi ¼ C nðCiÞCT ¼ x
�� coccd:ðCiÞ

� 	
nðCiÞ coccd:ðCiÞ

�� x� 	
¼ N x

�� coccd:ðCiÞ
� 	

pðCiÞ coccd:ðCiÞ
�� x� 	 ¼ N xh jd̂(CiÞ xj i; i ¼ 0; 1; 2;

(10.25)

with the diagonal matrix of the MO electron occupations {ns(Ci)}, n(Ci) ¼
{nsðCiÞds;s0} ¼ Np(Ci) ¼ {NpsðCiÞds;s0}, reflecting the MO probabilities {ps(Ci)

¼ ns(Ci)/N} in the electron configuration under consideration. As shown in the

Fig. 10.9 Plots of the ELF(first column) and IT-ELF (second column) for the [1.1.1] (top row) and

[2.2.2] (bottom row) propellanes of Fig. 10.4, on the indicated planes of section. The color scale

for the ELF values is given in the bottom of the figure
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preceding equation, this matrix constitutes the OAO representation of the density

operator d̂(CiÞ determined by the appropriate statistical mixture of the subspace of

the singly occupied spin-MO in the given electron configuration Ci, c
occd:ðCiÞ. The

three CBO matrices of the preceding equation read:

g0 ¼ 2
P

ffiffiffiffiffiffiffi
PQ

pffiffiffiffiffiffiffi
PQ

p
Q


 �
; g1 ¼ 1 0

0 1


 �
; g2 ¼ 2

Q � ffiffiffiffiffiffiffi
PQ

p
� ffiffiffiffiffiffiffi

PQ
p

P


 �
: (10.26)

They are seen to reflect the configuration bonding status. Indeed, the (bonding)

ground state exhibits the positive off-diagonal bond-order, gA,B ¼ 2(PQ)1/2, which
vanishes in the nonbonding configuration C1, gA,B ¼ 0, while its negative value in

C2, gA,B ¼ �2(PQ)1/2, correctly reflects the configuration antibonding character.

In this (real) 2-OAO model the AO-partition of the Fisher information densities

of the bonding and antibonding MO gives the following total MO information

densities:

fb ¼ 4ðr’bÞ2 � f totalx ½’b� ¼ 4½PðrAÞ2 þ QðrBÞ2� þ 8
ffiffiffiffiffiffiffi
PQ

p
rA � rB

� f add:x ½’b� þ f nadd:x ½’b�; (10.27)

fa ¼ 4ðr’aÞ2 � f totalx ½’a� ¼ 4½QðrAÞ2 þ PðrBÞ2� � 8
ffiffiffiffiffiffiffi
PQ

p
rA � rB

� f add:x ½’a� þ f nadd:x ½’a�: (10.28)

Along the bond-axis, in the AO-overlap region between the two atoms, which is

decisive for the (direct) bonding or antibonding character of MO, the CG density

defined by the product of gradients of the two interacting basis functions is negative:

ic�g ¼ rA � rB< 0 (see Fig. 10.10). Therefore, for these crucial locations

f nadd:x ½’b� ¼ 8
ffiffiffiffiffiffiffi
PQ

p
rA � rB � 8

ffiffiffiffiffiffiffiffi
PQ

p
ic�g < 0;

f nadd:x ½’a� ¼ �8
ffiffiffiffiffiffiffi
PQ

p
rA � rB ¼ �8

ffiffiffiffiffiffiffi
PQ

p
ic�g > 0: (10.29)

One similarly defines the average densities of the nonadditive and additive

Fisher information contributions per electron for the configuration in question:

f nadd:x ½Ci� ¼
X

s
½nsðCiÞ=N� f nadd:x ½’s� �

X
s
psðCiÞf nadd:x ½’s�;

f add:x ½Ci� ¼
X

s
psðCiÞf add:x ½’s�: (10.30)

In particular, for the three model electron configurations one finds:

f nadd:x ½C0� ¼ 8
ffiffiffiffiffiffiffi
PQ

p
ic�g; f nadd:x ½C1� ¼ 0; f nadd:x ½C2� ¼ �8

ffiffiffiffiffiffiffi
PQ

p
ic�g: (10.31)
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Therefore, the AO-phase-dependent, nonadditive contribution to the MO Fisher

information density, proportional to the CG integral

Ic�g ¼
ð
ic�gðrÞ dr ¼

ð
rAðrÞ � rBðrÞ dr ¼ �

ð
AðrÞDBðrÞ dr

¼ 2me

�h2
Ah j T̂ Bj i � 2me

�h2
TA;B; (10.32)

reflects the bonding and antibonding characters of both MO as well as the bonding,

nonbonding, and antibonding nature of the model configurations C0, C1, and C2,

respectively. It thus provides an attractive concept for both locating and indexing

the chemical bonds in molecules (Nalewajski 2010a, g; Nalewajski et al. 2010a, b).

As also indicated in the preceding equation, the CG integral measures the

coupling (off-diagonal) element TA,B of the electronic kinetic energy operator T̂

between the two basis functions. Such integrals are routinely calculated in typical

quantum-chemical packages for determining the electronic structure of molecular

systems. This observation also emphasizes the crucial role of the kinetic energy

terms in the IT interpretations of the entropic origins of the chemical bonding, using

the Fisher measure of information.

A reference to Fig. 10.10 indicates that the ic�g(r) ¼ 0 contour is defined by the

equation rA�rB ¼ 0. It separates the region of positive contributions ic�g(r) > 0,

outside this contour, from the region of negative CG density, ic�g(r) < 0, inside

the contour. Consider, e.g., its section in xz-plane, for y ¼ 0. For the Cartesian

reference frame located at the bond midpoint and the two nuclei in positions

RA ¼ (0, 0,�½R) and RB ¼ (0, 0, ½R), where the internuclear separation RAB ¼ R,
the electron-position vectors {rX ¼ r � RX} in this plane of section are: rA ¼ (x, 0,
z + ½R) and rB ¼ (x, 0, z �½R). The equation determining the ic�g(r) ¼ 0 contour

ic-g = 0 ic-g > 0

A B

ic-g < 0 r0 = R/2 

Fig. 10.10 The circular contour of the vanishing CG integrand for two 1s orbitals on atoms A and

B, ic�g(r) ¼ 0, passing through both nuclei, which separates the bonding region (inside the circle),
where ic�g(r) < 0, from the region of positive contributions ic�g(r) > 0 (outside the circle). At

each location r the sign of ic�g(r) is determined by the scalar product of the electron-position

vectors ra ¼ r�Ra, a ¼ A, B, which are mutually perpendicular on the zero contour passing

through both nuclei
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MO combinations of AO:
PzA – PzB (s-bonding)

PzA + PzB (s-anti-bonding)

PxA + PxB (p–bonding)

ic-g > 0

ic-g > 0

ic-g = 0 

z

z

z

z

x

z

x

xx

A

A B

A B

B

PxA – PxB (p–anti-bonding)

ic-g < 0

ic-g < 0

Fig. 10.11 Schematic representation of the bonding [ic�g(r) < 0] and antibonding [ic�g(r) > 0]

regions of the strong AO overlap in the chemical interaction between the valence orbitals ps and
pp on atoms A and B, enclosed by the vanishing CG contours, ic�g(r) ¼ 0, represented by the

pointed–broken line. The AO gradients, each in the direction perpendicular to the orbital contour,

remain mutually perpendicular on the ic�g(r) ¼ 0 surface (see also Fig. 10.10). It again follows

from these qualitative diagrams that the negative density of the nonadditive Fisher information

accompanies the electron delocalization via the constructive-combination of AO in the bonding

MO, while the positive density of this information contribution is associated with an effective

electron localization, due to the destructive-combination of AO in the antibonding MO.
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then reads: x2 þ z2 ¼ 1=2Rð Þ2 � r20. It thus determines the circle shown in the figure,

centered at the bond midpoint and passing through both nuclei.

As also argued in the qualitative diagram of Fig. 10.11, the negative CG density

is essential for any bonding interaction between basis functions, e.g., the two p-type
orbitals. Therefore, it is vital for the direct bonding interaction between a given pair
of basis functions that the gradient of one orbital exhibits a nonvanishing, negative
component along the direction of the gradient of the other orbital, which justifies

the name of the CG criterion itself.

10.7 Illustrative Applications of CG Probe

In the ground-state of N-electron system and the OAO basis set x ¼ (w1, w2, . . ., wm)
the nonadditive Fisher information density in the AO resolution for the electron

configuration defined by N lowest (singly-occupied) molecular spin-orbitals
c ¼ fckg, with the spatial MO parts w ¼ xC ¼ f’k; k ¼ 1; 2; :::; Ng, e.g.,

those from the SCF MO or KS calculations, reads:

Inadd: ½x� ¼ 4
Xm
k¼1

Xm
l¼1

ð1� dk;lÞ
ð
gk;lrw	l ðrÞ � rwkðrÞ dr � 2

ð
f nadd:ðrÞ dr

¼ 8Tnadd:½x�; (10.33)

where the CBO (density) matrix now provides the AO representation of the

projection operator onto the occupied subspace of SO, d̂(C0Þ ¼ P̂c ¼ jcihcj,

g ¼ xh j
XN
k¼1

ckj i ckh j
 !

xj i ¼ xjch i cjxh i ¼ CCy ¼ fgu;wg: (10.34)

It is proportional to the nonadditive component Tnadd.[x] of the system average

kinetic energy: Ttotal[x] ¼ tr(gT), where the kinetic-energy matrix in AO repre-

sentation T ¼ Tk ;l ¼ wkh j T̂ wlj i� �
.

In this general molecular scenario of the orbital approximation one uses the most

extended (valence) basins of the negative CG density, f nadd.(r) < 0, enclosed by the

corresponding fnadd.(r) ¼ 0 surfaces, as locations of the system chemical bonds.

This proposition has been recently validated numerically (Nalewajski et al. 2010a,

b). These results have been obtained using the standard SCF MO calculations

[GAMESS (1993) software] in the minimum AO basis; the STO-3G basis has

been selected to facilitate a comparison with intuitive chemical considerations. In

the remaining part of this section we present in Figs. 10.12–10.21 representative

results of this extensive study (see also: Nalewajski 2010a, f). The contour maps,

for the optimized geometries, will be reported in a.u. The negative CG basins, also

shown in the perspective views, are identified by the broken-line contours. For the

visualization purposes the Matpack and DISLIN graphic libraries have been used.
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The contour map of Fig. 10.12 confirms qualitative predictions of Fig. 10.10. In

this axial cut of f nadd.(r) for H2 the nonadditive Fisher information is seen to be

lowered in the spherical bonding region between the two nuclei. At the same time

the accompanying increases in this quantity are observed in the nonbonding regions

of each hydrogen atom, signifying the increased localization (structure) in this

homonuclear diatomic due to the axial polarization of the initially spherical atomic

densities. It should be stressed that the molecular CG integral over the whole space

must be positive, since by the virial theorem for the equilibrium geometry the shift

in kinetic component of the BO potential, relative to the separated atom (dissocia-

tion) limit, must be positive, thus giving rise to the overall “production” of the

nonadditive Fisher information in the molecular hydrogen.

A similar analysis for HF is presented in Fig. 10.13. The perspective view of

f nadd:ðrÞ< 0 volumes (upper panel) and the contour map of the axial cut of f nadd:ðrÞ
(lower panel) indicate the existence of three basins of a decreased nonadditive

Fisher information: a large, dominating (bonding) region O1 located in the valence

shells of two atoms, and the axially centered two small volumes detected in the

inner-shell of fluorine. The shape of the bonding volume is seen to exhibit a

polarization toward the 2pp orbitals of a more electronegative fluorine atom.

In HCl (Fig. 10.14) one again observes two smaller (inner-shell) and a large

(valence-shell) basins of the negative CG density. The softer heavy atom is now

seen to undergo a more substantial inner-shell reconstruction in the nonadditive

Fisher information. There is an axial build-up of f nadd:ðrÞ seen in the nonbonding

regions of two atoms, particularly on the hydrogen atom. It should be realized that

Fig. 10.12 The contour map of the CG density f nadd:ðrÞ for H2 (see also Fig. 10.10)
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compared to HF, where both atoms exhibit the “hard” (difficult to polarize) electron

distributions in their valence shells, the (soft) chlorine atom combined with the

(hard) hydrogen generates a stronger ionic (electron-transfer) component H ! Cl,

ultimately giving rise to the ionic pair H+Cl� in the dissociation limit, and hence a

smaller covalent (electron-sharing) component H––Cl in the resultant chemical

bond.

Consider next the triple chemical bond in N2 (Fig. 10.15), where the bonding

(valence) basin is now distinctly extended away from the bond axis, due to the

presence of two p bonds accompanying the central s bond. Small core-polarization

basins, now symmetrically distributed near each constituent atom along the bond

axis, are observed in the perspective view, while the sp-hybridization reconstruc-

tion of the nonbonding regions on both atoms is again much in evidence in the

Fig. 10.13 The perspective view of the negative basins of CG (upper panel) and the contour map

of the CG density (lower panel) for HF
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accompanying contour map. The dominating (bonding) region around the bond

middle-point is now “squeezed” between the two cores of nitrogen atoms. The

small, axially placed core regions of the depleted contra-gradience are seen to

be surrounded by the volumes of the positive values of this information density

in transverse directions. They reflect the charge displacements accompanying the

p-bond formation, which is also seen in the corresponding density difference

diagram of Figs. 10.1 and 10.3.

In the water molecule (Fig. 10.16) one detects two slightly overlapping outer-

basins of the negative nonadditive Fisher information in the O–H bonding regions,

and two small inner-shell basins of the negative CG density on oxygen atom. The

bonding basins, which define the two localized single bonds, are located between

Fig. 10.14 The same as in Fig. 10.13 for HCl

442 10 Electron Density as Carrier of Information



the corresponding pairs of nuclei and the lowering of the CG density in each bond is

seen to be the strongest in the direction linking the two O and H nuclear attractors.

The overlapping character of these two regions of the negative nonadditive kinetic-

energy, reflected by the present nonadditive Fisher-information probe, indicates a

partial delocalization of the bonding electrons of one O–H bond into the bonding

region of the other chemical bond, as indeed implied by the delocalized character of

the occupied canonical MO. The contour map for the cut in the molecular plane also

reveals a strong buildup of this information/kinetic-energy quantity in the lone-pair

region of oxygen, and – to a lesser degree – in the nonbonding regions of two

hydrogens. This effect on the heavy atom should indeed be expected as a result of its

promotion due to the nearly tetrahedral sp3-hybridization.

Fig. 10.15 The same as in Fig. 10.13 for N2
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One thus concludes on the basis of this numerical evidence that CG criterion for

detecting the valence basins of a diminished nonadditive Fisher information in AO-

resolution indeed provides an efficient tool for locating the bonding regions in

representative diatomics. It diagnoses all typical displacements of the bonded atoms

in the bond formation process, relative to the corresponding free atoms of the

promolecule, which have already been diagnosed from the density difference

diagrams, e.g., the AIM polarization via the promotion/hybridization mechanism,

the interatomic CT, and the constructive interference of AO in the bonding region,

which is responsible for the electron accumulation between the covalently

bonded atoms.

The chemical bonds in small hydrocarbons are investigated in contour maps of

Figs. 10.17–10.20. These diagrams testify to the efficiency of the CG criterion

in localizing all C–C and C–H bonding regions in ethane, ethylene, acetylene,

butadiene, and benzene. The CG pattern of the triple bond between the carbon

Fig. 10.16 The same as in Fig. 10.13 for H2O

444 10 Electron Density as Carrier of Information



atoms in acetylene (upper panel of Fig. 10.18) strongly resembles that observed in

N2 (Fig. 10.15). In acetylene the two cylindrical bonding regions of the C–H bonds,

axially extended due to a strong linear promotion of both carbon atoms via the

sp-hybridization, and the central bonding basin due to the triple C–C bond, now

transversely extended in the directions perpendicular to the bond axis, can be

Fig. 10.17 The same as in

Fig. 10.12 for ethane (upper

panel) and ethylene (lower

panel)
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clearly seen in the contour map. The f nadd:ðrÞ> 0 regions on each carbon atom, very

much resembling the atomic 2pp distributions, reflect the presence of the bond p
component. The depletion of the 2pp electron density near the carbon nuclei

generates more structure in the electron p-donating (nonbonding) regions of both

Fig. 10.18 The same as in Fig. 10.12 for acetylene (upper panel) and butadiene (lower panel)
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carbon atoms, and hence less structure (more delocalization) in the p-accepting
(bonding) volume between the two nuclei.

The butadiene contour map in the molecular plane containing all nuclei is shown

in the lower panel in Fig. 10.18. As seen in this diagram all bonds are properly

accounted for by the IT CG probe. The same conclusion follows from examining

Fig. 10.20, where the CG contour maps for benzene are shown, in the molecular

plane (upper diagram) and in the perpendicular section containing the C–C bond

(lower panel). It also follows from Fig. 10.19, where the additional CG cuts for

butadiene are shown, in the planes of sections perpendicular to the molecular plane,

along the peripheral and middle C–C bonds, respectively, that the p bond between

the neighboring peripheral carbons in butadiene is indeed stronger than its central

counterpart, in full accord with familiar quantum chemical predictions from the

SCF LCAO MO theory.

Finally, the bonding patterns in a series of four small propellanes of Fig. 10.4 are

examined in CG contour maps of Fig. 10.21. Each row of the figure is devoted to a

different propellane, arranged from the smallest [1.1.1] molecule, exhibiting three

single-carbon bridges, to the largest [2.2.2] system, consisting of three double-

Fig. 10.19 The same as in Fig. 10.18 for the planes of section perpendicular to the molecular

plane in butadiene passing through the peripheral (upper diagram) and middle (lower diagram)

C––C bond axis
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carbon bridges; the left panel of each row corresponds to the plane of section

perpendicular to the central bond between the bridgehead carbons, at the bond

midpoint, while the axial cut of the right panel involves one of the system carbon

bridges.

The main result of the previous IT and density-difference analyses, the apparent

lack of the direct (through-space) bond between the carbon bridgeheads in the

Fig. 10.20 The same as in

Fig. 10.12 for benzene. The

upper panel shows the

contour map in the molecular

plane, while the lower panel

corresponds to the

perpendicular plane of section

passing through one of the

C––C bonds
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[1.1.1] and [2.1.1] systems, and a presence of practically single bond in the [2.2.1]

and [2.2.2] propellanes, remain generally confirmed by the new CG probe, but this

transition is now seen to be less sharp, with very small bonding basins between

bridgeheads being also observed in the two smallest molecules. Thus, in accordance

with the CG criterion the transition from the missing direct bonding in [1.1.1]

system to the full, direct central bond in [2.2.2] propellane appears to be less abrupt:

a very small bonding basin identified in the former case is steadily evolving into

that attributed to the full bond in both [2.2.1] and [2.2.2] propellanes. The C–C and

C–H chemical bonds in the bridges are again perfectly delineated by the valence

surfaces of the vanishing CG density. The observed patterns of the nonadditive

Fig. 10.21 (continued)
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Fisher information density always appear to be very much polarizational in charac-

ter, with the closed bonding-regions of the negative CG being separated by the

molecular environment of the positive values of this quantity, marking the system

nonbonding regions.
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